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Preface to ”High Voltage Engineering

and Applications”

High-voltage engineering is a crucial part of our modern society, from the different components 
in the power grid to the copy machines around us. Recently, different challenges have emerged 
in high-voltage engineering that need special attention from researchers. In this Special Issue, 
we received 35 articles where 18 were accepted and 17 were rejected. The accepted articles discussed 
different topics and issues related to high-voltage engineering. The first article by Haytham addresses 
the application of machine learning to transformer health index estimation. The authors used 
different machine learning algorithms to assess the transformer insulation condition using different 
transformer oil tests. Subsequently, five articles addressed different issues related to partial discharge 
(PD). Issues like PD denoising, novel techniques to detect PD under AC, and fast transient and 
modeling of PD propagation are some of the topics related to PD that were discussed. Then,  
four articles discussed different topics related to outdoor insulators. Field problems in both ceramic 
and non-ceramic insulators were highlighted, like pollution flashover and aging under field 
conditions. The presented work is mixed between experimental and simulation studies.    
Basic studies follow in four different articles that discuss fundamental issues like surface 
discharge and interfacial polarization. The focus in these articles was on the use of state-of-the-art 
modeling techniques like finite element method and space charge simulation. Two articles 
related to underground cables were to follow. The first articles discusses the influence of voids 
on electric field distribution in underground cables, and the second article addresses several issues 
related to cable ampacity. Finally, two articles related to different grounding issues are presented. 
The topical diversity of the articles is apparent, as is the geographical distribution of the 
authors; we present articles from China, Canada, Malaysia, the Czech Republic, Slovakia, Iran, 
France, the UK, the USA, India, and the United Arab Emirates.

Ayman El-Hag

Special Issue Editor

ix





energies

Article

Application of Machine Learning in Transformer
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Abstract: The presented paper aims to establish a strong basis for utilizing machine learning (ML)
towards the prediction of the overall insulation health condition of medium voltage distribution
transformers based on their oil test results. To validate the presented approach, the ML algorithms
were tested on two databases of more than 1000 medium voltage transformer oil samples of ratings in
the order of tens of MVA. The oil test results were acquired from in-service transformers (during oil
sampling time) of two different utility companies in the gulf region. The illustrated procedure aimed
to mimic a realistic scenario of how the utility would benefit from the use of different ML tools towards
understanding the insulation health index of their transformers. This objective was achieved using
two procedural steps. In the first step, three different data training and testing scenarios were used
with several pattern recognition tools for classifying the transformer health condition based on the
full set of input test features. In the second step, the same pattern recognition tools were used along
with the three training/testing scenarios for a reduced number of test features. Also, a previously
developed reduced model was the basis to reduce the needed number of tests for transformer health
index calculations. It was found that reducing the number of tests did not influence the accuracy of
the ML prediction models, which is considered as a significant advantage in terms of transformer
asset management (TAM) cost reduction.

Keywords: feature selection; insulation health index; machine learning; oil/paper insulation;
transformer asset management

1. Introduction and Background

One of the major parameters that define the operation and planning of an electrical utility is the
transformer asset health condition. Based on their health condition, electrical utility engineers can
predict the transformer useful remnant lifetime. Such an understanding can benefit utility companies
to prepare a proper financial plan to estimate the future cost of maintenance and replacement for
the transformer units. Significant research has been conducted to help utility companies in cutting
their asset maintenance costs. This area of research is commonly referred to as the transformer
asset management (TAM) practice [1]. TAM, as explained in [1–3], defines a strategic set of future
maintenance and replacement activities for the utility transformer asset based on diagnostic testing
methods of the transformer health condition. The ultimate objective of TAM is to ensure the power
system reliability within an economic platform. Abu-Elanien in [2] defines the diagnostic testing
methods in its two-part forms of condition monitoring (CM) and condition assessment (CA). CM
refers to all the electrical, chemical, and physical tests that are used collectively towards CA tools that
determine the transformer health condition. Azmi et al. states that TAM practices are at their best
when they are comprised of both the CA and financial information [3]. Having knowledge of the
transformer history (loading and failure history), associated risk index (based on the load it feeds),

Energies 2019, 12, 2694; doi:10.3390/en12142694 www.mdpi.com/journal/energies1
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current health condition, and all related financial costs (maintenance, operation, and failure) would
result in an economic risk management plan with adequate subsequent decisions.

1.1. Insulation Health Index Computation

According to the literature, the transformer health condition is governed by its oil-paper insulation
condition [1,4,5]. According to [1], analyzing the transformer oil samples would be more advantageous
than testing other transformer components (turns ratio, winding resistance, leakage reactance, etc.)
for fault detection and life expectancy. With the health condition of all transformer components
being taken into consideration, the overall health condition can be defined using the health index
(HI). The health index, as explained by Jahromi et al. [6,7], is a single index factor which combines
operating observations, field inspections, and laboratory tests to aid in the TAM cycle. The insulation
condition is a vital part of the HI computation that could suffice when limited data is available for
the transformer service record and design. Understanding the insulation condition would require
thorough transformer oil sample analysis through electrical, chemical, and physical laboratory tests.

All conducted oil insulation laboratory tests fall into one of three major test categories, which
are namely the dissolved gases (DGA), oil quality (OQA), and furan (FFA) tests [6,7]. DGA tests
are typically conducted for the detection of transformer internal faults (electrical and/or thermal).
The dissolved gases include hydrogen (H2), methane (CH4), ethane (C2H6), ethene (C2H4), ethyne
(C2H2), carbon monoxide (CO), and carbon dioxide (CO2) [8]. For the second category of tests, OQA,
the oil quality is determined by testing the oil breakdown voltage (BDV), acidity, water content,
interfacial tension (IFT), dielectric dissipation factor (DDF), and color [9]. Finally, the measurement of
FFA determines the extent of paper insulation degradation through determining the furfuraldehyde
(or commonly known as furan) content in the transformer oil. Furan is a chemical compound that
dissolves in the insulation oil upon the breakdown of the cellulose chain of the paper material [10].
The furan test is a strong indicator of transformer paper insulation ageing. Collectively, laboratory
tests on dissolved gases, oil, and paper quality would be used to compute the HI value based on a
given formula that is developed by experts in the TAM field. Examples of such different formulas can
be found in [6–13], with the method illustrated in [6,7] being solely used for computing the HI for the
majority of publications.

1.2. Novel Methods for HI Computation

The approach of using artificial intelligence tools, such as machine learning (ML) technologies
and fuzzy logic for the HI computation, was well studied in several publications. In Ref. [14], the
assessment of the HI was done using a neuro-fuzzy approach. The aim of the study was to test the
performance of the five-layer based neuro-fuzzy model in computing the HI as per the scoring method
dictated in [6]. The inputs to the model were the oil test features that have been taken from in-service
transformers records. Though limited in the number of available data, the author was able to show
a prediction accuracy of more than 50% using the developed neuro-fuzzy model. In other works,
such as [15], a general regression neural network (GRNN) was developed for the HI of four-class
based condition assessment (namely, very poor, poor, fair, and good). For this particular work, the
transformer health was graded based on international oil assessment standards (such as that of [9]).
Six key inputs, including the oil total dissolved combustible gas, furan content, dielectric strength,
acidity, water content, and dissipation factor, were utilized. An 83% success was reported in predicting
the transformer health condition. Zeinoddini-Meymand et al. in [16] used an artificial neural network
and neuro-fuzzy models to include the basic oil assessment test features and additional economical
parameters that have not been accounted for in many publications. These economical parameters
include the transformer percentage economical life-time and ageing acceleration factor. According
to [16], the inclusion of such parameters in the HI condition-class problem resulted in an excellent
assessment performance, which correlated with that of the field experts.
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In the work of [17], probabilistic Markov chain models were used in predicting the future
performance of the transformer asset based on their HI computation for a defined span of time.
Transition probabilities have been derived (using a non-linear optimization technique) to be the
core element of the Markov chain model, which in turn was used to predict the future HI of the
transformer asset. The reported results indicate satisfactory prediction performances for a number of
tested transformers. An interesting approach was presented by Tee et al. in [18] for determining the
transformer health condition using principle component analysis (PCA) and analytical hierarchy process
(AHP). Data of the transformer oil quality tests and age have been used in both the aforementioned
techniques to rank the transformer asset based on the insulation health condition. The ranking obtained
by both techniques showed a comparable performance to that of an expert-based empirical formula
assessment for the same transformer asset.

In Ref. [19], a fuzzy-based support vector machine (SVM) was used in HI-condition assessment.
The HI condition of a given transformer was determined based on a number of factors, including
industry standards and utility expert judgments. The SVM model showed a classification rate of 87.8%.
A fuzzy-logic based model was also incorporated in [20], where the HI class condition (three classes)
was predicted using the technical oil test features as inputs. In other attempts, such as [21], a general
study was conducted using different conventional feature selection methods on oil test features for
predicting the HI condition with different ML techniques.

With reference to all the reported works in this paper, a promising future is foreseen for the use
of ML in the TAM field. As was indicated earlier, predicting the HI of the transformer asset will
substantially impact the financial strategy of the utility company in asset maintenance plans. The
objective of this work was to extend our previous research of [22] and establish a platform for using a
wide range of ML tools in understanding the transformer health condition.

1.3. Organization of the Presented Work

In the following sections of this paper, the transformer databases used for this study will be
introduced. The methodology of computing the HI value and accordingly classifying the health
condition for a given sample in the oil databases are illustrated. Thereafter, the different ML tools used
in the pattern recognition/classification problem of this study are introduced. The stepwise regression
feature selection tool will also be introduced. Accordingly, two major steps will be done in achieving
the objectives of the presented work:

• Full-feature modelling: The pattern recognition model will be trained and tested based on the
complete number of available test features (which is 10 in this study). Eight different pattern
recognition methods will be used with three different training and testing scenarios based on the
two different oil databases that were acquired in this study.

• Reduced-feature modelling: Based on the reported work of [22], stepwise regression was used
as a feature selection tool for predicting the HI value of a given oil sample. Accordingly, it was
concluded which oil test features are of the highest statistical significance in computing the HI
value of a given transformer. Only the indicated oil test features from [22] will be used from the two
databases in a reduced-feature modelling step. Again, eight different pattern recognition methods
will be used along with the same three training and testing scenarios used in the full-feature
modelling procedure.

2. Materials and Methods

2.1. Transformer Oil Samples

As mentioned earlier, transformer oil sample databases were acquired from two utility companies
in the gulf region. For confidentiality purposes, the two companies will be referred to as Util1 and Util2.
In total, 730 transformer oils samples were obtained from Util1, while 327 transformer oil samples were
obtained from Util2. Transformers from both databases are medium voltage distribution transformers.

3
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Util1 transformers are 66/11 kV, 12.5 to 40 MVA, while those of Util2 are 33/11 kV and 15 MVA. For
every transformer in both databases, 10 different oil test results are available, namely: H2, CH4, C2H6,
C2H4, C2H2, BDV, IFT, water content, acidity, and furan.

2.2. Structuring the HI Database

The transformer databases have a total of 1057 data samples combined. The prime objective of
this paper is to be able to estimate the transformer insulation health condition using ML with either
the entire oil feature set or a partial part of it. The published work in [6,7] is considered as the base
method for computing the HI. In this method, all input test features are assigned a score value based
on a predefined scale. The scored test feature is then multiplied or scaled by a predefined weight
factor and is quantifiably added to the other scaled test features. With the inclusion of other arithmatic
operations, three quantitative factors related to the DGA, OQA, and FFA tests are calculated (denoted
by β). The β factors are discrete values that range from 1 to 5 (or 1 to 4 for βOQA), with the ascending
order of the values indicating a deteriorating condition of the transformer health. The three factors
will then be multiplied by their associated weights (denoted by α) to eventually produce the HI value
using Equation (1) as illustrated in [6]:

HI =
(βDGA × αDGA) +

(
βOQA × αOQA

)
+ (βFFA × αFFA)

4×
(
αDGA + αOQA + αFFA

) × 100%. (1)

The HI value ranges from 0% to 100%, with 100% being a transformer in the healthiest possible
condition. Once the HI is computed, the data sample is classified into one of three health condition
classes, which are: Bad (B), fair (F), and good (G). Table 1 illustrates the HI value range for a given
class and the number transformers from each utility company in that class.

To have a better visualization of the 10 input variables and how they are related to the health
condition of the transformer data, a 3-D plot of the data using the β factors from Equation (1) is depicted
in Figure 1. As can be seen in Figure 1, there is a clear and distinct difference between the three classes
of data that is influenced by the three β factors.

Table 1. Health index value range of health condition classes and the corresponding number of samples.

Data Group Good (G), HI > 85% Fair (F), 50% <HI ≤ 85% Bad (B), HI ≤ 50%

Util1 496 206 28
Util2 238 84 5

Total from Util1 and
Util2 734 290 33

Figure 1. A 3D representation of the input variables through βDGA, βOQA, and βFFA.

4
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2.3. The Machine Learning Methodology

Transformer condition assessment requires the analysis of substantial data, whose instances
represent investigated transformers and whose features represent variables measured to predict the
transformer HI condition. A pattern recognition or classification model (classifier) can be trained on
the dataset so that learning algorithms can operate faster and more effectively; in other words, costs
are reduced, and learning accuracy is improved [23]. The methodology presented in this paper is
based on feature selection and pattern classification for assessing the HI of power transformers. ML
helps in gaining insights into the properties of data dependencies, and the significance of individual
attributes in the dataset. Classification is an ML technique used to assign labels (classes) to unlabeled
input instances based on discriminant features. Class labels in this study are the three health condition
classes. Feature selection techniques determine the important features to include in the classification
process of a particular data collection. Ten features are available for this study as was illustrated earlier.
The entire process of applying these ML techniques to predict the class of unseen data consists of the
typical phases of training and testing.

Consider a binary classification problem with positive (P) and negative (N) classes (i.e., two class
problem). As a generalization for such multi-class classification problems, the overall classification
accuracy measure is assessed in terms of the quantity of truly and falsely classified samples. Accordingly,
a confusion matrix is constructed for recording the frequency of truly positive (TP), truly negative
(TN), falsely positive (FP), and falsely negative (FN) samples. Table 2 shows a confusion matrix for
binary classification problems, in which the class is either P or N.

Table 2. Confusion matrix of binary classification problems.

Classified as

Really is
P N

P TP FN
N FP TN

As illustrated in [24], the overall classification accuracy measure is calculated by:

Accuracy Rate =
TP + TN

TP + FP + TN + FN
. (2)

To validate the classification model, the k-fold cross-validation technique is used. Wherein, the
dataset is randomized then equally subdivided into k subsets, of which k − 1 subsets are used for
training and the remaining subset is retained for testing to validate the resulting model. Then, a
different subset is used as a test set and the remaining k − 1 are used for training; thus, a second model
is built. The process is repeated k times (folds) until k models are built. The final estimation is based
on the average of the k results. A 10-fold cross-validation is usually used [25]. This method has the
advantage of using all data for both the testing and validation. Moreover, it reduces the standard
deviation with random seeds, as compared to methods that split the dataset into two sets, a training
set and a testing set.

Feature selection is the process of selecting a subset of relevant, high quality, and non-redundant
features for building learning models [26], with improved accuracy [27]. Quite often, datasets contain
features with different qualities, which can influence the performance of the entire learning framework.
For instance, noisy features can decrease the classifiers’ performance. Moreover, some features are
redundant and are highly correlated, i.e., they do not give additional information. Considering all
available information, provided by all kinds of features, would make it hard for the classifier to
discover the real distinguishing characteristics, and would cause it to be overly specified (over fitted)
on the examples it is trained with, hence reducing its generalization power drastically. Therefore, it
is important to select the appropriate features to base classification on them [28,29]. As explained
in the earlier publication of [22] and detailed in [30], stepwise regression deals with studying the
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statistical significance of a number of test features as they relate to the variable of interest. In other
words, stepwise regression will be used to determine which of the 10 oil test features will be adequately
sufficient to predict the HI value with the absence of the least significant ones. In the stepwise regression
process, a final multilinear regression model is developed for predicting the variable of interest by
adding or removing test features in a stepwise manner. The process starts with a single feature present
in the regression model. A feature is then added to assess the incremental performance of model in
computing the variable of interest (the HI value in this case). In each step, the F-statistic of the added
feature in the model is computed. The F-statistic is found by:

Fj =
SSR

(
γ j
∣∣∣γ0,γ1,γ2 . . . ,γ j−1

)
MSE

(3)

where γ is the regression coefficient of the associated feature in the multilinear regression model. Fj is
the F-statistic value with the inclusion of the jth term in the regression model given the other existing
test features in the model. SSR is the regression sum of squares of the data sets’ computed model
output as compared to data sets’ actual values, and MSE is the mean square of error of the model with
all its existing and currently tested features. During each step, a p-value for the F-statistic of the added
feature is determined and tested against the null hypothesis. The null hypothesis rejects the idea that
the feature in question is statistically significant to the variable of interest. Thus, when performing
the stepwise feature selection in the forward manner and the p-value of the added term to the model
is found to be below the pre-defined entrance tolerance, the null hypothesis is rejected and the term
is added to the model. Once all the forward stepwise process is done, the stepwise process starts to
move in the backward manner. If a given test feature that exists in the model has its p-value for the
F-statistic above the exit tolerance, the null hypothesis is confirmed and that feature is removed from
the final model.

2.4. Classifiers Used in the Study

In this paper, WEKA version 3.8.2 was used as the platform for the different classifiers. It is a
collection of machine learning algorithms for data mining tasks developed at the University of Waikato,
New Zealand. A brief description of the different machine learning algorithms used by WEKA in this
study is presented below.

• Random Forest (RForest): It is a form of the nearest neighbor predictor that starts with a standard
ML technique called a decision tree [31,32]. RForest is a meta-estimator that fits a number of
decision tree classifiers on various sub-samples of the dataset and uses averaging to improve
the predictive accuracy and control over-fitting. RForest is a fast classifier that can process many
classification trees [22].

• Decision Tree (J48): J48 is the Java implementation of the C4.5 decision tree algorithm in the WEKA
data mining software [32]. The algorithm builds decision trees by calculating the information
gain of the attributes, and then uses the attribute that has the highest normalized information
gain to split the instances into subsets of the same class label (called a leaf node of the tree). The
algorithm repeats the same process with all split subsets as children of a node. Finally, the tree is
pruned by removing the branches that do not help in classification.

• Support Vector Machines (SVMs): SVM classifies instances by constructing a set of hyperplanes to
separate the class categories [33]. SVMs belong to the general category of kernel methods [34,35],
which depend on the data only through dot products. To ensure that the hyperplane is as wide as
possible between classes, the kernel function computes a projection product in some possibly high
dimensional feature space. SVMs have the advantages of being less computationally intense than
other classification algorithms, a good performance in high-dimensional spaces, and efficiency in
handling nonlinear classification using the kernel trick that indirectly transforms the input space
into another high dimensional feature space.
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• Artificial Neural Networks (ANNs): ANNs are bio-inspired methods of data processing that enable
computers to learn similarly to human brains [24]. ANNs are typically structured in layers made
up of a number of interconnected nodes. Patterns are presented to the network via the input
layer, which communicates to one or more hidden layers where the actual processing is done via a
system of weighted connections. The hidden layers then link to an output layer where the answer
(health index level in our case) is the output. In the learning phase, weights are changed until the
best ANN model that fits the input data is built [24].

• k-Nearest Neighbor (kNN): The kNN algorithm is a supervised learning technique that has been
used in many ML applications. It classifies objects based on the closest training examples in the
feature space. The idea behind kNN is to find a predefined number of training samples closest
in distance to a given query instance and predict the label of the query instance from them [24].
kNN is similar to a decision tree algorithm in terms of classification, but instead of finding a tree,
it finds a path around the graph. It is also faster than decision trees.

• OneR: One rule is made for each attribute in the predictor variable in the dataset in which a given
class is assigned to the value of that attribute [36]. The rule is created by counting the frequency of
target classes that appear for a given attribute in the predictor variable. The most frequent target
class is assigned for that attribute and the error for using that one rule for the entire data set is
computed. The attribute of the predictor variable with the least error is considered as the final
one rule. For the problem in this study, the attributes of each predictor variable are continuous
numerical values and thus they must be discretized to create the one rule. The discretization
process is thoroughly explained in [36].

• Multinomial Logistic Regression (MLR): A linear regression model attempts to fit a linear equation
that maps the predictor variables to an estimated response variable [37]. Logistic regression or
binary logistic regression, on the other hand, is more of a two-class classification-based model
that is considered as a generalized linear model. The algorithm aims to define linear decision
boundaries between the different classes [38]. The linear logistic regression model maps the input
feature vector into a probability value via the sigmoid logistic function that is set during the
training process. Based on the obtained probability, a decision is made of whether the given
sample belongs to a particular class or not. For multiple classes, the MLR model is developed,
which is a set of binary logistic regression models of a given class against all other classes. The
classification of the sample is based on the maximum computed probability amongst the different
logistic regression models [39].

• Naïve Bayes (NB): The NB classifier is a probabilistic classifier that is based on Bayes theorem [40].
This classifier is based on the assumption that the predictor variables are conditionally independent
given the class of the data sample in question. In other words, the posterior probability of the sample
being in a particular class given the predictor variables is computed using Bayes theorem [40].
For that, the likelihood of the predictor variable given the class, predictor prior probability, and
class prior probability are determined. The samples are classified based on the outcome of the
maximum posterior probability computed amongst all the different classes. This type of classifier
is easily modelled and is typically suitable for large datasets.

3. Results

As illustrated earlier, two subsequent procedural steps were followed to achieve the main objective
of this paper. In the first step, eight different classifiers were modelled for classifying the transformer
health condition as being B, F, or G with three different training/testing scenarios involving the two
utility databases (Util1 and Util2). The full number of 10 features (as obtained from Util1 and Util2) will
be used to model the classifiers, and thus such classifiers will be named as the full-feature classifiers.
In the following step, predetermined stepwise regression features from the reported results of [22]
were used as the only features in modelling the eight classifiers with the same three training/testing
scenarios of the full-feature model. Such classifiers will be named as the reduced-feature classifiers.
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An assessment of the performance of both the full-feature and reduced feature classifiers was done by
means of the accuracy rate obtained as per Equation (2). The mean accuracy rate (MAR) is shown in
the presented results, which is basically the average value obtained for the accuracy rate for 10 trials.

3.1. Full-Feature Classifier Modelling

Eight different types of classifiers were used, which are NB, MLR, ANN, SVM, kNN, OneR, J48,
and RF. Different training and testing scenarios were designed for the study. For a training/testing
scenario, Tr-Util1, Ts-Util1, the classifier would be trained on data from Util1 and tested using the
unused data from Util1. Similarly is the case with a training/testing scenario, Tr-Util2, Ts-Util2.

In order to validate the generalized nature of the classifiers, a training/testing scenario, Tr-Util1,
Ts-Util2, would have the classifier being trained on data from Util1 and tested on different data from
Util2.

To have a better understanding of how the results are obtained, consider the following example.
When applying the training/testing scenario Tr-Util1, Ts-Util1 with the RF classifier, the confusion
matrix will indicate the frequency of truly and falsely classified data samples. Table 3 shows the
confusion matrix obtained for the Tr-Util1, Ts-Util1 scenario using the RF classifier. As can be seen in
Table 3, 99.2% (492 of 496) for the G class of transformers were correctly classified. Similarly, 94.2% and
68% of the data samples were correctly classified as the F and B class, respectively. The accuracy rate
was calculated using Equation (2) as:

Accuracy Rate = TG+TF+TB
TG+TF+TB+FG+FF+FB=

492+194+19
492+194+19+13+3+9 × 100% = 96.58%, (4)

where TG, TF, and TB are the truly classified data samples in the G, F, and B classes, respectively, and
FG, FF, and FB are the falsely classified data samples in the G, F, and B classes, respectively. The same
simulation was done 10 times and the MAR was noted. Table 4 shows the summary of the obtained
MAR results for eight classifier types with the three training/testing scenarios.

Table 3. Confusion matrix for the Tr-Util1, Ts-Util1 scenario using the Random Forest classifier.

Classified as

Really is

G F B

G 492 4 0
F 9 194 3
B 0 9 19

Table 4. Summary of full-feature mean accuracy rate results for the eight classifier types with the three
training/testing scenarios.

Training/Testing Scenario NB MLR ANN SVM kNN OneR J48 RF

Tr-Util1, Ts-Util1 92.6% 95.5% 94.9% 92.6% 93.0% 86.7% 95.6% 96.6%
Tr-Util2, Ts-Util2 93.3% 94.8% 92.7% 86.9% 94.5% 85% 98.2% 96.6%
Tr-Util1, Ts-Util2 90.2% 95.4% 95.4% 85.6% 87.8% 85.9% 95.1% 93.6%

3.2. Reduced-Feature Classifier Modelling

In the published work of [22], it was concluded that the four test features of furan, IFT, C2H6,
and C2H2 are the concise test features of the highest statistical significance in the regression problem
of the HI value. The approach presented in this paper differs than that of [22] such that the ML
approach deals with the prediction of the health condition class rather than the HI value (thus a
classification problem rather than regression). Thus, the indicated four test features in [22] were used in
the reduced-feature classifier modelling. Similar to the approach followed in the full-feature classifier
models, eight classifiers with three different training/testing scenarios were used. Table 5 shows the
summary of the obtained results for the MAR.
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Table 5. Summary of reduced-feature MAR results.

Training/Testing Scenario NB MLR ANN SVM kNN OneR J48 RF

Tr-Util1, Ts-Util1 94.4% 95.3% 95.1% 92.1% 95.6% 86.7% 95.3% 96.6%
Tr-Util2, Ts-Util2 90.8% 93.3% 91.1% 77.7% 93.6% 86.9% 97.2% 96.9%
Tr-Util1, Ts-Util2 92.4 90.5% 93.3% 86.2% 92.4% 85.9% 92.4% 93.6%

4. Discussions of the Results

Tables 4 and 5 summarize the results obtained for more than 640 simulations combined. This
section of the paper will highlight the most important results that would significantly support the
objective of using ML for the transformer health index problem.

4.1. Full-Feature Classifier Results

With reference to Table 4, the following points should be noted:

• The overall MAR results obtained for the full-feature classifier models were above 85%. It was
observed that the highest classification error was observed for the B class samples. Though many
data samples that actually belong to the B class were misclassified, they were always misclassified
as being in the F class rather than the G class. This sort of error is of minimal risk in the sense that
the classifiers would never give a misleading information of the transformer being in an excellent
health condition while truly being in the worst health condition. Table 6 shows examples of the
confusion matrices obtained in which a significant number of the B samples were misclassified as
being F samples. The misclassification in most cases is attributed to the fact that a limited number
of transformer oil samples of the B class are available for training (only 33 samples in total as can
be observed in Table 1).

• For the remaining health condition classes, the accuracy rate was high and acceptable for most
simulations. Most of the classifiers performed well in distinguishing between an F sample and a
G sample. This is mainly attributed to the fact that a significant number of samples are available
from both classes for training data.

• One of the extremely important training/testing scenarios would be that of Tr-Util1, Ts-Util2. With
reference to Table 4, it was observed that most of the classifiers for this particular scenario did not
perform as well as in the other training/testing scenarios. This inferior performance is mainly
attributed to the fact that the classifier training was done with data from one utility company
and testing was done with completely unseen data from another utility company. Still, the MAR
results obtained are excellent given the previously unseen testing data. The MLR and ANN
classifiers were the best classifiers, which resulted in an MAR of 95.4%. These excellent results
support the generalized nature of the proposed approach in such a way that a utility company
can use pre-modelled classifiers for their own transformer oil samples.

Table 6. Confusion matrix for (a) the Tr-Util1, Ts-Util1 scenario using the kNN classifier, (b) Tr-Util1
and Util2, Ts-Util1 and Util2 scenario using the ANN.

(a)

Classified as

Really is

G F B

G 483 13 0
F 22 181 3
B 0 13 15
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Table 6. Cont.

(b)

Classified as

Really is

G F B

G 719 15 0

F 20 262 8

B 0 17 16

4.2. Feature-Reduced Classifier Results

The selected features are basically the furan (which is an indicator of the paper insulation
condition), the IFT (which is an indicator for the oil quality), and C2H2 and C2H6 that reveal the
presence of any faults inside the transformer. Also, the ML can detect any correlation between the tests
and hence remove highly correlated tests. With reference to Table 5, the obtained MAR results using
most of the feature-reduced classifiers were above 90%. Similar to the full classifier models, the J48 and
RF classifiers had the best performance amongst the eight reduced classifier models. These results give
a significant conclusion that the feature selection technique of stepwise regression was very successful.
The impact of these results would help utility companies reduce the cost of performing TAM practices
by reducing the number of test samples required for computing the health index of the transformer
asset. However, it is important to note that the frequency of oil sampling and hence overall TAM
planning will not be improved by the results of the presented paper.

To illustrate the correlation of the health index with the selected features, Figure 2 shows the plots
obtained for the furan, water, IFT, and C2H2 content against the health index. Although, furan, IFT,
and C2H2 were selected by the stepwise regression, the water content was not selected [22]. Water
clearly had the least correlation with the health index value, which would explain why it was not
selected in either stepwise regression. On the other hand, the other three selected features showed a
strong correlation with the health index.

Figure 2. Plots indicating the relationship between a particular predictor variable and the health
index value.
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An additional study was conducted to observe if the age of the transformer was correlated with
the obtained health index value. The age factor was not included in the study due to the fact that
the transformer age data was only available for the transformer asset of Util1. Figure 3 shows the
relationship between the transformer energization date and the health index value. It is apparent
that there is no strong correlation between the transformer age and health index value. Merely, the
transformer age may not be a good health index indicator without the inclusion of other factors, like
the manufacturer, design, loading, and any refurbishing history. This observation is in agreement with
that of [18], which basically indicates that a number of factors can influence the transformer conditions
based on the service record and fault history, which differs from one transformer to another.

Figure 3. Date of transformer inception versus health index value.

5. Conclusions

The presented work was developed to validate the approach of using ML (through pattern
classification tools) for the health index problem. The proposed approach was supported by the
significant number of 1000+ transformers that were used for this study from different utility companies.
The performance of the classifiers was proven as successful in both the full-feature and reduced-feature
classifiers. The average results for all the MAR values were well beyond 85%. The worst results were
shown with the OneR classifiers given the fact that these classifiers were trained on one feature. The use
of stepwise regression as the feature selection tool for the health index problem was proven successful
through the obtained results. The overall conclusion of the reported and discussed work significantly
encourages the use of ML-feature selection methodology in the TAM industry for understanding the
health condition of the transformer asset.
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Abstract: One of the most promising techniques for condition monitoring of high voltage equipment
insulation is partial discharge (PD) measurement using radio frequency (RF) antenna. Nevertheless,
the accuracy of monitoring, classification, localization, or lifetime estimation could be negatively
affected due to the interferences and noises measured simultaneously and contaminate the RF signals.
Therefore, to achieve high accuracy of PD assessment, exploiting the denoising algorithms is inevitable.
Hence, this paper seeks to introduce a new technique to suppress white noise, the most prevalent type
of noise, especially for RF signals. In the proposed method, the ability of artificial neural network
(ANN) in curve fitting is applied to denoising of different types of measured RF signals emitted from
PD sources including ‘crack’, ‘internal void’, in the insulator discs and ‘sharp points’ from external
hardware. The processes of denoising for named signals with the proposed method are carried
out, and the obtained results are compared with the outputs of a wavelet transform-based method
named energy conversation-based thresholding. In all tested signals, the proposed technique showed
superior denoising capability.

Keywords: partial discharge; denoising; RF signal; wavelet transform; artificial neural network;
curve fitting

1. Introduction

High voltage (HV) equipment plays an essential role in power system reliability. Sometimes, there
will be irrecoverable damage for industrial or residential customers if a failure in the insulation of HV
equipment happens, leading to unexpected outages. Hence, to prevent such problems as well as to
exploit the power system in the highest performance, condition monitoring of high voltage equipment
insulation systems is considered as a reliable solution [1].

One of the most prevalent, influential, and non-destructive methods for condition monitoring
is partial discharge (PD) assessment, which can be used to reveal the weak points of the insulation
system at an early stage before complete failure occurrence [1,2]. Nevertheless, the performance of PD
monitoring could be reduced due to the negative effect of the various sources of noise or interference.
Thus, denoising of PD signals is inevitable during the condition monitoring process [1,3].

The noises added in the process of PD measurement are usually classified into three categories,
including pulse shaped, narrowband, and wideband interference. The pulse-shaped intereference is
mostly removed from PD signal through a number of pattern recognition approaches such as exploiting
artificial neural network (ANN) or support vector machine (SVM) algorithms [3]. For the second type
of noise, the narrow band generated by radio waves or telecommunication systems, the most prevalent
denoising methods are notch filters and wavelet transform algorithm [3,4].
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Wideband noises, sometimes called background noises, have a stochastic nature and depend on
the measuring system as more sensitive measuring systems are more prone to wideband noise [3,5].
To remove such noise, digital signal processing algorithms—including mathematical morphology [6,7],
empirical mode decomposition [8,9], and wavelet transform [2,10]—can be exploited. Mathematical
morphology is a time-domain and effective algorithm with a low computational burden but the
determination of the type and length of the structure element has always been a challenge [6].
Empirical mode decomposition is a time-domain algorithm that is recently proposed for white noise
suppression. Although this method is able to find the level of signal decomposition through a
self-adaptive approach, the computational burden to solve the problem of mode mixing, as well
as thresholding process, are the obstacles that are yet not completely solved [9]. Being one of the
most prevalent algorithms, wavelet transform (WT) has long been exploited in PD signal denoising.
Although significant progress has been made in the WT based methods, this algorithm is still struggling
with a number of challenges such as mother wavelet selection, decomposition level determination, and
thresholding procedure [2,3,10].

This paper presents a new method utilizing ANN curve fitting and function approximation
abilities to remove white noise from RF PD signals. The method is proposed and compared with a WT
based algorithm using different types of PD RF signals emitted from three damaged insulator discs,
including ‘crack’, ‘internal void’, and ‘hardware sharp points’.

In the rest of the paper, the laboratory setup for PD signal measurement is provided in Section 2.
Then, Section 3 presents both the WT-based and proposed ANN denoising methods. Section 4 is
devoted to results and discussion while the conclusion is given in Section 5.

2. Laboratory Setup for PD Signals Measurement

The ceramic insulators used as the samples consist of two different damaged insulator discs
where the first disc is intentionally cracked, whereas the second sample has a hole in the disc cap [11].
Moreover, the corona is generated externally using sharp electrodes to mimic defects in overhead line
hardware. The overall experimental setup is shown in Figure 1. PD was measured simultaneously
using both RF antenna with 1–2 GHz bandwidth and classical PD measurement system. Each damaged
disc is added to three intact discs in a string, then using a test transformer, 45 kVrms is applied to the
strings; consequently, the wideband horn antenna captures the RF signals. The antenna is connected
by a low impedance cable to a 2 GHz oscilloscope. Details of the setup are provided in [11].

Figure 1. Laboratory setup for simultaneous electrical and RF signals measurement from the source of
partial discharge, defected insulator disc.
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3. Denoising of Partial Discharge RF Signals

The present section intends to discuss several parameters to quantify the severity of white noise.
Also, both the wavelet transform and the proposed method are introduced.

3.1. Peak of Signal to Noise Ratio

In the process of PD signal examination, signal-to-noise ratio (SNR) is normally utilized in order
to compare the energies of the original signal and white noise. However, it has been reported that for
non-periodic transient signal calculating the peak signal-to-noise ratio (PSNR) is a better measure for
the severity of white noise [12]. Therefore, being non-periodic and transient, RF signals better utilize
the index of PSNR to assess the severity of white noise.

3.2. Factors for Evaluation of Denoising Algorithms

In terms of exploring and comparing the operation of denoising algorithms, the following
parameters are exploited:

1. The Electric Charge Error (QE):

QE = (
N∑

i=1

∣∣∣X(i)
∣∣∣− N∑

i=1

∣∣∣Y(i)∣∣∣)/( N∑
i=1

∣∣∣X(i)
∣∣∣) × 100 (1)

2. Root Mean Square Error (RMSE):

RMSE =

√√√
1
N

N∑
i=1

∣∣∣Y(i) −X(i)
∣∣∣2 (2)

3. Correlation Coefficient (CC):

CC = (
N∑

i=1

(X(i) −X) × (Y(i) −Y))/

√√√ N∑
i=1

(X(i) −X)
2 ×

N∑
i=1

(Y(i) −Y)
2

(3)

4. Signal-to-Noise Ratio—Denoised (SNRD):

SNRD = 10 log10

⎛⎜⎜⎜⎜⎜⎝ N∑
i=1

∣∣∣X(i)
∣∣∣2/

N∑
i=1

∣∣∣Y(i) −X(i)
∣∣∣2⎞⎟⎟⎟⎟⎟⎠ (4)

where X, Y, and N represent the noise free PD current signal, the denoised RF signal, and the length of
the measuring data window respectively.

3.3. Considering Discrete Wavelet Transform for Denoising of RF Signal

3.3.1. Basic Principles

In this section, the process of the discrete wavelet transform (DWT) is highlighted and summarized
in the following steps:

Step 1: In the first level of decomposition, the noisy signal Y(t) is applied to the high and low pass
filters and coefficients of approximation (A1) and detail (D1) sub-bands are obtained. Afterward, in
the second level of decomposition, the coefficients of A1, as a new signal, are applied to the new high
and low pass filters. These processes are then continued to reach the desired pre-defined number of
decomposition level (NDL), i.e., J.
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Step 2: The thresholding procedure (TP) is used to remove the noise in the calculated coefficients
of detail sub-bands (D1-J).

Step 3: According to the process shown in Figure 2, the thresholded detailed sub-bands and the
last level coefficients of approximation are gathered together by inverse discrete wavelet transform
(IDWT) to reconstruct the signal Ŷ(t) [13].

 

Figure 2. The schematic diagram of the process of denoising by wavelet transform, including
decomposition with DWT, thresholding, and inverse DWT.

3.3.2. Mother Wavelet (MW) Selection

In the process of denoising by WT, the target is to keep the coefficients of the signal and noise
suppression coefficients in the calculated sub-bands by TP. In the present paper, EBWS method is
employed for MW selection, which has shown to give better results in the conducted simulations
for denoising of RF signals. In EBWS, the distribution of signal energy in the sub-bands is utilized
to select the best MW. In fact, a collection of appropriate MWs is considered; then an index, energy
percentage (EP) achieved by (5), is calculated for all MWs. Next, in each level of decomposition,
the MW corresponding with the biggest EP is selected as the optimum MW [14]. The selected MWs
consist of Daubechies, orders 1–25 (db1–db25), symlets, orders 2–15 (sym2–sym15), and Coiflets, orders
1–5 (coif1–coif5).

EP = (
∑

k

aJ,k
2)/(

∑
k

aJ,k
2 +

∑
j

∑
k

dj,k
2) (5)

where a, d, j, and k represent approximation coefficients, detailed coefficients, decomposition level, and
length of samples in sub-bands, respectively. It should be noted that in most cases db4, as the MW, has
presented better operation for denoising by WT exploited in this work.

3.3.3. Thresholding Procedure (TP)

As is discussed in the previous sub-section, TP must be implemented so that the components of the
signal and the noise elements are maintained and eliminated in the detail sub-bands, respectively. Thus,
the performance of signal denoising by WT is depended on the way of threshold value calculation. In
this paper, the proposed idea by [10], energy conservation-based method (ECBT), considered as one of
the promising methods, is implemented as follows:

1. The original noise-free signal is decomposed to reach the predefined level, J, resulting in AJ and
D1-J sub-bands.

2. The mentioned procedure above is repeated for the noisy signal, in order to achieve NAJ and
ND1-J sub-bands as well.
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3. The coefficients of NAJ are kept completely, and all components of ND1 are set on zero. Next,
threshold values, λJ, are estimated for each level of ND2-J, and the coefficients are then thresholded
using (6)

λECBT
j (x) =

{
x, i f |x| ≤ λ j
λ j i f |x| ≥ λ j

(6)

where, X and λj, respectively, present the coefficients and threshold value of level j, obtained by (7).

λ j = Aj

⎛⎜⎜⎜⎜⎝
⎢⎢⎢⎢⎢⎢⎢⎣nj ×

EDj

ENDj

⎥⎥⎥⎥⎥⎥⎥⎦⎞⎟⎟⎟⎟⎠ (7)

where Aj, nj, EDj, and ENDj are the vector obtained through (8), the length of NDj, energy of the detail
sub-band Dj, and energy of the noisy detail sub-band NDj, respectively.

Aj = Ascend(
∣∣∣NDj

∣∣∣) (8)

Since the original noise-free signal is not available to attain EDj, a pre-defined lookup table
is proposed by authors [10], demonstrating the necessity of a prior knowledge of PD signals for
implementation of ECBT.

3.4. Proposed Method

The proposed idea in this section introduces a novel approach to the problem of denoising,
employing ANN. In fact, the process of denoising in this algorithm is merely carried out in time-domain
instead of currently widespread time–frequency domain algorithms. In other words, the samples
of the digital signal are considered as a collection of discrete ones, rather than a continuous signal,
intended to be fitted by an appropriate curve and is explained in the present subsections.

3.4.1. Artificial Neural Network Curve Fitting

Artificial neural network is a prevalent algorithm exploited in curve fitting, data classification,
and time-series problems [15]. In this work, a multi-layer perceptron network is employed in which
the samples of the measured noisy signal are assumed as the inputs and the output is the fitted curve,
as depicted in Figure 3. The structure of the employed ANN includes a feed-forward network, in the
input and output layers, comprised of sigmoid and linear activation functions, respectively. As shown
in Figure 4, a series of samples, which are the ANN input vector, is approximated using an appropriate
curve and the output of ANN corresponds to the least square error and obtained by Equation (9). Thus,
the acquired curve in the process is considered as the denoised signal.

Error =
n∑

i=1

(ei)
2 (9)

where n and ei are assumed to be the number of the samples and the error of the ith sample, respectively.
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Figure 3. Structure of the ANN in the proposed method.

 
Figure 4. Curve fitting in the procedure of optimization by ANN to achieve the least square error.

3.4.2. Suitable Number of Neurons for the Structure of the ANN

In this paper, a two-layer ANN is considered to avoid the computational burden of higher layers of
ANN. Hence, while the output layer is made up by one neroun, the first layer is going to be investigated
in this subsection. Therefore, to attain a suitable number of neurons for the first layer, different values
will be examined for three types of the RF signals and the one that results in the least RMSE will be
selected, shown in Figure 5. It should be noted that in this figure the signals and their frequency
spectrum both in noise-free and noisy condition (PSNR = 1) are depicted. It is worth mentioning
that the optimization method, exploited in this investigation, is Levenberg–Marquardt. As shown in
Figure 6, 100 neurons showed the lowest RMSE for the three different measured RF signals. It should
be noted that the length of the data window (DW) is 10,000 samples and it is assumed as a basic data
window (BDW) in the paper. Therefore, longer DWs are considered the main data window (MDW)
and hence must be divided into the BDWs.
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Figure 5. Three RF signals emitted from the different sources of partial discharge in the insulator discs
including crack, internal void, and sharp point types and their frequency spectrum both in noisy and
noise free conditions.

Figure 6. Considering the suitable number of neurons for the three different RF signals.

3.4.3. Optimization Methods

In this subsection, the performance of five optimization methods, including Levenberg–Marquardt,
Bayesian regularization, BFGS quasi-Newton, resilient back-propagation, and scaled conjugate gradient
for the utilized ANN in the proposed method is investigated. Hence, the operation of these functions for
denoising of the RF signal, for instance, the sharp point type, in three noise levels are explored and shown
in Table 1. As seen, in all cases, the best performance is obtained by Levenberg–Marquardt; therefore,
it is exploited in the structure of ANN in the proposed method as the best optimization method.
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Table 1. The results of denoising, the factor RMSE, by five optimization methods and in the cases of
three levels of noise (PSNR) including 1, 1.5, and 2.

Optimization Method
PSNR

1 1.5 2

Levenberg–Marquardt 0.04102 0.02899 0.02258

Bayesian Regularization 0.04387 0.02966 0.02263

BFGS Quasi-Newton 0.04236 0.03041 0.02261

Resilient Back Propagation 0.04296 0.02918 0.02283

Scaled Conjugate Gradient 0.04165 0.03039 0.02276

3.4.4. Effect of Sampling Rate on the Performance of the Proposed Method

In this subsection, the performance of the proposed method is considered from the sampling rate
effect point of view. Hence, the RF signal, for the PD source of a sharp point, in the cases of different
sampling rate is exploited in this investigation. Therefore, denoising of the signal in each case is carried
out and the factor RMSE is calculated for each, shown in Figure 7. As seen, the more sampling rate for
RF signal, the more accuracy in the denoising procedure by the proposed method can be obtained,
where the lowest error is observed for the signal by 8 GS/s. However, in this work, the sampling rate of
2 GS/s is used for PD signal measuring, due to the computational burden.

Figure 7. Results of denoising, the factor RMSE, in the various sampling rates of RF signals.

3.4.5. Full Procedure of the Proposed Method

The proposed method can be summarized as follows:

1. Normalizing the RF signal by
XN = X/max(|X|) (10)

where X and XN are the main RF signal and normalized one, respectively.
2. Dividing MDW into the pre-defined BDW with 10,000 samples lengths each.
3. Separately denoising each BDW, using 100 neurons in the ANN structure.
4. Connecting all BDWs together to attain the complete denoised MDW RF signal.
5. Obtaining the real RF signal by multiplying the maximum value, achieved in Step 1, by the signal

denoised in Step 4.
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4. Results and Discussions

4.1. Effectiveness of the Proposed ANN-Based Denoisng Technique

In this section, the RF signals are polluted with white noise at different levels, with PSNR ranging
from 1 to 2 with steps of 0.25. Moreover, the obtained results from denoising with the proposed method
as well as the wavelet-based method are presented. In Figure 8, the result for the first type of RF signal
generated from a crack for a severe noise (PSNR = 1) is shown. Additionally, the denoising evaluation
factors—including QE, RMSE, CC, and SNRD—are exploited in order to compare the proposed method
with ECBT in the different values of PSNR, as depicted in Figure 9. It is evident that ANN-based
denoising technique showed a better performance than ECBT in all calculated parameters. These
investigations are repeated for other RF signals, namely internal void, and sharp point types, as well;
hence, denoising results for the most severe noise are, respectively, depicted in Figures 10 and 11 for the
named damaged types mentioned above. In addition, the proposed method is compared with ECBT in
cases of various PSNR, for both RF signals including internal void and sharp point types, as shown in
Figures 12 and 13, respectively. As depicted, the proposed method demonstrates its superiority in RF
signal denoising.

It is noteworthy that, in ECBT, the proposed method by authors in [10], exploitation of a pre-defined
lookup table in the process of denoising is imperative, due to the fact that there is no noise-free original
signal for the implementation of the method in the real situation. Whereas, in this work, the noise-free
RF signals are exploited instead of using the pre-defined lookup table. That means the proposed
method is compared to ECBT with the highest possible performance, being probably too optimistic.
Additionally, there is no idea about the optimum number of decomposition levels for DWT, likely to
vary for each PD signal. Here, we performed denoising with ECBT in various decomposition levels,
including 1 to 8 levels and the optimum results are obtained for the case of 5 levels, utilized in ECBT
for denoising of these RF signals.

Figure 8. Denoising of RF signal, ‘crack’ type, in the case of PSNR = 1.
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Figure 9. Results of denoising from RF signal in different noise levels where PSNR ranges from 1 to 2
by steps of 0.25, in the case of ‘crack’ type.

Figure 10. Denoising of RF signal, ‘internal void’ type, in the case of PSNR = 1.
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Figure 11. Denoising of RF signal, ‘sharp point’ type, in the case of PSNR = 1.

Figure 12. Results of denoising from RF signal in different noise levels where PSNR ranges from 1 to 2
by steps of 0.25, in the case of ‘internal void’ type.
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Figure 13. Results of denoising from RF signal in different noise levels where PSNR ranges from 1 to 2
by steps of 0.25, in the case of ‘sharp point’ type.

4.2. Consideration of Denoising for Combining Two RF Signals

This subsection seeks to consider the performance of the denoising methods in the case of a
combination of two RF signals. In fact, it is assumed that in the process of PD signals measuring,
two PD sources generate RF signals, simultaneously, and the horn antenna captures both. Thus, the
measured signal, for instance, the combination of ‘sharp’ and ‘internal’ types, are utilized for comparing
the proposed method and ECBT in various noise levels. Hence, the denoising results for severe noises
(PSNR = 1) are shown in Figure 14 and the comparison in various noise level is given in Figure 15.

Figure 14. Denoising of RF signal, combination of ‘sharp point’ and ‘internal void’ types, PSNR = 1.
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Figure 15. Results of denoising from RF signal in different noise levels where PSNR ranges from 1 to 2
by steps of 0.25, in the case of combination of ‘sharp point’ and ‘internal void’ types.

5. Conclusions

In this paper, an ANN-based approach is introduced for white noise suppression. The paper
investigates the influence of the main ANN parameters on the performance of the proposed method,
namely the appropriate number of neurons and the optimization method for the structure of ANN.
Moreover, WT-based algorithm called ECBT is used for comparison, as one of the most popular
algorithms for PD signal denoising. The performance of the proposed method is examined by the
laboratory-measured RF signals emitted from different PD sources, namely crack, internal void, and
hardware sharp points. The RF signals are contaminated with white noise at various levels, with
the PSNR ranging from 1 to 2 with the step of 0.25. In all tested cases, the evaluation factors prove
a significant superiority of the proposed method for denoising of PD RF signals compared to ECBT.
In addition to the ANN superior performance, it is noteworthy that using WT-based algorithms
still suffers from other restrictions like mother wavelet selection, determination of the number of
decomposition levels, and thresholding procedure. Moreover, to get high performance of WT-based
methods, prior knowledge of the signal is needed; whereas, the proposed method is implemented
simply without exploiting any prior knowledge.

Author Contributions: Conceptualization, A.A.S. and A.E.-H.; methodology, A.A.S.; software, A.A.S.; validation,
A.A.S.; formal analysis, A.A.S.; investigation, A.A.S. and A.E.-H.; resources, A.A.S. and A.E.-H.; data curation,
A.E.-H.; writing—original draft preparation, A.A.S.; writing—review and editing, A.E.-H.; visualization, A.A.S.
and A.E.-H.; supervision, A.E.-H.; project administration, A.E.-H.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Hussein, R.; Shaban, K.B.; El-Hag, A. Denoising different types of acoustic partial discharge signals using
power spectral subtraction. High Volt. 2018, 1, 44–50. [CrossRef]

2. Ghorat, M.; Gharehpetian, G.B.; Latifi, H.; Hejazi, M.A. A new partial discharge signal denoising algorithm
based on adaptive dual-tree complex wavelet transform. IEEE Trans. Inst. Meas. 2018, 67, 2262–2272.
[CrossRef]

26



Energies 2019, 12, 3485

3. Carvalho, A.T.; Lima, A.C.S.; Cunha, C.F.F.C.; Petraglia, M. Identification of partial discharges immersed
in noise in large hydro-generators based on improved wavelet selection methods. Measurement 2015, 75,
122–133. [CrossRef]

4. Kopf, U.; Feser, K. Rejection of narrow-band noise and repetitive pulses in on-site PD measurements. IEEE
Trans. Dielectr. Electr. Insul. 1995, 6, 1180–1191. [CrossRef]

5. Sriram, S.; Nitin, S.; Prabhu, K.; Bastiaans, M. Signal denoising techniques for partial discharge measurements.
IEEE Trans. Dielectr. Electr. Insul. 2005, 12, 1182–1191. [CrossRef]

6. Ashtiani, M.B.; Shahrtash, S.M. Feature-oriented denoising of partial discharge signals employing
mathematical morphology filters. IEEE Trans. Dielectr. Electr. Insul. 2012, 19, 2128–2136. [CrossRef]

7. Soltani, A.A.; Shahrtash, S.M. Self-adaptive morphological filter for noise reduction of partial discharge
signals. In Proceedings of the 33rd Power System Conference, Tehran, Iran, 22–24 October 2018.

8. Wu, Z.; Huang, N.E. Ensemble empirical mode decomposition: A noise-assisted data analysis method.
Adv. Adapt. Data Anal. 2009, 1, 1–41. [CrossRef]

9. Jin, T.; Li, Q.; Mohamed, A.M. A novel adaptive EEMD method for switchgear partial discharge signal
denoising. IEEE Access 2019, 7, 58139–58147. [CrossRef]

10. Hussein, R.; Shaban, K.B.; El-Hag, A. Energy conservation based thresholding for effective wavelet denoising
of partial discharge signals. IET Sci. Meas. Technol. 2016, 10, 813–822. [CrossRef]

11. Anjum, S.; Jayaram, S.; El-Hag, A.; Jahromi, A.N. Detection and classification of defects in ceramic insulators
using RF antenna. IEEE Trans. Dielectr. Electr. Insul. 2017, 24, 183–190. [CrossRef]

12. Najafipour, A.; Babaee, A.; Shahrtash, S.M. Comparing the trustworthiness of signal-to-noise ratio and peak
signal-to-noise ratio in processing noisy partial discharge signals. IET Sci. Meas. Technol. 2012, 7, 112–118.
[CrossRef]

13. Mortazavi, S.; Shahrtash, S. Comparing denoising performance of DWT, WPT, SWT AND DT-CWT for partial
discharge signals. In Proceedings of the 43rd International Universities Power Engineering Conference,
Padova, Italy, 1–4 September 2008.

14. Li, J.; Jiang, T.; Grzybowski, S.; Cheng, C. Scale dependent wavelet selection for denoising of partial discharge
detection. IEEE Trans. Dielectr. Electr. Insul. 2010, 17, 126–137. [CrossRef]

15. Budiman, F.N.; Khan, Y.; Malik, N.H.; Al-Arainy, A.A.; Beroual, A. Utilization of artificial neural network for
the estimation of size and position of metallic particle adhering to spacer in GIS. IEEE Trans. Dielectr. Electr.
Insul. 2013, 20, 2143–2151. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

27



energies

Article

Partial Discharge Analysis under High-Frequency,
Fast-Rise Square Wave Voltages in Silicone Gel:
A Modeling Approach

Moein Borghei and Mona Ghassemi *

Department of Electrical and Computer Engineering, Virginia Tech, Blacksburg, VA 24061, USA; moeinrb@vt.edu
* Correspondence: monag@vt.edu

Received: 31 October 2019; Accepted: 28 November 2019; Published: 28 November 2019

Abstract: Wide bandgap (WBG) power modules able to tolerate high voltages and currents are the
most promising solution to reduce the size and weight of the power management and conversion
systems. These systems are envisioned to be widely used in the power grid and the next generation
of more (and possibly all) electric aircraft, ships, and vehicles. However, accelerated aging of silicone
gel when being exposed to high frequency, fast rise-time voltage pulses that can offset or even be
an obstacle for using WBG-based systems. Silicone gel is used to insulate conductor parts in the
module and encapsulate the module. It has less electrical insulation strength than the substrate and is
susceptible to partial discharges (PDs). PDs often occur in the cavities located close to high electric
field regions around the sharp edges of metallization in the gel. The vulnerability of silicone gel
to PDs occurred in the cavities under repetitive pulses with a high slew rate investigated in this
paper. The objective mentioned above is achieved by developing a Finite-Element Analysis (FEA) PD
model for fast, repetitive voltage pulses. This work has been done for the first time to the best of our
knowledge. By using the model, the influence of frequency and slew rate on the magnitude and rate
of PD events is studied.

Keywords: finite element analysis; partial discharge modeling; high-frequency; fast-rise square wave
voltages; silicone gel; wide bandgap power modules

1. Introduction

The growing trend toward electrification has led to a rapid-growing penetration of power
electronics into various residential, industrial, and commercial levels. In this regard, WBG power
modules, which can tolerate higher voltages and currents than silicon (Si)-based modules, are the most
promising solution for reducing the size and weight of power electronics systems. For example, while
the highest breakdown voltage capability, known as the blocking voltage, for commercial Si insulated
gate bipolar transistors (IGBT) is 6.5 kV, for SiC IGBTs is 15 kV for 80 A, and 24 kV for 30 A [1]. While
the blocking voltage of this 15-kV SiC-IGBT is 2.3 times higher than the Si-IGBT, its volume is one-third
that for the Si-IGBT [1]. This translates into higher electric stress within the module. The high electric
field, as well as its exposure to voltage pulses with high slew and repetition rates, create an extremely
poor environment for insulation systems in envisioned high voltage high-density WBG modules where
partial discharges (PDs) have the most impact on insulation degradation [2,3]. Two common insulation
materials used in power modules are ceramic substrate and silicone gel. As the main insulation system,
the ceramic substrate ensures electrical insulation between active components and the baseplate, which
is generally grounded. Silicone gel is used for encapsulation to prevent electrical discharges in air and
to protect substrates, semiconductors, and connections against humidity, dirt, and vibration. One of
the weakest points inside the power electronics module, in terms of resistance against PD, is the region
in the silicone gel close to the sharp edges of metallization layers, as shown in Figure 1. These sharp
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edges lead to high electric field stress in the air-filled voids located in the mentioned regions that may
initiate PDs within voids.

 

Figure 1. Schematic of an IGBT or a diode substrate.

One of the merits of WBG devices is that their slew rates and switching frequencies are much
higher than Si-based devices. However, from the insulation side, frequency and slew rate are two of
the most critical factors of a voltage pulse, which influences the level of degradation of the insulation
systems that are exposed to such voltage pulses [4]. Solid dielectrics are found to be vulnerable to
frequency, while the dominant factor for PD inception in liquid dielectrics is rising [5,6]. In this regard,
the study of the insulation degradation of silicone gel, which has the properties of both liquids and
solids can be challenging. The modeling of PD gains even more importance when knowing that the
detection of PDs becomes very difficult under voltage pulses with short rise-times of tens to hundreds
of ns [7].

The existence of voids and air bubbles is an inevitable phenomenon in dielectrics. They can
be formed either during the manufacturing process or the streamer propagation itself. Aside from
the manufacturing process, the electrical treeing itself causes the formation of air bubbles inside the
dielectrics [8]. The experiments have shown that the self-healing characteristic of silicone gel cannot
quickly omit the air bubbles. Even the cavity can grow due to the surface discharges occurring in
silicone gel [9]. A cavity inside the silicone gel can last up to 10 ms that is 1000 times longer than that
of non-viscous liquids [10]. PDs during this time may lead to the gradual degradation of silicone gel.

The air-filled cavities inside a dielectric are weak points due to their lower permittivity than the
surrounding material. According to the enhancement factor introduced in Reference [11], the electric
field in a spherical void inside the silicone gel can be enhanced by about 30% compared to the void-free
case. Therefore, the impact of such voids on the expected lifetime of silicone gel should be taken
into account.

Some methods, such as geometric techniques alone or combined with the application of nonlinear
field-dependent conductivity layers, have been proposed to address the high electric field issue in
envisioned high voltage high-density WBG power modules [12–19]. However, to the best of our
knowledge, PD modeling for air-filled cavities in silicone gel, especially under fast, repetitive voltage
pulses, still has not been reported. Elucidating and understanding mechanisms and phenomena behind
PDs in air-filled cavities in silicone gel helps develop more efficient electric field control methods.

To accurately model the cavity-solid dielectric system, different models have been proposed [20–33].
In this paper, the FEA approach is utilized to dynamically model PDs inside a cavity located in
silicone gel and calculate the electric field and potential distribution in different parts of the system.
The parameters in the model are chosen and verified to be in agreement with the experimental results
reported in the literature.

The model developed in COMSOL Multiphysics (5.4) interfaced with MATLAB (R2019b) provides
the opportunity to examine the impact of fast, high-frequency voltage pulses on the initiation of PD
from the standpoint of both intensity and number.
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2. PD Initiation and Propagation

When a discharge occurs, it takes place by the movement of free electrons and ions. These charged
particles are formed due to the collisions between energetic electrons and neutral atoms. The free
electrons in the presence of a high electric field gain enough energy to move rapidly and collide with
neutral particles to form another electron as well as a positive ion. The electron avalanche process
can occur when there is at least one free electron available and the electric field is sufficiently high to
energize the electron for upcoming collisions. Later in this section, these two conditions are examined.

2.1. Streamer Inception Criterion

A PD does not completely bridge between the electrodes. PDs are local discharges that occur in
defects or air-filled voids inside the dielectric material. From a physical point of view, a discharge
occurs when a free electron is available while being energetic enough to ionize further molecules and
cause the growth of the streamer. At high electric fields, electrons can gain a sufficient amount of
energy for the collision and ionization of further atoms or molecules, as shown in Figure 2.

 

Figure 2. Streamer formation between two electrodes.

Thus, for modeling the inception time of PDs correctly, it is necessary to have an accurate
representation of the electric field magnitude at which the impact ionization process can be begun.
In this regard, a critical avalanche criterion has been proposed in Reference [21] that probes into the
critical number of electrons needed for the head of an avalanche to be self-propagating [11]. Satisfying
the mentioned requirement, the streamer inception criterion can be expressed concisely as follows.

Einc
Ecr

= F (1)

The ratio of the PD inception field to the critical field at which total breakdown happens is defined
by a dimensionless parameter, F, a function of gas inside the cavity, permittivity of the dielectric, and
the defect geometry. For a spherical cavity, it can be defined by the equation below.

F = 1 +
B

(pd)n (2)

where B and n are constants related to gas. For air, they are equal to 8.6 Pa0.5m0.5 and 0.5, respectively [11].
The gas pressure p and defect diameter parallel to background field d are the other parameters used in
this model.

It should be mentioned that environmental conditions can have a considerable contribution to the
ionization process. As found in Reference [27], the existence of humidity can reduce the breakdown
voltage of silicone gel.
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2.2. Initial Free-Electron

Along with the streamer inception criterion, another condition must also be satisfied to guarantee
that the ionization process happens. It evaluates the existence of at least one free electron for the
initiation of discharge. Therefore, even after exceeding the inception field, the occurrence of PD might
be associated with a statistical time delay related to the second criterion of PD inception.

The initial electron can be provided in various ways. Radiative ionization is one of the processes
to generate the initial electrons. Irradiation of energetic photons can ionize molecules, and the rate of
electrons per unit of time that can be generated through this mechanism is formulated below [28].

.
Nrad = Krad (ρ/p)0 p Vcav

(
1− μ−0.5

)
(3)

where Krad is a constant characterizing the irradiation process, (ρ/p)0 is the pressure reduced density
of the gas, Vcav is the volume of the cavity, and μ is the overvoltage factor.

Aside from the photon radiation, the initial electron can be provided through the de-trapping
of electrons from the surface cavity. These electrons are remnants of previous PD events that are
positioned into the traps at the cavity surface. The number of electrons remaining from a previous PD
is obtained as:

NPD =
qPD

e
e−

t−tPD
τdec (4)

The number of electrons remained from a PD event is linearly dependent upon the true PD charge
magnitude (qPD). It is also affected by time. As the time passes from its occurrence, the number of
available electrons is decreased by different decay mechanisms such as moving the electrons into
deeper traps from which the electrons cannot be further de-trapped.

The emission of electrons from the surface of the cavity has been found to follow
Richardson-Schottky scaling [19]. Thus, the rate of electron emission from the surface of the cavity due
to de-trapping of remnant electrons can be formulated by the equation below.

.
Ndtr = NPD ν0 e−

φ −
√

e |Ecav(t)|
4πε0

kT (5)

In the formulation above, ν0 is the fundamental phonon frequency, and φ is the de-trapping work
function. The Boltzmann constant and absolute temperature are denoted by k and T, respectively.
Moreover, as shown in Equation (6), the rate of electron emission relies on the magnitude of the electric
field inside the cavity. The higher the electric field, the higher the probability of electron detachment.

Then, the total rate of electron generation can be approximately yielded by summation of the
electron generation rate due to each of these processes.

.
Ne =

.
Nrad +

.
Ndtr (6)

The final step in the assessment of free electron availability is to address the stochastic nature of
the phenomena. At the first step, the probability of the existence of a free electron for PD ignition (P)
at each time step ought to be obtained [27].

P = 1− exp (−
t∫

0

.
Ne(t)·dt) (7)

At the second step, a random number R between zero and unity is generated and will be compared
to P. If P is greater than R, then the PD happens.
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3. Modeling of the PD Process

The actions of a PD are associated with an increase in cavity conductivity, which leads to a voltage
drop and a field reduction across the cavity. To accurately model this, once the two conditions for PD
ignition are satisfied, the conductivity of the cavity is increased from its initial value (close to zero) to a
maximum level (σcav,m).

Moreover, one should take into account the charge decay mechanism. The accumulated charges on
the surface of the cavity do not have an infinite lifetime. They might decay through conduction along
the cavity wall by the movement of electrons from shallow traps into deeper ones [29]. This process
is found to be dependent upon the magnitude of charges deposited on the cavity surface. If the
magnitude of the physical charge exceeds a certain value, Qcr, the surface conductivity is increased to
a higher magnitude, σsur f ,H [30]. Once the charge magnitude drops below the threshold, the surface
conductivity comes back to its initial value. Using FEA, the charge magnitude at each instant can be
obtained through the integration of field displacement over the cavity surface area.

The entire PD modeling procedure is demonstrated in Figure 3. Starting from the origin of time,
the FEA model is run to enable the assessment of the two PD requirements (i.e., streamer criterion as
well as the initial electron availability). If any of the two prerequisites are not satisfied, the algorithm
goes to the next time step. The procedure of looking for a PD is continued until finding a time instant
that meets the requirements or the program runs out of time steps. Once the occurrence of a PD event is
guaranteed, the cavity and surface conductivities are updated. Afterward, the FEA is again run to find
the extinction time of the PD. Note that a state variable (shown in Figure 3) is employed to distinguish
between the state of looking for the initiation of the next PD event (state = 0) and the state of looking
for the extinction time of a current PD (state = 1). Moreover, it should be noted that the time step does
not have a constant value. There are two values for the time step. One is the time step between PD
events (ΔtL) and the other is the time step during PD activities (ΔtH). Since the duration of PD events
are much smaller than the time interval between PD events, ΔtL is expected to be larger than ΔtH.

 

Figure 3. PD modeling flowchart.

4. Results and Key Challenges

4.1. Case Study

The case study considered in this paper consists of a sphere-sphere electrode system that provides
a weakly non-uniform electric field. A spherical air-filled cavity is located between the electrodes.
The configuration of the system is shown in Figure 4, and the related parameters are listed in Table 1.
For FEA, the 2D-axisymmetrical representation of the configuration is used. The parameters related
to electron generation rate, time-stepping, and charge decay are listed in Table 2. The details and
representation of the mesh are shown in Table 3 and Figure 5, respectively.
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(a) (b) 

Figure 4. The graphical representation of the case study. (a) 3D and (b) Axi-symmetrical 2D.

Table 1. Case Study Parameters.

Symbol Parameter Value

Geometrical
dcav cavity diameter 1 mm
rel electrode radius 5 mm
d distance between electrodes 3 mm

εr
Silicone gel

relative permittivity 2.8

σ0 conductivity 10−13 S/m

Upeak
Applied Voltage

voltage peak magnitude 11 kV

f frequency 20 kHz
rt rise-time 100 ns
D duty cycle 50%

Table 2. Parameters of PD Model.

Symbol Value

Ecr 2.42× 106 V/m
Krad 2× 106 kg−1 s−1

(ρ/p)0 10−5 kg m−3 Pa−1

p 1 atm
τdec 0.15T
φ 1.3 eV
ν0 1014 s−1

T 300 K
ΔtL 1/(1000 f )
ΔtH 1 ns
σcav,m 0.0004 S/m
σsur f ,L 2× 10−13 S/m
σsur f ,H 10−11 S/m

Einc 3.1 kV/mm
Eext 0.1 kV/mm

Table 3. Mesh Properties.

Quantity Value

Maximum element size 5× 10−4 m
Minimum element size 1.88× 10−6 m

Maximum element growth rate 1.2
Curvature factor 0.25

Resolution of narrow regions 1
Maximum element size 5× 10−4 m
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Figure 5. Mesh Pattern of the void-dielectric system.

4.2. Results

4.2.1. Field Distribution before and after PD

The electric field distribution is shown in Figure 6 right before and right after PD occurrence.
As expected, the electric field intensity inside the cavity is higher than the surrounding material, and it
increases up to a point where the cavity can no longer withstand the electric stress. With the availability
of an initial electron, the collision between electrons and molecules is begun, which gives rise to an
increase in the cavity conductivity, and loses its insulating property, subsequently.

  
(a) (b) 

Figure 6. The electric field distribution (a) before, and (b) after PD occurrence.

The reduction of cavity electric resistance causes the electric field and voltage across the cavity to
drop. It is continued until the electric field has reached the extinction field.
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4.2.2. Discharge Pulses over Time for 20 Cycles

A summary of results is reported in Table 4. In this table, the true and apparent charge magnitudes
are used to illustrate the intensity of PD activities. The true charge magnitude is the amount of charge
accumulated on the upper or lower cavity hemisphere while the apparent charge magnitude is the
charge magnitude accumulated over the surface of the ground electrode. In addition, Figure 7 shows
the phase-resolved PD (PRPD) pattern that is in good agreement with the experiments reported in
Reference [34]. Two PDs occur at each cycle. One occurs at the rising flank of the pulse, and the other
one occurs at the falling flank. To date, PD activity was not modeled under fast, high-frequency voltage
pulses to the best of our knowledge, and this paper models it for the first time.

Table 4. Results of PD simulation.

Quantity Value

Number of PDs per cycle 1.9866
Mean duration of PD 503.67 ns

Mean true charge 0.42 μC
Mean apparent charge 14.88 μC
Maximum true charge 2.46 μC

Maximum apparent charge 86.58 μC

 
Figure 7. Phase-resolved PD (PRPD) Pattern.

While the magnitudes of PD charges are very similar to each other, Figure 7 conveys the fact that
the statistical time lag is much higher in the falling flank. This can be justified through the need for an
initial free electron that is harder to obtain at the falling flank due to the charge decay process reducing
the emission of electrons from the surface due to the last discharge.

4.2.3. Rise-Time and Frequency Impact

As seen in Figure 8, the destructive impact of frequency and rise-time on PD charge magnitude is
clear. However, among these two factors, frequency is more detrimental at its high values. The number
of PDs per cycle may decrease by a frequency enhancement, while the severity of PDs may be escalated.
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(a) (b) 

Figure 8. The effect of (a) frequency, and (b) rise-time on PD intensity.

4.3. Key Challenges

4.3.1. Estimation of Model Parameters

One of the main steps to be taken to reach reliable results for PD simulation is the valid estimation
of the physical parameters associated with the model. To accurately determine the value of these
parameters, the adjustment of the model with the experimental data can be a feasible criterion.

Each of the physical parameters may contribute to one or more of the PD characteristics (e.g.,
inception, magnitude, duration, etc.). In this regard, the results reported in Reference [35] were utilized
for the purpose of parameter estimation. In the previously mentioned paper, Figure 7 represents
the phase-resolved PD (PRPD) pattern for a silicone gel dielectric within two spherical electrodes.
The applied voltage is reported to be 11 kV and the PD is found to be activated when the applied
voltage reaches 9.5 kV.

The degrees of freedom are determined by the number of indices that are used for the adjustment.
Among the parameters, cavity conductivity during PD (σcav,m), the cavity inception field (Einc), the
cavity extinction field (Eext), and the decay time constant (τdec) are found to be appropriate for modeling.
σcav,m helps control the magnitude and duration of PD events. The higher σcav,m is, the quicker the
electric field drops inside the cavity. However, the current density over the cavity wall decreases with
the increase in σcav,m.

Einc can help determine the inception time. As mentioned, the PD occurs at a voltage of 9.5 kV,
and the field at which the voltage reaches this value is chosen as Einc. On the other hand, Eext can
contribute to the length of PD, which can also enhance the magnitude of discharges.

Lastly, the time constant can take part in the inception time of PD events. The longer the time
constant, the higher the chances of free-electron availability.

Assuming the mean charge magnitude at each half cycle, the proportionality of the number of
PDs at half cycles, and the inception voltage, the four degrees of freedom (σcav,m, Einc, Eext, and τdec)
are used by fitting the experimental indices.

The values mentioned in Table 4 are determined after adjusting these parameters to the model.
Figure 9 demonstrates the PRPD pattern obtained after running the developed model for 50 cycles of the
applied voltage, which shows acceptable agreement with the PRPD pattern reported in Reference [35].
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Figure 9. The 3D PRPD pattern for the case study in Reference [12] after 50 cycles.

4.3.2. Convergence Problem

Based on the algorithm described in this paper, the time steps are strictly determined by the
algorithm process. While a degree of freedom could help choose those time steps that have higher
chances to meet the error tolerance, the strict way of time stepping may enforce convergence problems.

There are multiple ways to overcome these challenges including using a more precise mesh
to enhance the convergence chance. In addition, the time-stepping method itself might be capable
of providing an opportunity to resolve the convergence problem. In this paper, the time-stepping
method employed to solve the time-dependent set of numerous algebraic equations is a method called
generalized-α, which is coupled with the first-order and second-order nonlinear differential equations.

This method was first developed by Chung and Hulbert for solving structural dynamics problems
in 1993 [36]. This is an implicit method for solving transient problems and attempts to control
the damping extent (0 ≤ ξ < 1) at high-frequencies without a significant influence on the order of
accuracy. While this method is more accurate than the Backward Differentiation Formula (BDF) due
to its lower damping, it is less stable for the same reason. Thus, alongside the potential of mesh
properties, the generalized-αmethod is used in this paper in order to resolve the convergence problem
by increasing the damping frequency.

4.3.3. Burden of Calculation

Since the PD phenomenon has a memory over the previous PD events, an accurate model cannot
probe into each event in an isolated manner.

On the other hand, over the course of time, the time instants under investigation grow extensively
larger, which makes the FEA more time-consuming. In order to prevent the excessive burden of
calculation, one must assess the role of previous PD events on the occurrence and intensity of the
upcoming PD event in the first place.

Once the calculations related to a PD event are performed, its contribution to the next discharges
can be categorized into two parts. The first one is the role of the PD event in the correct modeling of
the changes in voltage distribution and the transition between consecutive PD events. The second
contribution is due to its role in the provision of initial free electrons for the upcoming PD, which helps
estimate the likelihood of a PD occurrence conducted within the programming section.

In order to accurately model the voltage distribution, the voltage transient associated with each of
the discharges should be modeled. However, to model the previous PD events, it is not necessary to
have the same number of time instants as in the case of searching for the next PD event. Therefore,
a lower number of time instants should be adopted, which is enough to model the transition of the
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cavity state from non-conducting to conducting and again to a non-conducting state. These changes
can be modeled through a lower number of time instants (Ncomp). In this way, the feasibility of applying
the proposed model at a high number of cycles is maintained.

Figure 10 compares the computation time in the case of using the compaction technique(
Ncomp = 20

)
to the case of using the exhaustive approach. All the simulations are performed

using a computer system with a processor operating at 3.1 MHz with a Random-access memory (RAM)
of 24 GBs.

 

Figure 10. The impact of the compaction technique on computation time.

5. Conclusions

The crucial role of power electronics in the future needs the examination of power modules from
different perspectives to ensure the proper operation of the system. As the new generations of modules
benefit from WBG semiconductors operating at higher voltages, frequencies, and temperatures, it is
necessary to scrutinize the electric stress supported by the insulation system. This paper, using a
modeling approach with the aid of simulation tools, probed into a destructive phenomenon, named
PD, that can happen inside the power module. In this paper, a PD model was proposed based on the
physical processes taking place during the PD phenomena. The model was adjusted to the experimental
results reported in the literature. From the obtained results, it is clear that the frequency and rise-time
can have a destructive impact on the health of dielectric. The novel modeling approach proposed
in this paper, which is done for the first time in the case of fast-rise, high-frequency square voltage,
can be the groundwork for any power electronic module design to ensure its reliable operation from
the standpoint of insulation performance.
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Abstract: Optical detection and ultrahigh frequency (UHF) detection are two significant methods
of partial discharge (PD) detection in the gas-insulated transmission lines (GIL), however, there is
a phenomenon of signals loss when using two types of detections to monitor PD signals of different
defects, such as needle defect and free particle defect. This makes the optical and UHF signals
not correspond strictly to the actual PD signals, and therefore the characteristic information of
optical PD patterns and UHF PD patterns is incomplete which reduces the accuracy of the pattern
recognition. Therefore, an image fusion algorithm based on improved non-subsampled contourlet
transform (NSCT) is proposed in this study. The optical pattern is fused with the UHF pattern to
achieve the complementarity of the two detection methods, avoiding the PD signals loss of different
defects. By constructing the experimental platform of optical-UHF integrated detection for GIL,
phase-resolved partial discharge (PRPD) patterns of three defects were obtained. After that, the image
fusion algorithm based on the local entropy and the phase congruency was used to produce the
photoelectric fusion PD pattern. Before the pattern recognition, 28 characteristic parameters are
extracted from the photoelectric fusion pattern, and then the dimension of the feature space is reduced
to eight by the principal component analysis. Finally, three kinds of classifiers, including the linear
discriminant analysis (LDA), support vector machine (SVM), and k-nearest neighbor (KNN), are used
for the pattern recognition. The results show that the recognition rate of all the photoelectric fusion
pattern under different classifiers is higher than that of optical and UHF patterns, up to the maximum
of 95%. Moreover, the photoelectric fusion pattern not only greatly improves the recognition rate of
the needle defect and the free particle defect, but the recognition accuracy of the floating defect is also
slightly improved.

Keywords: partial discharge; optical-UHF integrated detection; photoelectric fusion pattern;
GIL; NSCT

1. Introduction

In recent years, gas-insulated transmission lines (GIL) are widely used in the power transmission
of hydropower stations and nuclear power plants because of their high efficiency, large transmission
capacity, high reliability, and small footprint [1–3].

In the operation of GIL, partial discharge (PD) is a precursor in the deterioration of insulation
performance, which is the main cause of a breakdown. In addition, the severity of PD is closely
related to the type of discharge defect. Therefore, PD detection and pattern recognition are particularly
important in the GIL [4,5]. In order to improve the reliability of PD detection and pattern recognition,
some scholars have proposed a method of combining the fluorescent fiber detection and the ultrahigh

Energies 2019, 12, 4120; doi:10.3390/en12214120 www.mdpi.com/journal/energies41



Energies 2019, 12, 4120

frequency (UHF) detection in the PD detection of gas-insulated equipment, which has the characteristics
of high sensitivity, strong anti-interference ability, and wide application range [6].

Although optical-UHF integrated detection can effectively detect the occurrence of PD,
optical detection and UHF detection have certain limitations for the pattern recognition of PD.
UHF detection is limited by its detection bandwidth and is susceptible to influence from the
external electromagnetic interference, resulting in the loss of UHF signals [7]. For optical detection,
the propagation of the optical signal is affected by the structure of the GIL, the location of sensors,
the distance of sensors, and the position of the PD source, which will weaken or even shield optical
signals reaching the sensor. This can also result in the loss of optical signals [8]. Therefore, both UHF
detection and optical detection have the phenomena of signals loss, which will lead to incomplete
feature information in the PD pattern. Therefore, if the UHF pattern and the optical pattern are
separately used for pattern recognition in the optical-UHF integrated detection, both detections
will be affected by the pattern aliasing or the false pattern in the recognition process due to the
missing information of the PD characteristic. These adverse effects will reduce the accuracy of PD
pattern recognition.

In order to improve the accuracy of PD pattern recognition in the GIL, this study proposes
an image fusion algorithm based on improved non-subsampled contourlet transform (NSCT) [9],
which can gain the photoelectric fusion phase-resolved partial discharge (PRPD) pattern by fusing the
optical PRPD pattern with the UHF PRPD pattern. By applying the photoelectric fusion PRPD pattern
to the pattern recognition of PD, the two detection methods are complemented, avoiding the problem
of missing PD characteristic information in a single type of the detection pattern.

Compared with the traditional NSCT method [10], the improved NSCT image fusion algorithm
with the multiscale, multidirectional, and translation-invariant characteristics can retain more image
edge and texture information, which can more completely contain the PD characteristic information
of optical and UHF signals. In order to better characterize the PD characteristics of the PD pattern,
28 characteristic parameters, such as moment features and texture features, are extracted from the
photoelectric fusion PD pattern and, then, the principal component analysis (PCA) method is used
to reduce the feature vector space to eight characteristic parameters. After the process of PCA,
linear discriminant analysis (LDA), support vector machine (SVM), and k-nearest neighbor (KNN)
were used to verify the pattern recognition accuracy by photoelectric fusion patterns. Therefore,
through the method of photoelectric image fusion, it provides a novel idea for the optical-UHF
integrated detection of PD.

2. PD Experiment of GIL

2.1. Experimental Platform and Defect Model

The GIL experimental platform used in this study is shown in Figure 1. In order to isolate external
electromagnetic interference, the whole experimental platform is located in the metal shielded room.
In the platform, the GIL test tank is made of aluminum alloy, and the seal is good without light
injection. The photoelectric integrated sensor that is composed of a fluorescent fiber intertwined on
the cylindrical UHF detection is installed on the tank wall for PD signals acquisition. The detection
frequency band of the UHF sensor is 300–500 MHz. The photomultiplier tube (PMT) adopts the
HAMAMATSU-H10722-01 model whose corresponding range of spectrum is 230,920 nm, and the
voltage/current conversion coefficient is 1V/μA. The function of PMT is to convert the collected optical
signals into electrical signals, which is helpful for signal processing. The digital PD detector (Haffley
DDX 9121b) collects standard PD signals as a reference to confirm the loss of optical signals and UHF
signals. The oscilloscope uses LeCroy-HDO6000A [11].
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Figure 1. Partial discharge (PD) detection platform of gas-insulated transmission lines (GIL).

In order to simulate the PD defects in GIL, Figure 2 shows three aluminum typical defect models
of the needle discharge defect, the floating discharge defect, and the free particle discharge defect
designed in this study [12].

Figure 2. Schematic diagram of three insulation defect models. (a) The needle discharge defect, (b) the
floating discharge defect, and (c) the free particle discharge defect.

2.2. Experimental Method

Before the experiment, PD defects and the tank were dedusted. The SF6 gas was then filled
into the GIL experimental tank that was sealed and vacuum until the gas pressure reached 0.2 MPa.
According to the above operation, three typical PD defects were placed into the GIL experimental tank
for PD experiments. During the experiment, the center of the optical-UHF integrated sensor was facing
the defect on the level.

For the data acquisition, PD detection was performed for each defect at several voltage levels.
For each defect, 120 detection samples were collected and each sample included 50 PD signals of
a power frequency cycle.

2.3. Analysis of the Experimental Results

According to the time domain waveform of Figure 3, comparing the UHF signals and optical
signals with the PD detector signals that act as the standard signals confirms that the signal loss is
relative to the detection method and discharge defects, rather than external signal interference.
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Figure 3. Optical and ultrahigh frequency (UHF) PD signals with different defects. (a) Time domain
waveform of needle defect and (b) time domain waveform of free particle defect.

In the UHF detection, the sensitivity of the UHF detection is low due to the limitation of the
detection band and the interference of the environmental noise. Thereby, it is shown that the PD
detection of the needle discharge defect has a phenomenon of UHF signal loss in the experiment.

In the optical detection, the uncertainty of the free particle discharge is strong, and the intensity of
the free particle discharge is not uniform. In addition, the optical detection is easily affected by the
photon propagation path and the reflection condition of GIL inner wall. Therefore, the PD detection of
the free particle discharge also has a phenomenon of optical signal loss.

In order to represent the characteristic information of PD more effectively, this study uses
the two-dimensional PRPD pattern to describe the phase information of PD. The PRPD pattern is
represented by a ϕ–u two-dimensional pattern, where ϕ represents the power frequency phase at which
PD occurs and u represents the intensity of PD signals [13]. The color of the PRPD pattern represents
the discharge density at certain phase and amplitude, which is shown by the color bar. Each PRPD
pattern is drawn from a PD signal sample, including 50 PD cycles acquired by the oscilloscope above,
which can guarantee that the loss of signal is not an accident.

For the needle defect, the PRPD pattern of the optical-UHF integrated sensor at 20 kV is shown in
Figure 4. Optical signals are mainly concentrated near the peaks of positive and negative half cycles,
while most UHF signals appear only in the area of the negative half cycle. It can be concluded that the
detection sensitivity of the UHF sensor is lower than that of the optical sensor. When the PD intensity
of the positive half cycle is small, the UHF sensor cannot detect the PD signals. Therefore, there is
a phenomenon of missed UHF signals in the positive half cycle, which can cause the PD characteristic
information to be incomplete and interfere with the PD pattern recognition.

For the floating defect, as shown in Figure 5, optical signals and UHF signals are mainly distributed
near the peak of the positive and negative half cycles at 20 kV, which has good distribution characteristics
of phase concentration. Therefore, the optical and UHF PD signals collected by the optical-UHF
integrated sensor has good correspondence.
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Figure 4. Phase-resolved partial discharge (PRPD) patterns of the needle defect under 20 kV. (a) A
PRPD pattern of the optical detection and (b) a PRPD pattern of the UHF detection.

Figure 5. PRPD patterns of the floating defect under 20 kV. (a) A PRPD pattern of the optical detection
and (b) a PRPD pattern of the UHF detection.

For the free particle defect, the PRPD pattern of the optical-UHF integrated sensor at 20 kV is
shown in Figure 6. Under the action of the electric field force, the free metal particle undergo random
collision movement between the plates and the discharge repetition rate of it is low, which causes
the phase distribution of UHF signals to be relatively random in the PRPD pattern. It can be seen
from the optical pattern that the randomness of the optical signal distribution is weak. The light
spots in the optical pattern are mainly concentrated in the negative half cycle, instead of being
distributing randomly. Therefore, the distribution of optical signals has a large difference from the
UHF signal pattern. It is indicated that optical signals are attenuated by the occlusion and the reflection
phenomenon of the propagation path during the propagation process, which causes optical signals to
be missed and incompletely collected [8]. As a result, the loss of PD information leads to a failure to
fully represent the PD characteristics of the free particle defect.

Figure 6. PRPD patterns of the free particle defect under 20 kV. (a) A PRPD pattern of the optical
detection and (b) a PRPD pattern of the UHF detection.
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The above experiments prove that the PD characteristic information of UHF and optical PRPD
patterns is incomplete. The UHF sensor has the loss of signals on the needle defect, and the optical
sensor has the loss of signals on the free particle defect. Therefore, if the two types (UHF patterns
and optical patterns) of PRPD patterns are separately used for pattern recognition, the lack of the
characteristic information may result in a decrease in recognition accuracy.

3. Image Fusion Algorithm Based on Improved NSCT

3.1. NSCT Structure

For PD patterns, the edge texture plays a key role in identifying the type of PD. Therefore,
this study uses an image fusion algorithm based on the improved NSCT method to fuse the optical
pattern with the UHF pattern. Its structure can be divided into two parts, non-subsampled pyramid
filter banks (NSPFB) and non-subsampled directional filter bank (NSDFB). The structural framework
of the NSCT is shown in Figure 7.

Figure 7. Structure block diagram of non-subsampled contourlet transform (NSCT) decomposition.

NSPFB is used as a filter that is up sampled. In order to achieve multiscale decomposition of the
image, NSPFB performs up-sampling processing by the matrix D = 2I iteratively, which can obtain the
filter H(Z2I). The NSPFB filters the low-frequency subband image of the upper level by the lowpass
filter H0(Z2I) and the bandpass filter H1(Z2I), so that each level is decomposed into a low-frequency
subband image and a high-frequency subgraph. The definition of the decomposition scale is j. In the
filtering process, the ideal frequency domain of the lowpass filter at j scale is [-π/2j, π/2j] × [-π/2j,
π/2j]. The corresponding ideal frequency domain of the bandpass filtering is [-π/2j + 1, π/2j + 1] ×
[-π/2j-1, π/2j-1] [14]. Thus, after the image is decomposed by the j-level NSPFB, the image can obtain
j + 1 subgraph of the same size as the original decomposition image, including one low-frequency
subgraph and j high-frequency subgraph. Taking the three-level NSPFB decomposition as an example,
its structure is shown in Figure 8 [15].

The NSDFB used in the NSCT is based on a fan-shaped filter bank. The two-channel directional
filters, U0(Z) and U1(Z), with the fan-shaped frequency domain are up-sampled by the sampling
matrix D to obtain filters U0(ZD) and U1(ZD). Then U0(ZD) and U1(ZD) are used to filter the subgraph
decomposed in the upper level, which can achieve more accurate directional decomposition of the
image in the image of corresponding frequency domain. As shown in Figure 9, taking the two-level
directional decomposition as an example, the NSDFB decomposes the two-dimensional frequency
domain into several wedge-shaped regions representing directionality [16]. Each wedge-shaped
region contains detailed direction features of the image. Therefore, by performing k-level directional
decomposition on the subgraph at one level of the NSPFB, it is possible to obtain a 2k directional
subgraph with the same size as the source image [17].
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Figure 8. Three-level NSPFB pyramid filter bank.

Figure 9. Two-level NSDFB directional filter bank.

3.2. Improved Image Fusion Rules Based on NSCT

According to the NSCT decomposition above, when kj represents the NSDFB directional
decomposition levels of the image on the jth-level of the J-level NSPFB decomposition, the number of
subgraph generated by the decomposition can be expressed as 1+

∑ j
j=1 2kj , including one low-frequency

subgraph and
∑ j

j=1 2kj high-frequency subgraph. In order to ensure the anisotropy in the NSCT image
fusion process, we change the kj on each level of the NSPFB, which can make high-frequency subgraph
on each level of the NSPFB have different directional decomposition. The structural flow of image
fusion is shown in Figure 10 [18].

The source images A and B are subjected to grayscale processing before the NSCT conversion.
By performing NSCT decomposition on the grayscale images of the source images A and B,
the high-frequency subband coefficients, GA

j,r(x, y), GB
j,r(x, y), and the low-frequency subband

coefficients, LA
J (x, y), LB

J (x, y), of each source image can be obtained. Among them, j = (1, 2, . . . , J) is
the number of decomposition levels of the NSPFB, r is the rth-direction of the NSDFB decomposition
on the jth-level (r = 1, 2, . . . , 2kj), and the subband coefficient represents the gray value at location
(x, y).
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Figure 10. NSCT image fusion structure.

3.2.1. Fusion Rule of Low-Frequency Subgraph

After being decomposed by the NSCT, the contour information of the source image is mainly
retained in the low-frequency subgraph. For the PRPD pattern, the contour of PD signals distribution is
especially important for pattern recognition. Image fusion of the decomposed low-frequency subgraph
is to preserve the contour feature information of the PRPD pattern as completely as possible. Therefore,
we proposes a fusion rule of low-frequency subgraph, combining Canny operator and local entropy to
better preserve the contour information of the PRPD pattern.

It is known that LA
J (x, y) and LB

J (x, y) are two low-frequency subgraphs to be fused, which are
the same size. First, the low-frequency subgraph is edge-extracted by the Canny operator to obtain
the edge contour binary graphs, LA

J,Canny(x, y) and LB
J,Canny(x, y). Thereby, the contour information of

the signal distribution in the low-frequency subgraph is better preserved during the fusion process,
which reduces the influence of image texture and sparseness.

In this study, we introduce the concept of image local entropy [19]. The local entropy can reflect
the extent of gray dispersion of the image. In the image region with large local entropy, the gray value
of this certain region is relatively uniform and contains less feature information. In the image region
with small local entropy, the grayscale difference of this certain region is large and contains more
feature information. Therefore, the local entropy is larger in the smooth region of the PRPD pattern,
while the local entropy is smaller in the boundary contour region of the signal distribution for the
PRPD pattern.

f (x, y) is defined as the gray value of location (x, y) in the image, then, an image of size X × Y
whose local entropy H f (x,y) is defined as [20]:

H f (x,y) =
X∑

x=1

Y∑
y=1

pxylgpxy (1)

where pxy is the probability of gray distribution at location (x, y), and its expression is as follows:

pxy =
f (x, y)∑X

x=1
∑Y

y=1 f (x, y)
(2)

Therefore, the fusion method of low-frequency coefficient adopted in this study is summarized as:

1) The local entropy HA
f (x,y) and HB

f (x,y) at location (x, y) of the edge contour binary patterns

LA
J,Canny(x, y) and LB

J,Canny(x, y) are calculated by traversing the sampling window of size 3× 3.
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2) By comparing the magnitude of the local entropy at each location, it is determined how much
the sample window contains image contour information. According to this, the fusion weight
coefficients, cA(x, y) and cB(x, y), of the images, LA

J (x, y) and LB
J (x, y), are calculated.

cA(x, y) =
HA

f (x,y)

HA
f (x,y)

+ HB
f (x,y)

(3)

cB(x, y) =
HB

f (x,y)

HA
f (x,y)

+ HB
f (x,y)

(4)

3) According to the local entropy of the image and the fusion weight coefficient, the fused

low-frequency subgraph L f usion
J (x, y) is calculated. The fusion rules are as follows:

L f usion
J (x, y) = cA × LA

J (x, y) + cB × LB
J (x, y) (5)

3.2.2. Fusion Rule of High-Frequency Subgraph

After the NSCT decomposition, the detailed texture information of the source image is mainly
retained in the high-frequency subgraph, which represents the density of PD signals. Therefore,
the key point of the high-frequency subgraph fusion is to enhance the image features, making the
high-frequency subgraph more informative.

In this study, phase congruency (PC) is applied to the fusion rule of high-frequency coefficient.
PC analyzes the feature points of the grayscale image from the perspective of the frequency
domain. The theoretical basis is that the image is subjected to Fourier transform decomposition,
and then the points with the most consistent phase of each harmonic component correspond to the
feature point of the image [21]. Thus, PC can measure the importance of subgraph features with
a dimensionless measurement.

In the fusion of high-frequency subgraphs, the PC value can represent the sharpness of
high-frequency subgraphs. Because the subgraph can be regarded as a 2D signal [22], the PC
value of the subgraph at location (x, y) can be calculated by Equation (6).

PC(x, y) =

∑
k Eθk(x, y)

ε+
∑

n
∑

k An,θk(x, y)
(6)

where An,θk is the amplitude of the n-th Fourier component and angle θk, θk denotes the orientation
angle at k, and ε is a positive constant to offset the DC components of subgraph. In this study, the value
of ε is set to 0.001 [23]. Eθk(x, y) can be calculated by Equation (7).

Eθk(x, y) =
√

F2
θk
(x, y) + H2

θk
(x, y) (7)

where Fθk(x, y) and Hθk(x, y) can be calculated by Equations (8) and (9) respectively.

Fθk(x, y) =
∑

n
en,θk(x, y) (8)

Hθk(x, y) =
∑

n
on,θk(x, y) (9)

where en,θk(x, y) and on,θk are convolution results of subgraph at location (x, y), which can be calculated
by Equation (10). [

en,θk(x, y), on,θk(x, y)
]
= [I(x, y) ×Me

n, I(x, y) ×Mo
n] (10)
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where I(x, y) denotes the pixel value of subgraph at location (x, y). Me
n and Mo

n represent the even-
and odd-symmetric filters of 2D log-Gabor at scale n [23].

PC is a contrast invariant, which cannot reflect local contrast changes [22]. In order to compensate
for the lack of PC, a measure of sharpness change (SCM) is introduced as below:

SCM(x, y) =
∑

(x0,y0)∈Ω0

(I(x, y) − I(x0, y0))
2 (11)

where Ω0 denotes a local window with a size of 3× 3 that is entered at (x, y). (x0, y0) is a pixel point in
the local window of Ω0. In addition, the local SCM (LSCM) is expressed as Equation (12) to determinate
the (x, y) neighborhood contrast.

LSCM(x, y) =
M∑

a=−M

N∑
b=−N

SCM(x + a, y + b) (12)

where (2M + 1) × (2N + 1) represents the neighborhood size.
Since PC and LSCM cannot completely reflect the local luminance information, the local energy

(LE) is proposed as below.

LE(x, y) =
M∑

a=−M

N∑
b=−N

(I(x + a, y + b))2 (13)

Therefore, according to the theory mentioned above, a new activity measure (NAM) is defined
using PC, LSCM, and LE to measure various aspects of subgraph information.

NAM(x, y) = (PC(x, y))α1 ·(LSCM(x, y))β1 ·(LE(x, y))γ1 (14)

where α1, β1, γ1 are set to 1, 2, and 2 respectively, which are used to adjust the value of PC, LSCM,
and LE in NAM [24].

After the NAM is obtained, the fused high-frequency image can be determined by the Equation (15).

H f usion
j (x, y) =

{
HA(x, y) i f LmapA(x, y) = 1

HB(x, y) otherwise
(15)

where the H f usion
j (x, y) represents the high-frequency fused subgraph of jth-level, HA(x, y) and HB(x, y)

are high-frequency subgraphs of source image A and B. Lmapi(x, y) is a decision map for the fusion of
high-frequency subgraph, which can be calculated by Equation (16).

Lmapi(x, y) =

⎧⎪⎪⎨⎪⎪⎩ 1 i f
⌈
Si(x, y)

⌉
> M̃×Ñ

2
0 otherwise

(16)

where the Si(x, y) is calculated by Equation (17).

Si(x, y) = {(x0, y0) ∈ Ω1|NAMi(x0, y0) ≥ max(NAM1(x0, y0), · · · ,
NAMi−1(x0, y0), NAMi+1(x0, y0), · · · , NAMK(x0, y0))} (17)

where Ω1 denotes a sliding window with a size of M̃× Ñ, and (x, y) is the center of it. K is the number
of source images.

According to the low-frequency and high-frequency subgraph fusion method mentioned above,
the fused low-frequency and high-frequency NSCT coefficients L f usion

J (x, y) and H f usion
j (x, y) can be

obtained. Then the fused fusion image F can be reconstructed by inverse NSCT transformation.
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4. Photoelectric Image Fusion PD Detection Based on Improved NSCT

4.1. Overall Detection Process

In order to improve the accuracy rate of the pattern recognition, we propose an improved
NSCT image fusion algorithm for the problem of missing PD signals in optical and UHF detections,
that is, NSCT is used to decompose the grayscale optical and UHF PRPD patterns into low-frequency
subgraphs and high-frequency subgraphs accordingly. The above fusion method is used to fuse the
optical pattern with the UHF pattern to obtain the photoelectric fusion PD pattern. This pattern is then
subjected to a series of processing such as feature extraction, dimensionality reduction, and pattern
recognition. The overall process of the test verification is shown in Figure 11.

Figure 11. Experiment verification of the overall process.

4.2. Decomposition of PD Patterns Based on Improved NSCT

On the basis of the GIL PD experimental data mentioned above, the PD of the needle defect at
20 kV is taken as an example to perform NSCT decomposition and the fusion of the PD optical pattern
and the PD UHF pattern.

In the NSCT decomposition of the PRPD pattern, one low-frequency subgraph and three
high-frequency subgraphs can be obtained after the three-level NSPFB decomposition. In order to
ensure the anisotropy of the image decomposition and preserve the information of the image in
all directions more completely, the high-frequency subgraphs on the NSPFB decomposition of the
fjirst-, second- and third-level are decomposed by the NSDFB directional decomposition with 21-, 22-,
and 23-direction, respectively. Therefore, each high-frequency subgraph can be decomposed into 21-,
22-, and 23-direction subgraphs.

As a result, 1 +
∑3

k=1 2k subgraphs that are equal in size to the original image can be obtained
after the optical pattern and the UHF pattern are decomposed by the NSCT, respectively, as shown in
Figures 12 and 13. It can be seen that the PD pattern is decomposed into multiscale, multidirectional
high-frequency subgraphs and low-frequency subgraphs, which can retain the contour and detailed
information of the source image well.
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Figure 12. NSCT decomposition of the optical PD pattern.

Figure 13. NSCT decomposition of the UHF PD pattern.
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4.3. Fusion of the Photoelectric PD Pattern

According to the image fusion rule in Section 3.2., the corresponding fusion rule is performed
on each of the low-frequency subgraph and the high-frequency subgraph, respectively, which can
obtain one low-frequency photoelectric fusion subgraph and

∑3
k=1 2k high-frequency photoelectric

fusion subgraphs, as shown in Figure 14. The inverse NSCT transform is performed on the fused
photoelectric subgraph to obtain a photoelectric fusion PD pattern, as shown in Figure 15.

Figure 14. Fusion framework of optical and UHF patterns.

Figure 15. Photoelectric fusion PD pattern.

4.4. Feature Extraction and Dimension Reduction

In order to effectively reflect the image features, the feature parameters of the photoelectric fusion
PD pattern are extracted. In this study, the eigenvector space is formed by Tamura texture features,
gray-gradient symbiotic matrix, Hu invariant moment, and color moment of the image, a total of
28 characteristic parameters.
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Among them, Tamura texture features theoretically include six components. But according to the
Tamura feature extraction results of photoelectric fusion images, the characteristic parameters of Tamura
texture features that are insensitive to photoelectric fusion images are ignored, and only the roughness,
contrast, and directionality are used as features of pattern recognition. Then, 15 gray-gradient symbiotic
matrix features, seven texture features, and three color moment features are, respectively, extracted to
form the eigenvector space of the photoelectric fusion PD pattern [25–28].

However, there may be overlapping information between different features, resulting in multiple
collinearity between the feature parameters. Meanwhile, too many dimensions of the feature vector
can easily stress the training of the model, resulting in a lower recognition rate.

Therefore, in order to more fully characterize the characteristic information of the PD pattern and
reduce the burden of the model, we use the principal component analysis (PCA) method to reduce the
dimension of the eigenvector space. First, the factor correlation analysis of eigenvector space is carried
out, gaining the value of KMO: 0.8356. The value of Bartlett spherical test is 132.96. It can be seen
that there is strong partial correlation between feature vectors, which is suitable for dimensionality
reduction by PCA [29]. In this study, according to the contribution rate of the feature factors, the first
eight principal component factors with the cumulative contribution rate of 98% are selected as the
input parameters of the recognition model. The PCA results are shown in Table 1.

Table 1. Contribution rate of principal component factors.

Factor Number 1 2 3 4 5 6 7 8 9 10 . . . 28

Contribution rate/% 65.00 11.46 7.78 6.01 3.02 2.21 1.58 0.86 0.64 0.58 . . . 0.01
Cumulated

contribution rate/% 65.00 76.46 84.24 90.25 93.27 95.48 97.06 97.92 98.56 99.14 . . . 100

4.5. Pattern Recognition Results of Different PD Patterns

On the basis of the principal component factors described above, different classifiers are used
to identify the PD experimental data. The classifiers used, in this study, were linear discriminant
analysis (LDA) [30], k-nearest neighbor (KNN) [31], and support vector machine (SVM) algorithm [32].
LDA is a dimensionality reduction technology for supervised learning, which projects the sample onto
a sorting line determining the category of the new sample based on the position of the projected point.
KNN is a classification and regression method, which determines the classification by calculating
which category of k-nearest samples in the feature space of a sample most belongs. The SVM algorithm
maps points in low-dimensional space to high-dimensional spaces making them linearly separable,
and then classifying them by the principle of linear partitioning.

In order to verify the applicability of the photoelectric fusion PD pattern proposed in this study,
the above three classifiers were used to test the photoelectric fusion PD pattern samples, comparing
with the recognition results of optical patterns and UHF patterns. At the same time, in order to verify
the influence of different training sample numbers, four pattern recognition tests were carried out,
respectively. In these four tests, the total number of training samples was 300, 240, 180, and 120,
respectively, including all three types of defects. Therefore, the number of testing samples in these four
tests were 60, 120, 180, and 240 correspondingly, including all three types of defects as well. It can be
seen from the recognition results that different types of PD patterns have a significant influence on the
recognition rate, as shown in Figure 16. The definition of recognition rate is:

Recognition rate =
sample number o f correct recognition

number o f testing sample
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Figure 16. Recognition results of different classifiers. (a) linear discriminant analysis (LDA) classifier,
(b) k-nearest neighbor (KNN) classifier, and (c) support vector machine (SVM) classifier.

55



Energies 2019, 12, 4120

According to Figure 16, the recognition rate of the photoelectric fusion pattern is the highest using
any classifier. For all three types of PD patterns, the recognition rate increases with the increase of
training samples. When using the SVM classifier with 300 training samples, the recognition rate of the
photoelectric fusion pattern can reach up to 0.95. Moreover, the recognition rate of the photoelectric
fusion pattern can still reach about 0.83 when the number of samples is only 120. Therefore, it can
be concluded that the photoelectric fusion pattern can significantly improve the accuracy of PD
pattern recognition.

In addition, when the number of training samples is the same, the accuracy of the recognition
of the photoelectric fusion pattern by the three classifiers is higher than that of the optical pattern
and the UHF pattern. Because photoelectric fusion pattern proposed in this study contains more
abundant PD characteristic information, it can effectively improve the accuracy of the recognition.
When the number of training samples is only 120, the average recognition rate of the three classifiers in
each case is calculated in Figure 17, where three types of PD defects are, respectively, identified by
different patterns. It can be seen that the recognition rate of the needle defect by the UHF pattern is
especially low because of the loss of UHF signals. Moreover, the recognition rate of the free particle
defect by the optical pattern is lower than the others because of the loss of optical signals. However,
pattern recognition using photoelectric fusion pattern not only greatly increases the recognition rate of
the needle defect and the free particle defect, but also slightly improves the recognition rate of the
floating defect. Therefore, the proposed photoelectric fusion pattern has practicality.

Figure 17. Average recognition rate of each defect under different kinds of patterns (with 120
training samples).

5. Conclusions

In this study, the optical-UHF integrated PD detection of GIL experimental platform is built,
collecting PD patterns of three typical PD defects. Aiming at the PD pattern recognition problem of the
GIL, an image fusion algorithm based on NSCT is proposed, which can fuse the optical PD pattern
with the UHF PD pattern. Finally, three different classifiers are used to identify the photoelectric fusion
PD pattern, which can verify the feasibility of this method. The conclusions are summarized as follows:

1) Due to the limitation of the PD detection principle and the influence of the GIL structure, the UHF
pattern of the needle PD defect and the optical pattern of the free-particle PD defect have the loss
of PD signals in the GIL. This phenomenon results in the reduction of the effective characteristic
information in the PD pattern, which can reduce the pattern recognition accuracy of the PD.

2) The photoelectric fusion pattern can effectively avoid signals loss of UHF detection and optical
detection in some situations, which can reduce the negative influence of false mode and pattern
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aliasing on recognition. Through the photoelectric fusion pattern, the characteristic information
of optical patterns and UHF patterns can complement each other, improving the accuracy and
reliability of PD pattern recognition.

3) Compared with the optical pattern and the UHF pattern, the photoelectric fusion pattern can
significantly improve the recognition rate of PD pattern recognition under the three kinds of
classifiers, which can reach up to 0.95. In addition, when the number of training samples is
small, the recognition rate can still reach about 0.83. Furthermore, the photoelectric fusion pattern
not only greatly improves the recognition rate of the needle defect and the free particle defect,
but the recognition accuracy of the floating defect can also be slightly improved. Therefore,
the photoelectric fusion pattern has a good application effect.
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Abstract: This paper reports the results of a parametric study on the characteristics of electromagnetic
(EM) waves propagated due to surface- and cavity-type partial discharges (PD) in materials using the
finite-difference time domain (FDTD) method. First, the EM waves emitted by such discharges in
material samples were measured using a broadband aperture antenna. The measurements showed
that the frequency range of the measured signals lay within the ultra-high frequency (UHF) range,
suggesting that by carefully choosing the UHF antenna characteristics and its location it might be
possible to apply this method to characterize the PD-emitted waves; and hence, to potentially use it
to detect and monitor PD defects. In this context, the FDTD simulations were used here to simulate
the experimental set-up and examine the propagation characteristics of EM waves emitted by such
discharges under uniform and non-uniform test electrode configurations. Using an approximation of
the exciting PD current pulses, the electromagnetic field components and the voltage signals captured
on a simulated monopole sensor were computed in the time domain at various locations. To explore
the limits of the application of the UHF method for detecting these PD types, a parametric study
was carried out to clarify how the captured signals are influenced by the PD intensity, the frequency
content of the exciting PD pulse, the type of insulation material, the dimensions and the position of
the UHF antenna. One of the challenges that needs further investigation is the accurate simulation of
the actual PD current pulse produced by such discharges, and hence its frequency content, as there is
limited or no measured data available. The results showed that while the amplitude of the captured
EM signals increase with the PD intensity, no appreciable signal is detected when the PD pulse width
is higher than about 4ns, which may not occur often in unbounded air insulated systems. Equally
important is the location and orientation of the UHF sensor—the results showed improved sensitivity
when the sensor is vertically polarized and placed in close proximity in the lateral direction with
reference to the discharge path.

Keywords: partial discharge; surface discharge; UHF sensor; FDTD simulation; cavity discharge

1. Introduction

Partial discharge (PD) is known to be one of the key factors affecting the operation of electric power
equipment. Its detection has been, and continues to be a priority for utilities in asset management
strategies for ensuring plant life longevity. PD occurs as a result of long-term operating electrical and
environmental factors stressing equipment insulation and is characterized by small, high-frequency
currents that are difficult to detect by standard substation instrumentation. The topic of PD detection
and measurement has long attracted the interest of researchers, and current international standards [1]
give recommendations for the measurement of different types of PD and help with the diagnosis of
defects associated with them. One of the electrical methods that has been the focus of research interest
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is the UHF method, which is based on the measurement of electromagnetic waves generated by PD and
propagating in the surrounding medium. A substantial amount of work has been published on this
method, mainly with respect to PD detection in gas-insulation systems (GIS) [2–9]. Researchers have
used a variety of sensors, in the form of discs [6] or broadband antennas to measure the PD-emitted
signals [7–9]. However, there is limited research on using UHF sensors for the measurement of PD in
systems other than GIS, for example, PD occurring inside solid insulation cavities, surface discharge in
cable terminations, cable joints and outdoor insulation. Equally, theoretical simulation of PD using
numerical techniques has been at the center of researchers’ interest for many years. It has often been
used to model the propagation characteristics of partial discharge in GIS [10–15], but some researchers
have also used it to study PD phenomena in power transformers [16] and surface discharge in air [17].
It is also a useful tool for designing and calibrating UHF sensors for PD measurement [18,19].

In this paper, the characteristics of the EM signals emitted by surface discharge in air and a
cavity discharge in different insulation samples were investigated using FDTD simulations. This work
builds on an initial study carried out by the authors on surface discharge [17], and extends to include
the analysis of EM waves emitted by cavity discharges occurring in insulation samples of different
permittivities. A summary of the measured data obtained on real samples tested in laboratory test cells
to simulate both types of discharge is presented. The detection of EM signals generated by PD in air
using UHF sensors is particularly challenging considering the low-magnitudes of emitted signals that
are embedded in a noisy environment and the relatively long pulse risetimes associated with them.
These can occur, for example, on the surface of outdoor insulators and bushings, in cable joints and
cable terminations and their detection depends on several parameters. In the present study, several
parameters were varied: (i) those related to the discharge including the PD intensity, its pulse width
and path size, and (ii) those related to the UHF sensor characteristics including its geometry, frequency
band, sensitivity, and location with respect to the discharge source. A parametric study was performed
where most of the above parameters were varied within practical ranges and their effect on the signals
captured on a UHF sensor were analyzed. Square-shaped cross-linked polyethylene (XLPE), Teflon and
Acrylic samples with different thicknesses placed between uniform and non-uniform field electrode
configurations were considered. The results highlight, on one hand, some of the limits imposed by the
discharge itself, and on the other hand, the required UHF sensor characteristics and location that give
measurable signals.

2. PD Measurement Using the UHF Method

Partial discharge measurements were carried out to study the frequency characteristics of EM
signals emitted by the discharge. For this purpose, two types of PD were generated: surface discharge
on XLPE, Teflon and acrylic samples, and cavity discharge on XLPE samples of different thicknesses.
The former was created under uniform and non-uniform field electrode configurations. The PD
measurements were carried out using the IEC 60270 method, the 40MHz HFCT and the UHF method
simultaneously. Figure 1 shows the experimental set-up, with the test cells used for the uniform and
non-uniform electrode gaps showing material samples in the insert. The UHF signals were captured
using a Schwarzbeck 1/4λ double ridge aperture antenna with a frequency band between 0.8GHz and
5 GHz, and a 120 MHz–900 MHz monopole antenna to capture the lower UHF range signals. This
section summarises the frequency characteristics of the signals measured with the aperture antenna.
The details of the test results for the other methods and their analyses will be reported separately.
Figure 2a shows examples of measured time domain UHF signals generated by a surface discharge
when a 9.2 kV AC voltage was applied across the non-uniform gap with a 6-mm thick Teflon sample in
between. The UF sensor was vertically polarized (i.e., such that the E-field is parallel to the double
ridge of the antenna) and located at two different horizontal distances and one vertical distance from
the test object.
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Figure 1. Experimental set-up for partial discharge (PD) measurement.

 
(a) 

 
(b) 

Figure 2. Cont.
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(c) 

Figure 2. Examples of surface discharge signals measured using the ultra-high frequency (UHF) sensor:
(a) time domain signals (b) noise level and (c) frequency spectra.

The frequency spectrum of the noise level (Figure 2b) and that of the measured signals shown
in Figure 2c confirm the frequency range of the EM signals emitted by the surface discharge. Peaks
detected at 0.9 GHz, 1.85 GHz and 2.5 GHz are superimposed GSM and long-term evolution (LTE)
signals. The results show that the UHF detection can be improved by placing the sensor closer to the
discharge source in a horizontal direction. Signals produced by a cavity discharge were measured by
using a specially made XLPE block samples with a needle-plane electrode system and were also found
to be within the UHF band.

3. Surface Discharge Simulation Using the FDTD Method

3.1. FDTD Principle

The FDTD method is a powerful electromagnetic simulation tool that has been extensively used
for studying radio wave propagation in multiple media. Maxwell’s equations in the time domain are
solved using finite-difference time approximations. Since the electric and magnetic fields are related
in time and space, both space segmentation and time stepping are required. Space segmentation
takes the form of box-shaped cells whose size are constrained by the wavelength of the EM excitation
signals, and its maximum must be less than 1/10 of the smallest wavelength for greater accuracy, giving
Lmax = 0.1(c/ f ), where c is the velocity of light and f the frequency. For propagation in insulation
materials, c is reduced and sol the cell size will be reduced. The electric field (E) and magnetic field
(H) components are staggered, with the E-field components centered on the edges of the box and
the H-field components centered on the faces to form what is known as the Yee cell [19], as shown
in Figure 3. The modelled volume space, including any material constituting the model is built by
interconnection of these cells, forming the FDTD mesh.

Figure 3. The Yee cell with the labelled field components.
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Time stepping is achieved by quantizing time into small steps equal to the time required for the
field to travel from one cell to the next. Like the E-field and H-field are offset in space, their values
are also offset in time. These field values are updated using a centered-difference approximation
leapfrog scheme where the electric fields and then the magnetic fields are computed at each step
in time. In this work, the XFdtd® simulation package [20] was used to simulate the PD excitation
source, the electrode assembly, the insulation sample with the location and extent of the discharge,
and the UHF sensor. The excitation is introduced by applying a sampled waveform at one location.
At each step in time, the value of the waveform is used to compute the field value. The surrounding
fields propagate throughout the FDTD mesh depending on the characteristics of each cell and the
material properties. The field computations continue until a state of convergence is reached. In this
study, this is set by either specifying the threshold below which the computed fields decay (around
−30 dB in this application) or setting a maximum number of iterations. The extent of outer boundaries
and the associated boundary conditions, the cell size and simulation time are set according to the
modelled problem.

3.2. PD Current Source and Point Sensor

The PD current can be represented by a pulse whose magnitude and risetime depend on various
factors such as the PD type, its intensity and speed of propagation, and the surrounding medium.
For example, typical risetimes of a protrusion PD in oil range between 0.7 ns and 2.0 ns, whereas
a floating particle produces PD pulses having risetimes in the range 2.5–2.7 ns, and bad contact
defects produce pulses up to 17 ns [1]. These PD pulses have spectra in the UHF frequency range of
300–3000 MHz [7].

In this work, a current filament having a Gaussian shape defined by Equation (1) was used to
simulate the PD source [21].

i(t) = Imaxe−t2/2σ2
(1)

where Imax =magnitude of the peak current and σ = pulse width measured at half of the maximum
value. The PD current is expressed in the frequency domain as:

I(ω) = Imaxσ
√

2πe−( ω
2σ2
2 ) (2)

The pulse rise time (T) of the Gaussian pulse is the time required for signal magnitude to change
from 10% to 90% and is calculated as

T = t90% − t10% =
√

2σ (
√

ln10−
√

ln (
10
9
) (3)

Figure 4 shows examples of Gaussian pulses of different risetimes and their respective
frequency spectra.

(a) 

Figure 4. Cont.
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(b) 

Figure 4. Examples of Gaussian pulses (a) and their respective frequency spectra (b).

The PD excitation is represented by a current filament which extends over several FDTD segments
that determine the PD path (Figure 5). The filament is oriented horizontally in the positive y-axis
direction 0.5 mm above the insulating surface. The source of this filament is assumed to be a current
source component having 50 Ω output impedance. A Gaussian type waveform with a given pulse
width and amplitude is associated with this source to excite the frequencies up to the upper limit of the
UHF range. A “point sensor”, which is a data storage facility, is used to store the computed field and
current density values at any desired location within the FDTD mesh. The field values returned by this
point sensor can be at the edges of the cells if the point sensor location is snapped to the FDTD grid,
or extrapolated if it is between two edges.

 
Figure 5. Simulated current filament.

3.3. UHF Sensor and Probe Coupler

The UHF sensor is modelled by a monopole antenna with a 50 Ω coupler located vertically to the
ground plane, in the positive y-direction with respect to the discharge location. The 50-Ω probe coupler
is matched to the current source to avoid wave reflections. The sensor length should be within the
scope of the entire computing spectrum and should be chosen depending on the frequencies excited by
the PD pulse.

3.4. Surface Discharge Model

Figure 6 shows the non-uniform point-plane configuration model used for simulating the surface
discharge. A similar configuration consisting of two circular electrode plates is used to create a uniform
field condition. The high voltage and ground electrodes are made of stainless steel. The insulator
sample, a 90 mm × 90 mm square having variable thickness, is placed symmetrically between them,
i.e., with its axis of symmetry coincident with the electrode’s vertical axis. The vertical lines on the
positive y-axis direction show the UHF sensor placed at different distances, with variable length and
height. The reference simulation values are taken as: (i) pulse width, 0.4 ns, (ii) pulse amplitude, 1 A,
(iii) PD source length, 10 mm and (iv) sensor length, 80 mm.
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Figure 6. Point-plane configuration.

4. Results of Surface Discharge Simulations

In this section, the PD pulse width (PW), its amplitude (PA), and its path length are parameterized
at each computation sequence for a given sensor location and length. The sensor location and length
are then varied in sequence to complete the parametric computation. An example of the time-domain
voltage signal across the antenna sensor placed at a distance 900 mm from the origin of the discharge
is shown in Figure 7 for different pulse widths for the XLPE material sample. For fast-rising pulses,
the captured signals are large but attenuate very quickly, whereas for slower pulses the signals are
much smaller. The time delays observed between the waveforms are due to the different times of
arrival of EM waves at the sensor. The maximum peak-to-peak value of the waveform is taken in what
follows as the amplitude of the captured sensor signal, and represents the PD intensity. It was found
that the amplitudes of the signals computed with the three different sample materials having the same
dimensions did not reveal any appreciable differences, as shown in the example of Figure 8, except in a
few cases which will be discussed later. This was the case over the entire range of parameter values
considered in this study. For a given sequence, one parameter was varied and all other parameters were
kept constant at their reference values. The results are grouped in Figures 9 and 10 for the non-uniform
and uniform electrode configuration, respectively, and for three different sensor locations, represented
by distance (d). The first conclusion from these results is that signals in the non-uniform point-plane
configuration (Figure 9) have higher amplitudes than those measured in the uniform plane-plane
configuration (Figure 10). Furthermore, it was found that locating the sensor along the vertical axis
(i.e., at a distance above or below the PD source) produces smaller signal amplitudes compared with
the horizontal y-axis location—only the results related to the latter are shown here.

 
Figure 7. Sensor voltage for different pulse widths, sensor location d = 900 mm.
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Figure 8. Effect of current pulse width on the sensor signal for three different materials (d = 450 mm).

4.1. Effect of PD Pulse Width

The top row of three graphs in Figures 9 and 10 show the effect of varying the PD pulse width on
the sensor signal amplitude voltage while keeping the pulse amplitude, the length of the PD source
and the length of the UHF sensor at their base values. As can be seen, the amplitude of the emitted
signal is strongly affected by the pulse width. For a given PD pulse width of 2 ns or less, and with
the uniform electrode configuration (Figure 10), the signals emitted by Acrylic samples are smaller
compared to Teflon and XLPE samples, whereas for the non-uniform field configuration, the signals
are approximately equal for all material samples. When the pulse width becomes larger than about
4 ns, their frequency spectrum narrows, and hence it becomes more difficult to detect their radiated
signals within the UHF frequency spectrum. Further investigation is needed to clarify the apparently
non-linear decrease in signals amplitudes with pulse width. This presents a challenge in unbounded
systems such as surface discharge in outdoor insulation or corona discharge in air. As expected,
the signal amplitudes for all samples decrease as the sensor distance increases from the PD source.

4.2. Effect PD Intensity

The results presented in the second row of Figures 8 and 9 show that pulse amplitudes below
10 mA emit hardly detectable signals. A steady increase in pulse amplitude with PD intensity can
be seen within the range between 10 mA and 100 mA. However, this increase becomes much steeper
when the current increases between 100 mA to 1 A. These signals of course depend in practice on the
discharge intensity, which is related to the amount of charge deposited, and the speed of its progression
along the surface path. Discharge paths are usually not uniform and their progress is affected by other
interfacial and surface condition factors. Multiple discharges of different intensities can also originate
from different locations on the insulation surface and may be simultaneous or time delayed, with their
associated EM waves appearing as complex superimposed signals on the UHF sensor.

66



Energies 2019, 12, 3364

d = 450 mm d = 900 mm d = 1200 mm 
Constant 

Parameters 

   

PA = 1 A 
PD path= 10 

mm 
L = 80 mm 

   

PW = 0.4 ns 
PD path = 10 

mm 
L = 80 mm 

   

PW = 0.4 ns 
PA = 1 A 

L = 80 mm 

 
 

PW = 0.4 ns 
PA= 1 A 

PD path = 10 
mm 

Figure 9. Results of the parametric study, surface discharge, non-uniform field electrode configuration.
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Figure 10. Results of parametric study, surface discharge, uniform field electrode configuration.

4.3. Effect of Length of the Discharge Path

The length of the current filament determines the discharge path over which the charge is
deposited. The results presented in the third row of Figures 9 and 10 show a proportional increase in
UHF signal magnitude with the PD path for a given pulse width and intensity. With the shortest UF
sensor distance, XLPE showed slightly lower signal magnitudes compared with Teflon and Acrylic
for the non-uniform field configuration (Figure 9). For the uniform field configuration, the Teflon
samples showed the smallest magnitudes, with the difference between materials increasing for higher
intensity discharges.

4.4. Effect of the Length of the UHF Sensor

The length of the sensor was varied from 10 to 80 mm. The graphs in the bottom rows of Figures 9
and 10 show an increase in signal amplitude with UHF sensor length up to a certain value. The sensor
length should be smaller than this, and in any case, it should be smaller than the minimum wavelength
(λmin) of the EM waves excited by the PD pulse. Since this is related to the PD pulse width, which is
0.4 ns in this case, the sensor length should be much less than λmin = 120 mm. Clearly, satisfactory
measurements can be achieved for lengths of 30 mm or less for all three positions. Beyond this length,
there is no benefit in obtaining reflection-free signals.
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5. Cavity Discharge Simulation Results

The cavity discharge was simulated by introducing a current filament flowing in the vertical
direction in the middle of the XLPE sample. The PD path was varied between the minimum value of
1.5 mm, constrained by the FDTD cell size within the material, and the maximum value of 2.5 mm was
constrained by the sample thickness. The non-uniform field, point-plate electrode configuration was
used for this analysis. Figure 11 shows examples of typical time-domain signals generated by a 1-A
pulse, with a width of 1 ns and a path length of 2 mm, demonstrating the need to place the UHF sensor
closer to the discharge for increased sensitivity.

 
Figure 11. Typical time-domain signals captured by the UHF sensor, cavity discharge, pulse width = 1
ns, pulse path = 2 mm, Pulse amplitude = 1 A.

The main parameters that were varied in this case are the pulse width, the PD pulse path and
the UHF sensor location. The PD pulse amplitude was kept constant at 1 A. The results for two
different UHF sensor positions are shown in Figure 12. First, it should be noted that the amplitudes
of the radiated signals from the cavity discharge are much smaller than those obtained with surface
discharge. This is because the EM waves propagate through the XLPE insulation and the surrounding
air medium, which causes further attenuation. In practice, additional attenuation due to metallic
enclosures in cable joints and cable metallic sheaths makes the detection of PD from internal cavities
even more challenging because they shield the EM waves from the outside medium. The results show
signal amplitudes increasing with PD path, with the highest increase being associated with fast PD
pulses. A combination of measurements and FDTD simulations would enable a better understanding
of the cavity discharge characteristics, such as deducing the PD pulse shape that would best fit the
measurement results.
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(a) (b) 

Figure 12. Computed signal amplitudes for the cavity discharge, partial discharge (PD) pulse amplitude
= 1 A, UHF sensor positions (a) d = 200 mm (b) 500 mm.

6. Conclusions

The characteristics of EM waves emitted by surface discharge and cavity discharge were studied
using FDTD simulations. Laboratory measurements using test cells designed to simulate these two
types of discharge showed that the frequencies over which these discharges excite EM waves lie
within the UHF range. The FDTD simulations were then used as computational tool to investigate
the use of a UHF sensor for measuring EM waves emitted by such discharges. This allowed various
parameters related to both the discharge characteristics and the sensor characteristics to be varied and
their influence on the measured signals clarified. The results showed the limits of using a monopole
UHF sensor for this type of measurement, highlighting the importance of characterizing the PD pulse
on one hand, and the choice of the sensor size and location on the other. These type of studies are of
great help in understanding the propagation characteristics of EM waves for PD, and for designing
UHF sensors destined for these types of measurements.
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Abstract: This article offers an alternative method of calibrating partial discharge meters for research
and teaching purposes. Most current modern calibrators are implemented as precise voltage pulse
sources with a coupling capacitor. However, our calibrator is based on the physical principles of
dielectric materials distributed in a plane or space. Calibrator design is unique and there is an attempt
to get closer to the behavior of the measured real objects. The calibration impulses are created by
energy from a high voltage power supply at the specific or nominal value of the applied voltage.
At the same time, it is possible to simulate the value and quantity of the discharges and their position
in the object relative to the input electrodes. The calibrator creates conditions as a real measured object
with adjustable parameters. This paper describes a design of this type of calibrator, its implementation,
numerical simulation of discharge values and laboratory measurements with functional verification
using the Tettex 9520 calibrator and galvanic measured system DDX 7000/8003 and DDX 9121b.
All measurements are carried out using the CVVOZEPowerLab Research Infrastructure equipment.

Keywords: partial discharges (PD); partial discharge; calibrator; Tettex 9520; DDX 8003; DDX 9121b

1. Introduction

Measurement of partial discharges (PD) is nowadays conventionally used as the diagnostic
method for medium and high voltage electrical devices [1]. The method is primarily intended for
the measurement of insulation quality and localization of isolation defects in MV and HV cables,
instrument transformers and rotating machines. However, research in this field is still ongoing and the
full use of PD diagnostic methods is a matter of the future [2]. The most commonly used method of
partial discharge measurement is the galvanic method according IEC 60270, which is very accurate and
sensitive in comparison with other options [1]. However, the accuracy of this method depends heavily
on the level of interferences from the surroundings, the quality of the pulse discrimination system
(PDS), input filter settings and last but not least on well performed calibration [3,4]. Most modern
systems for PD measurement are equipped with a PDS. The suppression of interference from the
surroundings is allowed by the PDSs, which are based on eliminating signals not coming from the
tested objects. An example may be our Haefely DDX 8003 PD system (Haefely Hipotronics, Brewster,
NY, USA), which can use two measuring channels and the antenna for the elimination of external
influences. The piezo ultrasonic microphone may be an alternative to external corona elimination for
other systems. Internal partial discharges occur in all tested objects from the initial voltage value and
they are the most often created at sites of mechanical isolation faults, in the areas of material impurities,
mechanical cracks and gas bubbles [4]. PD calibrators are used for the purpose of the calibration
process, which is described in Section 2. In addition, physical calibrators can also be used to replace
a test object with a defined failure. The defined fault in the test object causes a PD with a certain charge
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value, amplitude symmetry and phase spectrum depending on the applied voltage value. Knowledge
of the PD amplitude and phase spectrum of predefined faults is the basis for its diagnostics in real
objects. The aim of this research is to create a database of MV and HV cable faults simulated by
physical calibrators and their verification. The verification of simulated faults was performed using
the circuit calculation. The circuit is simulated in the Electronic Workbench software and the static
state calculations before and during the fault are performed in Matlab Simulink software.

2. Calibration Process

The calibration process must be performed before each PD measurement. Each change of the
measured circuit (change of the measured object, interconnecting conductors, input filter settings)
leads to a change in the conditions of RF current pulses propagation that are generated by the failure
in the test object [4]. The calibration process involves injection of a known amount of charge into the
test object electrodes with the use of standard external calibrators. The value of charge is an order
of magnitude consistent with the expected value of the measured object. One or more pulses are
generated by these calibrators within one period of the power grid signal and their amplitude is
related to the size of the set charge level of partial discharge and capacity of coupling capacitor of PD
measuring system. Calibration impulses can be also generated synchronously with the power line
frequency. This feature is provided by advanced calibrators, such as the Tettex 9520 (Haefely Test
AG, Basel, Switzerland). The calibration is always based on the creation of pulses predefined by the
calibrator, which is parallel connected to the tested object. The principle of the calibration process is
the assignment of the absolute value of the PD charge QP or QIES by the measuring system to the set
charge value generated by the calibrator.

Calibrators can be realized as external devices or may be formed by impulse generators and
the HV injection capacitors. For the PD system, these impulses are identical to the impulses formed
inside of the tested object. Unfortunately, the creation of impulses by test objects is significantly more
complex. PD within the test objects causes charge flows from the space charge of the dielectric to the
point of failure. The part of the charge is also compensated from the power supply, or from the PD
system coupling capacity. Moreover, only this part of the charge is expressed as the high frequency
current impulses, which are measured by the system [1].

However, most of external calibrators are able to calibrate only the charge level, but without
consideration of fault location inside the test object. Flows of charges inside the test object are influenced
by the location of the fault. The level of asymmetry of charge value within the positive and negative
polarity is generally caused due to unbalanced faults with respect to the electrodes (ground electrode
and HV out electrode). The measured PD charge value of real objects is changed depending on the
position of the discharge location relative to the input electrodes. An example may also be medium or
high voltage cables according to IEC 62067:2001. The measured value of the charge is also dependent
on the position of the calibrator at the beginning or the end of the cable. The value can vary by
approximately 20% at 20 m MV cable. Overall, the accuracy and sensitivity of the measurement
is influenced by the asymmetry and complexity of the measured object structure. The asymmetric
localization of a partial discharge in the measured object affects the symmetry of the phase spectrum in
the positive and negative polarity parts. Simulation of these phenomena is impossible by standard
low voltage calibrators. That is also why our calibrator was developed, which allows setting the PD
charge value, producing more different pulses within one period and operating at the nominal voltage
level of the test objects. Asymmetrical failures can be simulated as well. In the paper, a design and
implementation of extended external galvanic calibration systems for the PD measurement is described.
The proposed calibrators are based on numerical models of partial discharge inside the solid dielectric
materials, but they are also designed as the physical models represented by the capacity networks
and mechanically modified solid dielectric materials. Tested MV cable samples were mechanically
damaged to form faults. The position of faults in damaged cables coincided with the fault position
simulated by the calibrator. Also, more than 10 used cables with failures were tested and analyzed.
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These disorders originated naturally—by local mechanical and thermal degradation and aging of the
insulation material. The test results at different voltage levels have proved the ability of the calibrated
measuring system to locate insulation defects.

2.1. Currently Used PD Calibrators

All currently used calibrators are based on a simple low voltage generator of impulse or saw-tooth
voltage waveform with a defined polarity and the voltage level. Examples are the Tettex 9520 calibrator
and the Robinson Miniature Discharge 753US-1PD simulator (Haefely Test AG, Basel, Switzerland).
Most of these calibrators are supplied from the internal accumulators. Therefore, they are implemented
with galvanic separation. The principle of these modern calibrators is described in [5]. Generating
asymmetrical or partially symmetrical pulses and the value of the charge in the PD depending on
the supplied voltage is not possible by none of the commercially offered calibrators. Moreover,
normal laboratory calibrators cannot work as a reference, with exact dependencies of the PD value on
certain HV voltage level. PD calibrators developed in our laboratory meet the following parameters.
These calibrators can also be connected in parallel to the test object at nominal voltage or they can be
used separately for collecting information into a failure knowledge database.

2.2. Physical Calibrator Requirements

The aim of the physical calibrator is the simulation of charge caused by the failure on real test
objects. The calibrator must be designed for the same test voltage as the test object (nominal voltage of
power distribution networks components, e.g., 10 kV or 22 kV). The range of the produced charge
should be from units of pC for insulators and HV cables, up to tens or hundreds of nC for power
transformers and mechanically more complex objects. Requirements for the calibrator are summarized
in the following points:

• The operating voltage difference potential from 0 V to approximately 30 kV AC.
• The option to choose the location of the fault (symmetrical or asymmetrical).
• Setting the charge value of PD in the range of 0.1 to 1000 pC depending on the applied voltage.
• Low corona design and easy reconfigurability of charge value parameters or fault position.

3. Schematic and Numerical Model of Calibrator

The new calibrators are based on the capacitor network. Electrical parameters (dissipation factor,
permittivity) of commonly used ceramic or PP high voltage capacitors are approximately identical with
the properties of solid PE, XLPE dielectrics. We suppose that the model dielectrics can be implemented
as a flat (2D) or three-dimensional (3D) arrangement of electronic elements. The 3D model corresponds
more to the reality of the measured objects parameters, however, the possibilities of its implementation
and parameters settings are more complicated for users. The flat model is a sufficient solution for
PD simulation and testing of measurement systems. In addition, rotationally symmetric objects can
be satisfactorily replaced by this 2D model. The capacitor network is realized with a certain step
that corresponds to the physical dimensions of the real dielectric in the order of several tenths or
units of mm.

The network of our Calibrator “Model A” is implemented as flat model with 5 × 12 partition steps.
PD, breakdowns or short circuits between the junctions can be implemented with an external circuit,
which can be connected between any junctions of the circuit. Schematic of this network for simulating
is shown in Figure 1. The numerical calculation of individual model nodes is performed in Matlab
software, Matlab Simulink is used to calculate steady state.
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Figure 1. Schematic of the capacitor network “Model A” used for simulation in Workbench software.

The second calibrator “Model B” is designed and implemented as a three-dimensional device.
This model is made of transparent solid PMMC dielectric material. Part of the circuit between input
electrodes is removed and can be replaced by other solid, liquid or gaseous dielectrics. The last
calibrator “Model C” is the latest and most sophisticated. This calibrator is a flat model of MV cable
and its scheme is shown in Figure 2. The design of “Model A” and “Model C” calibrators was based
on knowledge of [6–8] and the physical dimensions of the MV cable faults.

 
Figure 2. Schematic of the capacitor network “Model C” used for simulation in Workbench software.

Capacitance and inductance values are selected based on the experience, physical properties of
PE and XLPE used dielectrics and applicable simulation values. The one step capacity corresponds
to the order of about 0.3 mm of a XLPE material. Values of partial inductances are determined by
experimental measurement of core and shielding inductance of 20 kV 185 mm2 MV cables.

The simulation of PDs is performed by a fast change of part capacity between two junctions.
The behavior of the circuit is based on the Gemant and Philippoff model [9]—three capacitance
circuit schematically illustrated in Figure 3. More precise models can be based on Böning [3,10]—five
capacitance model or Eberhard Lemke dipole model based on Paderson assumptions [2].

  
(a) (b) 

Figure 3. Gemant and PhillippoffModel: (a) Schematic of Insulation; (b) Equivalent Electrical Circuit.
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The part of the charge is then quickly transferred in the calibrator components. Thus the fast
current impulse is flowing from the supply circuit to compensate the change of capacitance charge.
These impulses can be created several times during one period. This type of PD can be simulated
numerically by quickly short connecting two junctions in the capacitor model for a short time period.
This connection can be synchronized with the phase of the applied voltage period. The practical
implementation of a fast, lossless switch is complicated. In a physical model, using fast, voltage
controlled semiconductor elements or gas filled overvoltage protections is recommended.

At present, “Models A” and “C” were designed, simulated, implemented and laboratory tested.
The first “Model A” is formed by a network of capacitors and allows simulating the partial discharge
in one or more places between junctions at the same time or within one period. The model allows
creation of a partial discharge q2(t) with a set value from 0.1 to 1000 pC. This PD can be created in
a variety of locations nearby the input electrodes, in the central part of the model or on its sides.
The calculation of overall charge q2(t) change is possible by the simulation software (e.g., Electronic
Workbench software). The external circuit can be turned on at the set value of voltage vp1(t). The value
of the voltage is proportional to the parameters of the impurities in the material, to the physical size of
the inclusions and the mechanical failures and their chemical composition. Thus the real behavior of
dielectric material is simulated in this way.

Most of the faults in real objects are not symmetrical. Typically, they are not located in the vicinity
of the axis of the object or its central part. They can be also located at its edges or near the input
electrodes. The voltage drop on the fault or the current taken from the power supply is not symmetrical.
An example may be the connection of external circuit between 2B and 2C junctions. The set peak value
of PD q2(t) is 10 pC. The voltage drop on the external circuit vp1(t) and the impulse current ip2(t) taken
from the power supply is shown graphically in Figure 4. Red curve—voltage drop waveform on fault
and current pulses, blue curve—waveform of applied voltage.

  

(a) (b) 

Figure 4. 10 pC PD Asymmetrical Simulation: (a) Voltage drop; (b) Current from power supply.

The rotationally symmetrical 3D “Model B” is implemented purely from a dielectric material.
The electrical diagram of this model in the flat section is shown in Figure 5. Also, it is possible to
use the ANSYS software simulator to determine the approximate values of transferred PD charge.
However, this model is mainly experimental for verification and comparison of the different dielectric
and composite material properties. The model is partially based on the experience of [11].

Figure 5. Electrical Diagram of “Model B”.
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4. Implementation of a Physical Model

“Model A” is made of 10 nF ceramic capacitors type CC81 with a low dissipation factor < 0.5%.
The maximum voltage of the “Model A” is 30 kV and the maximum voltage drop Vp1 between two
junctions is about 3 kV in the idle state. However, the simulations showed that the impulse voltage
drop vp1(t) on the capacitor at current impulse of PD can reach up to 7.5 kV. Therefore, capacitors
with a nominal voltage of 10 kV were chosen. The value of the transferred charge q2(t) is dependent
on the choice of PD location and the settings of the threshold voltage vt1(t) of the ignition system.
The model is designed for a wide range of transferred charge q2(t) from 0.1 to 1000 pC. Low corona
connection is provided by the external spherical electrodes. And this model offers an easy option of
reconfiguration and setting the correct value of pC with the help of software simulators. All 60 junctions
are available for connecting the ignition system. The model also allows for creation of asymmetric
faults. The physical realization of the “Model A” is shown in Figure 6.

Figure 6. Realization of Physical Calibrator “Model A”.

Physical Calibrator “Model B” is designed for voltages up to 50 kV AC (100 kV with external
electrodes). However this model is less sensitive in comparison with “Model A” and “C”. Overall,
the “Model B” is designed and implemented as a rotationally symmetric capacitor with a small radial
cavity in the middle. It is possible to insert test materials into the cavity (homogeneous materials,
inhomogeneous, porous, with air or gas bubbles etc.). The photo of the latest version of “Model B” is
presented in Figure 7.

 
Figure 7. Realization of Calibrator Model B with Solid Dielectric Test Samples.

The input electrodes of “Model B” are made of aluminum in conical design. The construct material
is a homogeneous cylinder of PMMC. Into the radial cavity located in the middle of the cylinder, it is
possible to insert other kinds of solid or porous materials. Inhomogeneous electric field is produced in
the vicinity of the input electrode. However, the electric field becomes uniform in the direction to the
cavity. The formation of PD is minimized inside a homogeneous part of cylinder and discharged are
appearing only in the cavity. Mineral oil or petroleum jelly can be used to prevent the formation of
undesirable PD in the transition of the air gaps between the cylinder material and the tested material.
The design of the model prevents the formation of the external corona of up to 100 kV between the
external electrodes. Corona is eliminated by the smooth design of the model. For very accurate
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measurement with very low PD background noise of 150–200 fC at 100 kV in frequency range of 50 to
500 kHz, it is possible to use the external spherical input electrodes.

Ingnition System of the External Circuit

The ignition system is designed for the “Models A” and “C”. The purpose of this ignition system
is to ensure the relocation of the charge q1(t) within the test object. The charge q1(t) is determined by
the ignition voltage and the value of the capacity C1, which can be shorted. The ignition voltage can be
set from the units of Volts to the hundreds of Volts. Coupling capacity can be chosen from pF to tens of
nF. It is possible to drive the ignition system by fast electronic circuit. However, a simpler solution is to
use same of different Zener diodes “C”, transils “D” or gas surge protections “B”. The disadvantage of
this solution is only one set value of the ignition voltage. For the change of charge or ignition voltage
values, it is necessary to change the electronic component coupling capacitors C2 or value of working
capacitor C1. All electronic schematics of the tested ignition system are shown in Figure 8. In all cases
the value of the transferred charge q1(t) it is possible to determine for one ignition of the PD (one
current pulse ip1(t)) or for all the impulses within one period. The charge change value q1(t) at the
fault location or the charge change value q2(t) of the whole calibrator circuit can be determined by
calculation or SW simulation.

 
Figure 8. Different Circuits of Ignition Systems.

Capacitors C2 are coupling and capacitor C1 is a working one. Only this capacitor is shorted by the
ignition system and the shorted differential charge q1(t) is compensated by an external circuit. The part
of differential charge q2(t) is also compensated by power supply circuit with coupling capacitor and
this part of charge is measured by PD meas. systems. Therefore, there are also differences between the
ignition value set of charge q1(t) and the charge q2(t) measured by the PD meter in external circuit.
The first Circuit “A” in Figure 8 is a theoretical circuit, which is used for the purpose of simulation.
This circuit is implemented with two fast electronic relays, which are set to a threshold voltage level
vp1(t) = vt1(t) in both polarities. Unfortunately, mechanical relays are not fast enough for practical use.
Gas discharge tube surge arresters or neon tubes are used in the circuit “B”. This solution proves to
be the most reliable, fastest, and most similar to the actual partial discharges. Alternative circuits are
the circuits “C” and “D” that use symmetrical or asymmetrical fast semiconductor components with
a fixed value of the ignition voltage vt1(t). In our case—mainly fast and powerful 600 W or 1.2 kW
transils are used for most practical measurements.

5. Laboratory Verification of Simulators Function

Verification of functionality, parameters settings and determination of deviation from simulated
parameters of all calibrator models were carried out using:

• Haefely Hipotronics DDX 7000 with internal calibrator, 1 nF coupling capacitor CB and 100 pF
injection capacitor CI. Measurements were performed in the frequency range 20–200 kHz with
a background of approx. 0.8 pC.

• Haefely Hipotronics DDX 8003 with pulse discrimination system PDS and external calibrator
Tettex 9520 in frequency range 20–200 kHz with background of approx. 0.5 pC.

• Tettex DDX 9121b with coupling impedance AKV 9310 and external calibrator Tettex 9520 in
frequency range 50–500 kHz with background of 0.15 pC.
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Calibrator “Model A” has been validated on the accuracy of setting the level of the measured
charge q2(t) by Tettex DDX 9121b. The value of pulse q2IEC(t) charge taken from the power supply
circuit was set by the ignition system. The value of the charge has been determined by simulation.
For simplicity, only one pulse per period or two pulses per period in the symmetric partial discharges
have been used. The value of maximum error is 30% for DDX 8003 and 20% for DDX 9121b. The results
of simulation and measurement are described in Table 1. All these values are for two pulses per one
period. The generated pulses by “Model A” and “C” pulses are very similar to PD of MV cables.
The pulse width at 50% amplitude is between 5 and 10 μs, thus they are easily detectable by PD
detectors with a frequency range of 20 to 500 kHz.

The charge value PD is given either as a peak value Qpeak (QP) or as a QIEC value according the
IEC standards, which is the largest repeatedly occurring PD magnitude. The QIEC value is the most
commonly reported value in simulations or measured in measuring devices.

Table 1. Calibrator Model A—Measured Values for 4 Different Simulation.

Variant “1” “2” “3” “4”

Simulate PD level (pC) 6.5 34 185 500
C1 value (pF), C2 = 10nF 100 100 470 2200
Threshold Voltage vt1(V) 18 95 110 63

Input Voltage V1 (kV) 2.98 2.98 2.98 2.98
Meas PD Value QIEC (pC) 1 4.98 1 29.5 1 159.3 1 434 1

Max. Error (%)1 23.4 1 13.2 1 13.9 1 13.2 1

Meas PD Value QIEC (pC) 2 5.4 2 36.8 2 152 2 414 2

Max. Error (%)2 16.9 2 8.2 2 17.8 2 17.2 2

1 Haefely Hipotromics DDX 8003 meas. system, 2 Tettex 9121b meas. system.

Simulated PD values are calculated for voltage range 2.3 to 10 kV of input voltage V1. All practical
measurements were performed on “Model A” and measured by DDX 8003. The result of the
measurement is the verification of the correct function of the physical calibrator “Model A” in the
whole range of simulated charges from pC to nC. The measurement results are shown graphically in
Figure 9. The test also included a withstand voltage test and a corona test at a maximum voltage of
30 kV. Corona did not appear in practical measurements.

 
Figure 9. Verifying the Correct Operation of the “Model A” Calibrator.

The differences between the set PD values by calibrator simulation and the measured values by
PD meas. systems are small (deviation max. 30% for DDX 8003). The identification of individual
simulations corresponds to Table 1. The measurements made by the PD meter DDX 9121b are even more
accurate. Calculated deviations are in the order of several percent or tens of percent. These laboratory
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measurements demonstrated the functionality of the “Model A” in a wide range of configurations and
different voltage levels.

Simulation of symmetric and asymmetric faults on “Model C” has also been successful.
Malfunctions of insulation condition of MV cables were simulated in the range of 0.5 to 5 pC.
The deviations between the simulation and the measured values are about 10%. The data obtained
from this model will be used as samples of standardized MV cable faults in the database system.

The Calibrator “Model B” is designed for the measurement of tested material properties.
Four different solid materials were selected for testing in the Calibrator “Model B”. The measured
values for the individual materials are shown in Table 2.

Table 2. Calibrator Model B—Different Solid Dielectric Materials PD Measurement.

Material Air * Polyethylene Polystyrene Foam Bakelite

Set Voltage
3 kV (2.29 kV) 0.38 pC 0.35 pC 0.35 pC 0.38 pC
5 kV (5.02 kV) 0.35 pC 0.34 pC 0.34 pC 0.39 pC
10 kV (9.89 kV) 0.44 pC 0.35 pC 0.38 pC 0.37 pC
15 kV (15.13 kV) 0.42 pC 0.38 pC 0.37 pC 0.41 pC
20 kV (20.08 kV) 0.51 pC 0.42 pC 0.45 pC 0.39 pC
25 kV (25.21 kV) 0.58 pC 0.48 pC 0.46 pC 0.51 pC
30 kV (29.95 kV) 0.92 pC 0.48 pC 0.87 pC 0.48 pC
35 kV (34.88 kV) 1.34 pC 0.62 pC 1.21 pC 0.79 pC
40 kV (40.12 kV) 1.79 pC 0.63 pC 1.49 pC 0.82 pC
45 kV (45.23 kV) 10.2 pC 1.11 pC 7.73 pC 1.98 pC
50 kV (50.07 kV) 31.8 pC 3.21 pC 24.8 pC 5.21 pC

* Sample “Air” was measured as an empty measuring hole.

Measurements of Calibrator Model B have shown that this device is sensitive enough to measure
inhomogeneities, cracks and gas cavities in homogeneous solid insulating materials. This calibrator is
therefore mainly suitable as a demonstration tool for simulating partial discharges in solid dielectric
materials, for example, used in MV and HV power cables. Again, data for material samples can be
stored in the database system for future comparison of measured samples or mutual comparison of
different samples.

6. Discussion and Conclusions

This article summarizes the basic information of our long-term research activities in the design,
implementation and practical measurement of PD using non-traditional partial discharge calibrators.
The purpose of these calibrators is to imitate real test objects more accurately than electronic calibrators.
For the time being, the measurements of very low PD values (below 5 pC) in MV cables by these
calibrators have also proved to be beneficial. Also, collecting the examples of amplitude and phase
spectra for predefined faults of MV cables is of great benefit.

Above all, the possibility to use this type of calibrators for mutual relative comparison of different
systems makes it a unique tool for laboratory use, further research in MV and HV cables, new dielectric
materials and sensitive PD measurement systems. The simulation possibilities of individual processes
in the insulation dielectric materials are a suitable tool for final student’s thesis (bachelor’s, master’s
or dissertation thesis). Also in addition, it is possible to use these calibrators for practical laboratory
exercises and precise measurement for simulations and practical verification of set parameters and PD
on voltage dependences.

The features and options of the Calibrators “Model A” and “Model C” allow the simulation of all
possible faults as in the real objects, especially MV cables and instrument transformers. One or more
symmetrical or asymmetrical partial discharges can be simulated at the same time, within one period.
The “Model B” allows testing the real materials and measuring their properties. Calibrator “Model
B” can be used to measure other electrical parameters such as permittivity and dissipation factor
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in combination with an electronic bridge. And the main measured parameter is a partial discharge
depending on the applied voltage. The sensitivity of the “Model B” is sufficient for measurements
from 100 fC.

Further development of these calibrators will be directed to increasing the sensitivity,
the elimination of external influences and the option settings. Another goal is to reduce the errors
between the software simulations and the practical settings of the calibrators.
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Abstract: This paper modeled the dry band formation and arcing processes on the composite
insulator surface to investigate the mechanism of dry band arcing and optimize the insulator geometry.
The model calculates the instantaneous electric and thermal fields before and after arc initialization
by a generalized finite difference time domain (GFDTD) method. This method improves the field
calculation accuracy at a high precision requirement area and reduces the computational complexity
at a low precision requirement area. Heat transfer on the insulator surface is evaluated by a thermal
energy balance equation to simulate a dry band formation process. Flashover experiments were
conducted under contaminated conditions to verify the theoretical model. Both simulation and
experiments results show that dry bands were initially formed close to high voltage (HV) and
ground electrodes because the electric field and leakage current density around electrode are higher
when compared to other locations along the insulator creepage distance. Three geometry factors
(creepage factor, shed angle, and alternative shed ratio) were optimized when the insulator creepage
distances remained the same. Fifty percent flashover voltage and average duration time from dry
band generation moment to flashover were calculated to evaluate the insulator performance under
contaminated conditions. This model analyzes the dry band arcing process on the insulator surface
and provides detailed information for engineers in composite insulator design.

Keywords: composite insulator; dry band formation; heat transfer model; generalized finite difference
time domain

1. Introduction

Composite insulators have been extensively used to provide electrical insulation and mechanical
support for high voltage (HV) transmission lines [1–4]. The shank of the composite insulator is made
of fiberglass or epoxy, and the sheds of the composite insulator are made of composite materials.
The hydrophobic nature of composite materials discretizes water into small droplets on the insulator
surface and ensures good performance of insulators under contaminated conditions [5,6]. However,
the humid pollution could form a layer under the severely contaminated environment and increase
the leakage current density [7,8]. The leakage current generates heat and evaporates water in the
pollutant layer to create the dry band [9,10]. The arc initializes due to the significantly increased
electric field close to the dry band [11–14]. Theoretical models for dry band formation and arcing
processes are valuable because they contribute to the investigation of composite insulator flashover
mechanism [15,16] and provide detailed information for engineers to optimize insulator geometry.

B.F. Hampton first studied the formation of dry bands in 1964 [17]. E.C. Salthouse and J.O. Löberg
introduced the specific process of dry band formation in 1971. In terms of surface resistivity and electric
field, E. C. Salthouse pointed out that dry band formation is caused by energy dissipation [18,19].
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J.O. Löberg concluded that the width and speed of dry band formation are related to the surface
temperature [20]. The distorted distribution of the field strength of dry bands also plays an important
role in dry band expansion [21,22]. By analyzing a 3-D insulator model with the finite element method
(FEM), J. Zhou et al. gave the opinion that the distortion field strength increases the length of the
dry band. The number of dry bands also influences the electric field distribution [21]. A. Das et al.
summarized that the dry band position has a significant influence on the maximum electric field
strength [22]. These studies present the characteristics of the dry band and analyze the effects of dry
bands on electric field distribution and flashover phenomena. However, the process of dry band
formation caused by leakage current and electric arc has not been investigated in detail. This paper
proposes a model to analyze instantaneous electric and thermal field variation during the dry band
formation and arcing processes. The fields were calculated using a generalized finite difference time
domain (GFDTD) method.

The GFDTD method consists of the generalized finite difference method (GFDM) and the finite
difference time domain (FDTD) method. The GFDM is a method improved from the finite difference
method (FDM). The traditional FDM depends on mesh-dividing, which is not suitable for fields with
complicated boundaries, while the GFDM is a meshless method to compute the relationship of any
discrete point in the field of the boundary conditions. The GFDM has an advantage over traditional
FDM in the sense that the density of the calculation points could be different according to the boundary
conditions and precision required in the field domain. The concept of the GFDM was first put forward
by J.J. Benito in 2001 [23]. L. Gavate et al. compared the GFDM with other methods and reviewed
its application in fluid and force fields [24]. J. Chen et al. then calculated electromagnetic field using
the GFDM to reduce the computation time [25]. Currently, GFDM has been used in field calculation
problems such as heat transfer and fluid mechanics to increase the calculation accuracy of a relatively
small area in a large field domain [26,27].

This paper analyzed instantaneous electric and thermal field distributions close to composite
insulators and arcs. Finite difference time domain (FDTD) was utilized to investigate the characteristics
of continuously changing fields. In 1966, K.S. Yee dispersed Maxwell’s equations with time variables
using the method of discretization later-called Yee cell [28], which was gradually developed into FDTD.
This paper investigated electric and thermal fields variation by combining the GFDM with FDTD.
GFDTD is capable of increasing the calculation accuracy in a high precision requirement area and
reducing the computational complexity in a low precision requirement area. The arc propagation and
heat transfer processes are modeled based on the electric and thermal field distribution.

Many theories and laboratory experiments have demonstrated that the elongation of the insulator
creepage distance is an effective way to increase flashover voltage, but it also increases the weight
and reduces the mechanical stress endurance of the composite insulator. Therefore, recent studies
have focused on insulator parameter optimization when creepage distances remain the same [29–31].
The simulation models proved that the flashover probability slightly increases with the insulator shank
diameter and decreases with shed spacing [32–34]. The creepage factor (CF), shed angle, and the ratio
of overhangs between alternating sheds are the factors that impact dry band formation and arcing
processes on the composite insulator surface. These parameters were optimized in the paper to analyze
the 50% flashover voltage and the average duration time from pollutant layer formation to flashover.

This paper investigated the mechanism of dry band arcing by simulating the processes of dry
band formation and arcing under the influence of a heat transfer model and an arc propagation model.
The simulation results were compared with the results of the experiment to verify the model. This paper
optimized the composite insulator geometry when the creepage distances remain the same.
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2. Model Schematic and Method

2.1. Insulator Model Schematic

The composite insulator dimension and geometry were selected according to IEC 60815. Due to
the symmetric geometry of composite insulators, a two-dimension model was applied to simulate
the dry band formation and arc propagation processes and reduce the computational complexity.
The composite insulators were designed for a 110 kV transmission line with 15 large sheds and 14
small sheds. The insulator shed radius and the dimensions of the electrodes are show in Figure 1a.
The environment temperature and air pressure were 293 K and 101.325 kPa, respectively.

In Figure 1a, the pollution distribution on the top and bottom surface of the insulator was defined
as ESDDT and ESDDB. The flashover voltage reduces with the increase of the ratio of ESDDT to ESDDB.
The range of the ratio was 0.1 to 1 [35]. In this paper, the ratio was set as 1 to simulate the dry band
formation and arcing phenomena the under a severe polluted scenario with relatively low flashover
voltage. Therefore, the ESDD value was 0.1 mg/cm2 and the surface resistivity is 8.3 × 105 Ω·m under
the influence of environment temperature and air humidity, and water particles in the air were not
considered in the model [36,37].

In Figure 1b, θ is the shed angle. CF is defined as the ratio of the insulator creepage distance to
the arcing distance.

CF =
l1 + l2

d
(1)

where the sum of l1 and l2 is the total nominal creepage distance of the insulator. d is the arcing distance
of the insulator.

r1 and r2 are the radius of large and small sheds respectively. kshed is defined as the ratio of r2 to r1.

kshed =
r2

r1
. (2)

In order to reduce the probability of dry band arcing and arc propagation, the geometry structure of
insulator was optimized under the premise that creepage distances remain the same. The optimization
variables of insulator geometry were CF, kshed, and θ.

 

 

(a) Composite insulator schematic  (b) Geometry parameters 

Figure 1. Composite insulator model schematic.
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2.2. Dry Band Formation and Arc Propagation Models

2.2.1. Electric Field and Arc Propagation Model

In the electric field close to the insulator, the Poisson is shown below:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∇2ϕ =

∂2ϕ
∂x2 +

∂2ϕ
∂y2 = −ρc

ε Possion equation

ϕ(x, y)
∣∣∣
Γ = f1(Γ) Dirichlet boundary condition

∂ϕ
∂n

∣∣∣∣
Γ
= f2(Γ) Neumann boundary condition

(3)

where ϕ is the electric potential, ρc is bulk charge density and ε is permittivity.
Before the arc ignition, the electric field calculation model computed the electric field distribution

to determine the arc ignition and obtain the leakage current density on the insulator surface. After the
arc ignition, the electric field and arc propagation model computed the instantaneous electric field
strength around the arc leader during the propagation. The random theory was utilized to determine
the arc propagation directions based on the instantaneous electric field.

The instantaneous electric field close to the composite insulator was calculated by the GFDTD
method shown in Appendix A. The advantage of GFDTD is that the density of discrete calculation
points could be different in the field domain according to the precision requirement and boundary
conditions. To focus on the field close to the arc and reduce the computational complexity in the
low precision requirement area, the distribution of points close to the arc is denser than the points
distribution in other parts of the field (Figure 2a).

 
(a) Discrete points in the field domain 

 
(b) Random walk theory 

Figure 2. Electric field calculation of the discretized points and arc propagation model based on the
random walk theory.

Random walk theory calculated the probabilities of arc propagation in all the directions (Figure 2b).
The random number was generated at each step of arc propagation to determine the exact direction
of the next step. Therefore, the arc growth direction could be different even when the electric field
distribution remains the same, which describes the stochastic characteristics of arc propagation [38].

P =
E2∑

E2 a(E− Ec) (4)
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where E is the electric field strength summation of all possible directions with E> Ec, and Ec (2.1 kV/mm)
is the RMS value of the threshold field. a is the step function. The arc propagation velocity is in
proportion to the magnetite of the electric field strength.

2.2.2. Heat Transfer Model

The heat transfer model simulates the energy balance of the evaporation process, including the
leakage current injection energy, heat conduction and convection energies on the insulator surface,
heat radiation energy of the arc, and the water evaporation energy of phase changing.

Before the arc ignition, the source of the thermal field was the accumulated energy on the insulator
surface generated by the leakage current density. After the arc ignition, the heat transfer model
included the heat radiation of the arc as the dominant factor to affect the dry band formation during
arc propagation.

The leakage current injection energy is calculated as follows:

Wleakage =

t0∑
t=0

l∑
i=1

Etn
i

2

ρr
. (5)

Heat conduction and convection are the main forms of heat dissipation on the composite insulator
surface before arc initializes. Heat conduction partial differential equation (PDE) and boundary
conditions are given as Equation (6).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ρc∂T∂t = λ
(
∂2T
∂x2 + ∂2T

∂y2

)
+ Φ Heat conduction PDE

T(x, y)
∣∣∣
Γ = f1(Γ) Dirichlet boundary condition

∂T
∂n

∣∣∣
Γ = f2(Γ) Neumann boundary condition

(6)

where T is the thermal temperature, t is time, ρ, c and λ are the density, specific heat capacity and
thermal conductivity of different insulating materials, respectively. Φ is the internal heat sources
caused by dry band arcing and the leakage current density of the insulator surface.

The GFDTD method in the heat conduction calculation is similar to the electric field computation.
The discretized heat conduction PDE is shown in Equation (7)

ρici

⎛⎜⎜⎜⎜⎜⎝Ttn+1
i − Ttn

i
Δt

⎞⎟⎟⎟⎟⎟⎠ = λid1,1Ttn+1
i +

n∑
j=1

λ jd1,( j+1)T
tn+1
j + λid2,1Ttn+1

i +
n∑

j=1

λ jd2,( j+1)T
tn+1
j (7)

where the superscript “tn+1” represents the next stage in the discrete time domain.
Φ is calculated below:

Φi = Etn
i Jtn

i =
(Etn

i )
2

ρr
(8)

where E is the electric field strength, J is the leakage current density and ρr is the resistivity of the
insulator surface.

Thermal conduction and convection energies on the insulator surface are calculated below:

Wconduction =

t0∑
t=0

l∑
i=0

λΔTtn
i (9)

Wconvention =

t0∑
t=0

l∑
i=0

h(Ttn
i − T0) (10)
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where l is the length of the insulator creepage distance, t0 is the time duration, λ is the thermal
conductivity of the insulating material, Ttn

i is the thermal temperature on the insulator surface, ΔT is
the temperature difference as a function of distance and time. T0 is the environment temperature. h is
the heat transfer coefficient of convection.

Heat radiation becomes the dominant factor to cause heat transfer on the insulator surface after
arc initialization. Heat radiation is the process of arc generating radiant energy. Arc radiation energy
Warc_radiation is calculated below:

Warc_radiation =

t0∑
t=0

l∑
i=0

εemitσ(T
tn
i )

4
(11)

where εemit is the emissivity of actual objects, σ = 5.67 × 10−8 is the Stefan–Boltzmann constant, and t0

is the time period from the radiation start to the moment of field calculation.
Water in the pollutant layer evaporates during the heat transfer process. The Clausius–Clapeyron

equation describes enthalpy variation based on air pressure and thermal temperature.

ln
P2

P1
=

ΔHsteam
water
R

(
1

T1
− 1

T2

)
(12)

where ΔHsteam
water is the phase-changing enthalpy of water, R = 8.314 is the universal gas constant,

P1 and P2 remain the same as the standard atmospheric pressure (101.325 kPa), and T1 and T2 are the
thermal temperature change before and after arc initialization. Therefore, ΔH is a function of thermal
temperature during the dry band formation and the arc propagation processes. The evaporation energy
is calculated in Equations (13) and (14).

ΔHsteam
water =

RT1

T2
(13)

Wwater_steam = ΔHsteam
water Vwater. (14)

The thermal balance equation of dry band formation on the insulator surface is shown below:

Wwater_steam + Wconduction + Wconvection = Warc_radiation + Wleakage. (15)

3. Simulation Results

The dry band formation process from the moment of the insulator energization (t = 0 s) to the
moment of arc initialization was simulated, in the first place, to analyze the effects of leakage current
density on dry band formation. Then, the arc propagation process was simulated after arc initialization
to investigate the effects of arc energy dissipation on further dry band formation and flashover.

3.1. Dry Band Formation and Arcing Simulations

The three stages of dry band formation before arc initialization are shown in Figure 3a–c
respectively, when time t equals 0 s, 0.9 s, and 1.6 s.
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(a) t = 0 s (b) t = 0.9 s (c) t = 1.6 s 

Figure 3. Dry band formation process on the insulator surface at different time nodes.

Figure 4 shows the electric and thermal field distributions at the initial state (t = 0 s) in Figure 3a
before dry band formation. From Figures 3a and 4b, it is evident that the dry band was first generated
at the location with the maximum thermal field.

  
(a) Electric field distribution along the creepage distance (b) Thermal field distribution 

Figure 4. Electric and thermal field distributions before the pollutant layer generation. (t = 0 s).
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The dry band area expands as the water in the pollutant layer continues evaporating. The thermal
field distributions on the insulator surface close to the HV electrode in Figure 3b,c are shown in Figure 5.
Figure 5 indicates the mutual positive effects on thermal temperature and dry band length.

 
(a) t = 0.9 s (b) t = 1.6 s 

Figure 5. Thermal field distributions close to the high voltage (HV) electrode when the length of the
dry band increases.

The electric field distributions on the insulator surface close to the HV electrode in Figure 3a–c are
compared in Figure 6. Figure 6 shows that the maximum electric field with the dry band was higher
than the maximum electric field without the dry band. The maximum electric field reduced when the
dry band expanded.

Figure 6. Electric field comparison with different lengths of the dry band.

The arc initializes when the maximum electric field exceeds the dielectric strength of air. However,
the arc did not ignite immediately in Figure 3b because the water evaporation consumed the energy so
that the maximum electric field could not maintain above the dielectric strength of the air. The arc
initialized at t = 1.6 s, even though the electric field reduced slightly due to the expansion of the dry
band. (t = 5.42 s). The first arc initialization and the thermal field distribution are shown in Figure 7.
Arc initializes at the location on the insulator surface with the maximum electric field. It is observed
that the thermal temperature significantly increases when the arc ignites, the arc thermal radiation
dissipates energy from arc to the air and insulator surface. The dominant factor of dry band formation
becomes arc energy radiation during the propagation process. However, the arc extinguishes when the
length and number of dry bands increase because the leakage current reduces as the surface resistivity
at the dry band is dramatically higher than the resistivity at the pollutant layer.
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(a) Arc trajectory (b) Thermal field distribution close to the arc 

Figure 7. Arc trajectory and thermal field distributions close to the HV electrode when the first
arc ignites.

Two dry bands were generated during the arc propagation process. The dry band and thermal
field distributions are shown in Figure 8a,b. The electric field distribution along the creepage distance
is shown in Figure 9. Figure 9 shows that the maximum electric field was lower than the maximum
field with one dry band in Figure 6. However, the electric field distortion along the creepage distance
was more severe than the field distribution with fewer dry bands. The electric field at more than
one location on the insulator surface exceeded the dielectric strength of air. Therefore, multiple arcs
reignited at different places on the composite insulator surface.

The distorted electric field led to the same distribution of the leakage current density. Therefore,
temperature increased more significantly close to the dry band than the other locations on the insulator
surface (Figure 8b).

  
(a) Dry bands distribution (b) Thermal field distribution 

Figure 8. Dry bands and thermal field distributions close to the HV electrode.
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Figure 9. Electric field distribution along the creepage distance with three dry bands on the
insulator surface.

Arcs ignited at different locations on the insulator surfaces after multiple dry bands generation
when t was equal to 9.89 s (Figure 10a). Arcs distinguished with the expansion of dry band and ignited
due to the distorted electric field close to dry bands. The iterations were repeated six times, and the
number of arcs significantly increased after each iteration. The separated arcs were finally connected
to a conductive path from the HV electrode to the ground electrode of the composite insulator and
caused flashover (Figure 10b) when t was equal to 14.64 s.

 
(a) t = 9.89 s (b) t = 14.64 s 

Figure 10. Arc trajectory when multiple arcs occur and connect into a conductive path.
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It was observed that the arc can jump between insulator sheds rather than traveling along the
creepage distance. The arc trajectories could be slightly different due to the random walk theory.
The arc jumping between sheds and stochastic characteristics in the model are consistent with the
physical phenomena of the arc.

3.2. Experiment Results

The scheme of the experiment system is shown in Figure 11. Due to the hydrophobicity of the
composite material, the insulator samples were coated with dry kaolin powder and NaCl to form the
contamination layer [39]. The ESDD value of the contamination layer was 0.1 mg/cm2 to evaluate
the dry band formation and arcing processes under a severely polluted scenario. The samples were
firstly wetted by the clean fog and then energized with 110 kV at rated voltage to observe the dry
band formation and arcing processes. The surface resistivity was 8.3 × 105 Ω·m. The HV and ground
electrodes had a diameter of 52 mm and a length of 108 mm as shown in Figure 1a. The high-speed
camera (2F01) recorded 500 video frames per second at 800 pixels × 600 pixels from the start of the
experiment to flashover. The videos were transmitted to the computer with 400 MB/s Ethernet.

Figure 11. The schematic of the dry band formation and arcing experiment system.

Figure 12 shows the experiment results of the dry band formation and arc propagation processes.
The arc propagation at different time frames was compared to analyze the dry band location and arcing
phenomena. Figure 12a shows the dry band formation process before arc ignition. Figure 12b shows
the first arc ignition due to the dry band close to the HV electrode. Figure 12c shows the arcs reignite
at different locations due to the presence of multiple dry bands on the insulator surface. Figure 12d
shows that the separated arcs were connected and led to flashover. The time frames and phenomena
are consistent with the simulation results in the model.

  
(a) t = 1.6 s (b) t = 5.6 s 

Figure 12. Cont.
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(c) t = 10.1 s (d) t = 15.4 s 

Figure 12. The experiment results at different time nodes of dry bands formation and arc
propagation processes.

The time nodes during arc propagation of the experimental and simulation results are compared
in Table 1 to validate the simulation model.

Table 1. Comparison of time nodes between experimental and simulation results.

Time Nodes Simulation (s) Experiment (s) Error (%)

Dry band formation 1.6 1.6 0
Arc igniting 5.42 5.6 3.2

Arc extinction 5.51 5.8 5
Arc reigniting 8.57 9.7 11.6

Multiple arc occurrences 9.89 10.1 2.1
Flashover 14.64 15.4 4.9

The time node errors between simulation and experimental results were caused by the stochastic characteristics of
the arc propagation.

4. Insulator Geometry Optimization

Since the experiment results verify the dry band formation and arc propagation model, three
factors (creepage factor, shed angle, and alternative shed ratio) of composite insulator geometry were
optimized in this section, while the creepage distance of the composite insulator remained the same
as 2416 mm and the ESDD value was 0.1 mg/cm2. Due to the stochastic property of arc propagation,
the dry band formation and arcing processes were repeated 187 times to calculate the 50% flashover
voltage and average duration time from t = 0 s to the moment of flashover. The CF is defined as the
ratio of insulator creepage distance versus the arcing distance. The shed angle is the angle of the shed
surface slope. The alternative shed ratio is the ratio of the small shed radius to the large shed radius.

4.1. Creepage Factor Optimization

The CF was optimized when the shed angle was 10◦ and the alternative shed ratio was 0.8.
The range of CF was from 2.5 to 3.5 according to IEC 60815. The insulator geometry with different CF
values are shown in Figure 13. 50% flashover voltage and time duration as functions of CF value are
shown in Figure 14. Figure 14 indicates that 50% flashover voltage first increased then reduced with the
CF values. The optimal value of CF was 2.94 to achieve the minimum flashover voltage. The average
duration time decreased with the CF values because the arc had a high probability to bridge sheds as
the distance between sheds reduced with the increase of CF.
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(a) CF = 2.8 (b) CF = 3.0 (c) CF = 3.2 

Figure 13. Insulator geometry with different CF values (θ = 10◦ and kshed = 0.8).

 
(a) 50% flashover voltage as a function of CF (b) Time duration as a function of CF 

Figure 14. 50% flashover voltage and time duration as functions of the CF value.

4.2. Shed Angle Optimization

The shed angle was optimized when the CF value was 3.0 and the alternative shed ratio was
0.8. The range of shed angle was from 0◦ to 25◦ according to IEC 60815. The insulator geometry with
different shed angles are shown in Figure 15. 50% flashover voltage and time duration as functions of
shed angle are shown in Figure 16. Figure 16 indicates that shed angle had little impact on the 50%
flashover voltage. The average duration time increased with shed angle because the average length of
arc trajectories increased with shed angle.
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(a)  = 5° (b)  = 10° (c)  = 20° 

Figure 15. Insulator geometry with different shed angles (CF = 3.0 and kshed = 0.8).

 
(a) 50% flashover voltage as a function of angle (b) Time duration as a function of angle 

Figure 16. 50% flashover voltage and time duration as functions of the shed angle.

4.3. Alternative Shed Ratio Optimization

The alternative shed ratio was optimized when the CF value was 3.0 and the shed angle was
10◦. The range of alternative shed ratio was from 0.7 to 1.0 according to IEC 60815. The insulator
geometry with different alternative shed ratios are shown in Figure 17. 50% flashover voltage and time
duration as functions of alternative shed ratio are shown in Figure 18. Figure 18 indicates that the 50%
flashover voltage increased with alternative shed ratio because a small alternative shed ratio leads to
the increasing occurrence of arc bridging between sheds. The alternative shed ratio had little impact
on the average duration time.
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(a) kshed = 0.7 (b) kshed = 0.8 (c) kshed = 0.9 

Figure 17. Insulator geometry with different alternative shed ratios (CF = 3.0 and θ = 10◦).

 
(a) 50% flashover voltage as a function of ratio (b) Time duration as a function of ratio 

Figure 18. 50% flashover voltage and time duration as functions of the alternative shed ratio.

5. Conclusions

This paper modeled the dry band formation and arcing processes of polluted composite insulators.
Instantaneous electric and thermal fields were calculated by the GFDTD method to investigate the
mechanism of dry band arcing and flashover. The simulation results were verified by the laboratory
experiments. Insulator dimension factors were analyzed to optimize insulator geometry when the
creepage distances remained the same.

1. The GFDTD method is suitable to calculate the electric and thermal fields for the insulator
geometry by improving the field calculation accuracy at the high precision requirement area and
reducing the computational complexity at the low precision requirement area.

2. The stochastic characteristics and the arc trajectory jumping between insulator sheds were
modelled to simulate the physical phenomena of the arc.

3. The maximum electric field decreases with the expansion of the dry band. The heat transfer
model demonstrates that the leakage current density is the dominant factor to affect dry band
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formation before the arc initialization, while the arc radiation becomes the dominant factor to
form the dry band after the arc ignition.

4. The 50% flashover voltage of composite insulators increases with the decrease of the CF value and
the increase of the alternative shed ratio. The duration time from the pollution layer generation
moment to flashover increases with the decrease of the CF value and the increase of the alternative
shed angle.
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Nomenclature

A coefficient matrix multiply with [Dϕ]
(a−1)r,c element at r-th row and c-th column of matrix [A]−1

a(E − Ec) step function of random walk
B coefficient matrix multiply with [ϕ]
B(u) residual function of two discrete points
b constant matrix which equals to the product of [A] and [Dϕ]
br, c element at r-th row and c-th column of matrix [B]
c specific heat capacity
CF creepage factor
D constant matrix which equals to the product of [A]−1 and [B]
Du partial difference column matrix
d insulator arcing distance
d1, 2, 3 . . . distance between two discrete points
dr, c element at r-th row and c-th column of matrix [D]
E electric field strength
Ec RMS value of the threshold field
Etn

i electric field strength in GFDTD form
ESDDB ESDD value of bottom part of the insulator
ESDDT ESDD value of top part of the insulator
ΔHsteam

water phase changing enthalpy of water
h heat transfer coefficient of convection
hij absolute value X coordinate differences between two discrete points
J leakage current density
Jtn
i leakage current density in GFDTD form

kij absolute value Y coordinate differences between two discrete points
kshed ratio of radii of large and small sheds
l length of insulator leakage distance
l1, l2 insulator leakage distance
P probability of random walk
P1, 2, 3 . . . discrete points
p1, p2 saturated vapor pressure
R universal gas constant
r1, r2 radius of large and small sheds
T thermal temperature
T0 environment temperature
T1, T2 thermal temperature change before and after arc initialization
t time
t0 time duration of insulator current leakage
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u column matrix of discrete point values
ui value of field at a discrete point
V volume
Warc_radiation heat radiation energy of arcs
Wconduction energy of heat conduction
Wconvention energy of heat convention
Wleakage energy of leakage current
Wwater_steam required energy for water evaporation
w1, 2, 3 . . . weight function of discrete points in residual function
Γ field boundary
ε permittivity
εi permittivity in GFDTD form
εemit emissivity
θ shed angle
λ thermal conductivity
ρ density
ρc bulk charge density
ρtn

i bulk charge density in GFDTD form
ρr resistivity
σ Stefan-Boltzmann constant
Φ internal heat sources
Φi internal heat sources in GFDTD form
ϕ electric potential
ϕtn

i electric potential in GFDTD form

Appendix A

The GFDTD method is used to calculate the electric and thermal field distributions.

∂u
∂t

=
∂2u
∂x2 +

∂2u
∂y2 + C. (A1)

The advantage of GFDTD is that the density of discrete calculation points could be different in the field
domain based on the precision requirement and boundary conditions.

According to the Taylor series expansion, the value of uj at point Pj of the function at near neighborhood of
Pi is expressed as follows (Figure A1) [40]:

uj = ui + hij
∂ui
∂x

+ kij
∂ui
∂y

+
1
2

(
h2

i j
∂2ui

∂x2 + k2
i j
∂2ui

∂y2

)
+ hijki j

∂2ui
∂x∂y

i = 1, 2, . . . , m (A2)

where hij and kij are absolute values of X and Y coordinate differences, i.e., hij = |xj − xi|, kij = |yj − yi|.

 

Figure A1. Generalized finite difference time domain (GFDTD) in field calculation.
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Pi is the point among P1~Pn. The value of each point Pi and P1~Pn is ui and u1~un. The distance from each
point P1~Pn to Pi and is r1~rn, and the farthest distance is rmax.

The residual function of two points B(u) is defined by Equation (A3), shown as follows:

B(u) =
n∑

j=1

⎡⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎜⎝ui − uj + hij

∂uj

∂x
+ kij

∂uj

∂y
+

hij
2

2

∂2uj

∂x2 +
kij

2

2

∂2uj

∂y2

⎞⎟⎟⎟⎟⎟⎠wj

⎤⎥⎥⎥⎥⎥⎦
2

. (A3)

The weight function of the j-th point wj is calculated below:

wj = 1− 6
( rj

rmax

)2
+ 8

( rj

rmax

)3
− 3
( rj

rmax

)4
. (A4)

Derive B(u) for ∂2u/∂x2 and ∂2u/∂y2, then get [A][Du] = [b], where matrixes [A], [Du] and [b] are shown
as follows,

[A] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
n∑

j=1

hij
4wj

2

4

n∑
j=1

hij
2kij

2wj
2

4

n∑
j=1

hij
2kij

2wj
2

4

n∑
j=1

kij
4wj

2

4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A5)

[Du] =
[
∂2u
∂x2

∂2u
∂y2

]T
(A6)

[b] =
[ n∑

j=1

(
uj − ui

) hij
2wj

2

2

n∑
j=1

(
uj − ui

) kij
2wj

2

2

]T
(A7)

Decompose the matrix [b] as [b] = [B][u], where

[B] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
n∑

j=1

−hij
2wj

2

2
hi1

2w1
2

2
hi2

2w2
2

2 . . .
hij

2wj
2

2 . . . hin
2wn

2

2

n∑
j=1

−kij
2wj

2

2
ki1

2w1
2

2
ki2

2w2
2

2 . . .
kij

2wj
2

2 . . . kin
2wn

2

2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A8)

[u] = [ ui u1 u2 . . . uj . . . un ]
T (A9)

The matrix [Du] is written in another form, i.e., [Du] = [A]−1[b] = [A]−1[B][u] = [D][u], where [D] = [A]–1[B] is
a matrix with two rows and (n + 1) columns shown below:

[D] = [A]−1[B] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2∑

i=1
(a−1)1,ibi,1

2∑
i=1

(a−1)1,ibi,2
2∑

i=1
(a−1)1,ibi,3 . . .

2∑
i=1

(a−1)1,ibi,n+1

2∑
i=1

(a−1)2,ibi,1
2∑

i=1
(a−1)2,ibi,2

2∑
i=1

(a−1)2,ibi,2 . . .
2∑

i=1
(a−1)2,ibi,n+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A10)

where (a−1)r, c and br, c are the elements at r-th row and c-th column of matrix [A]−1 and [B].
Thus, ∂2u/∂x2 and ∂2u/∂y2 are written as

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂2u
∂x2 = d1,1ui +

n∑
j=1

d1,( j+1)uj

∂2u
∂y2 = d2,1ui +

n∑
j=1

d2,( j+1)uj

(A11)

where dr, c is the element at r-th row and c-th column of matrix [D].
After substituting Equation (A11) into Equation (A1), the PDE is written as

utn+1
i − utn

i
Δt

= d1,1utn
i +

n∑
j=1

d1,( j+1)u
tn
j + d2,1utn

i +
n∑

j=1

d2,( j+1)u
tn
j + Ctn

i (A12)

where the superscript “tn” and “tn+1” are the present and next stages of the point u, respectively.
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Abstract: Polymeric composite insulators are subjected to varying work conditions like rain and
heat, which create an impact on degradation during their long service period. Electrical tracking
under the Alternating Current (AC) field plays a predominant role in surface degradation, which can
be different for fresh and aged insulations. The tracking studies on the fresh and aged polymeric
insulation therefore become significant. Motivated by this, an indigenous low-cost electrical tracking
setup was developed, and the tracking studies were carried out as per International Electro technical
Commission standard (IEC) 60587 on fresh, thermal-aged and water-aged silicone rubber samples.
Contact angles of samples were measured to analyse the effect of ageing on hydrophobicity. Further, to
analyse the influence of ageing on insulation integrity, tracking tests were conducted and parameters
like leakage current pattern and magnitudes, tracking length and loss of weight in the material due
to tracking were examined. The physicochemical impacts of ageing on the surface degradation of
the samples were also analysed using X-ray diffraction analysis and Fourier Transform Infrared
Spectroscopy analysis. The investigations added insight into the degradation mechanism of polymeric
insulators in terms of their electrical performance and physicochemical changes in the material.
Comparison of these changes showed that ageing could influence surface degradation of samples.

Keywords: tracking; ageing; hydrophobicity; leakage current; dry band arcing; degradation;
polymeric insulation; tracking test setup

1. Introduction

Polymeric insulators like Silicone Rubber (SR), High-Density Polyethylene (HDPE), Ethylene
Propylene Diene Monomer (EPDM), Ethylene Propylene Rubber (EPR) and Poly Tetra Fluro Ethylene
(PTFE) are used in power systems because of their superior electrical and mechanical properties over
the inorganic insulators. They have less weight, superior insulation strength, higher flexibility, resistant
to erosion/degradation, less chances of breakage and low installation cost.

However, there are also some disadvantages associated with polymeric insulators. Being organic
in nature, they have a tendency to degrade due to environmental effects. In the presence of temperature,
Ultra Violet (UV) radiation, mist, fog, and rain, the surface of the insulator in service will be affected,
and it leads to the settlement of contaminants on the surface. These conducting contaminants promote
leakage current, scintillation and dry-band arcing over the surface and lead to the formation of
conducting tracks and permanent erosion of the materials.

As electrical discharges on the surface are more predominant in polymeric insulators due to
applied electrical stress and changes in environmental conditions such as heat, rain, etc., tracking
studies on them has become significant.
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So far, various tracking studies have been reported in the literature on solid insulation under normal
and contaminated conditions. Mathes et al. had proposed the inclined plane liquid- contaminant
test [1]. It was standardised further and IEC 60587 and American Society for Testing and Materials
standard (ASTM) D2303 were developed to evaluate the resistance due to tracking and erosion of
insulating material under severe ambient conditions [2,3]. These standards were revised in 2007 and
2013, respectively. Researchers are implementing them to study the tracking behaviour of various solid
insulating materials.

The tracking effects were investigated based on the tracking length, erosion depth due to the
leakage current flow and dry-band arcing over the surface of the material. The variation of leakage
current magnitude, its pattern and dry-band arcing periods were considered as the parameters in the
investigation. Approaches like the tracking wheel test were also employed for investigating polymeric
insulation degradation under an accelerated ageing laboratory environment [4]. Partial discharge
analysis and flashover voltage tests were also carried out on polymeric insulators under clean and salt
fog environments to analyse the failure mechanism with environmental stresses and were reported in
literature [5]. Multi-stress ageing effects of different types of polymeric insulators [6–9], ageing effects
of HTV silicone rubber/silica hybrid composites for high-voltage insulation [10], accelerated aging
effects of silicone rubber insulators and silicone rubber-coated insulators [11,12], ageing of polymeric
insulators under acid rain conditions [13] and arid climatic conditions [14] have also been reported in
recent literature.

With the recent development of the High Voltage Direct Current (HVDC) transmission system,
researchers have also started focussing on the DC tracking studies adapting the conventional IEC
60587 and ASTM D2303 standards of AC tracking studies. Tracking studies were also carried out
on polymeric insulators under AC and DC fields and for developing some standard procedures
for tracking studies on polymeric insulators. The influence of DC and AC fields on tracking was
investigated based on leakage current magnitude and the erosion severity [15–19].

Many methods of degradation of different types of polymeric materials have been investigated
in the literature. The effect of gamma radiation ageing on silicone rubber decomposition and its
electromechanical properties was investigated by Rajini et al. [20]. The effect of gamma radiation on
EPDM was investigated by Pourmand et al. [21]. The ageing effect of radio frequency and microwave
oxygen plasma on polydimethylsiloxane (PDMS) was investigated by Hillborg and Gedde [22].
The effect of combined UV-thermal and Hydrolytic ageing on hardness, contact pressure and contact
area of silicone elastomers was investigated by Wu et al. [23]. The ageing effect in the form of algae
growth over the surface of the polymeric insulators and the hydrophobicity changes have been studied
by Yang et al. [24]. The effect of thermal ageing on the formation of cross-linked structures, gamma
irradiation on the oxidation of cyclic siloxane and steam exposure on molecular weight on silicone
rubber was explained by Kaneko et al. [8]. Apart from these works on polymeric insulating materials,
the ageing studies on nano-composites polymeric insulators were also carried out. The effect of thermal
ageing on Nano SiO2-filled HTV silicone rubber was investigated by Loganathan et al. [25]. The water
ageing of Epoxy nanocomposite was investigated by Suchitra et al. [26].

To get information about the degradation of the polymeric insulators, material characterization
studies from the molecular level to the macro level was done using Fourier Transform Infrared
(FTIR) spectroscopy, Scanning Electron Microscopy with Energy Dispersive X-ray (SEM-EDX) analysis,
Differential Scanning Calorimetry (DSC), X-Ray Diffraction (XRD), Nuclear Magnetic Resonance
(NMR) spectroscopy, Dielectric spectroscopy, Atomic Force Microscopy (AFM) and X-ray Photoelectron
spectroscopy (XPS) [27–32].

It could be well seen from the literature that the focus was on a prerequisite for conducting
tracking tests with good reliability. The requirement of a reliable test setup comprises of a regulated
power supply, a current limiting resistor to control leakage current, dry-band arcing and erosion below
the endpoint criteria during the tracking test and a controlled contaminant flow system.
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The conventional high-voltage setups were found to be more costly and contained a high-voltage
test transformer, high-voltage current limiting resistors and a data acquisition system. With the
traditional test transformer of the high-voltage transformation ratio, it was challenging to adjust the
test voltage to the required level and maintain the same throughout the test duration with proper
regulation. The flow rate of the contaminant and the voltage fluctuations will significantly affect the
tracking performance during the entire tracking process [18].

The focus of this research work is to develop an indigenous low-cost electrical tracking setup
with which we can perform tracking studies without voltage fluctuations. This has provided great
voltage regulation compared to other tracking setups in which the conventionally available high cost,
high-voltage test transformers with a high-voltage rating are used. Thus, the proposed setup addressed
one of the major issues (maintaining minimum Voltage fluctuation on the High Voltage (HV) side per
one voltage change on the Low Voltage (LV) side) in conducting experimentation.

In the present work, the initial focus was taken to sort out the reliability issues in carrying out
high-voltage tracking tests. A simple, cost-effective, easily reproducible test circuitry for conducting the
tracking test was successfully assembled and implemented. The uniform flow rate of the contaminant
was achieved through the use of a simple, commercially available Intravenous (IV) system. Use of
a low-voltage ratio test transformer as a source ensured a continuous regulated power supply with
minimum fluctuations throughout the test duration. The resistive ladder network employed served
to be effective in limiting the current below the threshold value of 60 mA, and the Digital Storage
Oscilloscope (DSO) was useful in leakage current data acquisition.

Secondly, in literature, the tracking performance of insulating materials were highlighted and
compared through electrical and physiochemical changes. Some literature referred to above also
addressed the tracking performance of aged samples. All these research works highlight the significance
of investigating the effects of ageing on hydrophobicity recovery of silicone rubber and its influence on
the dynamics of degradation of the surface during the tracking period. The focus was on understanding
the dynamics of the degradation process and the influence of ageing on insulation integrity.

The research focus is to mainly study the effect of environmental ageing during the tracking
process of HTV silicone rubber used in outdoor insulation applications. The leakage current magnitude
change for fresh and artificially aged samples were analysed to understand the effect of aging in
promoting conduction over the surface of the polymeric insulators. The arcing patterns were observed
for fresh and aged samples. The intensity and the frequency of arcing were observed during the
tracking process. After tracking, the physicochemical properties were studied to understand the
change in the crystalline nature and crystal size at the most eroded region of the sample. This gives a
clear inference regarding the role of Aluminium trihydrate (ATH) filler degradation during tracking
and the clustering of ATH fillers at the surface of the eroded polymer during electrical tracking.

To understand the effect of ageing on surface degradation of tracked silicone rubber samples,
XRD analysis and FTIR spectroscopy studies were carried out. XRD analysis was used to gain insight
about the change in the crystalline structure of the polymeric material, and FTIR analysis was used to
analyse the physicochemical modifications at the surface of the tracked samples [27–32].

FTIR spectroscopy was mainly used to understand the changes in the fingerprint region of the
spectrum due to the ageing effect. The changes in the different functional group of polymeric chain in
the aged samples due to the electrical tracking failure were analysed.

The tracking studies were carried out on HTV silicone rubber samples obtained from an outdoor
transmission tower polymeric composite insulator manufacturer. These HTV silicone rubbers are
made up of Aluminium trihydrate (ATH)-filled polydimethylsiloxane (PDMS) to enhance mechanical,
thermal and electrical erosion/tracking properties. Fresh, thermal-aged and water-aged samples were
prepared and used for this study.

The samples were water-aged, and thermal-aged to emulate the effect of environmental stresses
such as rain and heat on them, as per the recommendations available in the literature [25,26].
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The investigation carried out before, during and after tracking was grouped into three stages: First,
the effect of ageing on hydrophobicity was investigated. Then, the impact of ageing was investigated
based on electrical and physical responses during tracking, such as leakage current, dry-band arcing,
rewetting, etc. Finally, the investigation was done on the effect of ageing on physicochemical changes
developed during tracking.

To assess the effect of water and thermal ageing on the hydrophobicity of samples, the contact
angle measurement was carried out. A comparative study was done to understand the changes in the
hydrophobicity of the samples due to ageing.

After hydrophobicity studies, all the samples were subjected to tracking investigations, and the
leakage current magnitude and leakage current patterns were continuously recorded using DSO.
To understand the effect of ageing on the electrical characteristics of polymeric material, the leakage
current pattern and its magnitude for the water-aged and thermal-aged samples were observed and
compared with that of the fresh samples.

To ensure reliability and repeatability of the results, tests were conducted on fifteen samples in
total with the same experimental setup and measurement procedures, i.e., five samples each from
the fresh, water-aged and thermal-aged groups were tested. The tracking tests were carried out
continuously, at a constant voltage of 4.5 kV (RMS), without any power cut and fluctuations.

2. Methodology

2.1. Sample Preparation

For this study, the HTV silicone rubber sheets were procured and cut to meet the required
dimensions of 120 mm × 50 mm, with a thickness of 6 mm, as per IEC60587 [2]. Tracking studies were
carried out with fresh, thermal-aged and water-aged samples.

Fresh samples were tested to analyse the performance of the silicone rubber under normal
conditions. Silicone rubber insulation gets subjected to the varying working environment and
undergoes some long-term degradation during service due to these accumulated stresses. To emulate
such situations and to investigate their effects on degradation of insulation, thermal-ageing and
water-ageing of some samples were done and tracking studies were carried out. Five samples were
tested in each case, to ensure the reliability of the results.

For the preparation of aged samples, continuous stress for a specified period was followed
and reported by researchers in the literature. Continuous stressing is difficult due to operational
restrictions of the laboratory. Moreover, environmental conditions are not continuously severe during
natural ageing processes and insulation undergoes stresses and recovery periods, which are cyclic and
repetitive. These aspects were considered for the present work and ageing of samples were carried out
by subjecting them cumulatively to the specified stress level within a period [25].

Thermal-aged samples were thus prepared by subjecting the samples at 150 ◦C in a hot air oven
for a cumulative period of 240 h, spanned at the rate of 8 h per day for 30 days. Water-aged samples
were prepared by immersing the samples in distilled water for about 500 h continuously [26].

0.1% by weight of Ammonium chloride salt was added to the distilled water to prepare the
contaminant solution. 0.02% by weight Triton X-100, a non-ionic wetting agent, was also added to
the contaminant solution to improve the wettability over the surface of the sample during testing.
The conductivity of the contaminant solution was 2.5 mS/cm, created an effect similar to the deposition
of dirt, and condensed moisture from the atmosphere [2].

2.2. Experimental Setup

The experimental arrangement was designed as per IEC 60,587 [2]. The inclined plane test method
with constant tracking voltage was used to investigate the surface tracking and erosion resistance of
HTV silicone rubber samples. The experimental setup is shown in Figure 1.
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The sample was mounted on an inclined plane at an angle of 45◦ with the horizontal plane.
The top and bottom electrodes were made up of stainless-steel sheets of 0.5 mm thickness. The two
electrodes were mounted such that the spacing between them was 50 mm.

In this study, a low-cost 230V/5 kV, 500 VA single-phase transformer commercially available in the
market was preferred to get the test voltage. This is in line with the requirements of the IEC standard,
as the maximum voltage to be applied as per the Inclined Plane Test (IPT) test and the maximum
allowable leakage current during tracking is 4.5 kV and 60 mA, respectively [2]. The transformer has
a maximum full load current of 0.1 A on the 5 kV side, and the low transformation ratio (230/5000)
ensures proper regulation in the test voltage, with the output voltage magnifying by just 21.74 times
the input voltage. Supply to the test transformer was availed through a single-phase autotransformer
so that the input to the test transformer can be adjusted to get the required test voltage. An isolation
transformer was included between the test transformer and the autotransformer to isolate the IPT
circuitry from any other circuits in the test yard and this was not mandatory.

The literature suggests the use of a peristaltic pump to control the flow of contaminant [2,3]. In this
work, a low-cost controllable intravenous (IV) system was used to precisely control the contamination
flow to ensure the desired flow rate as per standard.

Initially, the quantity of a single drop was measured using a small syringe to assess the volume/drop.
The discharge from the IV system was adjusted based on this to meet out the required flow rate in
mL/min. The contaminant solution was made to flow through the filter paper, from the high voltage top
electrode to the bottom ground electrode through the lower face of the sample, as shown in Figure 1.

 

Figure 1. Experimental setup for the Inclined Plane Test.

The flow rate of the ammonium chloride contaminant solution was adjusted to 0.6 mL per minute.
To precondition the sample, the flow was allowed, and the sample was wetted for 30 min.

As per IPT standards, at different test voltage levels, different series resistors are needed between
the test transformer and the top electrode of the IPT setup, to limit the leakage current during tracking.
In the present work, a resistive divider arrangement fabricated in the form of a ladder series connection
of several 1 kΩ, 10 Watts resistors were used. It has tapping provisions for availing the required
series resistance. Additionally, for the leakage current measurement purpose, a low ohmic resistor can
be included in the grounding path of the bottom electrode of the IPT setup. The power dissipation
capacity of these current limiting and current measurement resistors have to be decided in terms of the
maximum allowable current during tracking.

The constant tracking voltage method with an AC test voltage of 4.5 kV (RMS) between the
electrodes was adopted in the present experimental investigations. Accordingly, 33 kΩ was availed as
the current limiting resistor and a 500 Ω, 10 Watts resistor was availed to measure the leakage current.
Throughout the experimental work, the leakage current was observed and measured with the help of a
digital storage oscilloscope [2]. The experimental setup of the inclined plane test is shown in Figure 1.
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The experiments were conducted for a 6 h duration for all the fresh and aged samples. The IPT
procedures were repeated, maintaining the same voltage level, flow rate and environmental conditions.
The leakage current patterns were recorded in a Digital Storage Oscilloscope (DSO) at a regular interval
of 10 min. The RMS value of the leakage current was also noted manually. The photograph of the
experimental test setup and mounting support is shown in Figure 2.

Figure 2. Photograph of the experimental setup and mounting support: (a) Experimental set up, (b)
Mounting support.

Figure 2a presents the experimental setup and Figure 2b presents the mounting support with
electrodes and the test sample. The mounting support was made up of perspex sheet of 8 mm thick
and was used to hold the samples during the test.

As per standard, before six hours, if the leakage current reaches a value of 60 mA or if the track
reaches a length of 25 mm from the ground electrode or if a hole is observed due to intensive arcing,
the test has to be terminated. Otherwise, the test has to be continued and observed up to 6 h.

During the experimentation, the maximum current observed throughout the test was only 45 mA.
The samples employed were industrially tested ones for tracking studies. They didn’t show any deep
erosion during testing but the tracking length and the dry-band arcing area was different for different
samples. After testing, all the samples were cleaned with adequate care to avoid any physical damage
to the tracked path and dry-band regions. The length of the tracked portion was measured for all
the samples. The samples with the largest tracked area in each case were used to carry out XRD and
FTIR analysis.

2.3. Research Design

Before the tracking test, the contact angle of fresh, thermal-aged and water-aged samples was
measured and compared, to investigate the influence of ageing on the hydrophobicity of HTV
silicone rubber.

During tracking, the focus was given to analyse the effect of thermal and water ageing of samples
on variation in leakage current magnitude, its pattern and the dry-band arcing.

After carrying out the tracking test, further investigations were carried out to study the effect of
thermal and water ageing on the length and depth of tracking and loss of weight of tracked samples.
For this, the highly eroded sample was picked up from each of the fresh, thermal-aged and water- aged
sample group and XRD and FTIR spectroscopy was carried out on them to analyse changes in the
physical structure of samples.

3. Results and Discussions

This section is divided by subheadings. It should provide a concise and precise description of the
experimental results, their interpretation, as well as the experimental conclusions that can be drawn.
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3.1. Influence of Ageing on Hydrophobicity

Silicone rubber possesses a good hydrophobicity and is expected to recover the same after ageing.
Researchers used contact angle measurement through goniometer to measure the hydrophobicity of
silicone rubber insulators before and immediately after ageing [32]. If the contact angle is measured
after allowing some time for recovery of hydrophobicity, it can give a further understanding on the
hydrophobicity recovery nature of the aged silicone rubber samples and subsequently, its influence on
the tracking.

In the present work, the contact angle of the fresh sample was considered as the base or reference
value. The contact angle of all the five fresh samples was measured, and their average was used as a
base. All the water-aged and thermal-aged samples were allowed to recover the hydrophobicity for
about 24 h, and their contact angles were measured and compared with the base value for assessing
the change in hydrophobicity due to ageing. The contact angles for all the fresh, thermal-aged and
water- aged samples are shown in Figure 3.

 
Figure 3. Contact angles of fresh, thermal- and water-aged samples.

The average values of contact angle for each case were used for comparison. For the fresh samples,
it was 99.91◦. The fresh samples were found to be highly hydrophobic, and their average contact angle
was subsequently considered as the base value during the comparison.

For thermal-aged samples, the average contact angle was 95.14◦. It decreased due to thermal
ageing, indicating the change from a high hydrophobic state to a low hydrophobic state. However,
when the samples were aged with water, the average contact angle was only 88.00◦. With the contact
angle value reaching below 90.00◦, it indicated that the sample had become hydrophilic. Thus, the
changes in contact angle indicated that the moisture absorbing capability of silicone rubber got altered
due to thermal and water ageing. This makes the investigations on the effect of ageing on the tracking
of silicone rubber insulation significant.

Motivated by this, further investigations were carried out to understand the influence of thermal and
water ageing of silicone rubber on various electrical aspects of tracking, such as variation in magnitude
and pattern of leakage current, dry-band arcing, tracking depth and physicochemical properties such as
loss of material, change in crystallinity and functional groups of silicone rubber [27–32].

3.2. Analysis of Leakage Current Variations During Tracking

After hydrophobicity studies, all the samples were subjected to electrical tracking studies as per
the standard IEC60587. For understanding the tracking mechanism, the leakage current patterns were
recorded at regular intervals. The various processes observed during tracking were summarised in
three states:

Initially, during the first state, a continuous conductive moisture filament was developing over the
surface of the sample. Then, Joule heating took place, evaporated the contaminant and initiated dry
bands. During the second state, dry-band-stretching and elongation were observed due to the large
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potential difference across it. Small arcs appeared over these dry bands in the conducting filament path,
thus bridging the less conductive regions of the silicone rubber surface between the electrodes. As the
dry band arc path offered higher resistance than the conductive filament path, the leakage current
was reduced. These reductions in leakage currents were represented by discontinuities in the leakage
current patterns. Figure 4a shows the initiation of arcing during the application of voltage. Figure 4b
shows the dry-band elongation, promoting discontinuity in arcing and leakage current. Subsequently,
the voltage-drop across the dry band was increased and led to the formation of long and intensive
arcs. This is shown in Figure 4c. In the meantime, due to the continuous flow of the contaminant
solution from the IV set, the surface of the specimen was rewetted, the conductive contaminant path
was re-established, and the arc was quenched. Thus, in the second state, repeated arc formation and
quenching though rewetting of the surface was observed. This led to the third state, which is the final
stage in the tracking. During the third state, the leakage current magnitude increased slowly over time
and led to carbonaceous track formation on the surface of the sample. Subsequently, the material was
eroded. Continuous intense discharges were observed at this final stage with several such repetitions
of rewetting and arcing, as shown in Figure 4d.

 

Figure 4. (a) Initial dry-band arcing, (b) Dry-band elongation promoting discontinuity in arcing and
leakage current, (c) Repeated arcing due to rewetting and dry-band formations, (d) Intense discharge
during tracking.

Following this, physical observations were also made during the development of tracks: First,
at initial stages, the location of dry-band arcs was slowly and continuously changing from the top
electrode towards the bottom electrode and looked like a moving arc. Secondly, the initiation of the
track was first observed near the bottom electrode and, as time progressed, this tracking length was
increased. Thirdly, a bright localised spot appeared near the ground electrode and began to extend
towards the top electrode. Finally, physicochemical changes like localised erosion and carbonisation
on the surface of the material happened in the tracking path.

Further investigations on these processes and the role of potential redistributions due to rewetting
and dry-band arcing during tracking can lead to a better understanding of the tracking phenomena.
However, they were not considered in the scope of the present work, as the main focus is only on the
role of ageing on electrical tracking of silicone rubber.
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From the initial stage to the final stage, at regular intervals of time, leakage current patterns were
recorded. Figure 5 manifests the variations in the leakage current patterns of a fresh sample during the
tracking test duration.

Figure 5. Leakage current through the fresh sample at different stages of tracking: (a)leakage current
under normal condition, continuous and lower in magnitude, (b) discontinuous current, for smaller
dry-band length, (c) magnitude of current and spikes increases with lesser discontinuities, for higher
dry-band lengths, (d) increased current, after the initiation of tracking.

Figure 5a shows the pattern of the leakage current at the starting point. The magnitude of the
leakage current was minimum, and the current was continuous. After some time, with the flow of this
leakage current, the contaminant solution at the surface of the insulation was evaporated, and dry-band
regions were formed. With this formation of the dry band, the leakage current pattern changed and
there were discontinuities, as shown in Figure 5b. Repeated rewetting and heavy dry-band arcing
were then observed, and the current magnitude again started to increase, as shown in Figure 5c.
Subsequently, with this heavy arcing, a hotspot was witnessed near the bottom electrode, initiating
erosion of the test sample near its bottom end. With time, this erosion aggravated further with
simultaneous carbonisation and tracking on the surface of the material. The leakage current waveform
during this continuous intense arc period is shown in Figure 5d.

During experimentation, the leakage current patterns are almost similar for fresh, thermal-aged and
water-aged samples, but the variation in the magnitude of the leakage current with time was different.

Also, the total arcing and non-arcing periods were different for fresh, thermal-aged and water-aged
samples: Water-aged samples showed less non-arcing periods compared to thermal-aged and fresh
samples. The intensity of arcing was higher in the case of thermal-aged samples when compared to
fresh and water-aged samples.

The variation of the RMS value of the leakage current during tracking was observed continuously
until the end of the test and noted every five minutes, for all the fresh, thermal-aged and water-aged
samples. The RMS value for the five samples of each group was averaged and considered to represent
the performance of that group.

110



Energies 2019, 12, 3769

The variation of the leakage current of fresh, thermal-aged and water-aged samples with time,
during the tracking period, is shown in Figure 6.

 

Figure 6. Variation of leakage current of fresh, water-aged and thermal-aged samples during tracking.

The plot shows an increase in the RMS values of leakage current for all three cases with respect to
time. However, the following interesting observations were made regarding their dynamism, which
could be significant in further understanding the effects of ageing and associated hydrophobicity
changes of silicone rubber on the tracking.

For fresh samples, the leakage current magnitude increased steadily. For thermal-aged samples,
the current was slightly higher than the fresh sample at the initial stage, but, at the end of the test, the
highest leakage current with intense arcing was observed. For water-aged samples, the leakage current
was higher from the initiation of the test and became almost constant during the last 3 h of the test.

A continuous leakage current with less arcing was observed in the case of the water-aged samples.
It could be noted that the water-aged samples were found to be hydrophilic through contact angle
measurement. Hence, the continuous leakage current might be due to the retained conductive
contaminant layer on the surface, for an extended period.

The arcing period of the thermal-aged samples during the initial stage was more, compared to
water-aged samples. Contact angles, measured earlier for these thermal-aged samples, also indicated
that thermal ageing had made samples more hydrophobic. Hence, the conductive contaminant might
be vaporising quickly, thereby promoting dry-band arcing.

3.3. Analysis of Tracking Length and Loss of Weight after Tracking

After six hours, which is an endpoint criterion for the tracking test, as per standard, the experiment
was stopped. The specimens were removed from the sample holder and then cleaned with adequate
care, to avoid any physical damage to the tested samples. The length of the tracked region was
measured for all the fresh, thermal-aged and water-aged samples. One highly eroded sample from
each group was selected for further investigation. Figure 7 presents the images of such highly eroded
and tracked samples from fresh, thermal-aged and water-aged groups.

The samples were weighed before and after tracking, and the percentage weight loss due to
tracking was calculated. Table 1 illustrates the comparison of the average tracking length and the
average weight loss for all of the samples.
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Figure 7. Images of the highly eroded and tracked samples: (a) Fresh, (b) Thermal-aged, (c) Water-aged.

Table 1. Comparison of tracking length and weight loss.

Sample Type Average Tracking Length (cm) Average Weight Loss (%)

Fresh samples 2.8 1.39
Thermal-aged samples 3.2 2.95

Water-aged samples 3.6 1.62

The average tracking length and average percentage weight loss of the thermal-aged and
water-aged samples were comparatively higher than those of the fresh samples. The water-aged
samples showed the maximum tracking length among all of the samples but the average percentage
weight loss of the water-aged sample was less compared to the thermal-aged sample. The highest
average tracking length was observed in the water-aged samples, and the highest average weight loss
in percentage was observed in the thermal-aged samples.

With thermal stress, the bond of the polymer chain became weak. This might be the reason for the
deep erosion and higher weight loss in thermal-aged samples during the tracking test.

Water-aged samples showed higher tracking length and the surface condition was affected due
to loss of hydrophobicity. The erosion effect and weight loss were minimal. The role of ageing on
tracked samples was further investigated through XRD and FTIR analysis. The focus was given to
physicochemical changes happening in aged samples during tracking.

3.4. Analysis of Crystallinity by X-Ray Diffraction (XRD) Analysis

XRD analysis was used to explain the effect of ageing on the physical structure of the eroded
polymeric insulation samples and to understand the clustering of ATH filler particles over the surface
of the polymeric material during the tracking process. The highest eroded regions of the samples were
cut carefully to the required dimension of 10 mm × 10 mm × 0.5 mm, and XRD analysis was carried
out for the sample within the 2θ range of 10◦ to 90◦.

Figure 8a shows the normalized XRD pattern of the fresh sample. The very low-intensity broad
region from 10◦ to 15◦ indicates the amorphous nature of the silicone rubber with a low degree of
crystallinity. The sharp peaks around 20◦ indicate the crystalline nature of the Aluminium trihydrate
(ATH) filler in the polymer.

XRD analysis was then conducted on thermal-aged and water-aged silicone rubber samples.
Sharpening of the amorphous hump was observed in the thermal-aged and water-aged samples.
This clearly shows that the crystallinity increased due to degradation.

Figure 8b,c show the corresponding normalized XRD patterns for thermal-aged and
water-aged samples.

The intensity of the peak around 18◦ increased considerably in the thermal-aged sample.
This difference indicated that silicone rubber had become more crystalline with thermal ageing.
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Figure 8. Comparison between the X-ray diffraction (XRD) pattern of fresh and aged samples: (a) Fresh,
(b) Thermal-aged, (c) Water-aged.

For the water-aged sample, higher peaks were observed at 17◦, but this was comparatively less
than the thermal-aged sample. These peaks confirmed that chemical changes had taken place in the
samples permanently due to ageing.

In order to quantify the crystallinity, the XRD characteristics were normalized and de-convolution
of XRD patterns were carried out. The percentage crystallinity was calculated using ‘Origin Pro’
software. For this, first ‘fitting of XRD peaks’ were done using the Gaussian function. Then area under
crystalline peaks and the area under amorphous peaks were separately determined. The percentage
crystallinity was then calculated by dividing the ‘area of crystalline peaks’ by the ‘total area of crystalline
and amorphous peaks.’

The crystallinity of the fresh sample was found to be 66.04%, but for the thermal-aged sample,
the crystallinity was increased to 82.82%. For the water-aged samples, it was increased to 77.05%.
The variation in the percentage of crystallinity showed that the thermal-aged samples became more
crystalline when compared to water-aged samples and fresh samples. Due to heat and the oxidation of
the surface of the polymer, the surface material changed from amorphous to crystalline.

Using the Williamson–Hall analysis, crystal size and the strain of fresh, thermal-aged and
water-aged samples were determined. The crystal size of the fresh sample was 18.1 nm with 0.1%
strain. The crystal size of the thermal-aged sample was 11.6 nm with 0.1% strain. The crystal size of the
water-aged sample was 11.1 nm with 0.4% strain. It is inferred that the crystal size of the eroded region
of the fresh sample is higher compared to thermal-aged and water-aged samples. The reduction in the
crystal size is due to the degradation of the surface layer prior to tracking studies due to accelerated
ageing effects.

3.5. Fourier Transform Infrared (FTIR) Spectroscopy Analysis

FTIR spectroscopy is used to study the physicochemical changes in the material by investigating
the infrared absorption spectrum. It gives the information about the presence or absence of a specific
functional group of the polymeric insulation. Information about absorption or transmittance due to
the O-H bond in the ATH filler, the Si-O-Si bond in the polymer chain and Si-CH3 in the side chain
of the polymer etc., can be obtained from the variations noted at different wavelengths in the IR
spectra [27–32].

In the present work, FTIR spectroscopy of the fresh, thermal-aged and water-aged samples was
carried out. The focus was on identifying the presence and absence of specific functional groups in
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samples when they were subjected to tracking after ageing. FTIR results were interpreted based on the
similar discussion in various literatures [27–32].

The spectrum of the tracked fresh sample was considered as the reference. Figure 9 depicts the
FTIR spectra for tracked fresh, thermal-aged and water-aged silicone rubber samples.

Figure 9. Fourier Transform Infrared (FTIR) spectra for samples after tracking: (a) Fresh, (b)
Thermal-aged, (c) Water-aged.

In the FTIR spectrum, the region between 500 cm−1 and 1500 cm−1 is called the fingerprint region
and the region between 1500 cm−1 and 4000 cm−1 is called the functional group region. In order to
understand the change in the transmittance value, the FTIR spectrum was normalised, and the stacked
patterns were used for better clarity.

There were distinct differences in the peaks of the spectrum of water-aged and thermal-aged
samples. The dips observed in transmittance plots of all the three types of samples at 2961 and 1256
cm−1 showed an increase in the CH3 group. Corresponding transmittance values indicated that the
hydrophobic recovery levels of silicone rubber samples were different for fresh and aged samples.

The water-aged sample showed a dip in the range 3500–3200 cm−1 and indicated the decrease
in the O-H stretch intensity. The continuous conduction through the contaminant had modified
the behaviour surface of water-aged samples and decreased the vibration of the O-H bond of the
polymeric material as well as the O-H bond of ATH fillers. This also indicated the dehydration of ATH
fillers. Due to the tracking, the ATH fillers might have lost their bondage and been converted into
aluminium oxide, with the evaporation of water molecules from the ATH filler, preventing surface
oxidation [31,32]. The degree of dehydration of the water-aged sample could be inferred from the wide
dip of the spectrum in this range. Carbonyl formation was also observed in this region.

Around 2961 cm−1 there was a decrease in the intensity of C-H stretch for both thermal-aged and
water-aged samples. This could shrink the polymer chain, and the surface of the polymeric sample
could become harder. The presence of O-H bond in water was indicated at 1641 cm−1.

In the region 1641–1412 cm−1, there was a decrease in the peak for the water-aged sample.
This could result in bending of C-H and O-H bonds and produce carbonyl degradation products.
This can be attributed to the continuous leakage current on the surface of water-aged samples.
After water ageing, the surface hydrophobicity decreases, and it leads to an increase in the leakage
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current magnitude, as discussed in Section 3.2. This could result in the production of carbonyl
degradation products.

At 1256 and 782 cm−1, the changes in the peak for the thermal-aged and water-aged sample were
almost the same, and there was not much change in the intensity of the Si-C bond, the base skeleton of
the polymer matrix.

In the region 1008 to 782 cm−1, there was a difference in the peak intensity of thermal-aged and
water-aged samples, due to the out of plane bending of the Si-CH3 and Si-O stretch. This could reduce
the Si-O rocking vibrations in the aged samples. This clearly indicates that the aging of the polymeric
sample before the tracking test considerably affects the Si-CH3 and Si-O bond in the polymeric chain.

The differences observed between the IR spectra of fresh and aged samples confirmed that
depolymerisation at the surface of the samples had increased with ageing.

Investigations also revealed that the formation of the hydroxyl group due to water ageing could
accelerate the deterioration of polymeric material. Tracking studies on thermal-aged samples showed
that the deformation in the Si-O and Si-CH3 bond had resulted in higher erosion of polymeric material.

4. Conclusions

In this research work, first, a low-cost indigenous IPT setup was assembled and successfully
implemented for conducting tracking studies on insulating materials. The setup implemented was
simple, user-friendly in regulating voltage and contaminant flow rate, and found to be reliable.

Comparison of contact angles of fresh and aged samples showed that samples had become
hydrophilic due to water ageing. To understand the effect of ageing on the electrical and physicochemical
properties, tracking studies were performed on fresh, thermal-aged and water-aged silicone rubber
insulation samples.

The leakage current magnitude increased due to ageing. In water-aged samples, the leakage
current was initially increasing, and later, became steady and continuous with less dry-band arcing.
In the thermal-aged sample, the leakage current increased steadily and, in the end, it was high with
intense arcing. Water-ageing led to larger tracking length and thermal-ageing led to deeper erosion
and maximum degradation. Variations in the intensity of the peaks of XRD patterns showed that
thermal-aged samples had become more crystalline and offered a higher degree of depolymerisation
than water-aged samples. FTIR spectra of water-aged and thermal-aged samples showed more
physiochemical changes in the various functional groups, which could influence the electrical discharge
activity and affect the dynamics of degradation.

Ageing was thus found to change the electrical and physicochemical properties and offered
significant influence on the degradation of the polymer under sustained alternating voltage.

This work can be extended in the future for studying the effect of ageing on the tracking of
insulations under sustained direct voltages.
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Abstract: This paper deals with sea salt transportation and deposition mechanisms and discusses
the serious issue of degradation of outdoor insulators resulting from various environmental stresses
and severe saline contaminant accumulation near the shoreline. The deterioration rate of outdoor
insulators near the shoreline depends on the concentration of saline in the atmosphere, the influence
of wind speed on the production of saline water droplets, moisture diffusion and saline penetration
on the insulator surface. This paper consists of three parts: first a model of saline transportation and
deposition, as well as saline penetration and moisture diffusion on outdoor insulators, is presented;
second, dry-band initiation and formation modelling and characterization under various types
of contamination distribution are proposed; finally, modelling of dry-band arcing validated by
experimental investigation was carried out. The tests were performed on a rectangular surface of
silicone rubber specimens (12 cm × 4 cm × 8 cm). The visualization of the dry-band formation and
arcing was performed by an infrared camera. The experimental results show that the surface strength
and arc length mainly depend upon the leakage distance and contamination distribution. Therefore,
the model can be used to investigate insulator flashover near coastal areas and for mitigating saline
flashover incidents.

Keywords: saline mechanism; shoreline; wind speed; outdoor insulators; dry band arcing; flashover

1. Introduction

The performance of outdoor high-voltage insulators near the shoreline is a key factor in the
determination of power network systems’ stability and reliability. It is well known that contamination is
considered a major critical factor responsible for surface flashovers [1]. The process of saline deposition
on an insulator surface, associated with flashover and consequent power outages has been a major
problem for power network systems since the early 1900s [2]. The time to surface flashover initiation
depends on (i) deposition of saline contamination, and (ii) how salt particles penetrate and are diffused
on the insulator surface through various wetting agents such as rain, fog, snow, dew or drizzle.

It is recognized that saline deposition and diffusion are affected by various natural processes
such as temperature exposure, relatively humidity or moisture level, counter-diffusion of hydroxide
ions and environmental load of salts and other adverse weather conditions. Types of contamination
deposition on the insulator surface influence surface flashover, which has been extensively studied by
several researchers [3–8]. The use of non-ceramic insulators increased significantly in last five decades.
Silicone rubber insulators both in service [9] and high-voltage laboratory tests [10] demonstrated
better performance than ceramic insulators in contaminated environmental conditions. Initially,
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non-ceramic insulators prevent water filming on the surface due to their hydrophobic properties, but
this resistance gradually decreases due to physical and chemical changes in the silicone materials
which can lead to dry-band arcing and surface discharges [11]. The combination of high-voltage stress
and a contaminated water film produces dry-band arcing, and the resulting heat can lead to erosion
of the insulator surface. The surface is damaged by physico-chemical changes caused by dry-band
arcing [12,13]. Most of the previous work on surface flashover of contaminated insulators mainly
focused on laboratory or onsite experiments based on alternating current (AC) and direct current (DC)
voltage [14–16].

Kim et al. [17] studied chemical changes on the silicone rubber insulators during dry-band arcing
but did not investigate the physical changes, for example the behavior of arc lengths with uniform and
non-uniform pollution levels, as well as arc resistivity, power and energy. Therefore, there is a need to
investigate the effects of dry-band arcing for a better understanding of the physical changes on the
surface of silicone rubber insulators.

This paper presents a model, which is based on mechanism of sea salt transportation, deposition
and diffusion on outdoor insulators near a shoreline, taking into account the saline concentration
and the distance from the shoreline. It also introduces a new mathematical model to investigate
the development of dry bands for different types of pollution layers on silicone rubber. A series of
simulations and experiments were performed on the model to verify the theoretical results.

2. Mechanism of Salt Transportation and Deposition

The following three sub-models simulating three different processes were combined into one
theoretical model of sea salt production, transportation and deposition:

2.1. Production of Saline

There are two major regimes where saline ions and particles are generated and scattered from
shoreline to inland. Sea salt particles originate from breaking sea waves, a phenomenon that is followed
by a high rate of wave motion and turbulence, air entrainment and surf formation. At high-level
oceans, this breaking phenomenon is encountered under higher wind action with the formation of
whitecap bubbles. As these bubbles rise, they are forced into the air where they scatter, thus producing
saline particles. These particles can be routed to shoreline areas by oceanic wind speeds that exceed
4 to 12 ms−1 [18,19], where they tend to settle on outdoor insulators after a certain time and after
having covered a certain distance. This mechanism is important in the generation of saline particles
at intermediate to high wind speeds. In fact, wind speed is not the only factor to be taken into
consideration. However, any factor favouring wave breaking and turbulence in the sea near the coast
line must contribute to the formation of saline particles.

2.2. Saline Transportation and Deposition

Pollution near coastal regions is a major source of degradation of power network system equipment.
In particular, saline attack is an important and major factor in the deterioration process of high voltage
outdoor insulators near the coast. Feliu et al. proposed a complex theoretical model to represent
transfer and deposition of saline on testing equipment near coastal areas [20]. However, this was
based on constant spray of artificial aerosol, such as haze, dust and smoke, which do not represent
natural climate conditions. In the present paper, a sea salt mechanism model representing saline
transportation and deposition on outdoor insulators near coastal areas is proposed. The model
represents the relationship between sea salt deposition on outdoor insulators and distance from the
shoreline. Saline ions and particle changes are also taken into account driven on outdoor insulators by
the wind from the sea. The study and experimental implementation of this new model is particularly
useful for the investigation of surface degradation and surface flashover of outdoor insulators and
substation components near shoreline based on salt concentration, wind speed and direction, and
distance from coastal areas. The exposure of this model and experimental work is very similar to that
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of high-voltage transmission lines running along the seashore of Scotland, where outdoor insulators
are exposed to wind, fog and rain, but not to direct saline spray. From various studies [21,22], it was
found that near the shoreline salt particles mobilization was based on gravitational settlement and
wind speed, and that these salt particles can travel longer distances before deposition. Based on that,
a model and mechanism of sea salt transportation and deposition is presented in Figure 1.

Figure 1. Schematic diagram of sea salt transport and deposition phenomenon.

Figure 1 represents a schematic mechanism of sea salt transportation and deposition, which
shows the saline concentration (S) and its variation (S0, S1,... and Sn). In this model, oceanic winds,
distance from the sea, diffusion and penetration of saline and gravitational settlement of saline on
outdoor insulators are taken into account. The resultant vertical settlement flux (Fv) of saline due to
gravitational effect and the saline transport near the shoreline on the outdoor insulators’ surface is
represented by a horizontal flux (Fh), as a significance of saline concentration, saline variation and
wind regime. The relationship between saline concentration (S) and its variation (S0, S1, . . . and Sn)
from shoreline to the surface of insulator, vertical resultant deposition flux (Fv) and deposition rate
(Vdep) is represented in Equation (1) by means of a mathematical simplification of flow velocity fluid
mechanics equations:

Fv = Vdep S (1)

From Equation (1), it is possible to determine the saline concentration (S) with variation (S0, S1

. . . , and Sn) from shoreline to the surface of insulator, and deposition variation with time as a function
of deposition rate (Vdep). It follows that the mass of saline deposited per unit of time is a negative
function of the resultant vertical deposition flux. This is represented by Equation (2), where dt is
the time variation, h is the thickness of the saline contamination layer and where the negative sign
represents the reduction of saline concentration (S) deposition on the insulator surface with time and
distance from the sea.

dS
dt

= −SVdep

h
(2)

Equation (3) is the solution of Equation (2) on the basis of an environmental natural phenomenon
by which saline characteristics change when transported and deposited on outdoor insulators and
substations equipment from sea to near shoreline. The saline decreases exponentially as shown in
Equation (3), where S0 is the saline concentration at shoreline, x is the distance from the sea and α is
a constant represented by “α= Vdep/vh”, where v as the wind speed. However, to solve Equation (3)
it should be assumed that the deposition rate is constant with time and for any distance from the
shoreline and its decay function may be estimated as:

S = S0e−αx (3)
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The unit of saline concentration is (mg/cm2), taking into account the exponential decrease of saline
deposition rate with time (saline concentration and deposition velocity has a proportional relation,
thus Equation (3) can be rewritten as Vdep = Vdep0e−αt), and that, during a time period (t) as some saline
particles are deposited on the surface of insulators installed at certain distance from the sea, while
the remaining particles travel from the shoreline to a subsequent distance (x) driven by wind speed
(v). As a result, integration of Equation (3) can be expressed by Equation (4), where S is the saline
concentration at a distance x from seashore, S0 is the saline concentration at seashore, Vdep0 is the initial
deposition rate of a saline at shoreline, h is the thickness of the contamination layer on the insulator
surface and α is a coefficient of the deposition rate reduction that characterizes saline contamination
distribution and its influence on deposition rate.

S = S0e(
vdep0
αh )[e(

−αx
v )−1] (4)

where t = x
v .

The coefficient of deposition rate reduction is directly influenced by saline particles that are
distributed near the shoreline. Considering that saline deposition on an insulator surface corresponds
to saline particles that influence and remain on its surface during migration of saline from shoreline to
inland and assuming that there is a proportional relation between saline flux (Φ), which depends upon
insulator weather sheds and environmental characteristics and saline deposition (D) on the insulator
surface. This can be expressed by a simplified relationship:

D = Φ(VS) (5)

where Φ is capture efficiency constant for the saline, which depends upon climate conditions and
outdoor insulators, V is the wind speed and S is the saline concentration. On the basis of these
assumptions and as a consequence, Equation (4) can be integrated, simplified and rewritten as:

D = D0e(
vdep0
αh )[e(− αx

v )−1] (6)

where D0 is the saline deposition on the insulator surface at a certain distance from the shoreline and D
is the saline deposition on the insulator surface from shoreline to inland. Equations (4) and (6) combine
the proposed model of saline transportation and deposition from shoreline to inland on the insulator
surface. Thus, Equation (4) represents the saline concentration variation across the seashore regime
and Equation (6) represents the saline deposition rate on the insulator surface across the same regime.
Contamination deposition mechanisms rather than gravitational settlement, like high speed wind and
the scavenging effects due to heavy rainfall or dense fog precipitation were also considered at this
stage in the model and related experimental investigations are presented.

The proposed model, which is based on a physical phenomenon, can be used to allow for the
action of saline particles generated at sea and to account for the saline concentrations and deposition
on the insulator surface near the shoreline. The aim of the proposed model is to observe the action of
different input variables individually. Thus, simulations were done taking as a reference Equation (6)
to find the saline deposition on insulator surface at different wind speeds and distances from shoreline.
Saline deposition on the insulator surface represents the severity of saline transportation from the
shoreline. Figure 2 indicates the saline deposition behaviour, when average wind speed varies in a
range between 4.0 to 12.0 ms−1. Figure 2 clearly shows that increase in wind speed contributes to
migrate more saline ions further from shoreline, however, when wind speed was higher than 12 ms−1,
the migration of saline ions tended to be constant. Consequently, saline deposition on the insulator
surface increases at fixed distance from shoreline. Moreover, insulator surface deposition significantly
decreases with increasing the distance from shoreline to inland. For the simulations displayed in
Figure 2, the conditions used were with variable wind speed and initial deposition rate, assuming the
constant of coefficient of deposition rate reduction α (0.01 s−1), which depends on insulator surface
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and environmental characteristics, derived from α = eA.T × Vdep
vh , where A is total area of the insulator

sheds and T is ambient temperature.

Figure 2. Simulated analysis of the model.

2.3. Saline Penetration and Moisture Diffusion

Saline and moisture migration are two important processes for studying the long-term durability
of high-voltage insulators. The interaction between saline penetration and moisture diffusion become
more important for high voltage insulator materials subjected to repeated wetting and drying cycles
near the shoreline. Various other environmental stresses can also influence these. They will vary
depending upon airborne saline particles and moisture levels in a marine environment. The saline
penetration and moisture absorption on the insulator surface near the shoreline is usually caused by
saline water spray carried by the prevailing winds coming from the coast [23]. It is a complex process
that involves heat and mass transfer. Due to constant wetting rate, heat and mass transfer processes are
much less important than diffusion and penetration processes. In this case, diffusion and penetration
can be considered as one-dimensional, and numerical methods are required to solve it. The simulation
was performed using COMSOL Multiphysics software. A 2-dimentional model was developed in
COMSOL Multiphysics and two boundary conditions were considered for the simulation, as shown in
Figure 3. The technical specifications of the 2-D model are summarized in Table 1. The first condition
related to a fiber reinforced plastic (FRP) rod, was impermeability, so that saline concentration and
moisture content were considered to be equal to zero. The second boundary was related to the insulator
surface, for direct saline penetration and moisture diffusion. During the simulation work, saline ions
and moisture struck and penetrated the silicone rubber (SiR), a process which may be described by
Fick’s Second Law of Diffusion, assuming constant diffusivity and direct saline binding. This law is
expressed by Equation (7):

∂S
∂t

= D
∂2S
∂2X

(7)
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where S is the saline penetration (mg/cm2) as a function of time (t) at a distance X from the shoreline
and D is the diffusion coefficient of moisture. The solution for saline penetration and moisture diffusion
on insulator surface is given by Equation (8). The error function (erf ) may be determined from the
standard table of Fick’s law.

S(x, t) = SC(1− er f
X

2
√

D
) (8)

Figure 3. Two-dimensional (2-D) geometry used in simulation.

Table 1. Parameters of 2-D insulator model.

Insulator Type Leakage Distance (cm) Shed Spacing (cm) Shed Diameter

Silicone rubber 40 3 12

The model provides the estimation of the local saline penetration and moisture concentration along
the insulator pollution thickness. Figure 4 shows a simulation from the beginning of the penetration
and diffusion process to the end of it. The curves of penetration and diffusion into the insulator sample
were a two-stage growth process such as that for wetting and drying. The saline penetration in the
water film increases non-linearly with the development of moisture concentration. As this process
unfolds, the saline dissolved in water steadily gathers at the top of the water film. It can be clearly
seen that, at the beginning of penetration and diffusion, the initial rapid growth is followed by a
slowdown and ultimately drifts towards saturation. Thus, it can be concluded that the transfer of
moisture significantly accelerates the penetration of saline ions on SiR materials, this method can also
be used on other types of insulator models such as porcelain and glass. The negative sign with error
function (erf ) in Equation (8) states that increasing the accumulate moisture in wetting condition has
the effect of increasing diffusion and penetration of saline on the insulator surface.
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Figure 4. Characteristic curves of saline concentration and moisture diffusion.

3. Modelling of Dry Band Initiation and Formation

The development of a dry band formation on the surface of a silicone rubber model in normal
cold fog can be mathematically formulated by considering the energy balance equation, which can be
expressed as:

Energy in = Energy out + Energy related to change in and on insulator surface
In our case, the energy balance equation can be expressed as:

WLC = WΔT + Wevap. + Wcond./conv. (9)

WLC = Energy generated by leakage current
WΔT = Energy generated by change in temperature
Wevap. = Energy loss by evaporation due to ambient temperature
Wcond./conv. = Energy loss by convection and conduction

The model of dry band formation and initiation is shown in Figure 5. Evaporation is an important
factor in cold and normal fog conditions in winter and early spring. Before the formation of the
dry band, the voltage gradient along the insulator surface is uniform and its relationship to surface
resistivity is:

Es = ρs·Js (10)

where subscript s represents the surface of insulator, Js is the surface current density, Es is the electric
field intensity per unit area and ρs mass of air per unit volume on insulator surface. Equation (11)
shows the relationship between current density and variable dry band length,

Js =
I

ΔL
(11)

where ΔL is the variable length of dry band with surface current density.
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Figure 5. Modeling of energy balance on moistened insulator surface.

The power dissipated per unit area of the insulator surface is:

p = ρs·J2
s (12)

Due to the dissipated power the temperature of the pollution layer is rising because of heat
transfer with the surroundings. Due to heat transfer, the temperature and dry-band area increased
by ΔT and Δs·d(Δs), respectively, in a short period of time dt. Cold fog is made of condensed water
droplets which are the result of a humid air mass being cooled to the dew point where it can no longer
hold all of the water vapor.

Therefore, the corresponding volume d(ΔL)·l, and mass of cold fog is ρs·d·(ΔL)·l. Heat consumed
by the evaporation process is given by:

Wevp. = −Le· ρs·d(ΔL)·l (13)

where Le is the latent heat of fog.
The resistance of the dry band region is l/Δs. 1/σ due to a small volume of length L. Hence the heat

generated by the current in AC system is:

WLC =
1
σΔL

·l·(JS ΔL)2 (14)

The conduction of heat is determined by the temperature difference between cold fog and insulator
surface Hcond(Tf − Ts) per unit area. The convection of heat between cold fog and the air interface on
the insulator surface is Hconv(Tf − Ta) per unit area.

The change in temperature of cold fog is in relationship with specific heat as ΔT·mCh. The latent
heat of cold fog to moisture due to evaporation is Δm·Lm. Surface resistivity changes with change of
temperature along insulator surface length l in a short period of time dt so that:

WΔT = Ch.ρs·ΔL·l·d (15)

where ρs is the medium density.
If the volume of moisture is very small and does not interact with the air or insulator surface,

then there is no convection or conduction. If it interacts with the insulator surface, then the area of
interaction is ΔAm·ρ·l. In a short period of time dt, the dissipated heat is given by:

W cond
conve

= Hc
(
Tm − Tp

)
· ΔAm·ρ·l·dt (16)
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By combining Equations (13)–(16), we obtain:

l
σΔL ·l·(JS ΔL)2 ·dt

= −Le·ρs·d(ΔL)·l + Ch·ρs·ΔL·l·dt + Hc
(
Tm − Tp

)
· ΔAm ·ρ

·l·dt
(17)

If the distribution of current is uniform along the insulator surface, then Δ can be neglected. Then
by dividing both side of Equation (17) by l· dt

L Equation (18) is obtained:

l
σ
(JS )2 = −Le·ρs·L·dL

dt
·l + Ch·ρs·L· l·dt + L·Hc

(
Tm − Tp

)
·Am−p (18)

From Equation (18), it can be noted that there are five (σ, L, T, ρs and t) essential and critical
physical parameters involved in the dry-band formation and arcing on the insulator surface. As L is
the length of the dry band region, the drying rate can be calculated by using small steps dL/dt until L
becomes zero. This is the point where time to dry band arcing on insulator surface will be started.
The dry band is completely formed when the area L on the insulator surface becomes zero where the
leakage current is intermittent.

4. Partial Arc Electric Model of Dry-Band Flashover

Several researchers have worked to make useful contributions to this subject [1,24]. However,
there are several key shortcomings in the models presently available. The present model capable
of handling both uniform and non-uniform distributions pollution on the surface of insulators is
more relevant. There are several aspects on which arc resistance and dry-band formation depend.
The models assume that if a dry band can be formed and if the arc is able to bridge the dry band will
continue propagation with different contamination degree. The dry band arcing is modeled mainly
in two stages: First the formation of dry band and initial arc and second the arc propagation and
arc bridging.

A thorough understanding of all aspects of flashover mechanism on an insulator surface is
required to explore the subject further. Such a task would necessarily include an investigation of
dry band arcing under different contamination levels along the leakage distance. Propagation of the
alternating current (AC) surface flashover on polluted insulators is a complex phenomenon. The length
and intensity of arcs may change in milliseconds. The arc is only highly ignited in the period of peak
voltage, while during reaming periods the arc ignites and reignites following the voltage. Despite the
complexity of the mechanism involved in dry-band arcing, many simplifying assumptions can be
made in order to obtain an acceptable mathematical modelling.

The growth of the dry band and the dry-band arcing characteristics method have been well
reviewed by Jolly and Poole [25] but their model will be extended here based on fundamental
mathematical equations. The model was used for the analysis of the growth of the discharge with
different contamination degrees along the leakage distance of specimen. The test procedures were
as follows:

CASE 1:

In this case the sample leakage distance is divided into two sections L1 and L2 while the
corresponding surface conductivities and surface resistances are σ1, σ2 and ri1, ri2, respectively,
as shown in Figure 6. L1 is the high voltage side and L2 the grounded side. Section L1 was lightly
polluted while L2 was polluted with heavy pollution levels. The hydrophobicity of the high-voltage
side L1, is higher than that of the grounded side L2. Due to this difference, the arc cannot develop
along the entire surface and its length is less than L1 due to surface strength, as shown in Equation (23).
As long as the arc length is smaller than section L1, very small parts of L2 can hardly influence arc
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length X. In this case, it may assume that the probability of subsistence of surface flashover at energized
condition is very low.

Figure 6. Polluted insulator model for dry band arcing with X < L1.

If the heavily contaminated surface is located at the grounded side, the influence of the totally
hydrophilic section (L2) on arc length X can be described as follows:

L = L1 + L2 (19)

Then the resistance of heavily polluted section L2 that could not have connected with arc X can be
written as:

Ri = ri1(L1 − L) + ri2(L2) (20)

It is a well-known fact that current is necessary to sustain and ignite the arcing process on the
insulator surface so that it can be derived from the Obenaus model [26] and rewritten as:

I =
[

nNX
ri(L−X)

] 1
1+n

(21)

It is assumed that constants n and N for arcs and insulator are comparable. From Equation (21),
we can find the critical arc length Xc of the composite insulator that relates to section L1 as follows:

Lim(X→ Xc) =

[
Xn1N1

ri1(L1 − L) + ri2L2

] 1
1+n1

(22)

Equation (23) can be written in terms of sectional lengths and the ratio of surface conductivities and
resistivities, and the root of an arc is close to section of L2 of resistance per unit length. The relationship
of Equation (24) shows that the L1 leakage distance section, bridged with the arc, does not influence arc
length X.

Xc <

[
N1

ri1

] 1
1+n1

(23)

Xc =

[
L1 + kL2

1 + n1

]
(24)

The simplified relationship of the surface conductivities and resistivities of sections L1 and L2 can
be expressed as: k = ri2

ri1
= σ1
σ2

where σ1 and σ2 are surface conductivities and ri1 and ri2 surface resistance of sections L1 and L2.

CASE 2:

In this case the section L1 was heavily polluted while L2 lightly polluted. It is assumed that
the specimen is totally hydrophilic only near a high-voltage side, as presented in Figure 7. This
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consideration is due to long-term operating conditions. If section L1 is hydrophilic as compared to L2

then what influence of hydrophilic section of the creepage distance L1 has on the arc length X.

Figure 7. Polluted insulator model for dry band arcing with X > L1.

When arc length X connected with section L2 with reduced k-times is on the lightly polluted and
more hydrophobic section, then the leakage distance of the sample corresponding to L2 can be written
as Equation (25).

L2 = L2 + kL1 (25)

Lim(X→ Xc) =

[
Xn2N2

ri2(L2 + kL1 − L)

] 1
1+n2

(26)

Xc>

[
N2

ri2

] 1
1+n2

(27)

Xc =

[
L2 + kL1

1 + n2

]
(28)

The relationship indicates that the L1 section of creepage distance connected with the arc but
practically L2 does not have any influence on a critical arc length Xc. To figure out the reason, it can be
assumed that discharge current and arc length X is increased resulting in a heavy pollution level and
more hydrophilic surface near high voltage end, and at a certain level of contamination, as described
in the division of sample creepage distance, uneven potential distribution on the specimen occurs that
ignites the arc along section L1 that causes an immediate extension for section L2 resulting in a sudden
surface flashover occurring.

5. Experimental Setup and Results

Characteristics of Dry-Band Formation

The most significant factors on the surface flashover voltage are the number, location and length
of dry bands. The initiation and formation of dry band is due to many factors, such as voltage,
contamination type, amount and distribution, and various environmental stresses. It is a well-known
fact that, when wet and polluted insulators are energized, discharge current causes Joule heating
to form dry bands. Joule heating drives the low resistance layer and evaporates wetting. Drying
is more intense where the current density is high. As a result of more evaporation, more small dry
bands are formed on the surface. The discharge current is associated with dry band length and if the
length is sufficiently long the discharge current will decrease and the arc will extinguish, resulting in a
surface flashover. Thus, a comparison is made between the dry band initiation and formation under
uniform, non-uniform and discontinuous non-uniform contamination distribution on specimens. The
investigation is based on contamination layer parameters, such as conductivity, layer thickness and
length, and insulator surface dielectric strength. The reference insulator with no sheds consisted of two
main parts. One part was a silicone rubber plate sample of rectangular shape (12 cm × 4 cm × 8 cm),
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mechanically connected with electrodes, one of them connected to a high voltage alternating current
(HVAC) power source with AC voltage of 0–100 kV at 50 Hz, and the other one grounded as shown in
Figure 8. The electrodes were made of 0.9 mm thickness copper. The contamination along the leakage
distance was achieved by solid layer method has been given in IEC-60507, 1991, by brush applications
of different conductivities. For experimental work the 69 kV AC test voltage was produced by a 10 kVA,
100 kV, and 50 Hz transformer. The supplied voltage can be increased manually or automatically at a
rate of 1 kV/s. In the experimental setup, the analysis and processing units comprised a high frequency
current transformer, a protection circuit, a LeCroy digital storage oscilloscope and a personal computer.

 

Figure 8. Experimental set up.

For sample contamination, the ratio of equivalent salt deposit density (ESDD) to non-soluble
deposit density (NSDD) was 1:4. The values of ESDD and NSDD with contamination values are shown
in Table 2.

Table 2. Contamination values.

Contamination Type ESDD (mg/cm2) NSDD (mg/cm2)

Uniform 0.200 0.850
Non-uniform 0.080 0.350

Initially, the distribution of voltage and layer resistivity was uniform and the sample surface
infrared pictures were uniformly heated, as shown in Figure 9. This confirmed that contamination
layer conductance was also uniform. As the surface becomes wet, resistivity decreases and discharge
current increases. This condition is not resilient due to slightly higher resistance in some segments of
the sample surface with exceeding voltage gradient in these sections. The dissipation of heat is higher
at these locations such that they become dry more rapidly than the remaining surface, forming dry
bands. It is clearly shown that only small dry bands are formed near the high voltage electrode as well
as near areas with higher electric field strength. However, as opposed to non-uniform contamination
distribution, the dry bands do not tend to elongate towards the ground electrode.

 

Figure 9. Dry-band development with uniform contamination record by infrared camera.
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Under non-uniform contamination distribution, however, the leakage current is increased, soon
leading to reduced surface conductance, as shown in Figure 10a. This strongly indicates the drying
part of the non-uniform contamination distribution by the heated area of the conducting layer, with the
expected formation of a complete dry band. Initially the dry band formed at the high voltage electrode
is followed by a series of small discharges that gradually scatter on other part of specimen. These
discharges move towards near the ground electrode region and take the form of an arc-like discharge.

On the other hand, Figure 10b shows the infrared images of dry band discharges with discontinuous
non-uniform contamination distribution. It is clearly shown that the extinction of the discharges is
frequently followed by reignition, temporarily bridging the other dry bands. At this state, leakage
current is at its maximum value just before the start of the discharge phenomenon. It is also observed
that under discontinuous non-uniform contamination the insulating surface achieves its highest
dielectric strength when the specimen conductive surface carries a lot of wider dry bands located at
different locations of the specimen. Multiple dry bands created at same time on an insulating surface
have the ability to weaken the field strength of each other. Therefore, with the existence of multiple
dry bands the field strength of each one is normally less than when it is individually created. If a
number of dry bands are formed, then after a short period only one will remain and due to its higher
resistance almost all the voltage will be dropped across this dry band. The dry bands formed under a
discontinuous non-uniform contamination layer may be considered as a potential barrier which may
efficiently weaken the dielectric strength and develop a large voltage drop on outer dry bands.

Figure 10. Dry-band development recorded by infrared camera: (a) under non-uniform contamination;
(b) under non-uniform discontinuous contamination.

Results obtained indicate that with discontinuous nonuniform contamination distribution,
dry-band elongation on the full leakage distance took 6 minutes, and that after 8 minutes there was a
sharp rise in dry band elongation with multiple dry bands. However, with a uniform contamination
layer, dry-band elongation took place only up to the 40% of the total length in 6 minutes. After that
there was no more elongation of dry-band length.

6. Comparison of Models with Experimental Results

6.1. Inspection of Dry-Band Formation

This section describes the difference between the mathematical model and the test results. It is
noted that in the model there is a smooth increase of resistance at the initiation and development of
dry bands, while in the test the dry bands outset suddenly as shown in Figures 9 and 10. In the model
(Section 3), it is anticipated that the dry band is initiated when the moist layer becomes wet. When
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the ΔL is very close to zero, it is shown that the dry band width is increased. However, this period
is difficult to measure in the experiment. Therefore, the dry bands developed before the moisture is
totally vaporized. The critical phenomena of moist film before the dry band forms are illustrate here.
The equilibrium of forces between moist contact interfaces on insulator surface can be derived by the
Young–Dupre equation:

λmCos θ = Rs (λs − λms) (29)

In Equation (29), the Rs is the surface roughness coefficient which depend upon the material
condition, θ is the contact angle in degrees between moisture and material surface, λm is the surface
tension of moisture, λs surface tension of material surface and λms is the interfacial between the
moisture and material surface.

This section explains the phenomena that observed during the experiment. For a moisture layer
on the material surface, we anticipated the equilibrium state is stretched first. When the surface was
hydrophilic, the length of dry bands varied from ΔL to L. However, as the moisture layer is being
evaporated, the moisture layer becomes thinner and thinner, and therefore the interfacial force λms

decreases. At this point the discharge current is cut off, which caused an increase of the local electric
field. Therefore, the dry band’s initiation and development are started. Once the dry-band arcing is
started, the arc temperature would dry the remaining part of moisture layer. At this stage, the surface
is not fully dry, the dry-band arcing is weak and causes a number of multiple dry bands, which is
observed in tests as shown in Figure 11.

Figure 11. Interfacial equilibrium between water and sample surface.

6.2. Onset of Dry-Band Arcing

To validate the model, the experimental results of dry band arcing, arc extension and surface
flashover were compared with those of the proposed mathematical model. For the experimental
analysis two scenarios were configured as those on the mathematical model: (1) high-voltage side with
heavy pollution, whilst the grounded side was lightly polluted, and (2) high-voltage side with light
pollution and grounded side with heavy pollution. These pollution scenarios are commonly seen in
the field under the operating conditions to which are exposed insulators located near the shoreline and
at sites with dominant winds speed [27–30].

In the first scenario (Figure 12), when voltage is applied to a sample, local arcs are first initiated on
the heavily contaminated side/part, which is essentially due to higher discharge current. The discharge
current causes ohmic heating to form multiple dry bands. The voltage across the dry bands which
were usually the low conductive surface parts caused air break down. This caused the dry bands to
be moved towards the lightly contaminated part which became electrical in series with the heavily
contaminated part of the surface. Multiple dry bands spread out onto the sample surface and nearby
the electrodes, and then some of the dry bands were bridged by local arcs. Local arcs ignited and
reignited many times, and then gradually developed over the surface to connect to the other arcs, thus
increasing the total length of the arcs.
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Figure 12. Image of dry-band arcing activity progression.

On the other hand, in the case of the second scenario (Figure 13), the dry-band arcing did not
initiate suddenly, as the section with light contamination levels, which is more hydrophobic than the
other section, can strongly limit the development of the discharge current. It was found that if the
length of the arc is equal to the length of the considered leakage section (such that the considered section
is completely bridged) then the arc will propagate over to the next section and that the contamination
level of the remaining part of the sample will have little effect on dry-band arcing. The experimental
results obtained show that the surface strength and arc length mainly depend on the leakage distance
and contamination distribution.

Figure 13. Image of discharge activity progression.

From the above results, it can be concluded that due to voltage drop along an arc channel the arc
root transfers the potential of the electrodes next to the lightly contaminated section of the leakage
distance. If the potential is sufficiently high, then after attainting the edge of the lightly contaminated
section of the leakage distance, arc extension surface flashover will occur on the specimen. Surface
flashover instantly occurs and is not connected with the partial arc’s development. It was also observed
that on the lightly contaminated section, the drop of tangential component of electric field does not
exit. However, it can be observed mainly along the heavily contaminated section of the specimen.

6.3. Impact of Wind Velocity on Surface Flashover Characteristics

To obtain the effects of the wind velocity on the surface flashover characteristics of composite
insulator. The AC surface flashover process of polluted insulator was observed at 0 m/s, 2 m/s, 4 m/s,
8 m/s 10 m/s and 12 m/s wind velocities, respectively. The tests were carried out under two conditions.
One was wind but no contamination deposition condition and other was wind with contamination
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deposition condition. In order to wet the surface of insulator and contamination distribution uniform,
θ= 90◦ was selected between wind direction and insulator axis. During the experiment, the relative
humidity was sustained in between (80%–90%) in the environmental chamber, which helped to bond the
saline mixtures on the insulator surface, and the temperature was maintained between 0 ◦C and 2 ◦C.

During tests it was observed that, when the wind velocity bellowed 8 m/s or less as shown in
Figure 14, the fog drifts slowly, and approached the surface of the insulator all around it. Simultaneously,
the influence of contamination on surface flashover voltage was continuous due to the result of the
wetting and drying process on insulator surface. Although at some moment the effect of moistening
was larger and the surface flashover voltage was higher; while other, the effect of drying was larger
and the surface flashover voltage was lower. Therefore, the value of surface flashover voltage changed
by a big margin at 8 m/s and for lower wind speed values. Thus, the lowest value was selected as the
surface flashover voltage value. However, when the wind velocity is higher than 8 m/s, the mist drifts
very fast. The fog cannot completely approach with the insulator surface, so the drying effect was
higher than the wetting effect. At this situation, the flashover voltage was relatively low and stable
as compared to lower wind velocities, thus the average value was preferred as the surface flashover
voltage value. From Figure 14, it can be clearly seen that when the wind velocity bellows up to 8 m/s,
the surface flashover voltage diversifies by a big margin, the lowest higher than the normal down
32.9%, and when the wind velocity higher than 8 m/s, the surface flashover voltage gradually decreases
steadily and at 12 m/s surface flashover voltage is lower than the normal flashover voltage 6.2%.

Figure 14. Influence of wind on surface flashover characteristic.

6.4. Effect of Conductivity and Pollution Layer Length of Surface Flashover

The dimensioning of insulators with respect to contamination is always done based on the
performance characteristic of real insulators under uniform artificial contamination. However, due to
the shape and in-service position, climate conditions and following the action of electrical stresses,
the outdoor high-voltage insulators are actually contaminated in a non-uniform manner. The surface
flashover of a uniformly contaminated insulator can be defined by a one dry band arc connected in
series with a resistance of the contamination layer. In contrast, for insulators with a non-uniform
contamination layer, several dry-band arcs can ignite simultaneously over their contaminated surface
and may develop to a full surface flashover. This section is made to investigate the effect of uniform,
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non-uniform and discontinuous non-uniform contamination layer parameters, such as the conductivity
and the length of the contamination layer on the material surface. Surface flashover tests are carried
out following the same procedure as presented in [30].

The results of the present work and the other investigations [31] are approximately close. However,
the surface flashover voltage of the present work and the work carried out by [32] are slightly lower than
the surface flashover voltage with natural contamination. The main reason for this is that ions solubility
of marine specification salts in artificial contamination almost slightly varies in fog, but it is not in the
case of natural contamination deposition such as desert and ash, which contains weaker electrolytes.
Also, the other most significant factor on the flashover strength is the length of the pollution layer.
These results agree with that mentioned in [31] and would explain the observations that artificially
contaminated insulators do allow surface flashover voltage lower than those naturally contaminated
for the same conduction and climate conditions. It is clearly shown in Figures 15 and 16 that the
length of contamination layer significantly affects the surface flashover voltage. The dielectric strength
decreases with increasing of the conductivity layer. Finally, there is another strong effect observed on
surface flashover due to the contamination class. It perceived that surface flashover strength is higher
with uniform as compared to non-uniform and non-uniform discontinuous contamination distribution.
Figure 16 shows the variation of surface flashover voltage with different pollution layer length under
different types of contamination deposition. We can observe that surface flashover voltage decreases
when the length of the pollution layer increases. It elapses from 36.2 kV with a uniform distribution to
33.1 kV for a surface entirely contaminated with a non-uniform discontinuous.

Figure 15. Surface flashover voltage versus the pollution layer conductivity with various
contamination class.
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Figure 16. Surface flashover voltage versus the pollution layer length for different contamination class.

7. Conclusions

In this paper, a novel mathematical model is presented to understand the sea salt migration and
deposition on high-voltage insulators near shoreline. The model introduced a new phenomenon based
on saline transportation and deposition. Based on this, two more mathematical models were presented
to understand the phenomenon of dry-band initiation and formation, as well as the behaviour of
dry-band arcing with two different conduction states of the contamination layer on the insulator
surface. Based on these, the following conclusions could be drawn:

1. From simulation and experimental work it was found that the pollution accumulation rate on the
insulator surface increases with the increase of wind velocity and decreases with the increase
of distance from shoreline to inland. However, when wind speed was higher than 12 m/s, the
contamination density tended to be constant.

2. It was also observed that the transfer of moisture significantly accelerates the saline ions’
penetration on the insulator surface.

3. The dry-band initiation and formation model presented is based on the energy balance equation.
The integration of this equation results in a variation of dry-band length under moisture
evaporation on the insulator surface. With the reduction of dry-band length, the surface resistance
increases, which increases the discharge current on the insulator surface. The conduction and
convection processes increase the surface resistance. It was observed that under this process
single and multiple dry bands appear on the insulator surface.

4. Discontinuous non-uniform contamination distribution of the insulator surface leads to multiple
dry bands and lower surface flashover voltage as compared to uniform and non-uniform
contamination distribution.

5. A dry band arcing model was developed. It showed that the insulator surface strength and arc
length mainly depend on the distribution of the pollution layer and leakage distance. The results
obtained show that the configured scenarios are trustworthy to detect the dry band arcing on
the insulator surface with different contamination distribution. The obtained dry-band arcing
initiation and elongation rate confirm the efficiency of the proposed model.
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Abstract: Experience shows that under unidirectional wind or certain terrain, the surface of post
insulators is non-uniformly polluted between windward and leeward sides, which affects the flashover
characteristics. In this paper, a formulation of residual pollution layer resistance was proposed under
this non-uniformity and a typical post insulator was taken as an example to analyze and calculate its
residual resistance. The theoretical resistance was verified by numerical simulations using COMSOL
Multiphysics. The proposed resistance formulation was then implemented in a DC flashover dynamic
model to determine the flashover voltage (Ucal), which was validated by artificial flashover tests.
Then the factors affecting DC flashover voltage were analyzed. Research results indicate that: the
residual resistance formulation agrees well with simulation results, especially when the arc length
exceeds 70% of the leakage distance. The good concordance between theoretical and experimental
flashover voltages with most relative error within ±10%, validates the flashover model and its residual
resistance formulation. Ucal gets impaired under this non-uniformity. The degree of reduction is related
to salt deposit density ratio (m) of windward to leeward side and leeward side area proportion (k).

Keywords: post insulator; non-uniform pollution between windward and leeward sides; residual
resistance formulation; flashover dynamic model; artificial flashover tests; flashover characteristics

1. Introduction

Post insulators, which are widely used in substations and converter stations, play an important
role in electrical insulation and mechanical support in AC and DC transmission systems. Natural
contamination characteristics indicate that there exists non-uniform pollution distribution on the
insulator surface, which behaves in three types: non-uniformity between top and bottom surfaces, along
the insulator length, and the transverse direction [1]. After long-term operation, the contamination
on the leeward side of insulators is more serious than the windward side, due to wind direction and
rainfall angle on the site, resulting in an easily-identified boundary between them [2–4], as shown in
Figure 1. The contamination at the insulator surface is wetted partially or totally in the conditions of
light rain, dew, or fog, which lowers the electrical characteristics of insulators [5,6].
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Figure 1. Non-uniform pollution between windward and leeward sides on insulator surface.

At present, the main research on contaminated insulators includes contamination characteristics
and flashover model. Plenty of studies have been conducted through pollution tests, simulations and
mathematical models. For example, literature [7,8] present two different techniques, a multi model
partitioning filter (MMPF) and an artificial neural network (ANN), and use the real contamination data
for MMPF modeling and the ANN training. Research results indicate that both techniques can predict
accurately the ESDD (equivalent salt deposit density) of suspension insulators in different conditions
of wind velocity, ambient temperature, rainfall, and so on.

In the aspect of flashover model which this paper focuses on, much research has been conducted [9–13].
In literature [9], the insulator was partitioned into triangular elements and the finite element method
was adopted to determine potential distribution, pollution layer resistance, and flashover voltage.
Literature [10] presented a refinement of residual resistance formulation applied to insulator open
model taking into consideration the non-uniformity of current density, where the correction factor
was determined by numerical simulations. The flashover dynamic model based on the corrected
formulation shows good accuracy compared with experimental results. In literature [11], a 2D model of
the insulator surface was established and the residual resistance and the leakage current were obtained
with the finite element software. Then the resistance and current were applied in a numerical model
to predict flashover voltage. In literature [12], The residual resistance was evaluated under different
radii and positions of arc root by building 3D model in COMSOL Multiphysics. The simulation
results demonstrate that the relationship between the residual resistance and arc length is nonlinear.
Literature [13] proposed a flashover model where the pollution layer was equivalent to a rectangle.
The arc was modeled by its root which was considered as an equipotential surface. However, the
above research mainly focuses on the residual pollution layer resistance and flashover models under
uniform contamination, and there are few studies on non-uniform pollution between windward and
leeward sides.

The existing research on non-uniformity between windward and leeward sides is principally
aimed to study the flashover characteristics by artificial flashover tests and test samples are mostly line
suspension insulators. The related research results [14–17] reveal that, under this non-uniformity, the
flashover voltage of suspension insulators decreases compared with uniform pollution. In literature [14],
DC flashover tests using 7-unit suspension insulator string were carried out under this non-uniformity.
Research results indicate that a reduction in the ratio W/L from 1/1 to 1/15 gave a median 35% ± 4%
decrease in flashover strength, where W/L is ratio of the salt deposit density (SDD) on the windward
side to that on the leeward side. Similar conclusions can be found in reference [15]. AC flashover tests
were presented in literature [1,16] under this non-uniformity and what makes a difference is that there
is a slighter decrease of flashover voltage than DC. Literature [17] studied flashover characteristics
when insulators were polluted non-uniformly along circumference (similar to non-uniform pollution
between windward and leeward sides), and preliminarily analyzed the relationship between flashover
voltage and area of heavy contaminated area. However, post insulator is distinguished from suspension
insulator by its geometrical structure. At present, few studies on flashover model of post insulator
under non-uniform pollution between windward and leeward sides have been carried out and its
flashover characteristics are still unclear in this case.

In this paper, taking a typical post insulator as the sample, the influence of this non-uniformity on
DC pollution flashover characteristics was presented systematically through calculating the residual
pollution layer resistance, resistance simulation validation, calculating flashover voltage by the DC
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flashover dynamic model and carrying out artificial flashover validation tests. Based on previous
work [10,12,14,15], the contribution of this paper is to propose a non-uniform residual resistance
formulation by calculating in different regions, which takes into account the arc root radius, salt deposit
density ratio (m) of windward to leeward side and leeward side area proportion (k). The DC flashover
dynamic model, which considers time-varying arc root radius and leakage current, is validated by
experimental results under different m and k. Finally, the DC flashover characteristics of post insulator
are analyzed. The research results provide experimental data and theoretical support for further
revealing the electrical characteristics of post insulator and improving the external insulation selection.

2. Analysis of Residual Pollution Layer Resistance for Pollution Flashover Dynamic Model

For insulators of any shape, the discharge process under uniform pollution can be analyzed using
a series model of partial arc and residual pollution layer according to the Obenaus circuit model [12,18],
as shown in Figure 2.

Figure 2. Obenaus circuit model.

When the partial arc is generated, with the electrode voltage drop ignored, the circuit model of
Figure 2 is described in DC by the following equation:

U = Uarc + Up = AxI−n + I·R(x) (1)

where U is the applied voltage (V); I is the leakage current (A); x is the arc length (cm); R(x) is the
residual pollution layer resistance (Ω); A and n are arc constant.

As R(x) is related to the arc root radius which is determined by the leakage current I, besides, x
and I influence each other at any time, therefore, the discharge process is dynamic. Based on Obenaus
circuit model, flashover dynamic model can be established to obtain flashover voltage and the key of
dynamic model is to find analytic expression of the R(x). So, the formulation of residual pollution layer
resistance will be discussed first before establishing the model in the following.

2.1. Residual Pollution Layer Resistance under Uniform Pollution

With respect to the studies on residual resistance, Obenaus [18] explained that the residual
resistance in series with pollution layer decreases as the arc propagates; Neumarker and Alston [12,18]
assumed that the resistance per unit length of the pollution layer is constant; Open model, proposed
by Rumeli [10,11], is to spread the insulator surface to a 2D equivalent surface. However, it is applied
only to a uniform current distribution; Wilkins [19] proposed a new formulation where the pollution
layer is equivalent to a rectangle and the constriction of current lines at the arc root is taken into
account, which improves the expression of residual resistance. However, according to the study in
literature [13,20], Wilkins formula cannot be applied to insulators with complex geometric shapes or
non-uniform pollution.

The geometry of post insulator is complex, which cannot be simply expanded into a rectangle or
equivalent to a cylinder to calculate its resistance. Considering current density distribution at surface is
not uniform due to current lines constriction at the arc root, when partial arc is established, rectangular
resistance model cannot reflect the non-uniformity. Therefore, it is assumed that a single dominant arc
contacts in series with a residual pollution layer through the circular arc root. With thermal effects
of partial arc and pollution layer ignored, the residual pollution layer resistance can be expressed as
the resistance between two circular electrodes with different radii at the insulator surface, as shown
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in Figure 3. The two circular electrodes represent the arc root and the middle rod of post insulator,
where r0 is the arc root radius; r1 is the rod radius, and the conductivity of the medium between two
electrodes is pollution layer conductivity.

Figure 3. Schematic diagram of residual pollution layer resistance.

The resistance between two circular electrodes on an infinite conductive plane can be expressed
as follow [21,22]:

R =
1

2πσe
cosh−1

∣∣∣∣∣∣∣D
2 − r2

1 − r2
0

2r1r0

∣∣∣∣∣∣∣ (2)

where σe is the surface pollution layer conductivity at the critical flashover moment, called effective
surface conductivity, S; D = L− x + r1, L is insulator leakage distance, cm.

σs is the surface pollution layer conductivity before a partial arc is generated. In previous studies,
the relationship between σe and σs can be expressed as [22]

σe ≈ 1.25σs (3)

The arc root radius is established to be [19]:

r0 =

√
I

1.45π
(4)

where I is leakage current, A.
Meanwhile, the actual arc root radius is much smaller than that of post insulator rod, i.e., r0 
 r1,

therefore, D2 − r1
2 − r0

2 ≈ D2 − r1
2, and D2 − r1

2 = (L− x + r1)
2 − r1

2 > 0.
Basing on Equations (3) and (4), Equation (2) can be simplified to:

R =
1

2.5πσs
cosh−1

⎛⎜⎜⎜⎜⎜⎝ (L− x + r1)
2 − r2

1

2r1
√

I/1.45π

⎞⎟⎟⎟⎟⎟⎠ (5)

Then the identical transformation of cosh−1 θ = ln
(
θ+

√
θ2 − 1

)
is applied to Equation (5) and

the residual pollution layer resistance can be expressed as follow:

R(x, I) =
1

2.5πσs
ln

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ (L− x + r1)
2 − r2

1

2r1r0
+

√√√√⎛⎜⎜⎜⎜⎜⎝ (L− x + r1)
2 − r2

1

2r1r0

⎞⎟⎟⎟⎟⎟⎠
2

− 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (6)

where surface conductivity of pollution layer σs is given in literature [23] by following relation:

σs = (369.05× SDD + 0.42) × 10−6 S (7)
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SDD is the salt deposit density of the whole insulator surface, mg/cm2.

2.2. Residual Pollution Layer Resistance under Non-Uniform Pollution between Windward and Leeward Sides

In the case of non-uniform pollution between windward and leeward sides, the actual
contamination at insulator surface can be approximated to two fan-shaped areas with different
pollution degree, as shown in Figure 4. Assuming that the salt deposit densities of the windward
and leeward sides are SDDW and SDDL respectively and the average salt deposit density is SDD, the
relation is as follows ⎧⎪⎪⎨⎪⎪⎩ SDD = SDDW ·SW+SDDL·SL

SW+SL

k = SL
SW+SL

, m = SDDW
SDDL

(8)

where SW and SL are the surface area of windward and leeward sides, respectively, m is salt deposit
density ratio of windward to leeward side which is less than 1 and k is the ratio of leeward side area to
the whole area.

 
Figure 4. Schematic diagram of staining.

According to the statistical data of the natural contamination site, it was found that m of
post insulator is between 0.17 and 0.76 and k is between 20% and 50%. Therefore, in order to
study quantitatively the influence of different non-uniform pollution distribution on DC flashover
characteristics, in the following model calculation and experimental validation, the value of m is taken
as 1/8, 1/5, 1/3, and 1/1; the value of k is set to 25%, 35%, and 45% and SDD is set to 0.05, 0.10, and
0.15 mg/cm2. Under different combinations of SDD, m and k, flashover voltage is calculated and
verified by tests.

σW and σL are the surface conductivity of windward and leeward sides, respectively. When the
pollution layer is at the same temperature and saturated enough, the surface conductivity of pollution
layer is proportional to the corresponding SDD [15,23]. Therefore, Equation (8) can be equivalently
transformed in the following form: ⎧⎪⎪⎨⎪⎪⎩ σWSW + σLSL = σsS

k = SL
SW+SL

, m = σW
σL

(9)

where σs is the surface pollution layer conductivity under uniform pollution; the relationship between
σW and σL can be established from Equation (9):

σW = mσL =
mσ

m(1− k) + k
(10)

Under non-uniform pollution between windward and leeward sides, partial arc is always first
generated at the leeward side, where the pollution degree is heavier, and propagates along its leakage
distance. The surface conductivity is proportional to the thickness of pollution layer [24], therefore, the
pollution layer resistance can be regarded as an overlap below and above of two conductive pollution
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layers with unequal areas, as shown in Figure 5. The surface conductivity should be (m−1 − 1)σW and
σW , respectively.

Figure 5. Conductive layers under non-uniform pollution between windward side and leeward side.

R1 and R2 are defined as the resistances of lower and upper conductive layer respectively, then
the total residual pollution layer resistance Rnon can be obtained by parallel calculation of R1 and R2:

Rnon =
R1R2

R1 + R2
(11)

where R1 can be calculated by Equation (6):

R1(x, I) =
1

2.5πσw
ln

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ (L− x + r1)
2 − r2

1

2r1r0
+

√√√√⎛⎜⎜⎜⎜⎜⎝ (L− x + r1)
2 − r2

1

2r1r0

⎞⎟⎟⎟⎟⎟⎠
2

− 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (12)

The area of upper pollution layer, where the current line density is relatively uniform compared
with the lower one, generally accounts for only 20% to 50% of the total area. Therefore, it is approximated
as a rectangular conductive thin layer, as shown in Figure 6.

Figure 6. Schematic diagram of the upper pollution layer resistance R2(x, I).

The length of the rectangle is L − x, the width is a = k·2πr1, and the residual resistance of a narrow
rectangular pollution layer can be calculated using the Wilkins formula [19]:

R2(x, I) = 1
2.5π(m−1−1)σW

[
2π(L−x)
T·2πr1

+ ln T·2πr1
2πr0

]
= 1

2.5π(m−1−1)σW

[
L−x
kr1

+ ln kr1
r0

] (13)

Substituting Equations (12) and (13) into Equation (11), the analytic expression of Rnon(x, I) can be
obtained:

Rnon(x, I) =
[k + m(1− k)] f1(x, I) f2(x, I)

2.5πσs·[(1−m) f1(x, I) + m f2(x, I)]
(14)
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where,

f1(x, I) = ln

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ (L− x + r1)
2 − r2

1

2r1r0
+

√√√√⎛⎜⎜⎜⎜⎜⎝ (L− x + r1)
2 − r2

1

2r1r0

⎞⎟⎟⎟⎟⎟⎠
2

− 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (15)

f2(x, I) =
L− x
kr1

+ ln
kr1

r0
(16)

Since the geometrical structure of each shed group is the same, one shed group with leakage
distance L = 30.69 cm and rod radius r1 = 6 cm, is taken as an example. When SDD is 0.15 mg/cm2,
R(x, I) is calculated respectively under two conditions of uniform pollution (m = 1:1) and non-uniform
pollution (m= 1:3, k= 25%). Residual resistance is a function not only of x but also of I. Based on previous
studies [15,25] on DC leakage current under uniform pollution, we can estimate approximatively the
leakage current under non-uniform pollution. In literature [25], the value of I is between 0 and 0.44 A
when SDD is between 0.06 and 0.25 mg/cm2; according to our previous flashover tests on uniform
pollution of this type of post insulator, when SDD ranges from 0.05 to 0.15 mg/sm2, I is between 0 and
0.86 A. By substituting above current range into Equation (4), r0 is between 0 and 0.43 cm corresponding
to SDD = 0.15 mg/cm2. In order to study the influence of arc root radius on R(x, I), two typical arc root
radii, r0 = 0.1 and 0.3 cm, are taken. Substituting m, k, L, r1, and r0 into Equations (6) and (14), the
relationship between R(x, I) and x is shown in Figure 7.

x

x

Figure 7. Relationship between residual pollution layer resistance and arc length.

It can be obtained from Figure 7 that:
(1) R(x, I) decreases nonlinearly with the increase of x under both uniform and non-uniform

pollution. The nonlinearity under uniform pollution is heavier than non-uniform pollution between
windward and leeward sides. When x reaches the leakage distance, R(x, I) drops close to zero.

(2) With the increase of x, the decreasing trend of R(x, I) tends to be sharper. For example,
for uniform pollution with r0 = 0.3 cm, when x exceeds about 70% of the leakage distance (about 22 cm),
R(x, I) significantly decreases, which is consistent with the phenomenon that critical flashover generally
occurs when arc length reaches 60%–80% of the leakage distance [15].

(3) Under certain x and r0, R(x, I) of uniformly polluted surface is larger than that of non-uniform
pollution. The decrease of residual pollution layer resistance may result in the difference of flashover
voltage when windward and leeward surfaces are non-uniformly polluted.

(4) Under certain pollution condition and x, when r0 is lower, R(x, I) becomes larger. The increasing
amplitude of R(x, I) decreases with the increase of x.

2.3. Comparative Results of Residual Pollution Layer Resistance

In order to verify the resistance formulation (14), the finite element model (FEM) is adopted for
numerical simulation, considering that it is difficult to measure residual pollution layer resistance at

144



Energies 2019, 12, 2345

the insulator surface during the development of arc on existing technical conditions. FEM techniques
are widely applied to the modeling insulator to analyze surface potential distribution and pollution
layer resistance [9–13]. In literature [10–12], 2D or 3D FEM models are established using COMSOL
Multiphysics, a commercial finite element software, to simulate and calculate the residual pollution
layer resistance. The results are in good agreement with the theoretical values.

Based on the actual geometry size of the post insulator, this paper applies COMSOL Multiphysics,
taking a group of large and small sheds as an example, to establish 3D model of surface pollution layer.
Assuming that the shape of arc root is circular [10,13], two typical arc root radii are adopted to simulate
and calculate the residual resistance for different arc root positions along the leakage distance. Then
the numerical values are compared with the theoretical values.

The parameters and structural diagram of the sample are shown in Table 1, where L1 is the
extended length of the large shed; L2 is the extended length of the small shed; H1 is the vertical distance
between two large sheds; H2 is the vertical distance between the large shed and small shed; D is the
diameter of the insulator; H is the insulation height.

Table 1. Parameters of post insulator.

Shed Parameters (mm) Leakage Distance (mm) Structure Diagram

L1 = 75

3528

L2 = 58
H1 = 69
H2 = 39
D = 270

H = 1050

Figure 8 is a 2D cross-section diagram of the pollution layer. The thickness d of pollution layer is
mainly related to NSDD (non-soluble deposit density) [26]. By gathering the wetted enough pollution
layer and measuring its weight, the thickness d of the pollution layer can be obtained approximately. Our
experimental results show d has an approximate relationship with SDD and NSDD in the following form:

d = [1.33× (SDD + NSDD) + 4.19] × 10−3cm (17)

 
Figure 8. Two-dimensional cross-section of the pollution layer.

In the 3D pollution layer model with thickness d, the volume conductivity σV can be expressed as
follow [10]:

σV = σS/d (18)
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For example, when insulator surface is uniformly polluted, SDD = 0.15 mg/cm2 and NSDD =
0.9 mg/cm2, d = 5.6 × 10−2 mm. σS = 55.78× 10−6S and σV = 0.996 S/m, which can be calculated by
Equations (7) and (18). Similarly, basing on Equations (7), (8), (17) and (18), σV of windward and
leeward surfaces can be calculated under different non-uniform pollution distributions.

The increase of arc length is achieved by changing the position of the arc root along the leakage
distance, so as to obtain the residual pollution layer resistance of different arc lengths. Using the current
physical field of COMSOL Multiphysics, the potential boundary condition is adopted by setting arc
root as an equipotential surface, applying a certain DC voltage (the value of the applied voltage has no
effect on the resistance calculation) at the arc root, and grounding the upper end of pollution layer at
the rod. The governing equations of the constant electric field are as follows:

J = σVE E = −∇V ∇J = 0 (19)

where J is volume current density, A/m2; E is electric field intensity, V/m; V is potential, V.
The conductive layers are discretized in finite elements. According to the simulation results with

different mesh sizes, the influence of FEM mesh size is not significant when the mesh quality is good
because the numerical results become stable gradually. Figure 9 shows an example of the numerical
results of current density and potential distribution when SDD = 0.15 mg/cm2, NSDD = 0.9 mg/cm2,
m = 1:3, k = 25%, and r0 = 0.3 cm. The color difference in the figure indicates the voltage drop, and the
red arrow indicates the current density. It can be obtained from Figure 9 that after arc is generated at
insulator surface, the current density distribution is quite non-uniform due to the constriction of the
current lines around the arc root. The current density decreases rapidly in the diffusion process to the
windward surface. Similarly, the potential distribution is also uneven, and the voltage drop mainly
occurs at the leeward side.

Leeward 

side 

Figure 9. Distributions of the potential and current density lines.

Then the leakage current I is calculated by integrating the current density at the grounding
electrode. The applied DC voltage is known, therefore, the resistance between the arc root and the
grounding electrode, that is, the residual pollution layer resistance, can be obtained. Figure 10 shows
the comparison between the numerical resistance values and analytical calculation by Equation (14)
under the above condition.

146



Energies 2019, 12, 2345

x

Figure 10. Comparison of R(x) between numerical values and analytical calculation.

As can be obtained from Figure 10:
(1) When the arc length is between 21 cm and 30 cm, that is, the arc root is located on the upper

surface of the large shed, the analytical calculation of R(x) gives results in very good agreement with
numerical values by COMSOL with a discrepancy lower than 6%.

(2) The discrepancy increases when the arc length ranges from 13 cm to 16 cm, that is, the arc
root is located near the rod, which may be caused by the complex geometric shape near the rod of the
post insulator.

(3) The analytical results obtained by the resistance formulation (14) are very close to the numerical
values when the arc length exceeds about 70% of the leakage distance, where the critical flashover
generally occurs [15]. The good accordance of this distance indicates that the proposed resistance
formulation works well and ensures the accurate calculation of flashover voltage.

Therefore, adopting the proposed residual resistance formulation is reliable. Based on these, the
pollution flashover voltage of the post insulator can be derived.

3. DC Flashover Dynamic Model and Experimental Validation

3.1. DC Pollution Flashover Dynamic Model

The flashover dynamic model of the insulator can reflect the flashover phenomenon more exactly
than the static model due to taking into account instantaneous variation of the discharge parameters.
Based on Obenaus model, a DC flashover dynamic mathematical model is developed in this paper.
Since it is very complicated to include all these discharge parameters in this model, several simplifying
assumptions are made: a single dominant arc is propagated along the leakage distance of leeward side
and the temperature and humidity effects on pollution layer and arc are ignored.

The flashover model is established based on Figure 2, and its circuit equation can be expressed as
(1). As x and I are time-varying and influence each other at any time, to accurately calculate flashover
voltage (Ucal), it is necessary to recalculate I by Equation (1) at each new position of arc root [10,12,13].

The circuit Equation (1) can be rewritten as:

I =
U −AxI−n

R(x)
(20)

Since (20) is a non-linear equation about current I, it is difficult to obtain its analytical solution.
So it can be solved numerically by the secant method [10], and Equation (20) can be rewritten to be a
function of I:

f (I) = I − U −AxI−n

Rnon(x)
(21)

147



Energies 2019, 12, 2345

Its iteration format can be expressed as:

Ii+1 = Ii − Ii − Ii−1

f (Ii) − f (Ii−1)
f (Ii) (22)

By setting two initial values I0 and I1, which are close to the guessed analytical solution, as well
as the error limit, the iteration can be started to obtain the numerical solution of I meeting the given
error limit.

Hampton criterion [27] points out that the propagation of the arc should require:

Ep > Earc (23)

where Ep is the voltage gradient of the residual pollution layer; Earc is the arc voltage gradient. At each
iteration step, Ep and Earc can be calculated as follows:⎧⎪⎪⎨⎪⎪⎩ Ep =

Up
L−x =

I·R(x,I)
L−x

Earc =
Uarc

x = AI−n (24)

Under a certain applied voltage, if the criterion (23) is met, the arc is propagated along insulator
leakage distance, otherwise, the arc extinguishes, or the applied voltage needs to be increased

In the literature [18], the arc propagation velocity is defined as:

v = μEarc (25)

where the mobility μ = 25 cm2/(V·s) [10]. At the place of pollution flashover tests, n value is 0.52 and
A is 129 for a negative DC arc [28].

The flow chart of the DC pollution flashover dynamic model is illustrated in Figure 11. Firstly,
the insulator geometrical parameters (L, r1), arc constants (n, A), non-uniform pollution degree (m, k)
and values for iteration are input. At time t = 0, the initial applied voltage Umin is set to 2 kV and the
initial arc length xmin is set to 1% of the total leakage distance L [10,18]. Two approximate values which
start the iterative calculation of I, are Ii=0 = 0.03 A, Ii=1 = 0.05 A. The voltage increment dU = 50 V
and time increment dt = 0.1 us at each step. Secondly, the arc root radius r0 and residual pollution
layer resistance Rnon (x, I) at this time can be calculated using above initial values. Then the leakage
current I is obtained by substituting r0 and Rnon(x, I) into Equations (21) and (22). Thirdly, Ep and
Earc are calculated respectively using Equation (24). On the premise that the x is less than the total
leakage distance L, Hampton criterion is verified by judging whether Ep >Earc. If the propagation
criterion is not satisfied, the applied voltage increases by dU. If the propagation criterion is satisfied,
the arc propagates with an increased length. Finally, for the new arc length or new applied voltage, r0,
Rnon(x, I), I, Ep and Earc are recalculated and the above judging steps are repeated until x = L. The critical
flashover voltage Ucal is obtained at this non-uniform pollution degree.
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Figure 11. Flow chart of DC pollution flashover dynamic model.

3.2. Experimental Validation

The flashover tests were carried out in a multifunction artificial climate chamber, with the height
of 11.6 m and the diameter of 7.8 m. The power system can provide 600 kV/0.5 A DC voltage during
tests, which ensures that the voltage ripple factor is less than 3.0% when the load current is 0.5 A.
The Schematic diagram of the test circuit has been shown in literature [14,15]. The test power supply
satisfies the requirements recommended by [29].

The samples were polluted by solid layer method according to IEC standard [29] referring to
Figure 12. Sodium chloride and kaoline were used to simulate the conductive and inert materials on
the polluted insulator, respectively. In order to study the non-uniformity between the windward and
leeward sides and the non-uniformity between top and bottom surfaces was not the aim of this paper,
therefore, the pollution degree of the top and bottom surfaces was simplified to be the same. The ratio
of SDD to NSDD is fixed at one-sixth in all the tests.

 

Leeward 

side 

Windward 

side 

Figure 12. Schematic diagram of staining in the tests.
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After applying pollution, the insulators were placed in the shade and dried naturally for 24 h.
Before DC voltage was applied, the insulator surface pollution layer was wetted with steam fog.
During the tests, the average voltage method [30] was adopted to obtain the average flashover voltage
(Uave). Uave and its relative standard deviation error are established by following equation:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Uave =
N∑

i−1
Uf(i)/N

σ% =

√
N∑

i−1
(Uf(i)−Uave)

2

N−1 × 100%
Uave

(26)

where Uf(i) is a flashover voltage, kV; i represents the sequence number of each test; N is the number
of all valid tests.

The pollution flashover tests under different non-uniformity were carried out according to above
test procedure. Figure 13 shows the discharge process when SDD = 0.05 mg/cm2, m = 1:8, and k = 45%.
(Figure 13a–d represent the discharge conditions as time increases, respectively.) The area in the red
box of Figure 13a is the leeside side of the insulator. It can be obtained from Figure 13 that, under
non-uniform pollution between windward and leeward sides, most of the partial discharges first occur
at the leeward side, and the main arc, which develops into the flashover, is also generated at the
leeward side. Therefore, the assumption that the dominant arc is at the leeward side is consistent with
the arc development path.

 
(a) (b) (c) (d) 

Figure 13. Flashover process of post insulator.

In order to verify whether the assumption about the arc root radius in Section 2.2 is reasonable,
the flashover test under the condition of SDD = 0.15 mg/cm2, m = 1:3 and k = 25% was carried out
and the arc root radius was measured. The arc propagation process is shown in Figure 14 where the
width of the arc gradually increases. By using Image J, which is an image processing software, and
taking the diameter of the post insulator (D = 270 mm) as the measuring ruler, the arc root radius of
each stage was measured and the results are shown in Figure 14. The results indicate that the arc root
radius is between 0 and 0.54 cm in the development process, which ensures it is reasonable to take the
two arc root radii in Section 2.2, i.e., r0 = 0.1 and 0.3 cm, to analyze its effect on the residual pollution
layer resistance.
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Figure 14. Measurement of arc root radius r0.

The comparison of theoretical and experimental results is shown in Table 2. It can be obtained
from the table:

Table 2. Results of validation test. SDD: salt deposit density.

Test Condition
Experimental

Values Uave(kV)
σ,%

Theoretical
Values Ucal (kV)

Relative
Error ΔU,%

SDD = 0.05 mg/cm2
m = 1:1 k = 25% 83.2 3.9 90.6 8.9
m = 1:5 k = 25% 72.0 2.1 70.1 −2.6
m = 1:5 k = 35% 73.8 5.8 74.8 1.3

SDD = 0.10 mg/cm2
m = 1:3 k = 35% 60.3 2.5 63.3 5.0
m = 1:1 k = 35% 64.7 5.2 73.5 13.6
m = 1:8 k = 45% 57.5 6.2 54.9 −4.5

SDD = 0.15 mg/cm2
m = 1:8 k = 25% 45.0 3.4 39.2 −12.8
m = 1:5 k = 25% 49.5 3.9 46.2 −6.7
m = 1:8 k = 45% 50.1 4.9 44.7 −10.8

ΔU = (Ucal −Uave)/Uave × 100%, Uave is experimental flashover voltage, Ucal is theoretical flashover voltage.

(1) The standard deviation of all test results is less than 7%, indicating that the dispersion of the
test results is small.

(2) The calculated results with flashover dynamic model are in good agreement with the
experimental results, most relative error within ±10%, which verifies the proposed residual resistance
formulation and the DC flashover model under non-uniform pollution between windward and leeward
sides in this paper. Some relative errors are higher, reaching 13.6%, possibly due to ignoring the effect
of temperature changes on the residual resistance and the presence of multi-arc randomness and
air-gap arc.

4. Results and Discussion

According to the flashover model above, the flashover characteristics of post insulator and the factors
affecting insulator flashover voltage are analyzed. The effects of m and k on Ucal under different SDD
are shown in the following three-dimensional diagram, Figure 15, where the three surfaces from top to
bottom represent the flashover voltage distribution under SDD = 0.05, 0.10, and 0.15 mg/cm2 respectively.

Taking the flashover voltages when SDD = 0.05 mg/cm2 in Figure 15 as an example, the influence
rule of m is illustrated as follows:

(1) The pollution flashover voltage of post insulator is related to salt deposit density ratio m.
Specifically, under certain SDD and k, the more serious non-uniform pollution is (or the smaller m is),
the lower the Ucal is. For example, the Ucal is 90.6, 82.6, 74.8, and 65.1 kV respectively when k = 35%
and m is 1/1, 1/3, 1/5, and 1/8. Compared with the uniform pollution, the flashover voltage of m = 1/3,
1/5 and 1/8 decreases by 8.8%, 17.4%, and 28.1%, respectively.

(2) Under different k values, the downtrend of Ucal makes difference. The smaller k is, the sharper
the trend of decrease. When k = 35% or 45%, the flashover voltages corresponding to adjacent m values
only decrease by 5.7–9.7 kV, while the voltage drop of k = 25% is between 8.6 and 10.8 kV.

The decrease of Ucal is also related to k, and the variation trend of Ucal is exampled as follows
when SDD = 0.10 mg/cm2.
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(3) Under certain SDD and m, Ucal increases slightly with the increase of k. For example, when
m = 1/3 and k = 25%, 35% and 45%, Ucal is 60.0, 63.3 and 64.7 kV respectively, which indicates that there
is an increase of 5.5% and 7.8% when k increases from 25% to 45%.

(4) The rising trend of Ucal is relatively milder under a higher k, resulting in relatively little effect
on Ucal.

Based on the equation (U = a·SDD−b), the values of Ucal and SDD were fitted, and its results are
presented in Table 3.

Figure 15. The effects of m and k on Ucal under different SDD.

Table 3. Fitting results.

m
k

25% 35% 45%

a b a b a b

1:1 30.9 0.36 30.9 0.36 30.9 0.36
1:3 26.1 0.37 27.1 0.37 28.1 0.37
1:5 21.9 0.39 22.8 0.39 24.7 0.38
1:8 18.7 0.39 20.6 0.38 21.9 0.39

(5) All the fitting degrees are satisfied, therefore, under non-uniform pollution between windward
and leeward sides, Ucal and SDD still satisfy the relationship of negative power function.

(6) The non-uniform pollution (m and k) has little effect on the pollution characteristic index b.
b ranges from 0.36 to 0.39 and varies slightly around 0.36 (the characteristic index under uniform
pollution). The effect of m and k on b is slight enough to be ignored. That is to say, the influence of
SDD and the non-uniform pollution between windward and leeward sides on DC flashover voltage is
independent from each other, which agrees with the experimental results in the literature [3,14,15].

(7) The coefficient a increases with the increase of m and k. For example, when k = 25%, compared
with the uniform pollution, the coefficient a of m = 1/3, 1/5, and 1/8 decreases by 15.5%, 29.1%, and
39.5%, respectively. k has a slighter influence on a than m, to be specific, when m = 1/5 and k increases
from 25% to 45%, and a merely increases by 12.8%.

5. Conclusions

This paper presents a residual resistance formulation under non-uniform pollution between
windward and leeward sides, which is based on two circular electrodes model on a conductive plane
and the narrow rectangular formula of Wilkins. The main advantage of the proposed formulation is
that salt deposit density ratio, leeward side area proportion and the change of arc root radius with
the leakage current can be taken into account. The analytical values of this formulation are in good
agreement with the numerical results using COMSOL Multiphysics.
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The proposed resistance formulation is then applied in a flashover dynamic model, which
considers time-varying arc root radius and leakage current. Its results are compared with experimental
results conducted in the artificial climate chamber. The good concordance validates the proposed
resistance formulation and the flashover dynamic model.

The flashover characteristics of post insulator under non-uniform pollution between windward
and leeward sides are analyzed using the dynamic model. The affecting factors are presented as follows:

(1) This non-uniformity lowers the DC flashover voltage Ucal. Ucal decreases markedly with the
decrease of m and increases slightly with the increase of k. And the influence of m on Ucal is greater
than that of k.

(2) Non-uniform pollution between windward and leeward sides has independent influence on
Ucal of post insulator from SDD. The relationship between Ucal and SDD still fits power function.
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Abstract: The aim of this paper is the presentation of an analytical model of insulator flashover and
its application for air at atmospheric pressure and pressurized SF6 (Sulfur Hexafluoride). After a
review of the main existing models in air and compressed gases, a relationship of flashover voltage
based on an electrical equivalent circuit and the thermal properties of the discharge is developed.
The model includes the discharge resistance, the insulator impedance and the gas interface impedance.
The application of this model to a cylindrical resin-epoxy insulator in air medium and SF6 gas with
different pressures gives results close to the experimental measurements.

Keywords: surface discharge; flashover; gas; modelling; pressure; thermal properties

1. Introduction

In order to optimize the insulation level for high-voltage components (air insulated substations
(AIS), gas insulated substations (GIS) and gas insulated lines (GIL), breakers, overhead lines . . . ),
a special attention is given to creeping or surface discharges because of the thermal effects and the faults
that they can produce by sparking or flashover. Then, the knowledge of the parameters characterizing
this kind of discharge is essential to understand the complexity of the mechanisms involved in their
development. Thus, it is fundamental to acquire such information to enable building a mathematical
model that can help in optimizing the insulation efficiency.

This paper aims to carry out a review of existing models of creeping discharges and to propose an
analytical approach for the calculation of flashover voltage of solid insulators in gases under lightning
voltage stress.

2. Review of Surface Discharges and Flashover Models in Gases

From the insulation viewpoint, the triple junction (metal-gas-solid) constitutes the weakest point
in high-voltage equipment. Indeed, when the electric field reaches a critical value, partial discharges
(PDs) can be initiated in the vicinity of this region. The increase of the voltage leads these PDs
to develop and to transform into surface discharges (creeping discharges) that propagate over the
insulator up to flashover [1–4]. In the case of GIS and GIL, the worst case is when insulators (spacer,
post-type insulator) are contaminated by metallic particles on their surfaces [5,6].

The physical mechanisms responsible for the surface discharge propagation are still not well
known because of the complexity of the phenomena and the interaction of different factors, such as the
interaction between the discharges, nature of gas and the proprieties of the solid insulating material,
gas pressure, surface charges and pollution (metallic particle), geometrical parameters (insulator shape,
electrodes form . . . ), etc. Fundamental studies have been conducted to understand the inception and
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propagation of creeping discharges in various gases [7–14]. It appears from the reported results that
the phenomena start with corona discharges that evolves into ramified streamers. When the streamer
discharge reaches a certain length, a leader channel with streamers at its head appears.

The creeping discharge propagation dynamics in SF6 (sulfur hexafluoride) has been investigated
by many researchers [7–11]. Okubo et al. [8] reported that the creeping discharge has the same dynamics
as in air (Figure 1). Tenbohlen and Schröder [9] analysed the surface discharge under lightning impulse
(LI) voltage with different electrical charges deposition on the insulator surface. Figure 1 illustrates the
current waveform from the inception to flashover with different electrical charges on the insulator
surface. From Figure 1, some similarities with discharge current propagating in air [13] can be noted:
the current increases with the leader elongation until the discharge reaches the critical length. Then,
the final jump occurs causing the full flashover.

Figure 1. Instantaneous current and voltage during flashover at the surface of cylindrical epoxy
insulator according to Reference [9].

Hayakawa et al. [7] analysed the mechanism of impulse creeping discharge propagation on
charged PMMA (poly-methyl methacrylate) surface. Their results showed that the discharge
propagation is influenced by the charged surface and can be explained by the streamer propagation
and streamer-to-leader transition based on the precursor mechanism. On the other hand, according to
Okubo et al. [8], Beroual [3] and Beroual et al. [10,11], the creeping discharge propagation depends on
the specific capacitance of the solid insulator. The permittivity, the conductivity and the geometry of
the insulator affect the propagation of the surface discharge [10–12].

Modelling and calculation of flashover voltage is not an easy task because of the interaction of
different parameters, such as gas pressure and its chemical constitution, physicochemical properties
of the solid insulator, nature and distribution of the surface charges, etc. Different models have been
proposed in order to compute the inception voltage of creeping discharges and flashover voltage of
insulator in air at atmospheric pressure [2,3,13,14]. Figure 2 depicts the different evolution steps of
creeping discharge on the insulator.

According to Reference [2], the corona inception voltage depends on the equivalent capacitance of
the system. It can be calculated with the following relationship [2]:

Uinception = A
Ca (1)
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Figure 2. Steps of creeping discharges according to Reference [2].

The second step is the appearance of streamers (Figure 2a). The streamers voltage inception is
given by [2]:

Ustreamer =
B
Cb (2)

According to Toepler [3], the maximum (critical) length of the discharge that leads to flashover is:

lmax = k ·C2 ·U5 · 4
√

du
dt (3)

Then, if the voltage is increased, the discharge will be irreversible and propagates until flashover.
In this case, the flashover voltage Ufov can be calculated as well:

U f ov = D
Cd (4)

where:

• C is the equivalent capacitance,
• A, B and D are parameters that depend on the geometry and the material of insulator, the kind of

the discharge and the experimental conditions (gas, pressure, temperature, humidity, electrodes
shape, voltage waveform . . . ), respectively. Terms a, b and d are empirical parameters the values
of which vary in the range 0.2–0.44.

These models are empirical and involve only the capacitance of the insulator.
In the case of SF6, Laghari [15] proposed a relationship of flashover voltage based on the efficiency

coefficient that represents the ratio of the flashover voltage for uniform electrical gradient distribution
to the voltage breakdown of the same gap without an insulator with the same configuration of insulator
as well:

V f ov = 12.4
ln(Vb)

· k1
k2
· ln(εr)
εr
·Vb (5)

where,
Vb = const +

(
E
p

)
cri
· p · d (6)

Vb is the breakdown voltage calculated according to Paschen law. k1 and k2 are parameters that depend
on the roughness and the contact nature between the insulator and the electrodes. εr is the permittivity
of the insulator.

Hama et al. [16] proposed a semi-empirical relationship of flashover voltage based on the
mechanism leader/precursor:

V f ov =
XLeader

DpolVLeader
+ VLeader (7)

where XLeader and VLeader are the length and the voltage of the leader discharge respectively, and Dpol
is a coefficient that is dependent on the polarity of the applied voltage, the reduced critical electrical
gradient and the shape of the electrodes, with:
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Dpol = const×
(

E
p

)
cri
×φ(Ryelectrodes) (8)

The application of this model shows results close to the experimental measurements, but it is
limited to the shape of the used insulators and the experimental conditions.

In the following, we recall the main principles of an analytical static model based on the electrical
equivalent circuit and thermal discharge temperature we previously developed [1,13].

3. Principal of Circuit Model

Surface discharges are like spark (streamer/leader) discharges, i.e., a hot leader column and a
streamers zone at its head [8,9,13,17]. Based on Figure 3, the voltage along the discharge can be written
as follows:

Vd = Vl + Vs = xlEl + xsEs = xd rd I (9)

where Vd, Vl and Vs are the voltages of the discharge, the leader channel and the streamers, respectively.
xl, xs, El and Es are respectively the length and the electrical gradient of the leader channel and the
streamers. xd, rd, and I are respectively the discharge length, the discharge resistance and the current.

= +

( )= × ×

 
Figure 3. Illustration of leader column and streamers head of a discharge at the surface of an insulator.

The discharge resistance can be deduced from Equation (9):

rd =
xlEl+xsEs

xdI (10)

where xd = xs + xl.
According to Equation (10), creeping discharge can be considered as a resistance and it can be

assumed that the discharge channel is a uniform cylinder.
Many researchers published photos of surface discharges indicating that there are two regions:

the main luminous discharge (leader + streamer head) and less luminous branches, as illustrated
in Figures 4 and 5 [10,18]. So, the presence of those less luminous discharges can be represented
as a resistor in parallel to the insulator surface. On the other hand, several research investigations
demonstrate the existence of a dark current in high-pressurized gases that contribute to increase the
insulator conductivity [19]. These currents contribute to the appearance of the second region (called
luminous plasma), as depicted in Figures 4 and 5.

 

luminous plasma branches 

Figure 4. Surface discharge at the surface of insulator in SF6 with 3 bars under LI+ according to
Reference [10].
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luminous plasma branches 

 

Figure 5. Surface discharge at the surface of a coated electrode in SF6 with 1 bar under LI+ according to
Reference [18].

3.1. Parameters of the Circuit

The proposed model is constituted by an equivalent electrical circuit representing the electrical
discharge, in series with the unbridged gap. The gap (the distance between the head of discharge
and the opposite electrode) consists of a gas layer and of the solid dielectric at the interface (Figure 6).
The gas layer is assumed to be equal to the diameter of the discharge channel. This model was
developed elsewhere [13] in the case of air at atmospheric pressure and represents the instant when the
discharge reaches a maximum length (called critical length) before the final jump [13]. In the following,
the same approach [13] will be adopted with the assumption that the LI (lightning impulse) voltage
waveform can be considered as a quart-cycle of sine signal with a frequency about 0.3 MHz.

Figure 6. Insulator cylindrical model with a discharge channel and the corresponding equivalent
electrical circuit.

The electrical Equation describing this circuit is:

V = Rd(x)I +
[
Zg(x)//Zi(x)

]
I (11)

where,

Zg(X) = Rg(x)//Cg(x) =
Rg(x)

1+ jωRg(x)Cg(x)
=

rg(L−x)

1+(rgcgω)
2 − j

rg
2cgω(L−x)

1+(rgcgω)
2

2

Zi(X) = Ri(x)//Ci(x) =
Ri(x)

1+ jωRi(x)Ci(x)
=

ri(L−x)
1+(riciω)

2 − j ri
2ciω(L−x)

1+(riciω)
2

2 (12)

and
Rd(x) = rdx = xρd

sd
;

Ci(X) = ci
L−x = εi

si
L−x ;Cg(X) =

cg
L−x = εg

sg
L−x ;Ri(x) = ri(L− x) = ρi

L−x
si

;Rg(x) = rg(L− x) = ρg
L−x
sg

rd is the linear resistance of the discharge channel. ri, rg, ci, cg, εI, εg, ρi, and ρg, are respectively the
linear resistance, capacitance, the permittivity and the resistivity, respectively of the solid insulator
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and the unbridged gap. sd is the cross-section of the discharge channel, si and sg are respectively the
cross-sections of the solid insulator and the layer of the unbridged gap. ω is the pulsation (ω = 2πf,
f being the frequency).

Then, the equivalent impedance of the system will be:

Zeq(x) = rdx +
rgri
αgαi

G1(L− x) + j
rgri
αgαi

G2(L− x) (13)

Let us put:
τg = ρgεgω = rgcgω
τi = ρiεiω = riciω

(14)

Product τi
2 >> 1 and τg

2 >> 1, then: {
αi ≈ τi

2

αg ≈ τg
2 (15)

The terms G1 and G2 are:
G1 = z1

z3+z4

G2 = z2
z3+z4

(16)

where, ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z1 =

(
rg

τ2
g
+ ri
τ2

i

)(
1− τgτi

)
+
(

rg
τg

+ ri
τi

)(
τg + τi

)
z2 =

(
rg
τg

+ ri
τi

)
(1− τi) −

(
rg

τ2
g
− ri
τ2

i

)(
τg + τi

)
z3 =

(
rg

τ2
g
+ ri
τ2

i

)2
z4 =

(
rg
τg

+ ri
τi

)2
(17)

The square of the modulus of the equivalent impedance is:

∣∣∣Zeq
∣∣∣2 = γx2 + 2Lx

[
rd

(
rd − rgri

τ2
gτ

2
i
G1

)
− γ

]
(18)

where,

γ =

(
rd − rgri

τ2
gτ

2
i
G1

)2
+

(
rgri

τ2
gτ

2
i
G2

)2
(19)

According to Reference [20], when the discharge length increases, the equivalent
impedance decreases:

d|Zeq|2
dx ≤ 0 (20)

By differentiating Equation (18) with respect to x, we get:

d|Zeq|2
dx = 2γx + 2L

[
rd

(
rd − rgri

τ2
gτ

2
i
G1

)
− γ

]
≤ 0 (21)

Then,
x
L − 1 ≤

[
rd
γτ2

gτ
2
i

(
rgriG1 − τ2

gτ
2
i rd
)]

(22)

Flashover of the solid dielectric occurs when Equation (22) is equal to zero, i.e., when the discharge
length is equal to the total creeping (leakage) distance. This Equation can be considered as “the flashover
condition”. Therefore, the maximum (or critical) length of the discharge corresponding to flashover is:

xcri =
L

γαgαi

[
γτ2

gτ
2
i − rd

(
rd − τ2

gτ
2
i G1

)]
= L · n (23)
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where,
n = 1

γτ2
gτ

2
i

[
γτ2

gτ
2
i − rd

(
rd − rgriG1

)]
(24)

where 0 < n < 1.
The worst case can be derived from Equation (12), it corresponds to:

rd
γτ2

gτ
2
i

(
rgriG1 − τ2

gτ
2
i rd
)
≥ 0 (25)

The term rd
γτ2

gτ
2
i

is always positive, then:

rgriG1 ≥ τ2
gτ

2
i rd (26)

Equation (26) can be written as:
τ2

gτ
2
i

G1
· rd

rgri
= K ≤ 1 (27)

where,
0 < K ≤ 1 (28)

or:
rd ≤ K ·G1 · rgri

τ2
gτ

2
i

(29)

Condition (28) indicates that the discharge propagates when the ratio K is less than or equal to 1.
This corresponds to the propagation criterion in which the discharge length is sufficient for causing the
final jump, provoking flashover [13].

On the other hand, the power loss per unit length pd in the discharge channel is:

pd = rdI2 (30)

By combining Equations (30) and (26), it yields:

I =
√

pd
rd

(31)

The square of the modulus of the voltage—Equation (11) is:

|V|2 = |I|2 ·
∣∣∣Zeq

∣∣∣2 (32)

By substituting Equations (23), (24) and (30) in Equation (18), it yields:

∣∣∣Zeq
∣∣∣2 = βL2

(
rgri

τ2
gτ

2
i

)2
(33)

with:
β = K2G1

2n2 +
(
G1

2 + G2
2
)
(1− n)2 + 2K2G1n(1− n) (34)

By substituting Equations (31) and (33) in Equation (32), the Equation of flashover voltage will be
deduced as:

VFOV = L
τgτi

√
pd · rgri

rd
· β. (35)

3.2. Thermal Conductivity and Discharge Resistance

According to the solution proposed by Frank-Kamenetski [21,22], the energy dissipated by thermal
conduction within the discharge channel is:

Pd = 16πλd
KB
Wi

T2 (36)
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By combining Equations (36) and (30), the final Equation of flashover voltage will be:

VFOV = 4 L
τgτi

T
√
πKB
Wi
· λd · rgri

rd
· β (37)

In the case of air at atmospheric pressure, the thermal conductivity is calculated according to the
following Equation [23]:

λ(θ) = λa

1+Aa(1−va)
va

(38)

where λa, va and Aa are the thermal conductivity, volume fraction and kinetic gas coefficient for
air, respectively.

Also, the discharge resistance in air at atmospheric pressure is given by [24]:

rd(T) = r0d exp
( Wi

2KBT

)
. (39)

where r0d is a constant in the range of operating temperatures of the discharge. Wi represents
the first ionization energy of the different species constituting the discharge channel and KB is the
Boltzmann constant.

In the case of SF6, both discharge resistance and discharge thermal conductivity are functions
simultaneously of gas pressure and plasma temperature [25,26].

λd = Γ(T, p)
σd = Σ(T, p)

(40)

According to Pinnekamp and Niemeyer [27], and Niemeyer et al. [28], the temperature of the
leader discharge is between 2400 K and 2800 K. On the other hand, based on the transport parameters
data of SF6 published in the literature [25,26], the thermal conductivity was plotted as a function of
gas pressure (Figure 7) and the discharge resistance against gas pressure (Figure 8) for a range of
temperatures between 2500 K and 3500 K. From these figures, numerical empirical formulae of the
discharge thermal conductivity and discharge resistance against pressure for a given temperature
was deduced:

σd = A.p−m (41)

λd = a0 + . . . +anpn (42)

where p is the gas pressure and a and A are empirical parameters.

Figure 7. Discharge thermal conductance of discharge versus variation with pressure with for
different temperatures.
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Figure 8. Discharge resistance variation versus pressure with different temperatures at 2500 and
3000 K, respectively.

4. Application

To validate the proposed model, first the model was applied for the calculation of the flashover
voltage of cylindrical epoxy insulators in air at atmospheric pressure. The second application will be
for the same kind of insulator in SF6 gas medium. The computed flashover voltages are compared
with the experimental data reported by other researchers, as in References [12,13,15,29]. Table 1 gives
the characteristics of the used insulator in the computations.

Table 1. Characteristics of used insulators from literature used in modelling.

Insulator Material Diameter Length Reference Gas Pressure

1 Epoxy 25 60 [13] Air Atmospheric
2 Epoxy 25 60 [12] SF6 Variable
3 Epoxy 25 45 [29] SF6 Variable
4 Epoxy 30 10 [15] SF6 Variable

The lightning impulse voltage frequency is calculated based on the following Equation [30]:

f = 0.35 / TR (43)

TR is the rising time of the voltage front equal to 1.2 μs.

4.1. Air at Normal Atmospheric Conditions

Figure 9 illustrates the results of the application of the proposed model in air at atmospheric
pressure. The model is compared with the experimental data of Reference [13], a previous model
developed earlier [1] and Toepler’s model. The temperature of discharge was taken between 1800 K
and 2000 K, which corresponds to a leader phase on the insulator surface [13]. The resistance of air
ranges from 1023 to 1025 Ω/cm, its dielectric constant being equal to 1. The effect of humidity and
roughness are neglected.

By comparing flashover voltage given by Equation (36) and the other models, we can remark
that the computed values are close to the measured ones and follow the same trend. According to
this result, we can deduced that the impedance of the interface between the head of the discharge and
the opposite electrode plays affects the result (Figure 9). It contributes to the breakdown process before

163



Energies 2020, 13, 591

the final jump of the discharge (flashover), as described in Reference [12]. The maximum deviation is
18.2% and the average deviation is less than 5%.

Figure 9. Comparison between calculated and measured flashover voltage versus creepage distance in
air at atmospheric pressure for insulator 1.

4.2. SF6 at Variable Pressure

In the case of SF6, we use Equations (41) and (42), to compute the flashover voltage and its
dependency on the gas pressure and temperature. The temperature of the discharge was taken between
2500 K and 3500 K.

A specific consideration for the resistance of the gas at the interface is required in the case of
pressurised SF6. In fact, experimental results concerning flashover of solid insulators on pressurised
gases suggest that the discharge tends to stick to the insulator surface when the gas pressure
increases [8,12]. On the other hand, according to Figures 4 and 5, the gap between the discharge’s
head and the ground electrode appears like an ionized cylinder. Knowing that the attachment of the
pressurised gas also increases with pressure, it can be deduced that the resistance of the interface
between the discharge head and the grounding electrode depends on the gas pressure as well.

Based on the data reported in the literature [25,26], the resistance of the interface can be represented
as a cylindrical plasma with a temperature between 1000 K and 1500 K. In this range of temperature,
the plasma resistivity increases with the gas pressure, as depicted in Figure 10. As can be observed in
this figure, the assumption of a plasma with a temperature varying between 1200 K and 1400 K is a
good approximation, since the resistivity is increasing with pressure for all temperatures. The dielectric
constant being equal to 1 and the effects of surface charge accumulation and humidity are not considered.

Figure 11 illustrates the comparison of the calculated flashover voltage with the data of
Slama et al. [12] for insulator 2 of Table 1. It can be observed that the calculated flashover voltages are
close to the measured values, indicating that flashover voltage tends to be stable with the pressure
increase. The maximum deviation is 8.2% and the average deviation is around 4.5%.

A comparison of the calculated flashover voltage with the data of Reference [29] obtained with
insulator 3, is depicted in Figure 12. In this work, Moukengué and Feser [29] present results of flashover
voltages as a function of gas pressure for different tests: one for a single impulse shot and the second
for five impulse shots. It is noted that the calculated flashover voltages are close to the experimental
measured values. The maximum deviation is 8.2% and the average deviation is around 6.5%.
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Figure 10. Resistivity of the SF6 plasma at non-thermal regime versus gas pressure et different temperatures.

Figure 11. Comparison between calculated and measured flashover voltage versus gas pressure for
insulator 2 with 60 mm length and 25 mm diameter.

Figure 12. Comparison between calculated and measured flashover voltage versus gas pressure for a
cylindrical epoxy insulator 4 with 45 mm length and 25 mm diameter.
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Figure 13 shows the comparison of the results using the developed model and the data of
Reference [15] with insulator 4. Again, it is observed that the calculated flashover voltages are close to
the experimental ones and the maximum deviation is 10% and the average deviation is less than 4%.

Figure 13. Comparison between calculated and measured flashover voltage versus gas pressure for a
cylindrical epoxy insulator with 10 mm length and 30 mm diameter.

5. Conclusions

In this paper, a model was developed for surface discharges and flashover voltage in air at
atmospheric pressure and compressed SF6. The proposed analytical model is based on the equivalent
electrical circuit representing the discharge along the insulator surface and the thermal properties of
the discharge by assuming that the area between the discharge head and the ground electrode as a
cylindrical plasma.

The proposed model was first applied for air at atmospheric pressure to validate it against existing
models and data. It was noticed that the simulated results are very close to the experimental ones.
Thus, the impedance of the interface between the head of the discharge and the opposite electrode
significantly affects the result. It contributes to the breakdown process before the final jump of the final
discharge that is flashover. In the case of SF6, the application of this model to various configurations
taken from the literature shows that the computed flashover voltage magnitudes are close to the
measured values and exhibit similar trends.

The proposed model constitutes a first step for developing a tool for flashover prediction in
ambient air and for the design of the solid insulation in GIS and GIL filled with SF6.
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Abstract: In oil-paper insulation systems, it is easy to accumulate space/interface charge under a
direct current (DC) electrical field. At present, direct measurement of space/interface charge for a
thick multi-layer insulation system is not possible. It is necessary to study the multi-layer oil-paper
insulation system via simulation method. In this paper, the space/interface charge simulation based
on the bipolar charge transport model and a simulation parameter using FEM for the multi-layer
oil–paper insulation system was proposed. The influence of electrical field strength, temperature,
and the combined influence of the electrical field strength and temperature on the space/interface
charge behaviors were analyzed, respectively. A new method for calculating the space/interface
charge density and the total charge quantity of the multi-layer oil-paper insulation under the
combined action of electrical field strength and temperature was presented. Results show that
the interface charge density absolute value and the total charge quantity at steady state both increases
with the electrical field strength and temperature in an exponential way, respectively. Besides,
temperature has a more significant influence on the charge density and the total charge quantity
than the electrical field strength. The electrical field strength–temperature shifting factor αT’ was
introduced for the translation of the charge density curves or the total charge quantity curves to
construct the charge density main curve or the total charge quantity main curve under the combined
action of electrical field strength and temperature. The equations for calculating the charge density
or the total charge quantity of the multi-layer oil-paper insulation was provided, which could be used
to calculate the charge density or the total charge quantity under the combined action of electrical
field strength and temperature.

Keywords: space/interface charge; electrical field strength; temperature; oil-paper insulation;
simulation; bipolar charge transport model

1. Introduction

Converter transformer is the key equipment of the high voltage direct current (HVDC) power
grid. The outlet device of a converter transformer is mainly used to connect winding coil and bushing.
The stable insulation performance of the outlet device on the valve side of the converter transformer
plays a key role in the safe operation of a converter transformer [1]. The outlet device is mainly
composed of a multi-layer oil-paper insulation system. Under DC voltage, the oil-paper insulation
system is easy to accumulate space/interface charge. The accumulation of space/interface charges is
a key factor affecting the oil-paper insulation performance of an outlet device. Space/interface charge
can distort the local electrical field of the oil-paper insulation system, which will lead to insulation
breakdown or cause material degradation [2–6].
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At present, two types of model have been applied to describe space charge movement in
insulation dielectrics, these being a unipolar charge transport model and bipolar charge transport
model. Space/interface charge simulation provides an efficient way to understand the mechanism
of space/interface charge migration and accumulation [7]. Guochang Li used the unipolar charge
transport model to simulate the free/entrapped charge carriers’ density and their effect on the electric
field distribution of a single layer LDPE [8]. Shuo Jin used the bipolar charge transport model to
simulate the space charge density change with the variation of applied voltage time for a single
layer oil-impregnated insulation paper [9]. Kai Wu also used the bipolar charge transport model
to simulate the space charge density change with the variation of temperature for a double layer
oil-impregnated insulation paper [10]. S Le Roy used a bipolar charge transport model to simulate
the space charge characteristics of LDPE under three different DC voltage application protocols and
compared the simulation results with the experimental results attained by three different measurement
methods to validate the correctness [11]. B. B. Alagoz et al. used a bipolar charge transport model
to investigate the space charge’s behaviors in the corona electrostatic fields and estimated the basic
electrical characteristics of the system such as current draw and voltage drops [12]. B. Hamed used
this model to simulate the space charge dynamic in low-density polyethylene under high DC voltage
and found the appearance of a negative packet-like space charge [13].

Now the direct measurement of space/interface charge for the thick multi-layer insulation system
is not possible due to the fact that the signal will decay with the increase of sample thickness [14].
A current study on space charge simulation mostly focused on a single-layer structure or a two-layer
structure with the same kind of material, while the study on the multi-layer structure with an oil gap
and oil-impregnated pressboard system is lack of research. Therefore, it is necessary to study the
multi-layer oil impregnated pressboard and oil gap system via a simulation method.

In this paper, the bipolar charge transport model was used to simulate the space/interface
charge behaviors for multi-layer oil-paper insulation using upstream finite element method (FEM).
The influence of electrical field strength, temperature, and the combined action of the electrical
field strength and temperature on the space/interface charge behaviors were analyzed, respectively.
A new method for calculating the space/interface charge density and the total charge quantity of the
multi-layer oil-paper insulation under the combined action of electrical field strength and temperature
is presented.

2. Simulation Method

2.1. Charge Injection

The injection of the space charge is usually assumed to be a Schottky injection, as shown in
Equations (1) and (2) [15]. Where jh stands for the flux of holes at the anode side, je stands for the flux
of electrons at the cathode side, A stands for the Richardson constant, 1.2 × 106 A/m2·K2. We and Wh
are the injection barriers for electrons and holes. kb is the Boltzmann constant, 1.38 × 10−23 J/K. E (0,t)
and E (d,t) are the electric field intensity at the anode and cathode, respectively. ε0 is the permittivity
of vacuum and εr is the relative dielectric constant of the insulating material. e stands for the charge
quantity of one charge carrier which is 1.6 × 10−16 C.

jh(0, t) = AT2EXP(
−eWh +

√
e3E(0, t)/(4πε0εr)

KbT
) (1)

je(d, t) = AT2EXP

(
−eWe +

√
e3E(d, t)/(4πε0εr)

KbT

)
(2)
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2.2. Charge Carriers Movement

The charge movement in the insulation is governed by a set of self-consistent equations.
Equation (3) is the Poisson equation describing the electric field distribution; Equation (4) is the
transport equation which describes the migration of charge carriers; and Equation (5) is the convection
equation which describes the variation of charge density.

∇(ε0εrE) = ρv (3)

Ja(t) = μaρa(t)∇ϕ(t) (4)

∂n(x, t)
∂t

+
∂j(x, t)

∂x
= se f + sh f + set + sht (5)

There are a large number of traps existing within the insulation materials [16]. Those traps are
caused by the physical and chemical defects [17–21]. When charge carriers move in the medium, it is
possible to be entrapped. Meanwhile, those entrapped charge carriers have a certain possibility to
be detrapped. There are four types of charge carriers named free holes, free electrons, trapped holes,
and trapped electrons [16]. Therefore, the variation of charge density can be described by the following
Equations (6)–(9).

Se f = −Be f ,h f ρe f ρh f − Be f ,htρe f ρht − Be f tρe f + Nt,eBet f ρet (6)

Sh f = −Be f ,h f ρe f ∗ ρh f − Be f ,htρe f ρht − Bh f tρh f + Nt,hBht f ρht (7)

Set = −Bet,htρetρht − Bet,h f ρetρh f − Be f tρet + Nt,eBe f tρe f (8)

Sht = −Bet,htρetρht − Be f ,htρe f ρht − Nt,hBht f ρht + Bh f tρh f (9)

In the equations above, Bef,hf, Bef,ht, Bet,ht, and Bet,hf are the recombination coefficient for free
electrons/free holes, free electrons/trapped holes, trapped electrons/trapped holes, and trapped
electrons/free holes, respectively. Beft, Betf, Bhft, and Bhtf represent the movement of free electrons to be
trapped, trapped electrons to be detrapped, free holes to be trapped, and trapped holes to be detrapped,
respectively. Nt,e is the trap quantity for electrons, and Nt,h is the trap quantity for holes. Sef is the
density for free electrons, Shf is the density for free holes, Set is the density for trapped electrons, and Sht
is the density for trapped holes. Then the total density variation is the sum of those four kinds of
charge carriers’ change, as shown in Equation (10).

ρtotal = Se f + Set + Sh f + Sht (10)

2.3. Space Charge Movement at the Interface Between Oil gap and Oil Impregnated Pressboard

The space charge could accumulate at the interface between two different insulation materials.
The discontinuity of permittivity and conductivity will cause space charge polarization, which is
called Maxwell-Wagner (M-W) polarization [22]. The M-W polarization diagram is shown in Figure 1
and Equations (11)–(14). In the following equations, U stands for the electric potential, E1 stands for
the electrical field strength for dielectric 1; E2 stands for the electrical field strength for dielectric 2; ε1 is
the relative dielectric constant for dielectric 1 while ε2 is the relative dielectric constant for dielectric 2;
l1 and l2 are the conductivities for dielectric 1 and 2 respectively; and ρ is the charge density. Part of
the polarized charge at the interface will move into the layer structures on both sides of the interface.
In order to move into the layer, charges have to overcome the energy barrier of the layer structure.
This movement is described by Equation (15), which is called the Poole–Frenkel equation. In the
equation, Wi stands for the barrier’s energy level, which is set to 1.2 eV; A’ is the probability of injection
which is set to 0.4 here.
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Figure 1. Diagram for Maxwell–Wagner polarization.

The model in Figure 1 illustrates that the difference of ε2l1−ε1l2 will determine whether the
polarity at the interface will be the same as the polarity on the left or right side. In this case, since
the relative dielectric constant of both dielectrics is relatively close compared with the conductivity,
the charges polarity at the interface is largely determined by the conductance of dielectrics. In order to
solve Equations (3)–(5) with the consideration of Equations (6)–(9) and obtain the space charge density
of each point at each time step, the model was meshed with a unit length ratio of 0.1009 and then
the upstream finite element method was applied [23–25]. The flow chart for simulation is shown in
Figure 2. The parameters for simulation were set with the reference from literature [16,26], which is
shown in Table 1.

E1d1 + E2d2 = U (11)

l1E1 − l2E2 = 0 (12)

ε2E2 − ε1E1 = ρ (13)

ρ =
ε2l1 − ε1l2
l1d2 + l2d1

U (14)

ji(d, t) = A′T2EXP(
−eWi

√
e3E(d, t)/(4πεr)

KbT
) (15)

Figure 2. Flow chart for space/interface charge movement simulation.

172



Energies 2019, 12, 1099

Table 1. Parameters for simulation.

Parameters Assigned Value for Simulation

Mobility for electrons 1 × 10−16 m2/(V×s)
Mobility for holes 1 × 10−19 m2/(V×s)

Trapping coefficient—electron (Beft) 5 × 10−3/s
Trapping coefficient—hole (Bhft) 5 × 10−3/s

Detrapping coefficient—hole (Bhtf) 5 × 10−6/s
Detrapping coefficient—electron (Beft) 5 × 10−6/s

Trap concentration-e (Nt,e) 100 C/m3

Trap concentration-hole (Nt,h) 100 C/m3

Recombination coefficient for free electrons/free holes (Bef,hf) 5 × 10−3 m3/(C×s)
Recombination coefficient for free electrons/trapped holes (Bef,ht) 1 × 10−3 m3/(C×s)
Recombination coefficient for trapped electrons/free holes (Bet,hf) 1 × 10−3 m3/(C×s)

Recombination coefficient (Bet,ht) 0
Barrier height for Schottky injection of electrons (We) 1.2 eV

Barrier height for Schottky injection of holes (Wh) 1.2 eV
Temperature (T) 293.15 K

Sample thickness for oil gap 500 μm
Sample thickness for oil impregnated pressboard 1000 μm

Relative dielectric constant for oil gap 2.2
Relative dielectric constant for oil impregnated pressboard 3.7

3. Simulation Results and Discussions

3.1. Verification of Simulation Method

The three-layer “oil impregnated pressboard (OIP) + oil gap (OG) + oil impregnated pressboard
(OIP)” can be considered as the simplest structure for a thick multi-layer oil gap and oil impregnated
pressboard for converter transformer’s insulation. There are two interfaces in the three-layer “OIP +
OG + OIP” sample. One interface has positive charge carrier accumulation while the other one has
negative charge carrier accumulation, which will be helpful for analyzing both kinds of charge carriers
under DC voltage. The simulation result and PEA measurement result for three-layer “OIP + OG +
OIP” under DC 15 kV/mm are shown in Figure 3a,b.

The space charge injection is a homo-charge injection. The space charge carriers on both electrodes
were injected into the bulk with the increase of voltage applied time, causing the space charge density
in the bulk of the sample to increase, especially the charge density of the charges accumulated at
the interface. The interface adjacent to the cathode has a positive charge accumulation, while the
interface adjacent to the anode has negative charge accumulation. Figure 3b is the experimental result
for three-layer “OIP + OG + OIP” under DC 15 kV/mm [27]. It can be seen that the simulation result
shown in Figure 3a matches with the experimental result shown in Figure 3b. Figure 3c shows the
charge density of the charges accumulated at both interfaces and variation with time for the three-layer
“OIP + OG + OIP” sample. It can be observed that the interface charge density increases rapidly from 0
s to 600 s, the increment begins to slow down after 1200 s until it reaches saturation. This phenomenon
is consistent with the charge accumulation behaviors presented in Reference [27]. The total charge
amount Q of the three-layer “OIP + OG + OIP” during the DC voltage applied process was calculated
based on Equation (16). Where S stands for the area of the electrode, l stands for the thickness of the
sample, and q(x) means the charge density at position x, 0 ≤ x ≤ l. Figure 3d shows that the total
charge amount Q of the three-layer “OIP + OG + OIP” during the DC voltage applied process increases
quickly and then reaches a saturation value. This changing law is also the same as the result shown in
Reference [27].

Q = S ×
∫ l

0
q(x) (16)
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°C

(c) charge density (d) total charge quantity

Figure 3. Space/interface charge simulation and PEA measurement result for three-layer “OIP+ OG +
OIP” (15 kV/mm, 20 ◦C).

3.2. Electrical Field Strength Influence on the Space/Interface Charge Behavior

Figure 4 shows the space/interface charge simulation results for three-layer “OIP + OG + OIP”
under different electrical field strengths at 20 ◦C. By comparing Figure 4a,b, it can be observed that the
increase of electrical field strength will increase the charge density apparently. However, the polarity
of the charges trapped at the interface does not change. The increase of electrical field strength from
15 kV/mm to 40 kV/mm will increase the interface charge density at a steady state from 2.4 C/m3 to
11.5 C/m3. Figure 4 shows that the electrical field strength has great influence on the space/interface
charge density values.

μ  μ

(a) 15 kV/mm (b) 40 kV/mm 

Figure 4. Cont.

174



Energies 2019, 12, 1099

 

D EXP E
R

= − + × ×

=

(c) charge density (d) interface charge density at steady state (1800 s) 

Figure 4. Space/interface charge simulation for three-layer “OIP + OG + OIP” under different electrical
field strengths (20 ◦C).

Figure 4c is the charge density of the positive and negative charges accumulated at both interfaces
under different field strengths. It can be observed that with a lager electrical field strength applied,
the increment speed of charge density before 1200 s is significantly larger. However, from 1200 s to
1800 s, the increment speed of charge density under each electrical field strength is almost identical.
Figure 4d shows the charge density at steady state for the positive charges accumulated at the interface
adjacent to the cathode under different electrical field strengths. The charge density at steady state
also increases with the electrical field strength in an exponential way.

The oil-insulation structure of two-layer “OG + OIP”, three-layer “OIP + OG + OIP”, four-layer
“OG + OIP + OG + OIP”, five-layer “OIP + OG + OIP + OG + OIP”, six-layer “OG + OIP + OG +
OIP + OG + OIP”, and seven-layer “OIP + OG + OIP + OG + OIP + OG + OIP” is shown in Figure 5.
The oil gap thickness is 500 μm, and the oil impregnated insulation pressboard thickness is 1000 μm.
The charge density absolute values of the charges accumulated at the first interface adjacent to the
cathode for the oil-insulation structure of different layers were analyzed here, as shown in Figure 6.
It can be found that the charge density absolute values at the steady state increase exponentially with
the electrical field strength.

The fitting formula is shown in Equation (17) and Table 2. Dsteady stands for the charge density
absolute value at steady state, C/m3. E stands for the electrical field strength, kV/mm. AE, BE and
CE are the fitting coefficients. At high electrical field strength, the structure’s influence becomes
remarkable. At 15 kV/mm, the charge density absolute value at steady state for all structures was
all about 2.5 C/m3. While at 40 kV/mm, the charge density absolute value at steady state for the
two-layer structure is 19.3 C/m3; for the three- and six-layer structures, the charge density absolute
value at steady state is about 12.5 C/m3; for the four-, five- and seven-layer structures, the charge
density absolute value at steady state is about 9.5 C/m3.

Dsteady = AE + BE × EXP(CE × E) (17)

Table 2. Fitting coefficients for interface charge density absolute value at steady state (1800 s) under
different electrical field strengths for multi-layer oil-paper insulation.

Coefficients Two Layers Three Layers Four Layers Five Layers Six Layers Seven Layers

AE −2.63 −2.96 −2.77 −3.12 −1.88 −2.91
BE 1.56 2.36 2.31 2.6 1.55 2.43
CE 0.066 0.048 0.043 0.041 0.057 0.043
R2 0.99 0.99 0.99 0.99 0.99 0.99
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(a) two layers (b) three layers 

  
(c) four layers (d) five layers 

  
(e) six layers (f) seven layers 

Figure 5. The oil-paper insulation structures with different layers.

Figure 6. Interface charge density at steady state under different electrical field strengths (20 ◦C).

The charges accumulated at the interface are dependent on the charge injection from the electrode,
the polarized charges determined by the conductivity, permittivity and thickness of dielectrics on both
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sides of the interface, the charge injection from the electrode, and also the charges migrated from the
dielectrics and other interfaces. The interface charge migration and accumulation is illustrated
in Figure 7. The accumulated charge density at the interface presents a dynamic change until
the accumulated and dissipated charge tends to balance and the density value does not change.
The structure of different layers contains different number of interfaces, and the distance of charge
migration within the system is different, which leads to the difference of charge at the interface. In this
paper, the simulation electric field strength was 15 kV/mm, 25 kV/mm, 30 kV/mm, 35 kV/mm,
and 40 kV/mm, respectively. For any same electrical field strength, because of the above reasons for
the generation and transfer of charges, the charge density at the interface is different for different layers
of the oil-paper insulation structure, and the difference is more significant under higher electrical field
strength, as shown in Figure 8.

 
Figure 7. Schematic diagram of interfacial charge accumulation and migration.

Figure 8. Total charge quantity under different electrical field strengths (20 ◦C) for multi-layer
oil-paper insulation.

The presence of space/interface charge in a multi-layer insulation system is able to enhance locally
the electrical field. Nevertheless, in real applications, at the interface, the presence of voids is always
at the origin of the partial discharges phenomena, which have a very large influence on the same
electrical field [28,29]. In the present model, the defects in the oil-paper insulation are characterized
by trap density shown in Table 1. The trap density here is the overall characterization of defects in
the oil-paper system, not local defects. In the future, it is necessary to further study the relationship
between charge accumulation at the interface and partial discharge.
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The relationship between the total charge quantity and electrical field strength for different layers
of the oil-paper insulation system is shown in Figure 8. It can be observed, that with the increase
of electrical field strength, the total charge quantity for each multi-layer oil-paper insulation system
increases in an exponential way, as described in Equation (18). The fitting coefficients for the results
in Figure 8 are shown in Table 3. In Equation (18), Qe stands for the total charge quantity at steady
state, and E stands for the electrical field strength, kV/mm. Ae, Be and Ce are the fitting coefficients.
From Figure 8, it can also be observed that the increase layer of the oil-impregnated pressboard will
bring a bigger increment of total charge quantity than the increase layer of the oil gap.

Table 3. Fitting coefficients for total charge quantity at steady state (1800 s) under different electrical
field strengths for multi-layer oil-paper insulation.

Coefficients
Two

Layers
Three
Layers

Four
Layers

Five
Layers

Six
Layers

Seven
Layers

Eight
Layers

Nine
Layers

Ten
Layers

Eleven
Layers

Ae −0.16 −0.30 −0.34 −0.40 −0.66 −0.46 −0.37 −0.54 −0.44 −0.62

Be 0.14 0.28 0.33 0.38 0.58 0.42 0.36 0.48 0.41 0.55

Ce 0.04 0.04 0.04 0.04 0.03 0.04 0.05 0.04 0.05 0.05

R2 0.999 0.995 0.994 0.996 0.994 0.993 0.995 0.994 0.992 0.993

Since the fact that total charge quantity is the sum of the charge quantity of the whole system,
the larger the system, the larger the total charge quantity. Therefore, for the simulation electric field
strength at 15 kV/mm, 25 kV/mm, 30 kV/mm, 35 kV/mm and 40 kV/mm, respectively, the total
charge quantity increases with the increase of insulation layers. Compared with the oil gap layer,
adding an oil-impregnated pressboard layer will bring a bigger total charge quantity increase because
the pressboard layer can cause more charge accumulation than the oil gap layer.

Qe = Ae + Be × EXP(Ce × E) (18)

3.3. Temperature Influence on the Space/Interface Charge Behavior

Figure 9 shows the space/interface charge simulation result for the three-layer “OIP + OG +
OIP” sample under DC 15 kV/mm at 40 ◦C and 60 ◦C, respectively. It can be observed that the
increase of temperature significantly increased the charge density of the charges accumulated at the
interfaces. High temperature brings about more charged injected into the sample. The reason for this
phenomenon is mainly because the increase of temperature will give charge carriers more energy to
overcome the barrier in the sample, and thus more charges will be injected into layers not only from
electrodes, but also from interfaces.

(a) 40 (15 kV/mm) (b) 60  (15 kV/mm) 

Figure 9. Space charge simulation of three-layer “OIP + OG + OIP” system under different temperatures.
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The relationship between the charge density at the interface adjacent to the cathode for the
oil-insulation structure with different layers at steady state and the temperature is shown in Figure 10.
It can be found that the charge density absolute values at steady state increase exponentially with
the temperature, as shown in Equation (19) and Table 4. In Equation (19), DTsteady stands for the
charge density absolute values at steady state, C/m3. T stands for the temperature, ◦C. AT, BT and
CT are the fitting coefficients. The charge density value increases by about 200 to 400 times when the
temperature increases from 20 ◦C to 60 ◦C. Due to the fact that the interface charge density values
become very large at 50 ◦C and 60 ◦C, the charge density values from 20 ◦C to 40 ◦C begin to overlap
with each other. At 20 ◦C, the charge density absolute values at steady state for all structures are about
2.5 C/m3. At 50 ◦C, the difference of charge density between different layers is between 5–20 C/m3,
at 60 ◦C, the difference of charge density between different layers is between 30–80 C/m3. In addition
to the injection of electrode charges, this is mainly due to the more prominent behavior of charge
dissipation and accumulation at the interface under high temperature. For all systems with different
layer numbers, the interface charge density also increases with the increase of field strength; however,
the interface charge density increases only about 5 to 10 times when the field strength increases from
15 kV/mm to 40 kV/mm. By comparing the simulation results, it can be seen that temperature has a
more significant influence on the space/interface charge characteristics of the system than the electrical
field strength. This trend is in accordance with the phenomenon mentioned in the literature [2,20].

DTsteady = AT + BT × EXP(CT × T) (19)

Figure 10. Absolute value of interface steady state charge density with different temperatures
(15 kV/mm).

Table 4. Fitting parameters for charge density at steady state (1800 s) under different temperatures for
multi-layer oil-paper insulation.

Parameters Two Layers Three Layers Four Layers Five Layers Six Layers Seven Layers

AT 0.062 0.083 0.094 −0.004 0.232 0.018
BT 0.089 0.106 0.088 0.102 0.084 0.098
CT 0.144 0.143 0.144 0.142 0.146 0.143
R2 0.99 0.99 0.99 0.99 0.99 0.99

The relationship between the total charge quantity and temperature for the multi-layer oil-paper
insulation system is shown in Figure 11. It can be observed that with the increase of temperature,
the total charge quantity for any kind of multi-layer oil-paper insulation system increases in an
exponential way, which is described in Equation (20) and Table 5. In Equation (20), QQT stands for the
total charge quantity at steady state with the unit C; T stands for the temperature with the unit ◦C. AQT,
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BQT and CQT are the fitting coefficients. From Figure 11, it can be observed that at each temperature
under the same DC electrical field strength 15 kV/mm, the increase of the oil-impregnated pressboard
layer will bring a greater increment of total charge quantity than the increase of the oil gap layer.

QT = AQT + BQT × EXP(CQT × T) (20)

Figure 11. Total charge quantity under different temperature for multi-layer oil-paper insulation (15
kV/mm).

Table 5. Fitting parameters for the total charge quantity at steady state (1800 s) under different
temperatures for multi-layer oil-paper insulation.

Coefficients
Two

Layers
Three
Layers

Four
Layers

Five
Layers

Six
Layers

Seven
Layers

Eight
Layers

Nine
Layers

Ten
Layers

Eleven
Layers

AQT −0.67 −0.95 −1.2 −0.98 −1.00 −1.02 −0.99 −0.88 −1.01 −0.88
BQT 0.10 0.12 0.18 0.11 0.13 0.11 0.13 0.12 0.13 0.13
CQT 0.09 0.10 0.09 0.10 0.10 0.11 0.11 0.11 0.11 0.11
R2 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99

4. Space/Interface Charge Behavior Under the Electrical-Thermal Combined Stress

4.1. Charge Density Calculation Method for the Electrical-Thermal Combined Stress

If the electrical field strength and temperature combined effect on the charge density could be
quantified, it will be of great significance to understand the charge distribution of the multi-layer
oil-paper insulation system used in the converter transformer. In this paper, the charge density under
the combined action of electrical field strength and temperature was calculated by the translation of
the charge density curves. Here, the three-layer “OIP + OG + OIP” sample was selected to illustrate
the proposed method.

The charge density absolute values of the charges accumulated at the interface adjacent to the
cathode for the three-layer “OIP + OG + OIP” sample at steady state (applied DC voltage for 1800 s)
under the combined effect of electrical field strength and temperature is shown in Figure 12. At each
temperature, the interface charge density absolute values at steady state increase with the electrical
field strength in an exponential way, as described in Equation (17).

The interface charge density absolute values at steady state under 40 ◦C is taken as the reference
temperature. The curve of the charge density changing with electrical field strength under 40 ◦C
is called the reference curve. Then the curve of the charge density changing with the electrical field
strength under 20 ◦C and 30 ◦C was moved along the x axis to the reference curve horizontally.
The combination of the three curves is called the charge density main curve, as shown in Figure 12.
The ratio of the electrical field strength of a point on the original curve at temperature T’ (T’ = 20 ◦C,

180



Energies 2019, 12, 1099

30 ◦C or 40 ◦C) before and after being moved to the main curve is defined as the electrical field
strength-temperature shift factor αT’, which is defined in Equation (21). Where ET’ is the electrical field
strength of a point on the original curve at temperature T’ before being moved. Eref-T is the electrical
field strength of that point after the curve at temperature T’ is moved to the reference temperature
T. The αT’ value of the reference temperature T = 40 ◦C is defined as α40 = 1. The αT’ values for
temperatures 30 ◦C and 20 ◦C are defined as α30 and α20, respectively. Based on the electrical field
strength values of a point before and after being moved to the main curve, the α30 and α20 were
calculated, where α30 = 2 and α20 = 4, as shown in Figure 12.

α

α

α

Figure 12. Interface charge density absolute values at steady state under different electrical field
strengths with different temperatures.

The electrical field strength-temperature shift factor αT’ can also be expressed with an Arrhenius
equation, as shown in Equation (23). Where R is the Boltzmann constant, 8.314J K−1 mol−1. Ea is the
activation energy, KJ/mol. T is the temperature before shifting, and Tref is the reference temperature,
K. Based on the αT’ results shown in Figure 12, the calculated activation energy of the three-layer “OIP
+ OG + OIP” sample is 55 kJ/mol, which is similar to the value given by Stanmm in the literature [30],
which indicates that the above calculation method for the charge density under the combined action
of electrical field strength and temperature is correct. Therefore, by fitting the charge density data
of the main curve at the reference temperature, the formula for calculating the charge density under
the combined action of electrical field strength and temperature for the three-layer “OIP + OG + OIP”
sample is obtained, as shown in Equation (22). The charge density under the combined action of
electrical field strength and temperature can be obtained by removing the main curve according to the
translation factor αT’.

With the translation method shown above, the charge density main curves for a multi-layer
oil-paper insulation system were obtained, as shown in Figure 13. The equations for calculating the
steady state charge density at the interface are shown in Table 6. By using the equations in Table 6,
the steady state interface charge density can be calculated under the combined action of electrical field
strength and temperature for different layers of a oil-paper insulation system.

αT′ =
ET′

Eref−T
; αT′ = EXP(

Ea

R
(

1
T
− 1

Tre f
)) (21)

D = −41.86 + 33.67 × EXP(0.05 × E
αT′

) (22)

αT′ = EXP(
55 × 103

8.314
× (

1
T
− 1

313
)) (23)
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Figure 13. Interface charge density absolute values at steady state under different electrical field
strengths with different temperatures for multi-layer oil-paper insulation.

Table 6. Calculation equations for the charge density under the combined action of electrical field
strength and temperature for multi-layer oil-paper insulation.

Sample Equations for Charge Density

two layers D = −40.5 + 32.3 × EXP( 0.05×E
αT′

); αT′ = EXP( 55×103

8.314 ( 1
T − 1

313 ))

three layers D = −41.86 + 33.67 × EXP( 0.05×E
αT′

); αT′ = EXP( 55×103

8.314 × ( 1
T − 1

313 ))

four layers D = −32.7 + 27.7 × EXP( 0.05×E
αT′

); αT′ = EXP( 60×103

8.314 ( 1
T − 1

313 ))

five layers D = −32.9 + 28.6 × EXP( 0.05×E
αT′

); αT′ = EXP( 63×103

8.314 × ( 1
T − 1

313 ))

six layers D = −34.8 + 28.4 × EXP( 0.05×E
αT′

); αT′ = EXP( 58×103

8.314 ( 1
T − 1

313 ))

seven layers D = −38.9 + 35.4 × EXP( 0.05×E
αT′

); αT′ = EXP( 65×103

8.314 × ( 1
T − 1

313 ))
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4.2. Total Charge Quantity Calculation Method for the Electrical-Thermal Combined Stress

By using the translation method proposed above, the main curves for the total charge quantity
under the combined action of electrical field strength and temperature for different layers of oil-paper
insulation system can be attained, as shown in Figure 14. The equations for calculating the total charge
quantity under the combined action of electrical field strength and temperature for different layers of
oil-paper insulation system are shown in Table 7. By using the equations from Table 7, total charge
quantity for different layers of the oil-paper insulation system can be calculated under any temperature
or any electrical field strength.

α

α

α

 

α

α

α

 

(a) two layers (b) three layers 

α

α

α

 

α
20

=6.25
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α

 

(c) four layers (d) five layers 

α

α

α

 

α

α

α

 

(e) six layers (f) seven layers 

Figure 14. Total charge quantity at steady state under different electrical field strengths with different
temperatures for multi-layer oil-paper insulation.
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Table 7. Calculation equations for the total charge quantity under the combined action of electrical
field strength and temperature for multi-layer oil-paper insulation.

Sample Equations for Total Charge Quantity

two layers Q = −7.6 + 7.1 × EXP( 0.04×E
αT′

); αT′ = EXP( 68×103

8.314 ( 1
T − 1

313 ))

three layers Q = −7.03 + 6.44 × EXP( 0.04×E
αT′

); αT′ = EXP( 68×103

8.314 × ( 1
T − 1

313 ))

four layers Q = −11 + 9.7 × EXP( 0.04×E
αT′

); αT′ = EXP( 70×103

8.314 ( 1
T − 1

313 ))

five layers Q = −7.9 + 7.3 × EXP( 0.04×E
αT′

); αT′ = EXP( 69×103

8.314 × ( 1
T − 1

313 ))

six layers Q = −11 + 9.7 × EXP( 0.04×E
αT′

); αT′ = EXP( 70×103

8.314 ( 1
T − 1

313 ))

seven layers Q = −9.8 + 8.9 × EXP( 0.04×E
αT′

); αT′ = EXP( 65×103

8.314 × ( 1
T − 1

313 ))

5. Conclusions

The interface charge density absolute values at steady state increase with the electrical field
strength and temperature in an exponential way, respectively. Temperature has a more significant
influence on the charge density than the electrical field strength. The total charge quantity of the
multi-layer oil gap and oil-impregnated insulation pressboard system also increases in an exponential
way with the electrical field strength and temperature increases, respectively. The temperature has a
more significant influence on the total charge quantity than the electrical field strength.

A new method for calculating the space/interface charge density or the total charge quantity of the
multi-layer oil-paper insulation under the combined action of electrical field strength and temperature
was proposed using the translation of the charge density curves or the total charge quantity curves.
The electrical field strength-temperature shifting factor αT’ was introduced in this paper. The equations
for calculating the charge density or the total charge quantity of the multi-layer oil-paper insulation
under the combined action of electrical field strength and temperature were provided.
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Abstract: A numerical model based on the finite element simulation software COMSOL was developed
to investigate the secondary arc that can limit the success of single-phase auto-reclosure solutions to
the single-phase-to-ground fault. Partial differential equations accounting for variation of densities
of charge particles (electrons, positive and negative ions) were coupled with Poisson’s equation to
consider the effects of space and surface charges on the electric field. An experiment platform was
established to verify the numerical model. The brightness distribution of the experimental short-circuit
arc was basically consistent with the predicted distribution of electron density, demonstrating that the
simulation was effective. Furthermore, the model was used to assess the particle density distribution,
electric field variation, and time dependence of ion reactions during the short-circuit discharge.
Results showed that the ion concentration was higher than the initial level after the short-circuit
discharge, which is an important reason for inducing the subsequent secondary arc. The intensity
of the spatial electric field was obviously affected by the high-voltage electrode at the end regions,
and the intermediate region was mainly affected by the particle reaction. The time correspondence
between the detachment reaction and the ion source generated in the short-circuit discharge process
was basically consistent, and the detachment reactions were mainly concentrated in the middle area
and near the negative electrode. The research elucidates the relevant plasma process of the secondary
arc and will contribute to the suppression of it.

Keywords: secondary arc; short-circuit discharge; numerical modeling; plasma discharge

1. Introduction

Because most of the faults on ultra-high voltage (UHV) and extra-high voltage (EHV) transmission
lines are typically impermanent single-phase-to-ground faults, single-phase auto-reclosure (SPAR) can
eliminate most of their potential effects. If a single-phase-to-ground fault occurs along the high-voltage
transmission lines, a short-circuit arc discharge of large current will be incurred at the fault point. After the
fault phase is switched off, the short-circuit arc will be extinguished. However, due to the electromagnetic
(EM) coupling between transmission lines, a secondary arc discharge of small current will continue through
the same arc path at the fault point. Therefore, the timely extinction of the secondary arc caused by the
single-phase ground fault is important for the success of single-phase reclosing. To ensure the safe operation
of the power transmission lines and enhance the stability of the power system, a method that enables the
self-extinction of the secondary arc is urgently needed to be found [1–3].

Although physical experiments can be performed to study the secondary arc characteristics
directly, such experiments are restricted by environmental conditions, require large investments,
and are insufficiently flexible [4–7]. In a circuit simulation model, the fault arc is very often represented
by a time-varying resistor, and it is described via nonlinear differential equations [8–10]. The arc
chain model, in which arc movement is modelled with consideration of the electromagnetic force,
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thermal buoyancy, wind load force, and air resistance, has been adopted by many researchers to
obtain the velocity equation of arc movement through the force analysis of each arc element [11–14].
However, these models do not consider the plasma produced by the discharge.

Numerical simulations are particularly suitable for analyzing and optimizing the complex plasma
processes created by the air discharge, and these plasma processes can be further elucidated by
comparing predictions from numerical simulations with experimental observations. Various modelling
approaches have been adopted by experts, including analytical models, fluid models, non-equilibrium
Boltzmann equations, Monte Carlo simulations, and particle-in-cell models [15]. Hybrid models that
combine some of these models are also used [16], as further detailed in [17]. In particular, hydrodynamic
fluid models have been shown to offer the advantages of efficiency, accuracy, and comprehensiveness,
and have most often been employed [18,19]. However, due to extensive calculations and complex
external conditions, the research has been focused on short gap discharges, such as corona discharge,
dielectric barrier discharge, and other fields.

Although the secondary arc has been thoroughly studied experimentally and the arc chain model
has been applied to analyze the movement of the secondary arc, few studies have been conducted
on the plasma process of the secondary arc. Therefore, the aim of this study was to develop a finite
element model for the secondary arc, using the simulation software COMSOL and focusing on the
initial stage, and to elucidate the relevant plasma processes by comparing predictions from numerical
simulations with experimental observations.

2. Model Description

2.1. Governing Equations

The most widely used formulation of a streamer propagation model in air is based on the
drift-diffusion hydrodynamic approach, which considers variations in the densities of electrons and
two generic types of ions (positive and negative) in space and time (see, e.g., [1–6]). This approach
results in the following three partial differential convection–diffusion equations, which also account
for rates of the physical processes leading to the generation and loss of charged species:

∂Ne

∂t
+ ∇ · (−De∇Ne) + βe · ∇Ne = fe, (1)

∂Np

∂t
+ ∇ · (−Dp∇Np) + βp · ∇Np = fp, (2)

∂Nn

∂t
+ ∇ · (−Dn∇Nn) + βn · ∇Nn = fn. (3)

here, the subscripts e, p, and n indicate electrons and positive and negative ions, respectively; N is the
density, in m−3; D is the diffusion coefficient, in m2/s; f is the net rate of the generation and loss processes,
in m−3s−1; and t represents time, in s. The main processes usually considered in Equations (1) and (3)
are represented by their rates: Electron impact ionization, fion = αNeμeE; attachment of electrons to
electronegative molecules (CO2, H2O, O2, etc.) present in air, fatt = ηNeμeE; detachment of electrons
from negative ions, fdet = kdetNeNn; electron-ion recombination, fep = βepNeNp; recombination of
positive and negative ions, fpn = βpnNpNn; and natural background ionization, f 0. In the expressions
above, α is Townsend’s ionization coefficient, in m−1; μ is the mobility, in m2/Vs; E is the electric field
strength, in V/m; η is the attachment coefficient, in m−1; kdet is the detachment coefficient, in m3/s;
and β is each respective recombination coefficient, in m3/s. Hence, the net rates for different charged
species are:

fe = fion + fdet + f0 − fatt − fep, (4)

fp = fion + f0 − fpn − fep, (5)

fn = fatt − fdet − fpn. (6)
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Equations (1) and (3) must be complemented by Poisson’s equation for electric potential V.
The solution provides the electric field distributions affected by the space charge, which are needed to
obtain the kinetic coefficients and the rates of individual processes:

∇(−ε0εr∇V) = e(Np −Ne −Nn), (7)

−∇V = E. (8)

here, e is the elementary charge, ε0 is the vacuum permittivity, and εr is the dielectric constant of
the material (unity for air). Equations (1) and (8), with boundary and initial conditions specific to
the problem, form a self-consistent model that must be solved numerically because of the strongly
non-linear nature of the model.

Parameters and rate coefficients in the hydrodynamic models should be obtained from a solution
of Boltzmann’s equation. Local field approximations are assumed, i.e., gas properties such as drift
velocities and the collisional ionization coefficient are functions only of E/N, where E is the field
amplitude and N the gas number density. In this study, transport coefficients needed for simulations of
discharges are obtained from [20], and the results are verified by comparing them with those obtained
using the popular Boltzmann equation solver. The transport coefficients are also compared with
the experimental results for air, and the achieved agreement confirms the validity of the parameters
utilized [21].

The rate and kinetic coefficients used in the model are provided in Table 1. The dependencies of the
ionization and attachment coefficients on the field strength are reproduced in Figure 1. The dependencies
of the electron drift velocity and diffusion coefficient are approximated as we = 3.2 × 103 × (E/N)0.8 m/s
and De = 7 × 10−2 + 8 × (E/N)0.8 m2/s, respectively. The parameters are selected based on analysis of
the literature and slightly adjusted according to the convergence of the model.

Figure 1. Ionization and electron attachment coefficients as functions of the reduced field E/N.
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Table 1. Input parameters for the model.

Transport Parameters Expression Description

μp (m2/Vs) 2.0 × 10−6 Positive ion mobility
Dp (m2/s) 5.05 Positive ion diffusivity
μn (m2/Vs) 2.2 × 10−6 Negative ion mobility
Dn (m2/s) 5.56 Negative ion diffusivity
βep (m3/s) 5.0 × 10−14 Electron-positive ions recombination rate
βpn (m3/s) 2.07 × 10−13 Positive-negative ions recombination rate
f 0 (1/m3s) 1.7 × 109 Natural background ionization source item
kdet (m3/s) 1 × 10−18 Electron detachment coefficient from negative ions

2.2. Computational Domain and Meshing

The geometric model of the secondary arc simulation conducted in this study is shown in Figure 2a.
Circular symmetry was exploited in constructing the geometric configuration. The whole computation
domain was 1.62 m high and 0.4 m wide. The insulator string was 1 m long (i.e., the distance
between the top and bottom electrode), and the radius of the center column of the insulator was
0.025 m. The ambient temperature T = 288.15 K (15 ◦C), and the background pressure was 1 atm
(1 atmosphere = 1.01325 × 105 Pa).

The above structures were meshed by free triangles, as shown in Figure 2b. The model grid
contained 10,821 triangles, with a maximum grid size of 0.06 m and a minimum grid size of 0.01 m.
Near the electrodes and the ignition line, the charge density and its variation are particularly strong,
which demands a very fine spatial mesh, whereas the rest of the discharge space rarely exhibits the
steep gradients associated with the electrodes. As can be seen from Figure 2b, at the electrode region
and ignition line a very fine resolution was employed to resolve the steep gradients, as required,
but away from the axis of symmetry, a very coarse mesh was used as the charge density does not vary
greatly there.

 
(a) (b) 

Figure 2. The geometric model and meshing result of the secondary arc simulation: (a) The geometric
model; (b) meshing result.

2.3. Numerical Modelling of the Short-Circuit Arc

In the experiment study, a fuse was usually adopted to ignite the arc discharge and simulate the
short circuit, and then the secondary arc was generated. For the purposes of this study, an ignition line
was added to the simulation model, and the emission particle source (electron ge2, positive ion gp2,
negative ion gn2) was set on the ignition line to simulate the high-charge-density arc channel generated
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by the short-circuit combustion. The particle sources were established with the following Gaussian
pulse functions (Figure 3) [22]: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

ge2 = 1× 1013 · gp1(t)
gp2 = 3× 1013 · gp1(t)
gn2 = 2× 1013 · gp1(t)

, (9)

where gp1(t) is the Gaussian impulse function. The width of the impulse depends on the duration
of short-circuit discharge (about 0.2 s). The amplitude of the impulse has positive correlation with
the short-circuit arc current (1 kA in this study). The appropriate value of the impulse at the center
position was calculated to be 0.08 with a standard deviation of 0.05.

Figure 3. Gaussian impulse function.

2.4. Boundary and Initial Conditions

The boundary conditions adopted for the numerical simulation of the geometric structure shown
in Figure 2a are summarized in Table 2. Because circular symmetry was adopted, the variation of three
charged particles along the radial direction was zero. Considering the adsorption and recombination
of negative ions by the positive electrode, the concentration of negative ions was set to zero, and the
positive ion concentration was similarly set to zero on the surface of the negative electrode. On the
top electrode (positive electrode), there were accumulative positive ions from ion reactions, and there
were electrons and negative ions on the bottom electrode. The ignition line was loaded with the
transient Gaussian pulse source according to Equation (9). These are described by the flux/source
boundary condition. A zero-flux boundary was established to define the rest of the outer boundary of
the calculation domain for the ion transport process [23]. The PARDISO transient solver embedded
in COMSOL was utilized, and the time step of the solver was controlled by the BDF (Backward
Differentiation Formulas) algorithm. The simulation time started the moment the short-circuit power
was connected to 0 and ended at 0.2 s.
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Table 2. Boundary conditions.

Application Location
Convection and

Diffusion Ne

Convection and
Diffusion Np

Convection and
Diffusion Nn

Axis of symmetry ∂Ne
∂r = 0 ∂Np

∂r = 0 ∂Nn
∂r = 0

Top electrode Ne = 0 −n · (Dp∇Np) = f+ Nn = 0
Bottom electrode −n · (De∇Ne) = f− Np = 0 −n · (Dn∇Nn) = f ′−

Ignition line −n · (De∇Ne) = ge2 −n · (Dp∇Np) = gp2 −n · (Dn∇Nn) = gn2
Rest of the boundary −n · (De∇Ne) = 0 −n · (Dp∇Np) = 0 −n · (Dn∇Nn) = 0

Considering the sustainability of the ionic reaction, in its initial stage, three ion initial concentrations
were set to 1 × 1013/m3, and 600 kV was loaded on the top electrode.

2.5. Experimental Platform

An equivalent single-phase experimental circuit was established according to the distributed
parameter model for transmission lines, as shown in Figure 4a. Here, the inductance L establishes an
inductive short-circuit starting current. In the experiment, this was 0.03688 H and the short-circuit
current was 1 kA. The capacitance C represents the equivalent coupling capacitance between the
faulty phase and healthy phases. This was 2.74 μF in this study. Different secondary arc currents
were achieved by changing the value of the group capacitance C in the experiment. A voltage divider,
current transformer, and oscilloscope were used to measure current and voltage waveforms in real
time, and two high-speed cameras were used to record the entire discharge process at 4000 fps.

 
(a) 

Figure 4. Cont.
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(b) 

 
(c) 

Figure 4. Experimental platform for secondary arc reproduction: (a) Experimental circuit; (b) experiment
field; (c) high-speed cameras.

Firstly, the circuit breaker S1 was closed to simulate an inductive arc starting current. Under the
action of large current, the ignition line gasified to form an arc channel. After 0.1 s, the circuit
breaker S2 closed and S1 quickly opened to simulate the secondary arc. The secondary arc experiment
was completed in the high-current test station of China Electric Power Research Institute, shown in
Figure 4b,c.

3. Results and Discussion

3.1. Experiment Verification

Figure 5 shows images of the short-circuit arc. Under the action of large short-circuit current,
the ignition line rapidly fused and strongly ionized the air around the insulator, forming a bright arc
plasma channel. Over time, the arc channel continued to spread, even after the breaker cut off the
power (0.1 s) due to the powerful thermal effect. It was not until 0.15 s that the attenuation phenomena
such as arc passage narrowing and brightness weakening appeared obviously. Due to the strong
ionization and thermal effect of the short-circuit current, there was no zero-crossing stage, which is
typical in an ac arc. Due to the huge current value of the short-circuit arc and the strong ionization
of the surrounding air, the movement of the arc passage was mainly radial diffusion. The force of
each part of the arc passage was mainly internal electromagnetic force, and external force had little
influence. Thus, the arc was warped internally with no significant upward or left–right drift.
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Figure 5. Short-circuit arc images at different times.

Figure 6 shows electron density distribution at different times during the short-circuit arc.
At 0.0025 s, the short-circuit current started to melt the ignition line, exhibiting a luminous effect.
During 0.025–0.15 s, the electrons produced by strong ionization concentrated near the ignition line,
and gradually spread to the surrounding space under the action of the electric field migration and the
convection diffusion of particles. After 0.15 s, the short-circuit arc decayed and the ionization region
reduced. During this phase, the electron density distribution tended to return to the initial level.

. 

Figure 6. Electron density distribution at different times.

Luminescence is caused by the emission of photons when some equations in the plasma ionization
reaction system transition from high to low energy levels. It is assumed that under the same
environment, other ionization equations have the same reaction rate as the ionization reaction that
emits photons. In this way, it can be considered to evaluate the ionization degree by observing
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the luminescence intensity with cameras, and comparing the camera images with the simulated
images to verify the consistency between the experiment and simulation. Comparing Figure 6 with
Figure 5, it can be seen that the brightness distribution acquired with high-speed cameras of the
experimental short-circuit arc was basically consistent with the predicted distribution of electron
density, demonstrating that the simulation was effective and supporting the subsequent analysis of the
plasma interior.

3.2. Particle Density Distribution and Development Law

Figure 7 plots the electron concentration distribution along the ignition line at six different times.
The abscissa represents the arc length between the point on the ignition line and the 0 point on the
negative electrode surface. The electron density slowly increased from the cathode region to the
intermediate plasma region and remained constant until close to the anode region. After that, it sharply
decreased and fixed to zero on the anode surface. Notice that the electron density did not increase
significantly from the cathode arc root to the intermediate plasma region, which is markedly different
from general streamer discharge. This was due to the strong joule heating effect of the short-circuit arc
with large current, which caused strong ionization of the surrounding air, so there was little breakdown
caused by electron collision ionization. Near the anode surface, the rapid drop was caused by the
absorption of electrons by the anode. During the short-circuit arc phase, the peak electron concentration
reached 5.72 × 1014 m−3, and the electron concentration was 1.3 × 1014 m−3 above what it was at the
end of the simulation, which proves that the short-circuit discharge increased the concentration of
space charge and provided necessary environmental conditions for the generation of a subsequent
secondary arc.

Figure 8 shows the law of spatial negative ion density changing with time from the initial moment
to 0.2 s on the surface of the negative pole (point 53) and the positive pole (point 58) as well as
the middle point of the ignition line (point 60), which quantitatively reflects the gradual change
of the concentration of transient particles in the short-circuit discharge process. It is not difficult
to see that over time, the concentration of negative ions rose and then levelled off. When the ion
reaction approached the end of simulation time, the ion concentration was higher than the initial level,
which proves that the short-circuit discharge increased the spatial ion concentration and provided
necessary environmental conditions for the subsequent secondary arc. Due to the difference of diffusion,
convection, and adsorption coefficients between positive ions and negative ions, the changing curves of
concentrations of positive ions and negative ions had slight differences despite showing the same trend.

 
Figure 7. Electron density distribution along the ignition line at key time nodes during the discharge.
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Figure 8. The negative ion density at the positive electrode (point 58), the negative electrode surface
(point 53), and the central point (point 60) during the discharge.

3.3. Spatial Distribution of the Electric Field During Discharge

Figure 9 depicts the spatial electric field distribution in the initial stage of discharge, which was
mainly caused by the high voltage applied by the electrode. In Figure 9, the intensity of the electric
field is given by the cloud diagram, and the direction of the electric field is described by the red arrow.
The electric field line started at the positive pole, crossed the whole space, and ended at the negative
pole. Moreover, a large field intensity was generated at the maximum geometric curvature radius.
This field intensity caused the point discharge.

Because the electric field generated by the ions was considerably different from the electric field
generated by the electrodes, the field intensity effects at different times cannot be intuited from the
cloud map, and are better represented by a one-dimensional graph. Figure 10 plots the electric field
intensity as a function of the time in the middle region of the discharge space (r = 120 mm; Z = 680 mm,
as an example). With increased discharge time, the electric field intensity at this spatial point showed
an S-shaped upward trend. The essential reason for this rising trend is that a large number of ions are
generated in the discharge process, and the electric field intensity generated by ions follows Gaussian
electric field distribution, as described in Equations (7) and (8). Because the evaluated point was close
to the short-circuit discharge area, the electric field tended to increase. When the discharge entered
the later stage, the ions generated migrated under the action of the electric field and spread to other
regions, causing the rate of the electric field intensity increase to attenuate gradually. The electric field
intensity reaches the peak at about 0.2 s and then slowly decays. It takes 1 s usually for the extinction
of the secondary arc, and if the simulation time is sufficiently long, the final electric field intensity
could be predicted to return to its initial level [24].
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Figure 9. Spatial electric field distribution at the initial moment.

 

Figure 10. Electric field intensity over time at the midpoint of the discharge area.

To study the development of the electric field intensity over time, the transversal at r = 100 between
the positive and negative electrodes was selected as an additional evaluation object. The development
of the axial electric field intensity during the initial, peak, final, and intermediate stages of the discharge
process was analyzed. Figure 11 shows that the electric field generated by the high voltage of the
electrode was the strongest near the electrode and the lowest in the middle of the discharge region.
Evidently, the contribution of ions to the spatial electric field was smaller than that of the high-voltage
electrode; nonetheless, the former cannot be ignored. The contribution of ions to the spatial electric
field was the largest in the intermediate discharge region, and the effect was small near the electrode.

197



Energies 2019, 12, 2128

Figure 11. Development of axial electric field intensity over time at r = 100 mm.

3.4. Particle Reactions in Discharge Process

Figure 12 shows the time-dependent calculation results of the average detachment reaction rate in
the discharge area. The time correspondences of the detachment reaction and ion source generated
during the short-circuit discharge (Figure 3) is basically consistent: the detachment reaction rate
increased sharply during the initial stage and peaked at the same time as the short-circuit discharge ion
sources simulated by the Gaussian pulse. According to the formula fdet = kdetNeNn, the detachment of
electrons from negative ions is influenced by both the concentration of electrons and the concentration
of negative ions. This result occurs because numerous negative ions and electrons are rapidly generated
in the short-circuit discharge. After the completion of the short-circuit discharge, the detachment
reaction speed decreases gradually, unlike the rapid decay of ion sources concentration. That is because
the recombination reaction process is influenced by the slow diffusion and migration of ions in space.

Considering the assumption of electrical neutrality during the initial stage of the discharge process,
the detachment reaction rate in the initial stage was relatively uniform. Therefore, this section focuses
on the spatial distribution of the detachment rate in the peak stages of the short-circuit discharge.
On the surface plot Figure 13, one can observe the detachment reaction rate at the discharge peak
was the highest near the ignition line and the lowest near the positive electrode. This is confirmed
in Figure 14, which shows the detachment rate along the transversal at r = 100 between the positive
and negative electrodes. As the bodies involved in the detachment reaction were negative ions and
electrons, which were absorbed and neutralized near the positive electrode, the detachment reaction
speed near the positive electrode was reduced. During the later stage of discharge, the negative ions
and electrons generated by the short circuit tended to be uniform under the action of the electric field
migration and diffusion. Therefore, the distribution of the detachment reaction rate gradually returned
to the initial state.

Furthermore, the average recombination reaction (both electron-positive ions and positive-negative
ions) rate was studied during the discharge. The results demonstrate that they are consistent with the
trend of the detachment reaction rate, with differences only in magnitude. The influencing factors and
mechanisms of each stage are also consistent with the detachment reaction, with differences caused
only by the respective reaction coefficients. These reaction coefficients are affected by the ion collision
cross sections and are selected for normal temperature and pressure conditions.
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Figure 12. Time dependence of the average detachment reaction in the discharge space.

Figure 13. Detachment reaction rate surface plot at the discharge peak.
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Figure 14. Detachment reaction rate at r = 100 mm at the peak stage of discharge.

4. Conclusions

In this study, COMSOL multi-physical field coupling analysis software was used to simulate the
short-circuit discharge process during the initial stages of a secondary arc fault based on the relevant
partial differential equations. The model particularly focused on the complex plasma created by the
short-circuit discharge (initial stage of the secondary arc), which has been little researched in relevant studies.
This could increase our fundamental understanding of the secondary arc and long gap alternating-current
arc in the free air from a microscopic discharge mechanism. It could help to develop the secondary
arc suppression technique and ensure the timely extinction of the secondary arc, and thus contribute to
optimizing single-phase auto-reclosing (SPAR). This is of great significance to the safe operation of power
transmission lines and enhances the stability of the power system. An experiment platform was established
to verify the numerical model. Then the particle density distribution, electric field variation, and time
dependence of ion reactions during the discharge were analyzed. The main conclusions are as follows:

(1) The brightness distribution obtained by high-speed cameras of the experimental short-circuit arc
was basically consistent with the predicted distribution of electron density, demonstrating that
the simulation was effective and supported the subsequent analysis of the plasma interior.

(2) With the short-circuit discharge, the electron density along the ignition line first increased and then
decreased, and its distribution was quite different from the general streamer discharge. Over time,
the concentration of negative ions rose and then levelled off, and due to the differences of diffusion,
convection, and adsorption coefficients between positive ions and negative ions, the changing curves
of concentrations of positive ions and negative ions had slight differences despite showing the same
trend. Near the end of the simulation time, there was a considerably larger number of charged
particles than the initial level, which provided the necessary environmental conditions for subsequent
secondary arc generation.

(3) The initial stage of discharge was mainly point discharge in space. The spatial electric field
intensity showed an S-shaped upward trend in the discharge process. The end regions were
Sssignificantly affected by the high-voltage electrode, whereas the middle area was mainly affected
by the particle reaction.

(4) The time correspondence between the detachment reaction and the ion source generated in the
short-circuit discharge process was basically consistent, and the detachment reactions were mainly
concentrated in the middle area and near the negative electrode. The average recombination
reaction rates were consistent with the trend of the detachment reaction rate during the discharge,
with differences only in magnitude.
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Abstract: In this work, the ion flow field of a monopolar transmission line inside the corona cage
of a square cross-section is iteratively calculated concerning the effects of wind. The electric field
distribution is solved analytically using the charge simulation method (CSM). Meanwhile, the upwind
finite volume method (UFVM) with 2nd order accuracy is presented for the distribution of space
charge density. Additionally, a dual mesh grid is established in the calculation domain, the interlaced
geometric construction of the mesh assures a quick and effective convergence rate. In the final part,
a reduced-scaled experiment is designed to examine the feasibility and accuracy of this approach,
electric field and ion current density on the bottom side are measured by field mills and Wilson plates.
The data numerically computed fits well with that acquired by measurement.

Keywords: corona discharge; electric field analysis; ion flow field; space charge density; UFVM

1. Introduction

In operating HVDC transmission lines of a power system, the phenomenon of corona discharge is
a leading cause of radiation interference (RI), noise interference (NI), and corona loss (CL) [1]. Thus,
investigation on the ion flow field distributed around the conductors receives considerable attention in
the design of HVDC transmission lines.

Commonly, one of the main obstacles in solving the ion flow field is the nonlinearity between the
electric field and space charge density. The vast majority of solutions calculate the electric field and
the space charge density iteratively and the iteration process ends once the criteria are met. In the
meantime, wind flow affects the distribution of the electric field around transmission lines to certain
degree as well. All the above-mentioned issues increase the difficulty of calculating the ion flow field.

In the past few decades, research on the ion flow field calculation has varied in terms of the
methods utilized to calculate the electric field and the space charge density in the domain of interest.

With regard to the electric field, Janischewskyj and Gela [2] introduced finite element method
(FEM) to solve the electric field numerically; afterwards, this method was frequently adopted and
well-developed. In 1983, Takuma et al. [3] applied CSM to calculate the nominal electric field without
space charge, while FEM was used to solve the electric field induced by space charges. Since then,
this approach has been broadly applied in electric field calculation [4,5]. CSM offers satisfactory accuracy,
whereas the calculation domain is restricted to an infinite field above the ground or axisymmetric
structure. Simultaneously, a drawback of FEM is that the accuracy of the electric field close to the
conductor surface is not as expected because of the steep gradient.

In regard to the calculation of space charge density, method of characteristics (MOC) is diffusely
utilized [6–10], space charge density is calculated along electric field lines with given initial charge
density on the conductor surface. This approach relies on the Deustch’s assumption, which assumes
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the space charge affects the amplitude of an electric field rather than its direction. Xiao calculated
the ion flow field around a cross-over transmission line in the 3D domain with the MOC method.
However, the effectiveness of this method is unsatisfactory if the influence of wind flow is under
consideration. Lu et al. [11] proposed an upwind FEM, which avoids non-physical instability of the
numerical calculation. Zhou et al. [12] induced upwind weighting function to FEM for the purpose of
eliminating the oscillations in simulation of charge conservation. Levin [13] established dual mesh
based on the triangulation grid in calculation domain; the new mesh is called donor cell and the space
charge density is hereby solved in accordance with Gauss’ Law. Then, upwind the FVM method were
used in several research projects [5,14–17] in which the numerical stability, effectiveness, and accuracy
of the solution process was improved substantially. Yang et al. [18] proposed an upstream meshless
method to solve the current continuity equation.

For the purpose of implementing an indoor experiment and control of environmental parameters,
a corona cage is designed in where the phenomenon of corona discharge initializes on a relatively
lower voltage level. Bian et al. [19] and Lekganyane et al. [20] investigated the ion flow field in a square
cross-section cage and compared the result with that of an indoor test line; Zhou et al. [8] presented a
comprehensive study on the ion flow field distribution in a cylindrical cage employing a mesh-based
method and MOC. However, there is paucity of published research concerning the effect of wind flow
on the corona discharge of corona cage.

However, solution of the ion flow field generally concerns the numerical stability, calculation
accuracy and the impact of wind flow. The referenced articles barely meet these requirements at the
same time. Therefore, it is necessary to develop a method that offers a quick, stable, and accurate
solution of ion flow field.

In this paper, the calculation domain is tessellated in the form of a dual mesh. Next, CSM is utilized
for a nominal electric field in the absence of space charges. Simultaneously, electric fields generated by
space charges is available if the space charges density is known, by this means, the accuracy of the
calculated field is guaranteed even on the conductor surface. The 2nd order upwind FVM is employed
to calculate the space charge density distribution. Eventually, the calculated result is validated with
that derived by experiments.

The importance and originality of this study consists of the nominal electric field in a square
cross-section being solved by means of proper placement of the simulation charges, the more accurate
solution of space charge density distribution involving the impact from wind flow, as well as the
applicability of this approach in presence of wind flow. The calculation process provides rapid
convergence rate as the analytically calculated electric field is less time-consuming compared to the
traditional method using FEM.

2. Mathematical Description

2.1. Governing Equations and Simplifying Assumption

Generally, the ion flow field in the ambient of conductor is governed by Poisson’s equation and
the current density conservation equation [3]:⎧⎪⎪⎪⎨⎪⎪⎪⎩

∇E = − ρ−/ε0

∇ · J− = 0
J− = ρ−(bE + W)

(1)

where,

b is the ion mobility, 1.5 × 10−4, m2/V/s;
E is the electric field, V/m;
ρ is the negative space charge density, C/m3;
J− is the negative ion current density vector, A/m2;
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W is the wind velocity vector, m/s; and
ε0 is the permittivity of air equals 8.854 × 10−12, F/m.

Further, certain assumptions are proposed in advance in order to reduce the complexity of
calculation and acquire satisfactory precision:

(a) The thin ionization layer close to the conductor surface is neglected;
(b) The ion mobility remains unchanged throughout the solution process;
(c) Influence exerted by ion diffusion is ignored;
(d) Kaptzov’s assumption [21] which presumes the electric field on conductor surface remains

constant after the applied voltage reaches the onset value is adopted.

2.2. Boundary Conditions

Before proceeding to the solution process. Boundary conditions and initial conditions of the
calculation domain are listed in Table 1.

Table 1. Boundary conditions and initial conditions.

Distribution Variables Conductor Surface Cage Wall

Electric potential Vapp 0

Space-charge density ρs
∂ρ
∂n

Electric field Eon
∂E
∂n

where,

Vapp is the voltage supplied on the conductor, V;
ρs refers to the space charge density on the conductor surface, C/m3;
Eon is the onset electric field, V/m; and
Eon is assumed to be constant on the conductor surface according to Kaptzov’s assumption, the explicit
value is attained using Peek’s empirical formula [22]:

Eon = 30m(1 +

√
0.0906

r
) (2)

where,

m is the roughness factor set to 0.65; and
r is the radius of the conductor, m.

An appropriate guess of the initial value of the charge density on conductor surface determines
the accuracy of the result and diminishes the iteration process. The empirical formula introduced
in [23] is referred to in this paper:

ρs =
Eg

Ec

8ε0Vc(Vapp −Vc)

rHcon(5− 4Vc/Vapp)
(3)

where,

Eg is the ground level electric field under the conductor, V/m;
Ec is the nominal electric field on the conductor, V/m;
Vc is the onset voltage of the conductor, V;
Vcon is the conductor voltage, V; and
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Hcon is the height of the conductor, m.

Takuma [3] assumes that the initial charge density is evenly distributed on the conductor surface,
yet it is not suitable for the situation where the transmission line is placed inside corona with a square
cross-section cage. Because distances between the conductor surface to the cage wall are diverse,
which differs from the situation above the ground or in the coaxial cage. Hence, in this work, charge
density is set to be linearly dependent on Ec. To be specific, for each node on the conductor surface,
Ec is calculated by CSM, neglecting space charges. Thus, the initial charge density of this node is
achieved by substitute corresponding Ec into Equation (3).

3. Solution Process

The distributions of electric field and space charge density are solved iteratively, in this process,
the initial charge density on the conductor surface is updated in each iteration in case that the condition
of convergence is not satisfied. The detailed procedure is organized and illustrated in Figure 1.

 

Figure 1. Flowchart of the method.

3.1. Discretization of Calculation Domain

The calculation is conducted in the 2D cross-section of the cage, and the calculation domain is
divided in form of dual mesh. Specifically, a Delaunay Triangular mesh is generated in the first place;
after that, polygon cells are constructed via connecting the barycenter and the midpoints of triangular
cell edges, which share common vertexes [24].

The meshing of the calculation domain is demonstrated in Figure 2. Meshing of the area in the
vicinity of the conductor surface and the cage wall are finer in the cause of the need of more accurate
calculation results. As a result of the grid independency test, the difference of the calculated result is
less than 1%, while the domain is tessellated into 1879 cells.
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Figure 2. Tessellation of calculation domain.

Since the electric field is calculated analytically, the electric field in each single point can be
calculated defectively. Regarding to the space charge density, they are stored in the nodes of the
triangulation. The effectiveness of the solution process is ensured resulting from the interlaced
meshing scheme.

3.2. Calculation of Electric Field

The calculation of electric field composes of two parts: the nominal field and the field induced by
space charges.

Regarding the nominal field to be calculated by CSM, there are 40 simulation charges equally
distributed inside the conductor.

In contrast to the circumstance of outdoor lines above the ground, extra simulation charges are
placed outside the cage wall to maintain the zero potential of the grounded cage wall; as a result, as
demonstrated in Figure 3, there are 160 simulation charges equidistantly arranged with interval dc,
the perpendicular distance between the cage wall and simulation charges are two times of dc. Image
charges are placed symmetrically in the opposite sides of the ground. The match points are placed
right on the conductors and corona walls, respectively.

According to the principle of CSM, values of the simulation charges must ensure the potential on
the conductor surface and cage wall to be Vapp and zero. Thus, coefficient equations are listed below:{

Pcond ·Qcond + Pcage ·Qcage = Vapp

P′cond ·Qcond + P′cage ·Qcage = 0
(4)

where Qcond and Qcage are simulation charges of the conductor and cage, Pcond, Pcage are the potential
coefficients regarding the conductor surface, and P′cond, P′cage are the potential coefficients for the
cage wall.

The nominal electric field is therefore obtained by superposing the field caused by simulation
charges. The space charges-induced field can be calculated if the space charges are known. Accordingly,
the ion flow field is available as follows:

Em =
∑

i

Qi

4πε0

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⇀
ri

r2
i

−
⇀
r′i
r′2i

⎞⎟⎟⎟⎟⎟⎟⎟⎠+∑
j

∫
sj

ρ j

4πε0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⇀
rj

r2
j

−
⇀
r′j
r′2j

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠dsj (5)
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where,

sj is the area of the polygon cell, m3;
ri and rj are the distances between the observation point to the source, m;
r′i and r′j are the distances between the observation point to the image points, m;

Qi are the simulation charges consist of Qcond and Qcage, C; and
ρj is the charge density on triangulation nodes, C/m3.

Figure 3. CSM method.

3.3. Calculation of Ion Current Density

FVM ensures the maximum principle of charge density on cell boundaries resulting in numerical
stability in the calculation process. Additionally, the upwind scheme satisfies the physical fact that the
migration of space charges is affected by upwind stream only [25]. Particularly, this method is feasible
for calculation in the presence of wind flow.

By substituting Equation (3) into Equation (2), following equation is obtained:

∇ · [ρ−(bE + W)] = 0 (6)

Afterwards, Equation (6) is converted to integral form:
�

s
ρ(bE + W)dl = 0 (7)

where,

s and l are the area and boundary of the cell.

Next, Equation (7) is rewritten in the form of linear equations in the light of Figure 4:∑n

n=1
ρVnLn = 0 (8)

where,
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Vn = bEn +Wn, En and Wn are the outward normal component of electric field and wind speed on cell
edges, and
Ln is the length of the ith cell; and
n presents the serial number of the edges.

 
Figure 4. Control volume of UFVM.

Finally, a system of linear equations is established and the distribution of charge density is
therefore achieved.

Normally, charge density is defined as the average value of adjacent nodes [15], or determined by
the upwind scheme. Nevertheless, these methods are only of 1st order accuracy which is insufficient
for engineering requirements.

With an aim to promote the accuracy of space charge density, a 2nd order upwind scheme is
utilized. Charge densities on the edges are solved directly. Apparently, the charge densities on cell
edges can be expressed according to the Taylor series expansion as Figure 4:{

ρi,n = ρi + ∇ρi,n · di,n i f Vn · un > 0
ρi,n = ρn + ∇ρn,i · dn,i i f Vn · un < 0

(9)

where,

ρi,n is the charge density on the edge, C/m3;
di,n is the vector direct from the ith node to the corresponding neighboring nodes; and
∇ρi,n and ∇ρn,i are the gradient of corresponding upwind node.

For the known charge densities on the ith node and its adjacent nodes, the following over
determined matrix equation can be established; thus, the gradient of charge density on the ith node
is obtained: ∣∣∣∣∣∣∣∣∣∣∣

Δx1 Δy1

Δx2 Δy2

. . . . . .
Δxn Δyn

∣∣∣∣∣∣∣∣∣∣∣
An×2

×
∣∣∣∣∣∣∣
∂ρi
∂x
∂ρi
∂y

∣∣∣∣∣∣∣
X2×1

=

∣∣∣∣∣∣∣∣∣∣∣
ρi − ρ1

ρi − ρ2

. . .
ρi − ρn

∣∣∣∣∣∣∣∣∣∣∣
Bn×1

(10)

3.4. Terminal Criteria and Initial Charge Density

The iteration procedure will terminate while the following conditions are met.

Ec − E0

E0
< δE (11)
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1
N

N∑
i=1

∣∣∣ρm,i − ρm−1,i
∣∣∣∣∣∣ρm−1,i

∣∣∣ < δρ (12)

where,

δE and δρ are relative terminal criteria;
Ec is the electric field on conductor surface, V/m; and
ρm,i and ρm−1,i are consecutive space charge densities of the iteration process in ith cell, C/m3.

However, the initial charge densities on the conductor surface need to be modified in each
iteration so as to maintain the electric field on conductor surface as E0, the principle abides by the
following equation:

ρm−1 = ρm

(
1 + μ · Ec − E0

Ec + E0

)
(13)

where,

ρm−1, ρm are charge densities of two consecutive iteration on conductor surface, C/m3; and
μ is the acceleration factor equals to two.

Distributions of the space charge density of different wind speed are indicated in Figure 5.
The convergence rate of the calculation under −120 kV voltage supply and 10 m/s wind speed is shown
in Figure 6; the iteration process has a good convergence and ends after about 45 times of iteration.
It takes fewer than 10 min since the coefficient matrix of the electric field is prepared once and for all.

 

Figure 5. Space charge density under 100 kV supply voltage. (a) space charge density under 0 m/s
wind speed; (b) space charge density under 5 m/s wind speed; and (c) space charge density under
10 m/s wind speed.

Figure 6. Convergence to terminal criteria.
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4. Validation

4.1. Design of the Experiment

The corona cage is frequently used, which offers much more intensive field strength on relatively
low voltage level. The reduced size of experimental facility enables indoor experiments.

The dimension of the main section of the corona cage is 1500 × 800 × 800 (mm), there are two
guard sections size at 300 × 800 × 800 (mm) in order to eliminate the impact results from end effect [26].
The conductor of 10 mm radius is hung along the center of the cross-section, and the two ends of the
conductor are fixed on a steel frame with two composite insulators as a connection. The schematic
diagram and experimental equipment are indicated in Figures 7 and 8.

 

Figure 7. Schematic diagram of the experimental setting.

 

Figure 8. (a) The general view of the corona cage; (b) The electric field mill; (c) The Wilson plate; (d) Flow
equalizing plate; (e) adjustable speed fan; (f) digital high precision anemometer; and (g) scope coder.

Seven Wilson plates and field mills are parallelly laid on the bottom side of the cage equidistantly
for the measurement of ion current density and electric field.

Yokogawa scope coder DL 850 is used to record sampling signals of the ion flow current collected
by Wilson plates, this equipment provides high sampling rate which is up to 100 Ms/s and enables
continuous synchronous measurement of multi-channel.
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The voltage was supported by a DC source with fluctuation less than 5%. The experiment was
conducted at standard air pressure in a high voltage laboratory. The relative humidity was 20% to 30%
and the temperature ranged from 10 ◦C to 15 ◦C.

An adjustable speed fan with four gears is placed next to the cage, facing one side of the cage,
and it provides lateral wind speed of 0–10 m/s. The impact of flow divergence is moderated by a
flow equalizing plate, the wind speed is measured by a digital high precision anemometer (AS-8336).
The desired wind speed is achieved by adjusting the gear and distance between the fan and the
equalizing plate. Since even distribution of the wind speed is the prerequisite of the experiment, wind
speed values of 16 points are measured in the cross-section of the cage. The measurement shows that
the standard deviation of wind speeds is less than 5%. The average measured result is demonstrated
in Figure 9.

Figure 9. (a) measured wind speeds of 5 m/s; and (b) measured wind speeds of 5 m/s.

4.2. Discussion of Numerical and Measured Results

For the purpose of investigating the impact caused by varied supply voltage and wind speed,
the voltage applied on the conductor is adjusted to −80 kV, −100 kV, and −120 kV, the wind speed is
specified at 0 m/s, 5 m/s and 10 m/s. Both the numerically resolved and practically measured results
of the electric field and the ion current density on the bottom side of the cage are demonstrated in
Figure 10. It shows that the numerical result fits well with that is measured in experiment. As a result,
the method used in this work is qualified to evaluate the ion flow field in a corona cage.

The electric field and ion flow current reach their peaks right under the conductor and decrease
with the distance from the center point when the wind speed is zero. As the wind speed rises, the curve
shifts in the same direction with the wind flow. In comparison with the electric field, the degree
of the shift on the ion current density is larger because it is more affected by the movement of the
space charges.

In order to illustrate in a more intuitive manner, the cross-section of interest is bisected by vertical
center line which is illustrated in Figure 11, the section in where the wind flow and the electric field
move in opposite directions is defined as upwind; on the contrary, the other section is downwind.

In the upwind section, electric field and ion current density weakens because the wind flow
reduces the density of space charges. This effect decreases as approaching the conductor due to the
increasing electric field force.

For both electric field and ion current density, absolute values in the upwind section is slightly
lower than that in the downwind section. The absolute value declines along with the increasement of
wind speed. In addition, the degree of the impact results from wind speed mounts as the electric field
strength decreases. Additionally, the ion current density on lower voltage level is more sensitive to the
wind speed owing to weaker field strength.
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Figure 10. (a) Electric field on the bottom side under −80 kV supply voltage; (b) electric field on the
bottom side under −100 kV supply voltage; (c) electric field on the bottom side under −120 kV supply
voltage; (d) ion current density on the bottom side under 80 kV supply voltage; (e) ion current density
on the bottom side under 100 kV supply voltage; (f) ion current density on the bottom side under
120 kV supply voltage.

 

Figure 11. Schematic diagram of the cross-section.

In upwind and downwind section, the wind flow exerts contrarily influence on the electric field
and the ion flow current. To be explicit, increased wind speed weakens the electric field intensity
and ion current density in the upwind section. For the downwind section, the result is opposite.
The explanation is that the charge density in the upwind section is larger than that of the downwind
section which is rather obvious, as shown in Figure 5.

5. Conclusions

The method combining CSM and upwind FVM, which concerns the impact of wind flow,
is proposed in this paper, experiment is designed to examine the numeric results. The results indicate
that such a method provides a relatively accurate evaluation of the ion flow field under a corona
discharge conductor. For the merits of the presented method, the analytically calculated electric field
offers a more precise electric field in the vicinity of the conductor than that is solved in traditional
FEM; simultaneously, it reduces calculation time and enhances numerical stability to a large extent
by means of avoiding iterative calculation of two numeric methods. Moreover, 2nd-order UFVM
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improves the accuracy of space charge density and is competent for the conditions, including wind
impact. The solution process converges effectively and stably. The dependence of the ion flow field on
the wind is studied, which approves the influence of wind flow on the ion flow field.
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Abstract: The most severe partial discharges and main insulation failures of 10 kV cross-linked
polyethylene cables occur at the joint due to defects caused by various factors during the manufacturing
and installation processes. The electric field distortion is analyzed as the indicator by the charge
simulation method to identify four typical defects (air void, water film, metal debris, and metal needle).
This charge simulation method is combined with random walk theory to describe the stochastic
process of electrical tree growth around the defects with an analysis of the charge accumulation
process. The results illustrate that the electrical trees around the metal debris and needle are more
likely to approach the cable core and cause main insulation failure compared with other types of the
defects because the vertical field vector to the cable core is significantly larger than the field vectors to
other directions during the tree propagation process with conductive defects. The electric field was
measured around the cable joint surface and compared with the simulation results to validate the
calculation model and the measurement method. The air void and water film defects are difficult
to detect when their sizes are less than 5 mm3 because the field distortions caused by the air void
and water film are relatively small and might be concealed by interference. The proposed electric
field analysis focuses on the electric field distortion in the cable joint, which is the original cause of
the insulation material breakdown. This method identifies the defect and predicts the electrical tree
growth in the cable joint simultaneously. It requires no directly attached or embedded sensors to
impact the cable joint structure and maintains the power transmission during the detection process.

Keywords: cable joint; charge simulation method; electrical tree; random walk theory

1. Introduction

The power cable has been extensively used in power transmission and distribution systems due
to its large ampacity and ability to be installed underground [1,2]. The cables have been used for more
than 40 years of service in the developed countries, and the cable failure accidents frequently occur in
large cities due to the aging and manufactured defects of cables during the long-term operation [3,4].
Therefore, it is necessary to develop an effective and efficient method to detect the defects and predict
the aging rate based on the electrical tree model in the cable to maintain safe power transmission.

With the improvement of high voltage (HV) and insulation technology, cable manufacturing has
replaced the traditional oil-filled paper used as the insulation material with cross-linked polyethylene
(XLPE), which has become the most widely used insulation material for power cables [5]. Compared
with HV XLPE cables, 10 kV XLPE cables are more prevalent in the power distribution system,
especially in urban power grids. The cable maintenance has become difficult due to the complicated
underground environmental conditions in cities. As the part of the cable with a complex structure and
relatively weak insulation, the cable joint is more likely to explode than the cable main body due to
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long-term usage and lack of maintenance [6–8]. The defects in the cable joint are the main cause of
explosion accidents. Many studies have been conducted to investigate the electric field distribution
and aging process of main cable body, whereas studies of the cable joint are inadequate due to its
complicated structure and multiple installation procedures [9,10]. This paper focuses on the electric
field analysis around the 10 kV cable joint to determine the characteristics of the field distribution
corresponding to each typical defect. The electric field was then measured to locate and identify the
defect in the cable joint.

Cable joint defects are more likely to occur on the interfaces between the XLPE and silicone rubber
layers, caused by various factors during the manufacturing and installation processes [11–14]. Four
typical defects were analyzed: air void defect, water film defect, metal debris defect, and metal needle
defect. The air void defects are created under the following two scenarios. The XLPE main insulation
could be dented during the manufacturing process. The cable joint installer may accidently cut the
XLPE material with a knife or other tool during the removal of the external semi-conductive layer of
the cable. Water film defects are created by water leaking into a small gap in the interface when the
XLPE is not fully sealed by a silicon rubber tube during installation. Metal debris defects are created
by the remaining metal tips on the interface that were not properly cleaned up during installation.
The metal needle penetrates the silicon rubber tube due to external forces and causes defects. Many
researchers have developed different methods to detect the defects in the cable joints. Zhang et al.
developed a thermal-probability-density-based method to detect the internal defects of power cable
joints [15]. Yang et al. proposed a new method for determining the connection resistance of the
compression connector in a cable joint and evaluated the crimping process defects using coupling field
analysis [16,17]. Zhu et al. evaluated the thermal effect of different laying modes on XLPE insulation
and estimated the cable ampacity [18]. Most existing methods adopted the thermal or ultrasonic signal
as the indicator to detect the internal defects of cable joints [19,20]. However, these signals are the
derivative consequences of the insulation material breakdown and susceptible to interferences in the
environment, while the electric field intensification is the original cause of the insulation material
breakdown. Therefore, electric field analysis around the cable joint can identify the types of defects
by categorizing the characteristics of electric field distribution with relatively less influence from the
external noises.

The charge simulation method (CSM) is used to calculate the electric field around the cable joint
surface because the CSM significantly reduces the computational complexity due to the axis-symmetrical
geometry of the cable joint [21]. CSM was first applied in HV electric field calculation by Singer
in 1974 [22]. Malik then modified the CSM application using the least square method to minimize
calculation errors [23]. Takuma et al. applied CSM to calculate the electric fields with multi-dielectric
material conditions [24]. This paper compared the calculation results with experimental results to
validate the simulation model and the electric field measurement method. The electric field distribution
was measured based on the Pockels effect to reduce the electromagnetic interference [25,26]. The distance
from the probe to the cable joint surface was precisely controlled by a ball screw structure to obtain the
same measurement position as the calculation model.

Electrical trees develop inside dielectric material when internal defects distort the electric field
distribution, and the maximum electric field exceeds the critical value of the field strength [27–29].
Electrical trees create conductive paths in the XLPE main insulation and increase the risk of failure.
Rompe and Weizel first introduced the formula to obtain the time-dependent voltage, current, and
resistance during the discharge process [30]. In 1998, Champion et al. simulated the process of an
electrical tree spreading along with orthogonal mesh based on the traditional dielectric breakdown
model [31]. Zhou et al. then proposed that the thermal aging of silicon rubber led to the formation of
an electrical tree by performing a dielectric withstand test on silicone rubber [32]. Since the electrical
tree propagation is a stochastic process creating different trajectories even the electric field distributions
remain the same, the random walk theory is more consistent with the physical phenomena in the cable
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joint, when compared with other approaches. Therefore, the random walk theory is combined with
CSM to model the electrical tree growth in a cable joint with defects.

Random walk theory describes a sequence of random events and the probabilities of states at
each time related to the previous time. The probability of all next possible states is determined by
electric field vectors close to the electrical tree. Noskov et al. developed the electrical tree propagation
model based on random walk theory in the rod–plane system to evaluate the self-consistent dynamic
characteristics of the electrical tree [33,34].

The CSM was combined with random walk theory to describe the stochastic process of electrical
tree propagation. The electrical tree propagation processes were repeated multiple times to analyze
the pattern of the electrical tree trajectories with four types of defects. The characteristics of electric
field distribution under the presence of defects were also investigated. The electric field was measured
to locate and identify the defects, then predict the pattern of electrical tree growth in a 10 kV XLPE
cable joint to prevent further failures and accidents.

2. Materials and Methods

2.1. Cable Joint Structure

A schematic of a 10 kV XLPE cable joint structure is shown in Figure 1.

Figure 1. Schematic of a 10 kV cross-linked polyethylene (XLPE) cable and the joint.

2.2. Charge Simulation Based Electric Field Calculation

Electric field distributions around the cable joint were calculated based on the CSM. The CSM
simulates the field by a number of discrete charges placed outside the calculation region to solve
Poisson’s equations with boundary conditions satisfied numerically [35].

∇2u =
∂2ϕ
∂x2 +

∂2ϕ
∂y2 =

ρ
ε Poisson′s equation

ϕ(x, y)
∣∣∣
Γ = f1(Γ) Dirichlet boundary condition

∂ϕ
∂n

∣∣∣∣
Γ
= f2(Γ) Neumann boundary condition

. (1)

The ring charges, line charges, and point charges were input in the XLPE main insulation, cable
core, and defects, respectively, to fit the axis-symmetrical geometry of the joint. The discretized
equations are formulated as follows to calculate the values of charges according to the Dirichlet and
Neumann boundary conditions [22].

[P][Q] = [V]. (2)

P is the m × n coefficient matrix, Q is the n × 1 unknown simulating charge matrix, and V is the
m × 1 electric potential matrix at the contour points.
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The charge distributions were shown in the following sections to satisfy the potential continuity
(Dirichlet) and normal flux density continuity (Neumann) on the interfaces between different materials.
The model was built on the MATLAB platform.

2.2.1. Charges Distribution Close to the Cable Joint and Its Accessories

The distribution of all simulation charges close to the cable joint and its accessories is shown in
Figure 2.

Figure 2. Distribution of simulation charges close to the junction of the cable and the joint. Simulation
charges: 1, Qcore, line charges in the cable core; 2, QXLPE.O, ring charges at the outer side of the XLPE
layer; 3, QSiR.I, ring charges at the inner side of the silicone rubber; 4, QSiR.O, ring charges at the outer
side of the silicone rubber; and 5, QA, ring charges close to the surface of the silicone rubber. Boundaries:
A, the surface of the silicone rubber; B, the interface of silicone rubber and XLPE layer; and C, the
interface of the XLPE layer and cable core.

The potential of the interface of cable core and XLPE layer is calculated as

ncore∑
j=1

Pi, jQcore( j) +
nSiR.I∑
j=1

Pi. jQSiR.I( j) = ϕcore,

i = 1, 2, . . . , ncore,
(3)

where ncore is the number of line charges Qcore in the cable core, nSiR.I is the number of ring charges
QSiR.I at the inner side of the silicone rubber, P is the potential coefficient, and ϕcore is the potential of
the cable core.

The potential continuity boundary condition on the interface of the XLPE layer and silicone rubber,
and the surface of the silicone rubber are calculated by Equations (4) and (5), respectively:

nXLPE.O∑
j=1

Pi, jQXLPE.O( j) −
nSiR.I∑
j=1

Pi. jQSiR.I( j) = 0,

i = 1, 2, . . . , nXLPE.O,
nXLPE.O = nSiR.I;

(4)

nSiR.O∑
j=1

Pi, jQSiR.O( j) −
nA∑
j=1

P(i, j)QA( j) = 0,

i = 1, 2, . . . , nSiR.O,
nSiR.O = nA,

(5)

where nXLPE.O is the number of line charges QXLPE.O at the inner side of the XLPE layer, nSiR.O is the
number of ring charges QSiR.O at the outer side of the silicone rubber, and nA is the number of ring
charges QA close to the surface of the silicone rubber.
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The field strength boundary conditions on the interface of the XLPE layer and the silicone rubber,
and the surface of the silicone rubber are calculated by Equations (6) and (7), respectively:

εXLPEEXLPE − εSiRESiR =
nXLPE.O∑

j=1
εXLPEPi, jQXLPE.O( j) −

nSiR.I∑
j=1
εSiRPi. jQSiR.I( j) = 0,

i = 1, 2, . . . , nXLPE.O;
(6)

εSiRESiR − εAEA =
nSiR.O∑

j=1
εSiRPi, jQSiR.O( j) −

nA∑
j=1
εAP(i, j)QA( j) = 0,

i = 1, 2, . . . , nSiR.O,
(7)

where εXLPE, εSiR, and εA are the permittivity of XLPE, silicone rubber, and air, respectively.

2.2.2. Charges Distribution Close to the Stress Cone

The distribution of all simulation charges close to the stress cone shown in Figure 3.

Figure 3. Distribution of simulation charges close to the stress cone. Simulation charges: 1, Qcore, line
charges in the cable core; 2, QXLPE.O, ring charges at the outer side of the XLPE layer; 3, QSC.I, ring
charges at the inner side of the stress cone; 4, QSC.O, ring charges at the outer side of the stress cone; 5,
QSiR.I, ring charges at the inner side of the silicone rubber; 6, QSiR.O, ring charges at the outer side of
the silicone rubber; and 7, QA, ring charges close to the surface of the silicone rubber. Boundaries: A,
the surface of the outer layer of the silicone rubber; B, the interface of the silicone rubber and the stress
cone; C, the interface of the stress cone and the XLPE layer; and D, the interface of the XLPE layer and
the cable core.

The potential of the interface of cable core and XLPE layer is calculated as:

ncore∑
j=1

Pi, jQcore( j) +
nSC.I∑
j=1

Pi, jQSC.I( j) = ϕcore,

i = 1, 2, . . . , ncore,
(8)

where nSC.I is the number of ring charges QSC.I at the inner side of the stress cone.
The potential continuity boundary conditions on the interfaces of the XLPE layer–stress cone,

stress cone–silicone rubber, and air–silicone rubber are satisfied by Equations (9)–(11) respectively:

nXLPE.O∑
j=1

Pi, jQXLPE.O( j) −
nSC.I∑
j=1

Pi, jQSC.I( j) = 0,

i = 1, 2, . . . , nXLPE.O,
nXLPE.O = nSC.I;

(9)
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nSC.O∑
j=1

Pi, jQSC.O( j) −
nSiR.I∑
j=1

Pi, jQSiR.I( j) = 0,

i = 1, 2, . . . , nSC.O,
nSC.O = nSiR.I;

(10)

nSiR.O∑
j=1

Pi, jQSiR.O( j) −
nA∑
j=1

Pi, jQA( j) = 0,

i = 1, 2, . . . , nSiR.O,
nSiR.O = nA,

(11)

where nSC.O is the number of ring charges QSC.O at the outer sides of the stress cone.
The field strength boundary conditions on the interfaces between XLPE layer–stress cone, stress

cone–silicone rubber interfaces, and air-silicone rubber are satisfied by Equations (12)–(14), respectively:

εXLPEEXLPE − εSCESC =
nXLPE.O∑

j=1
εXLPEPi, jQXLPE.O( j) −

nSC.I∑
j=1
εSCPi, jQSC.I( j) = 0,

i = 1, 2, . . . , nXLPE.O;
(12)

εSCESC − εSiRESiR =
nSC.O∑
j=1
εSCPi, jQSC.O( j) −

nSiR.I∑
j=1
εSiRPi, jQSiR.I( j) = 0,

i = 1, 2, . . . , nSC.O;
(13)

εSiRESiR − εAEA =
nSiR.O∑

j=1
εSiRPi, jQSiR.O( j) −

nA∑
j=1
εAPi, jQA( j) = 0,

i = 1, 2, . . . , nSiR.O,
(14)

where εSC is the permittivity of the stress cone material.

2.2.3. Charges Distribution Close to the Connecting Pipe Inside the Cable Joint

The distribution of all simulation charges close to the connecting pipe shown in Figure 4.

Figure 4. Distribution of simulation charges inside the cable joint. Simulation charges: 1, Qcore, line
charges in the cable core; 2, Qpipe.O, ring charges at the outer side of the connecting pipe; 3, QSiR.I, ring
charges at the inner side of the silicone rubber; 4, QSiR.O, ring charges at the outer side of the silicone
rubber; and 5, QA, ring charges close to the surface of the silicone rubber. Boundaries: A, the surface of
the silicone rubber; B, the interface of silicone rubber and the connecting pipe; and C, the interface of
connecting pipe and cable core.
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The potential of the interface of the cable core and the connection pipe layer is calculated by:

ncore∑
j=1

Pi, jQcore( j) +
nSiR.I∑
j=1

Pi, jQSiR.I( j) = ϕcore.

i = 1, 2, . . . , ncore.
(15)

The potential continuity boundary conditions on the interfaces between of the connecting
pipe–silicone rubber and the silicone rubber-air are calculated by Equations (16) and (17), respectively:

npipe.O∑
j=1

Pi, jQpipe.O( j) −
nSiR.I∑
j=1

Pi, jQSiR.O( j) = 0,

i = 1, 2, . . . , npipe.O,
npipe.O = nSiR.I;

(16)

nSiR.O∑
j=1

Pi, jQSiR.O( j) −
nA∑
j=1

Pi, jQA( j) = 0,

i = 1, 2, . . . , nSiR.O,
nSiR.O = nA,

(17)

where npipe.O is the number of ring charges Qpipe.O at the outer side of the connection pipe.
The field strength boundary conditions on the interface of connection pipe and silicone rubber are

calculated by:

εpipeEpipe − εSiRESiR =
npipe.O∑

j=1
εpipePi, jQpipe.O( j) −

nSiR.I∑
j=1
εSiRPi, jQSiR.O( j) = 0,

i = 1, 2, . . . , npipe.O;
(18)

εSiRESiR − εAEA =
nSiR.O∑

j=1
εSiRPi, jQSiR.O( j) −

nA∑
j=1
εAPi, jQA( j) = 0,

i = 1, 2, . . . , nSiR.O,
(19)

where εpipe is the permittivity of the connection pipe material.

2.2.4. Charges Distribution Close to Four Types of Defects

Four main kinds of defects occur on the interface of the XLPE layer and the silicone rubber: ware
air voids, water film, metal debris, and metal needles shown in Figure 5.

Figure 5. Defects between the XLPE layer and the silicone rubber: (a) air void, (b) water film, (c) metal
debris, and (d) metal needle.
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For non-conductive defects, such as air voids or water films, a series of point charges are placed
close to the interface of the defects and other materials (Figure 6), and the potential continuity and
field strength boundary conditions must be satisfied.

Figure 6. Charges distribution of non-conductive defects.

The potential continuity equations are:

nD.SiR∑
j=1

Pi, jQD.SiR( j) −
nSiR.D∑

j=1
Pi, jQSiR.D( j) = 0,

i = 1, 2, . . . , nD.SiR,
nD.SiR = nSiR.D;

(20)

nD.XLPE∑
j=1

Pi, jQD.XLPE( j) −
nXLPE.D∑

j=1
Pi, jQXLPE.D( j) = 0,

i = 1, 2, . . . , nD.XLPE,
nD.XLPE = nXLPE.D,

(21)

where nD.SiR and nD.XLPE are the numbers of the point charges QD.SiR and QD.XLPE at the rubber and
XLPE sides inside the defect, respectively; and nSiR.D and nXLPE.D are the numbers of the point charges
QSiR.D and QXLPE.D at the defect side inside the silicone rubber and XLPE layer, respectively.

The field boundary equations are:

εDED − εSiRESiR =
nD.SiR∑

j=1
εDPi, jQD.SiR( j) −

nSiR.D∑
j=1
εSiRPi, jQSiR.D( j) = 0,

i = 1, 2, . . . , nD.SiR;
(22)

εDED − εXLPEEXLPE =
nD.XLPE∑

j=1
Pi, jQD.XLPE( j) −

nXLPE.D∑
j=1

Pi, jQXLPE.D( j) = 0,

i = 1, 2, . . . , nD.XLPE,
(23)

where εD is the permittivity of the defect, such as the permittivity of air (εA) or water (εW).
Metal debris (Figure 7) has floating potential [36]. Hence, the calculation of metal debris is different

from non-conductive defects.

Figure 7. Charges distribution of metal debris.
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To calculate the potential of the metal debris, the potential boundary equations are:

nM∑
j=1

Pi, jQM( j) +
nSiR.I∑
j=1

Pi, jQSiR.I( j) = ϕM,

i = 1, 2, . . . , nM;
(24)

nM∑
j=1

Pi, jQM( j) +
nXLPE.O∑

j=1
Pi, jQXLPE.O( j) = ϕM,

i = 1, 2, . . . , nM;
(25)

where ϕM is the unknown potential of the metal debris and nM is the number of point charges QM
inside the metal debris.

2.3. Electrical Tree Propagation Model

In this model, the trajectory of the electrical tree was composed of a sequence of point charges
(Figure 8a).

 
(a) 

(b) 

Figure 8. Simulation model of the electrical tree: (a) charge distribution inside the metal needle and the
electrical tree and (b) simulation of electrical tree development process.

Since the formation of the electrical tree is a time-varying process, the potential ϕ of each position
inside the silicone rubber is calculated by:

ϕtn =

nMN∑
i=1

PiQMN(i) +

nET∑
i=1

PiQET(i) +

nA∑
i=1

PiQA(i) +

nXLPE.O∑
i=1

PiQXLPE.O(i), (26)

where nMN and nET are the numbers of point charges QMN and QET inside the metal needle and on the
electrical tree, respectively; and the superscript tn represents the nth state. The instant tn is related to
the initial time t0 and the time step Δt, i.e.,

tn = t0 + Δt. (27)
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In this model, the length of the electrical tree propagation step is l. Thus, the probability of
electrical tree development is related to the potential ϕtn

ET.end on a sphere with point charge Qtn
ET.end

based on random walk theory at the end of the electrical tree (Figure 8b). The calculation for potential
ϕtn

ET.end is shown in Equation (26).
The number of possible development directions is ndir. For the i-th direction, its probability P(i) is

calculated by [33,34]:

P(i) =
τ
[
ϕtn

ET.end(i)

]
∑ndir

j=1 ϕ
tn
ET.end( j)

, (28)

where ϕtn
ET.end( j)

is the potential on the sphere in the j-th direction and τ(ϕ) is a piecewise function:

τ(ϕ) =

{
ϕ,ϕ > Edielectrl
0,ϕ ≤ Edielectrl

, (29)

where Edielectr is the dielectric strength of the silicone rubber. In other words, for electrical tree
development the electric strength on the sphere must exceed the dielectric strength of the silicone rubber.

The program flow diagram is shown in Figure 9.

Figure 9. The program flow chart for the simulation process.
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3. Results

3.1. Simulation Results with Four Types of Defects

3.1.1. Electric Field Distribution with the Air Void Defect

Electric field distributions with the air void defect are shown in Figure 10. Figure 10a,b shows
the location of the defect in the cylindrical cable joint structure. Figure 10c displays the electric field
distribution in the front view of the cable joint. Figure 10d shows the electric field distribution with an
air void defect along the measurement line in Figure 8a. Figure 10e presents the electric field strength
on the cable joint surface along the measurement lines in Figure 10a,b.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 10. Electric field distributions with the air void defect: (a) front view of defect and field
measurement line in the cable joint, (b) cross-section view of defect and field measurement line of the
cable joint, (c) front view of electric field distribution of the cable joint, (d) front view of electric field
distribution along measurement line, and (e) electric field strength on the cable joint surface.

Figure 10c shows that the electric field strength increased in the air void defect area due to the small
relative permittivity of air, and the electric field around the defect decreased (Figure 10d). Figure 10e
illustrates that the electric field strength on the cable joint surface was distorted and evidently decreased
in the area close to the air void defect.
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3.1.2. Electric Field Distribution with the Water Film Defect

Electric field distributions with the water film defect are shown in Figure 11. Figure 11a,b shows
the location of the defect in the cylindrical cable joint structure. Figure 11c displays the electric field
distribution from the front view of the cable joint. Figure 11d shows the electric field distribution with
the water film defect along the measurement line shown in Figure 11a. Figure 11e presents the electric
field strength on the cable joint surface along the measurement lines from Figure 11a,b.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 11. Electric field distributions with the water film defect: (a) defect and field measurement
line from the front view of the cable joint, (b) cross-section view of defect and field measurement
line of the cable joint, (c) electric field distribution from the front view of the cable joint, (d) electric
field distribution along the front view measurement line, and (e) electric field strength on the cable
joint surface.

Figure 11c shows that the electric field strength decreased in the water film defect area due to
the large relative permittivity of water, and the electric field around the defect increased (Figure 11d).
Figure 11e illustrates that the electric field strength on the cable joint surface was distorted and evidently
increased in the area close to the water film defect.
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3.1.3. Electric Field Distribution with the Metal Debris Defect

Electric field distributions with the metal debris defect are shown in Figure 12. Figure 12a,b shows
the location of the defect in the cylindrical cable joint structure. Figure 12c displays the electric field
distribution from the front view of the cable joint. Figure 12d shows the electric field distribution with
a metal debris defect along the measurement line from Figure 12a. Figure 12e presents the electric field
strength on the cable joint surface along the measurement lines from Figure 12a,b.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 12. Electric field distributions with the metal debris defect: (a) defect and field measurement
line from the front view of the cable joint, (b) defect and field measurement line of the cross-section
of the cable joint, (c) electric field distribution from the front view of the cable joint, (d) electric
field distribution along the front view measurement line, and (e) electric field strength on the cable
joint surface.

Figure 12c shows that the electric field strength decreased in the metal debris defect area due
to the conductive property of the metal debris, and the electric field around the defect increased
(Figure 12d). Figure 12e illustrates that the electric field strength on the cable joint surface was distorted
and evidently increased in the area close to the metal debris defect.
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3.1.4. Electric Field Distribution with the Metal Needle Defect

Electric field distributions with the metal needle defect are shown in Figure 13. Figure 13a,b
shows the location of the defect in the cylindrical cable joint structure. Figure 13c displays the front
view of the electric field distribution of the cable joint. Figure 13d shows the electric field distribution
with the metal needle defect along the measurement line from Figure 13a. Figure 13e presents the
electric field strength on the cable joint surface along the measurement lines from Figure 13a,b.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 13. Electric field distributions with the metal needle defect: (a) front view of the defect and
field measurement line of the cable joint, (b) cross-section view of the defect and field measurement
line of the cable joint, (c) electric field distribution from the front view of the cable joint, (d) electric
field distribution along the front view measurement line, and (e) electric field strength on the cable
joint surface.

Figure 13c shows that the electric field strength decreased in the metal needle defect area due
to the conductive property of the metal needle, and the electric field around the defect increased
(Figure 13d). Figure 13e shows that the electric field strength on the cable joint surface was distorted
and evidently increased in the area close to the metal needle defect.
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3.1.5. Electric Field Comparison with Four Types of Defects

The pattern of electric field distributions with four types of defects were analyzed based on the
field distortion magnitude and tendency along the measurement lines on the cable joint surface. The
characteristics of the field distributions for all types of defects are shown in Table 1.

Table 1. Comparison of electric field distributions of four types of defects.

Type of Defect Field Distortion Tendency Field Distortion Magnitude (%)

Air void Decrease 9.3
Water film Increase 11.8

Metal debris Increase 26.2
Metal needle Increase 29.7

Table 1 shows that the field distortions of metal debris and needle were more severe than the
field distortions caused by an air void and water film. The field distortion tendencies of air voids and
water films were opposite. The types and locations of defects in the cable joint could be identified and
located based on the characteristics of the measured electric field.

3.2. Experiment Results of Four Types of Defects

Electric field distribution along the measurement lines on the cable joint surface was measured
using a probe based on the Pockels effect to reduce electromagnetic interference. The probe was
installed on the ball screw structure to maintain a 10 mm distance from the top of the probe to the
cable joint surface. The experiment schematic and setup are shown in Figures 14 and 15, respectively.
The supply voltage of the cable core was set to 7 kV AC (Line to ground).

Figure 14. Electric field measurement system schematic.

 
(a) 

 
(b) 

Figure 15. Electric field measurement system setup: (a) the probe on the ball screw structure and (b)
the electric field measurement equipment.
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3.2.1. Artificial Defects in the Cable Joint

For the experiment, four typical defects were created to imitate the defects caused by external
forces during cable joint manufacturing and installation processes (Figure 16).

 

(a) 

 

(b) 

 

(c)  

 

(d)  

Figure 16. Artificial defects in the cable joint: (a) air void, (b) water film, (c) metal debris, and
(d) metal needle.

3.2.2. Electric Field Measurement Results

The electric field distribution was measured at discrete points around the cable joint surface.
The location of the probe was accurately controlled by the ball screw structure to ensure that the
distance between all the measurement points was 10 mm. The consecutive points were interpolated in
the discrete measurement points to obtain the continuous plots in Figure 17 for four types of defects.
The sizes and locations of the artificial defects were the same as the sizes and locations of the defects
in the simulation model to enable comparison of the results. The electric field measurements were
repeated five times at the same location close to the defect for each type of defect. The number of
discrete points with more than 30% variance was less than 4% during the measurement. The maximum
variances of the electric field strength from five repetitions are shown in Table 2.

It was observed that the variances of the repetitions were relatively small, and the number of
repetitions did not significantly affect the accuracy of the measurement.

Figure 17 illustrates that electromagnetic interference and noise in the environment affects the
accuracy of the electric field measurement. The accumulated errors between the simulation model
and experiment results are shown in Table 3. From the experiment, it was concluded that the air void
and water film defects could not be detected when their sizes were less than 5 mm3 because the field
distortions caused by the air void and water film were relatively small and could be confused with the
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interference. The conductive metal defects could be identified and located when their sizes were larger
than 2 mm3 due to the severe electric field distortion they produced.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 17. Electric field measurement results around the cable joint surface with (a) the air void defect,
(b) the water film defect, (c) the metal debris defect, and (d) the metal needle defect.

Table 2. The maximum variances of the electric field strength from five repetitions.

Type of Defect Maximum Variances of Field Strength (kV2/mm2)

Air void 0.00015
Water film 0.00021

Metal debris 0.00018
Metal needle 0.00022

Table 3. Accumulated errors between the simulation and experiment results.

Type of Defect Accumulated Error (%)

Air void 12.1
Water film 11.7

Metal debris 18.4
Metal needle 19.1

3.3. Simulation Results of Electrical Tree Propagation

The electrical tree propagation processes were simulated close to the defects, using the same types,
locations, and sizes as in the electric field calculation model. The electrical tree initiated at the location
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with the maximum electric field strength and propagated for 9.2 min. The propagation processes were
repeated 50 times to analyze the patterns of the tree trajectories.

Figure 18a shows that the average length of the electrical tree trajectories around the air void
defects was 2.2 mm. The average length of the trajectories was small because the electric field around
the air void defect decreased (Table 1) and the field distortion was mild. Figure 18b shows that the
average length of the electrical tree trajectories around the water film defects was 4.7 mm. The average
length of the trajectory increased because the electric field increased around the water film defect
(Table 1). Figure 18c,d indicate that the average lengths of the electrical tree trajectories around the
metal debris and needle defects were 7.5 mm and 11.2 mm, respectively, due to the severe electric
field distortion around the defects. The electrical tree trajectories around the conductive metal defects
tended to approach the cable core because the vertical field vector to the cable core was significantly
larger than the field vectors in other directions during the tree propagation process.

 
(a) (b) 

 
(c) (d)  

Figure 18. Electrical tree distribution after propagation with (a) the air void defect, (b) the water film
defect, (c) the metal debris defect, and (d) the metal needle defect.

4. Conclusions

The number of cable failure accidents continuously increased due to the defects produced
during the manufacturing and aging processes, this paper provided a defect detection method for
a 10 kV XLPE cable and predicted the aging rate based on the characteristics of the electric field
distribution. The electric field distribution was calculated and measured around the defective cable
surface. The simulation and calculation results were compared to validate the charge-simulation-based
electric field model and the electric field measurements. The electrical tree propagation processes were
simulated based on CSM and random walk theory to analyze the pattern of electrical tree trajectories.
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1. Four typical defects could be identified in the cable joint based on their unique electric field
distribution characteristics. Electric field intensification was the original cause of insulation
material breakdown, and the electric field measurement with Pockels effect reduced environmental
interferences. A feature library of defects could be built for the operating personnel to locate and
identify the internal and external defects.

2. The electric field distortion magnitudes were 9.3%, 11.8%, 26.2%, and 29.7% for the defects of air
void, water film, metal debris, and metal needle, respectively. The air and water defects of large
size caused less field distortion when compared with metal defects of small size. Therefore, air
void and water film defects were difficult to detect when they were smaller than 5 mm3 because
their field distortions were relatively small and might be concealed by interference.

3. The combination of CSM and random walk theory could accurately describe the electrical tree
propagation in cable joints. CSM was used to calculate the instantaneous electric field and charge
distributions at each step of tree propagation. Random walk theory describes the stochastic
property of electrical tree growth by determining the tree propagation direction based on the
electric field analysis and the probabilistic model. The electrical tree model could predict the
aging rate of the insulation material and prevent the failure accident of the cable joint.

4. The average length of the electrical tree trajectories around a water film defect was larger than
those around an air void defect due to the opposite field distortion tendencies around the defect.
The electrical trees around metal debris and needles were more inclined to approach the cable
core and cause main insulation breakdown compared with other types of defects.
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Nomenclature

Edielectr Dielectric strength of silicone rubber (unit: kV/mm)
l Length step of electrical tree development (unit: mm)
nA Number of ring charges in the air close to the silicone rubber
ncore Number of line charges in the cable core
nD.SiR Number of point charges in the defects close to the silicone rubber interface
nD.XLPE Number of point charges in the defects close to the XLPE layer
ndir Number of possible directions of electrical tree development
nET Number of point charges in the electrical tree
nM Number of point charges in the metal debris
nMN Number of point charges in the metal needle
npipe.O Number of ring charges at the outer side of the connecting pipe
nSC.I Number of ring charges at the inner side of the stress cone
nSC.O Number of ring charges at the outer side of the stress cone
nSiR.D Number of point charges in the silicone rubber close to the defect interface
nSiR.I Number of ring charges at the inner side of the silicone rubber
nSiR.O Number of ring charges at the outer side of the silicone rubber
nXLPE.D Number of point charges in the XLPE layer close to the defect interface
nXLPE.O Number of ring charges at the outer side of the XLPE layer
P(i) Probability of the i-th possible direction of electrical tree development
Pi,j Potential coefficient (unit: kV/pC)
QA Ring charges in the air close to the silicone rubber (unit: pC)
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Qcore Line charges in the cable core (unit: pC)
QD.SiR Point charges in the defects close to the silicone rubber interface (unit: pC)
QD.XLPE Point charges in the defects close to the XLPE layer (unit: pC)
QET Point charges in the electrical tree (unit: pC)
Qtn

ET.end Point charge at the end of the electrical tree at n-th stage (current stage, unit: pC)
Qtn+1

ET.end Point charge at the end of the electrical tree at (n + 1)-th stage (next stage, unit: pC)
QM Point charges in the metal debris (unit: pC)
QMN Point charges in the metal needle (unit: pC)
Qpipe.O Ring charges at the outer side of the connecting pipe (unit: pC)
QSC.I Ring charges at the inner side of the stress cone (unit: pC)
QSC.O Ring charges at the outer side of the stress cone (unit: pC)
QSiR.D Point charges in the silicone rubber close to the defect interface (unit: pC)
QSiR.I Ring charges at the inner side of the silicone rubber (unit: pC)
QSiR.O Ring charges at the outer side of the silicone rubber (unit: pC)
QXLPE.D Point charges in the XLPE layer close to the defect interface (unit: pC)
QXLPE.O Ring charges at the outer side of the XLPE layer (unit: pC)
r Radius of the sphere centered on Qtn

ET.end, r = l/2 (unit: mm)
Δt Time step of electrical tree development (unit: s)
t0 Initial state of electrical tree development (unit: s)
tn The n-th state (current state) of electrical tree development (unit: s)
tn + 1 The (n + 1)-th state (next state) of electrical tree development (unit: s)
εA Permittivity of air (unit: pF/m)
εD Permittivity of dielectric of non-conductive defect (unit: pF/m)
εSC Permittivity of material of stress cone (unit: pF/m)
εpipe Permittivity of material of connecting pipe (unit: pF/m)
εSiR Permittivity of silicone rubber (unit: pF/m)
εW Permittivity of water (unit: pF/m)
εXLPE Permittivity of XLPE (unit: pF/m)
ϕcore Potential of cable core (unit: kV)
ϕtn

ET.end Potential of the sphere surface with Qtn
ET.end as the center and l/2 as the radius(unit: kV)

ϕM Potential of metal debris (unit: kV)
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Abstract: This paper verifies the fluctuation on thermal parameters and ampacity of the high-voltage
cross-linked polyethylene (XLPE) cables with different insulation conditions and describes the results
of a thermal aging experiment on the XLPE insulation with different operating years in different laying
modes guided by Comsol Multiphysics modeling software. The thermal parameters of the cables
applied on the models are detected by thermal parameter detection control platform and differential
scanning calorimetry (DSC) measurement to assure the effectivity of the simulation. Several diagnostic
measurements including Fourier infrared spectroscopy (FTIR), DSC, X-ray diffraction (XRD), and
breakdown field strength were conducted on the treated and untreated specimens in order to reveal
the changes of properties and the relationship between the thermal effect and the cable ampacity.
Moreover, a new estimation on cable ampacity from the perspective on XLPE insulation itself has
been proposed in this paper, which is also a possible way to judge the insulation condition of the
cable with specific aging degree in specific laying mode for a period of time.

Keywords: thermal effect; cable; XLPE; laying modes; Comsol Multiphysics; thermal parameters;
cable ampacity

1. Introduction

Thermoplastics are widely used in the insulation of power cables, such as polyvinyl chloride
(PVC), low density polyethylene (LDPE), and cross-linked polyethylene (XLPE), which possess higher
physical, electrical, and heat-resistant properties compared with oil-paper insulation [1]. The PVC
insulation is commonly applied in low-voltage and medium-voltage cables, of which the permissible
long-term load temperature is 70 ◦C [2]; the LDPE power cables can be operated at higher voltage levels
by adding special additives [3]. In addition, the permissible long-term load temperature is 75 ◦C and
the permissible maximum short-circuit temperature is 130 ◦C. Due to the crosslinking treatment of PE,
the permissible long-term load temperature and the permissible maximum short-circuit temperature
have been elevated to 90 and 250 ◦C, respectively [4]. The XLPE cables have been widely applied in
high-voltage (HV) and extra-high voltage (EHV) transmission systems due to the its high performance
on electricity and thermal properties. Therefore, it is meaningful to expand the research frontiers about
the XLPE cables in the actual operation to elevate the permissible long-term load capacity and extend
their service life.

XLPE is a high-molecular polymer with crystal and amorphous phase, which is subjected mostly
to the thermal effect because the crystal structure of XLPE is prone to be affected by the melting and
cooling process [5]. It is well evidenced that long-term thermal effect can change the morphology of the
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insulation distinctly and lead to degradation on the insulation [6,7]. In fact, the influence of thermal
effect on polymers is a complicated process and the insulation properties can be improved in some
certain situations [8]. Much research has been carried out on this subject. The inverse temperature
effect is presented to indicate that the degradation of semi-crystalline polymers is obvious at the
low temperatures and a significant recovery at elevated temperatures [9]. In the study about the
non-isothermal melt-crystallization kinetics of polymers [10,11], it is well known that the ability of
XLPE to crystallize is highly dominated by the cooling rate and the current melting condition of
XLPE, because different melting and cooling rates can change the form of spherulites, the size and
distribution level of which determine some specific conductive properties of XLPE [12,13]. Therefore, it
is meaningful to investigate the changes of properties on XLPE with different melting and cooling rates.

During its practical operation, cable ampacity is influenced by many factors, such as the kind
of laying modes and cable specifications [14,15]. Although the factor of the laying mode has been
taken into account in International Electrotechnical Commission (IEC) and Institute of Electrical and
Electronics Engineers (IEEE) standards in the calculation of cable ampacity, the influence of cable aging
on the cable ampacity was rarely concerned. It is universal to calculate the XLPE cable ampacity by
the thermal-circuit method and simulation software, which follows the basic rule of calculating the
maximum current through the conductor corresponding to the steady-state temperature of 90 ◦C in
different environments [16]. The precondition of the cable ampacity calculation is setting the volumetric
thermal capacity and thermal resistance of XLPE as fixed values [17–19]. To a large extent, these
methods neglect the changes on XLPE insulation itself caused by the different aging factors and the
influence of the heating and cooling process to the material during the cable operating condition,
which would totally change the morphology of XLPE [20–22]. It can be inferred that the thermal
resistance and thermal capacity of XLPE in the thermal-circuit model are variable for the reason that
the microstructure of XLPE is changing with many factors, such as heat and electricity. Moreover,
papers [23,24] have found that the measured values of thermal resistance and thermal capacity of XLPE
are different distinctly from the IEC standard. Further, it can be considered that the cable ampacity
is a fluctuating value rather than a constant as to the same specification XLPE cable in the same
environment with the passage of time. Therefore, it is meaningful to pursue a new way to assess the
cable ampacity.

This paper has focused on two aspects of the XLPE insulation in order to reveal the changes on
XLPE properties and the relationship between thermal effect and cable ampacity. The first aspect
concerns the verification of fluctuation on thermal parameters and ampacity of the cable with different
insulation conditions. The second aspect provides a new estimation on cable ampacity from the
perspective of the changes of XLPE insulation condition, considering the factors of the different
operating years and the different laying modes of the cables. Such correlations between the cable
insulation and the cable ampacity should be researched further for a better understanding of the cable
ampacity and the aging mechanism of XLPE.

2. Experimental

2.1. Preparation of XLPE Specimens

Two retired high-voltage AC XLPE cables with service years of 15 and 30, and a spare high-voltage
AC XLPE cable were selected in this paper. For convenience, they are named by their service year:
XLPE-0, XLPE-15, and XLPE-30. Some critical parameters of these cables are listed in Table 1.

Overheated operation has not been reported for these two retired cables, which means that the
temperature in the insulation layer remained below 90 ◦C during the cable operation. Each cable
insulation was peeled parallel to the conductor surface, and the tape-like XLPE peels were obtained.
Peels near the inner semi-conductive layer were taken as the specimens, because these positions of the
insulation endured the most severe electrical and thermal stresses. These obtained specimens were all
cleaned by alcohol to remove the surface impurities.
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Table 1. Critical parameters of the cables.

Cable VL MI MC dI OP

XLPE-0 110/63.5 XLPE Cu 18.5 1998-
XLPE-15 110/63.5 XLPE Cu 18.5 1999–2015
XLPE-30 110/63.5 XLPE Cu 18.5 1985–2015

VL—voltage level in kV, MI—insulation material, MC—conductor material, dI—insulation thickness in mm,
OP—operation period. Other parameters such as cross-linking method are unknown.

2.2. Cable Thermal Parameters and Ampacity Measurement

By means of the high-voltage cable thermal parameter detection control platform, as illustrated in
Figure 1, the three cables with the length of 1.5 m were taken to test its ampacity under the air-laying
mode. The critical thermal parameters and ampacity of these three cables are listed in Table 2, where
volumetric thermal capacity δ of XLPE was measured by differential scanning calorimetry (DSC) at the
temperature of 30 ◦C; thermal resistance R of XLPE and thermal conductivity λ of XLPE were deducted
by thermal circuit model and its Matlab program, and results are shown in the Appendix A; ambient
temperature θO and conductor steady-state temperature θC were measured by thermocouples, and the
ampacity under the air-laying mode IA was tracked by the Matlab program.

 
(a)                                   (b) 

Figure 1. High-voltage cable thermal parameter detection control platform. (a) Ampacity experimental
cable and AC constant current source, (b) thermal compensation system and paperless recorder.

Table 2. Critical thermal parameters and ampacity of the cables.

Cable δ (J/K·m3) R (K·m/W) λ (W/K·m) θO (◦C) θC (◦C) IA (A)

XLPE-0 1.94 × 106 3.23 0.31 17.7 89.6 1244.07
XLPE-15 1.96 × 106 3.45 0.29 17.7 89.7 1222.99
XLPE-30 2.07 × 106 5.26 0.19 17.7 90.2 1096.47

δ—volumetric thermal capacity of cross-linked polyethylene (XLPE), R—thermal resistance of XLPE, λ—thermal
conductivity of XLPE, θO—ambient temperature, θC—conductor steady-state temperature and IA—ampacity under
the air-laying mode.

From the results in Table 2, it can be verified that the thermal parameters and ampacity fluctuated
with different conditions (thermal history, operating years or material characteristic) of the XLPE
insulation. Therefore, it is meaningful to provide new estimations on cable ampacity to improve the
current research on cable ampacity.

The structural model and thermal parameters in Table 2 of these cables with the same specification
is the foundation of the subsequent analysis on simulation of different laying modes based on Comsol
Multiphysics. The configuration of the experimental cables is shown in Figure 2.
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Figure 2. Configuration of the ampacity experimental cable and structural model used for Comsol
Multiphysics. Rx is the corresponding radius of each layer.

2.3. Simulation of Different Laying Modes of Cables

Comsol Multiphysics was adopted to simulate different laying modes of the XLPE cables.
The thermal parameters of the three cables listed in Table 2 were extracted to construct the simulation
model, respectively, and we found that the simulation results had the same changing tendency.
The permanents of XLPE-0 were used to construct the following simulation model. The establishment
of thermal field model and determination of the boundary conditions are not the highlight in this
paper, the detail can be referred to literature [25–27].

Firstly, we constructed the structural model (Figure 2) under the air-laying mode on the Comsol
Multiphysics and we found that the simulative ampacity approached to the practical experiment,
which was 1152 A. Therefore, it is assured that the following simulative results are effective.

Secondly, we defined cable ampacity under air-laying mode as reference cable ampacity IR (IR =

1200 A) and constructed the structural models into three different laying modes, including pipeline,
ground, and tunnel-laying modes based on Comsol Multiphysics, as shown in Figure 3.

Thirdly, we applied the 1.2 IR and the 0 IR into the simulated cables, which were laid in pipeline,
underground, and in the tunnel, respectively, and obtained the simulative melting and cooling curves
of three different laying modes that are shown in Figure 4a,b.

Figure 3. Cont.
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(c) Tunnel-laying mode 

Figure 3. Schematic diagrams of the structural models of three different laying modes based on
Comsol Multiphysics.

  

(a) Simulative melting curves (b) Simulative cooling curves 

 

(c) Practical measured curves 

Figure 4. Simulative melting and cooling curves and practical measured curves of three different
laying modes.

2.4. Thermal Aging

The cable specimens with different operation years were formed into a group, and there were four
groups in total. The first group was the untreated group which played a role of reference. The second
group simulated the cable laying in the pipeline with the lowest heat dissipation efficiency. The third
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group simulated the cable laying under the ground with the moderate heat dissipation efficiency.
The last group simulated the cable laying in the tunnel with the highest heat dissipation efficiency.

Thermal aging experiments were performed on the last three groups of the specimens.
Three modified aging ovens were used to control the heating and cooling process, which fitted
the corresponding simulative curves, and a 2 h constant temperature phase of 90 ◦C between the
heating and cooling phases were added to the thermal aging. The three phases, including heating,
holding, and cooling, were repeated 80 times in order to enlarge the differences among the specimens.
The practical temperature curves of the three different laying modes are shown in Figure 4c, measured
by the thermo-couple sensors.

2.5. Diagnostic Measurements

The Fourier transform infrared spectroscopy (FTIR), the differential scanning calorimetry (DSC)
measurement, X-ray diffraction (XRD), and the breakdown field strength measurement were adopted
to analyze the properties changes on the specimens after the thermal effects.

Micro-structure changes on the specimens were analyzed by the VERTEX 70 infrared spectrometer
manufactured by German. Each specimen was tested at 32 scans in the range of 600~3600 cm−1 with a
resolution of 0.16 cm−1 and the signal-to-noise ratio of 55,000:1. The obtained spectra were analyzed
by OPUS software.

Thermal properties changes on the specimens were analyzed by the DSC NETZSCH-DSC 214
instrument manufactured by German. Five milligram specimens were prepared to test, with the
program of two heating phases and a cooling phase under nitrogen atmosphere to avoid thermal
degradation. The temperature was increased from 25 to 140 ◦C at a rate of 10 ◦C/min and maintained
at 140 ◦C for 5 min, and then cooled to 25 ◦C. This scanning was repeated twice per measurement, and
the first cooling and second heating phases were analyzed in this paper.

Crystal structure changes on the specimens were analyzed by Bruker D8 ADVANCE X-ray
diffractometer manufactured by Germany. The experimental interval of Bragg angle was 2θ = 5◦–90◦
by step size of 0.02◦ with 0.1 s/step scan rate. The obtained data were analyzed by software of DIFFIAC
plus XRD Commander.

Electric properties changes of the specimens were analyzed by the ZJC-100 kV voltage breakdown
tester manufactured by China. Each specimen was cut into 50 × 50 × 0.5 mm to test, with the voltage
rising rate of 1 kV/s under the transformer oil. The valid AC breakdown field strength of each specimen
was measured 5 times to obtain the average breakdown field strength.

3. Results and Discussions

In the process of the thermal effects, the features of each laying mode from the heating and cooling
curves were observed in the results of Figure 4. Among the three laying modes, the pipeline mode
possesses the quick heating and slow cooling features, the ground mode possesses the moderate
heating and slow cooling features, and the tunnel mode possesses the slow heating and quick cooling
features. These differences led to the different statuses among the specimens with different operating
years. In the following parts, we will focus on the connection among the changes of micro-structure,
crystal structure, and external electrical property of each specimen in order to reveal the relationship
between the thermal effects and the cable ampacity.

3.1. Result of FTIR Spectroscopy Measurement

The oxidation process of XLPE under the thermal effects can generate major by-products of
thermal-oxidation, such as carbonyl groups and unsaturated groups, which can signify the aging status
of the specimens. Figure 5 is the FTIR spectra of each specimen whose wavenumber and absorbance
represent the kind and content of the corresponding group. The wavelengths of 720, 1471, 2856, and
2937 cm−1 are all caused by the vibration of the methylene band (-CH2-). Absorption peaks ranging
from 1700 cm−1 to 1800 cm−1 can be considered as the thermo-oxidative products [3]. Among of
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them, carboxylic acid absorption appears at 1701 cm−1, ketone absorption locates at 1718 cm−1, and
aldehyde absorption situates at 1741 cm−1. The peak at 1635 cm−1 is assigned to the unsaturated
groups absorption, which can indicate the decomposition process.

Figure 5. Fourier transform infrared spectroscopy (FTIR) spectra of the untreated specimens and the
treated specimens under thermal aging of three different laying modes. (a) the spare cable; (b) the cable
with service years of 15; (c) the cable with service years of 30.
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From Figure 5a, it is clear that some peaks in the range of 1500 to 1700 cm−1 are present after
the thermal effects. These peaks reflect a slight decomposition process on the backbone of the XLPE
macromolecules. This phenomenon can be associated with the thermal activation to the XLPE molecular
chain, which, as a consequence of the adequate motion of the molecular chain, leads to the generation
of a certain quantity of small chain segments, free polar groups, etc. On the other aspect, there are
no excessive displacement in the position of the peaks in the range of 1700 to 1800 cm−1 among the
specimens after thermal aging, which signifies the process of thermo-oxidation is moderate. Therefore,
it can be considered that the different thermal aging modes mainly have activated the motion of
macromolecular chains, but hardly cause the oxidative degradation in regard to the spare cable.

From Figure 5b, we can see the similar phenomenon happening on the specimens except for
Pipeline-15. Significant peaks in the range of 1700 to 1800 cm−1 are presented in Pipeline-15, which is
responsible for the aggravation of oxidative degradation. Moreover, there was a pronounced increase
in peaks in the range of 1600 to 1650 cm−1 in Ground-15, which indicates a dominant process of chains
scission occurs under the thermal effect of ground mode.

From Figure 5c, we can notice that quantities of small molecular chains have emerged on the
untreated one (XLPE-30) due to the long-term operation in actual condition. After the thermal aging
with different laying modes, it can be deduced that the thermal effects have sped up the decomposition
process on the molecular backbone of Ground-0 and Tunnel-0, and a certain quantity of broken
molecular chains have already transformed into oxidative groups in Pipeline-30. This indicates severe
oxidative degradation occurs in Pipeline-30. It may be admitted that the potential to resist oxidation of
XLPE-30 was weakened compared with XLPE-0.

In order to quantify the situation of oxidation and decomposition under the thermal effects,
carbonyl index and unsaturated band index were chosen for research. The definition of these two
indexes are as follows [3]:

CI = I1741/I1471, (1)

UBI = I1635/I1471, (2)

where carbonyl index (CI) is the relative intensities of the carbonyl band at 1741 cm−1 (aldehyde
absorption) to the methylene band at 1471 cm−1; unsaturated band index (UBI) is the relative intensities
of the unsaturated group at 1635 cm−1 to the methylene band at 1471 cm−1.

The two indexes are shown in Figure 6. It can be stated that the carbonyl index is decreased in
all the specimens compared with the untreated ones, except for Pipeline-15 and Pipeline-30, and the
unsaturated band index is increased except for Tunnel-15, Pipeline-15, and Pipeline-30. That means the
thermal effects aggravate basically the decomposition process of the specimens to generate a certain
quantity of broken molecular chains. The oxidation process was followed by chains scission and
formation of smaller chain segments, which would easily react with oxygen (O2) to transform into
oxidative groups. For Pipeline-15 and Pipeline-30, the broken molecular chain segments are prone to
transform into oxidative groups, probably due to the heating and cooling features of pipeline mode.
With regard to Tunnel-15, the two indexes are decreased, which symbolizes the optimization of the
micro-structure. As we demonstrated above, the status of the degradation and the stability of the
specimens after thermal effects are listed in Table 3.

Table 3. Status of the degradation and stability of the specimens after thermal effects.

Specimen Pipeline Ground Tunnel

XLPE-0 Improved Improved Improved
XLPE-15 Degraded Maintained Improved
XLPE-30 Degraded Improved Maintained
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Figure 6. Carbonyl index, CI, and unsaturated band index, UBI, of the untreated specimens and the
treated specimens under thermal aging of three different laying modes.

3.2. Result of DSC Measurement

With the program running, two consecutive scans were conducted on each specimen. The first
scan began by heating from 30 to 140 ◦C and then followed by cooling from 140 to 30 ◦C. The second
scan was excerpted in the same way as the first scan. The thermos-gram of the first heating phase
is commonly used for observing the thermal history and the current crystalline condition of the
specimens, which can also be analyzed by XRD measurement in Section 3.3. In order to avoid long
arguments, two phases were analyzed, including the first cooling and the second heating phase, which
can be analyzed on the ability to crystallize and the quality of the crystal structure of the specimens
after the thermal effects.
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Figures 7 and 8 show the thermos-grams of the two phases corresponding to the operating years of
each cable. The obtained parameters are listed in Table 4, where Tc is the crystallizing peak temperature,
ΔHc is the enthalpy of crystallization, Tm is the melting peak temperature, and ΔT = Tm − Tc is the
degree of supercooling, which is proportional inversely to the crystallization rate [22].

 

Figure 7. Heat flow as a function of measurement temperature in the first cooling of differential
scanning calorimetry (DSC). (a) the spare cable; (b) the cable with service years of 15; (c) the cable with
service years of 30.
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Figure 8. Heat flow as a function of measurement temperature in the second heating of differential
scanning calorimetry (DSC). (a) the spare cable; (b) the cable with service years of 15; (c) the cable with
service years of 30.
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Table 4. Parameters obtained from first cooling and second heating phases.

Specimen Tc (◦C) ΔHc (J/g) Tm (◦C) ΔHf (J/g) ΔT (◦C)

XLPE-0 91.8 −99.0 106.9 100.8 15.1
Pipeline-0 92.0 −108.8 107.6 116.6 15.6
Ground-0 89.7 −102.8 109.0 111.1 19.3
Tunnel-0 90.0 −110.8 108.0 117.2 18.0
XLPE-15 89.0 −93.4 104.0 98.7 15.0

Pipeline-15 88.2 −99.6 103.8 108.1 15.6
Ground-15 86.9 −93.4 105.0 101.9 18.1
Tunnel-15 87.8 −99.1 104.1 101.1 16.3
XLPE-30 89.5 −103.9 107.2 103.4 17.7

Pipeline-30 90.6 −103.0 106.6 110.5 16.0
Ground-30 90.9 −105.1 106.6 111.3 15.7
Tunnel-30 89.8 −104.5 107.1 106.4 17.0

Tc—crystallizing peak temperature, ΔHc—enthalpy of crystallization, Tm—melting peak temperature,
ΔH f —enthalpy of fusion and ΔT—super-cooling degree.

In Figure 7a, it is clearly observed that the exothermic peaks of Ground-0 and Tunnel-0 appear at
a slight lower temperature and the shapes become broader, compared to XLPE-0 and Pipeline-0, in the
first cooling phase. In Figure 8a, it can be found that melting peaks of all the treated specimens move
towards higher temperatures, but the endothermic peaks are expanded. That means that although the
thermal effects disperse the crystalline region, especially for Ground-0 and Tunnel-0, the main crystal
structure of each treated specimen is improved.

In Figure 7b, exothermic peaks of all the treated specimens displace slightly toward lower
temperatures. In Figure 8b, the melting peaks locate at higher temperatures for Ground-15 and
Tunnel-15 but at lower temperature for Pipeline-15. The endothermic peaks become broader especially
for Pipeline-15. It can be stated that the crystal structure becomes more deteriorated for a long time in
the mode of the pipeline.

In Figure 7c or Figure 8c, the exothermic peaks of the treated specimens move towards a higher
temperature and the endothermic peaks move towards a lower temperature, which means the
thermal effects disrupt the distribution of crystal structure [28]. Therefore, the ability to crystallize is
increased, but the quality is declined relatively. Among the specimens, Ground-30 presents the highest
crystallization performance.

In addition, the DSC endotherms indicate a range of melting processes that can be related to the
crystallinity and lamellar thickness variations. The crystallinity and average lamellar thickness [3,8]
can be calculated by Formulas (1) and (2). The calculating formulas are as follows:

χ(%) = ΔH f/ΔH0
f × 100, (3)

Tm = Tm0(1− 2σe/ΔHmL), (4)

where χ(%) is crystallinity; ΔH0
f is the enthalpy of fusion of an ideal polyethylene crystal per unit

volume; Tm is the observed melting temperature (K) of lamellar of thickness L; Tm0 is the equilibrium
melting temperature of an infinitely thick crystal; σe is the surface-free energy per unit area of basal face;
ΔHm is the enthalpy of fusion of an ideal polyethylene crystal per unit volume; and L is the lamellar
thickness. The used values for calculation were as follows: Tm0 = 414.6 K, ΔHm = 2.88 × 108 J/m3, and
σe = 93 × 10−3 J/m2. Changes on crystallinity and lamellar thickness with different thermal aging
modes are depicted in Figure 9.
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Figure 9. Changes on crystallinity and lamellar thickness of the main endothermic peak with different
thermal aging modes: (a) Crystallinity; (b) lamellar of thickness.

We can observe that the crystallinity of all the specimens are increased in various degrees after the
thermal aging in Figure 9a. This phenomenon is ascribed to adequate movement of the molecular
chains and the generation of short chain segments, which are inclined to form the secondary crystal [3].
It is hard to judge the status of crystal structure just from the crystallinity. Therefore, the analysis
should be combined with the change of lamellar of thickness obtained at the main endothermic peak
shown in Figure 9b. We can find that both Pipeline-15 and Pipeline-30 have a high crystallinity but the
lamellar thickness of main endothermic peaks are low, which indicates the crystal structures are mainly
made up of secondary crystal. On the contrary, the Ground-0 and the Ground-15 have a relatively low
crystallinity with solid lamellar of thickness, which means the crystal structures are firm and compact.
Analogously, we can deduce the status of crystal structure of each specimen as shown in Table 5.

Table 5. Status of the crystal structure of the specimens after thermal effects.

Specimen Pipeline Ground Tunnel

XLPE-0 Improved Improved Improved
XLPE-15 Degraded Improved Improved
XLPE-30 Degraded Improved Maintained

3.3. Result of XRD Measurement

The changes on the crystal structure of each specimen before and after the thermal effect were
analyzed by X-ray diffractometer, to observe the influence on the crystalline phase of each layer under
the different aging conditions.

Figure 10 displays the X-ray spectrum of each position in cable insulation before and after the
accelerated aging test. It can be observed that two main crystalline peaks of each specimen appear at
2θ = 21.22◦ and 2θ = 23.63◦, which correspond to the (110) and (200) lattice planes. There is a one small
peak observed at 2θ = 36.5◦ which corresponds to the (020) lattice plane as Miller demonstrates [29].
There is no excessive displacement in the position of the peaks or in their splitting among the specimens,
but the intensity and the shape of the peaks are different. It is indicated that accelerated aging hardly
produces any new crystalline phase in the crystal structure, but results in the changes on the crystallinity
and the grain size of the specimens.

From Figure 10, it can be noticed remarkably that a turnover phenomenon occurs in the thermal
aging of tunnel mode, which is reflected by the fact that the crystal of the (110) lattice plane modifies into
the (200) lattice plane. It is commonly assumed that the (200) lattice plane corresponds to the deformed
spherulites, whose optical axes are oriented parallel to the radial direction [29]. This transformation
indicates the shape of spherulite is associated with the heating and cooling process under different
thermal effects. Therefore, we may admit the crystal structure changes on XLPE should be in the light
of the features of different laying modes. For more precision on the objective to analyze the crystal
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structure changes among the specimens, the crystallinity percentage and the grain size are introduced
by Formulas (5) and (6).

 
Figure 10. X-ray diffraction (XRD) spectrum of the untreated specimens and the treated specimens
under thermal aging of three different laying modes. (a) the spare cable; (b) the cable with service years
of 15; (c) the cable with service years of 30.

The crystallinity percentage can be calculated by the Hinrichsen method [30]. The X-ray spectrum
of each specimen is fitted by Gaussian functions. Figure 11 displays the corresponding three Gauss fit
peaks obtained by using the original 9.1. The calculating process is given as follows:

χ(%) = (S2 + S3)/(S1 + S2 + S3) × 100, (5)

where χ (%) is crystallinity percentage, S1 is the area of the amorphous halo, S2 is the area of the
main crystallization peak at 2θ = 21.22◦, and S3 is the area of the secondary crystallization peak at
2θ = 23.63◦.
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Figure 11. Gaussian fitting of the crystalline peaks and the amorphous halo by the Hinrichsen method.

In addition, the grain size of the different diffraction peaks corresponding to different crystal
lamellar can be calculated by Scherrer equation [31]. The calculating formula is as follows:

Dhkl = (K·λX)/(β cosθ), (6)

where Dhkl is the grain size (A) perpendicular to the (hkl) crystal face; λX is experimental X-ray
wavelength (nm), which is 0.15418 nm; β is the broadening of the diffraction peak (khl) (Rad) producing
by grain refinement; and K is 0.89 when β is the full width at half maximum of the diffraction peak.

Basing on Formulas (5) and (6), we present the crystallinity percentage and the grain size
perpendicular to the (110) and (200) crystal faces in Figure 12. With regard to XLPE-0 in Figure 12a,
the crystallinity was lifted up in varying degrees by the disruption of the crystalline order after the
thermal effect in each laying mode. Especially for Tunnel-0, a significant increase in crystallinity and
distinct shrink in grain size perpendicular to the (200) crystal face indicate that the spherulites are
tightly distributed in the insulation and the crystal structure is relatively perfect, even though most of
the spherulites were deformed by thermal effect.

With regard to XLPE-15 in Figure 12b, it shows that the changes of the crystallinity and the grain
sizes of Ground-15 and Tunnel-15 are similar to the corresponding ones of XLPE-0. The decrease
in crystallinity and increase in crystallite size of the principal crystalline area for Pipeline-15 reflect
that the spaces among the crystal structures are expanded and the integral crystal structure is not
closely arranged.

With regard to XLPE-30 in Figure 12c, minor differences in the crystallinity and the grain sizes
between Pipeline-30 and Ground-30 demonstrate that the influence of the features in pipeline and
ground modes on the current crystalline condition is not pronounced. For Tunnel-30, we can also find
high crystallinity with tight, deformed spherulites, as shown in Figure 12a,b. As we demonstrated
above, the status of the current crystal structure of the specimens after thermal effects are listed
in Table 6.
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Figure 12. Changes on crystallinity and grain size perpendicular to the (110) and (200) crystal faces.
(a) the spare cable; (b) the cable with service years of 15; (c) the cable with service years of 30.

Table 6. Status of the current crystal structure of the specimens after thermal effects.

Specimen Pipeline Ground Tunnel

XLPE-0 Improved Improved Improved
XLPE-15 Degraded Improved Improved
XLPE-30 Maintained Maintained Improved

3.4. Results of the Breakdown Field Strength Measurement

The breakdown field strength test was conducted for each specimen and the valid average values
are listed in Table 7. It is obvious that the electric properties were improved in varying degrees among
XLPE-0 specimens after the different thermal effects. This phenomenon is probably attributed to the
flexible movement of the molecular chain which activates the development of crystalline order and the
annealing effect [6].
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Table 7. Breakdown field strength (kV/mm).

Specimen Untreated Pipeline Ground Tunnel

XLPE-0 66.106 69.273 68.860 71.325
XLPE-15 73.489 63.941 75.640 81.650
XLPE-30 68.382 65.463 67.609 69.600

With regard to XLPE-15 and XLPE-30, the electric properties were improved under thermal effects
in the ground- and tunnel-laying modes, but were degraded in the pipeline-laying mode. It may be
considered that the features of the pipeline-laying mode are not relatively suitable for the aged cables
with high loading for a long time.

3.5. Assessment of the Structural and Electrical Properties of XLPE under Thermal Effects

From the results of four diagnostic measurements, the correlations between structural and electrical
properties were connected to assess the insulation condition.

For the spare cable under the three different thermal effects, the change of temperature activates the
adequate movement of the molecular chain, leading to higher crystallinity and electrical performance
of the treated specimens. The increase in crystallinity among the specimens is probably ascribed to
the scission of the molecules traversing the amorphous regions, followed by rearrangement of the
chains imperfectly crystallized at the manufacturing step to increase crystallinity [32]. Moreover, the
improvement of crystal structure has a positive influence on the electrical breakdown and the resistivity
of the insulation [33].

For the cable with service years of 15, thermal effect in tunnel mode presented a higher performance
in structural and electrical properties, which can be identified by the diminution of oxygen-containing
groups, improvement of crystalline morphology, and elevation of breakdown field strength. Properties
indicators from the diagnostic measurements show a certain degradation happening on thermal effect in
pipeline mode with high carbonyl content, inferior crystal structure, and drop in electrical breakdown.

For the cable with service years of 30, the flexibility of the molecular chain and the potential to
recrystallize were weakened during long-term practical operation. Thermal effect in pipeline mode
reflects degradation from the aspects of carbonyl content, crystal structure, and breakdown field
strength compared with XLPE-30. A slight improvement of properties occurs on thermal effect in
ground mode and maintaining of properties occurs on thermal effect in tunnel mode.

In this case, compared with the untreated ones, the status of the specimens under different thermal
effects can be assessed comprehensively in Table 8.

Table 8. Comprehensive assessment on the specimens under the thermal effects.

Specimen Pipeline Ground Tunnel

XLPE-0 Improved (greatly) Improved (greatly) Improved (greatly)
XLPE-15 Degraded (severely) Maintained Improved (greatly)
XLPE-30 Degraded (slightly) Improved (slightly) Maintained

3.6. A Proposal of New Estimation on Cable Ampacity

With the combination of the reference cable ampacity IR and the results of diagnostic measurements,
the relationship between the cable ampacity and the insulation properties was revealed according to the
connection among the change of micro-structure, crystal structure, and external electrical property of
each specimen. A new estimation on cable ampacity can be proposed from the perspective of changes
of XLPE insulation properties to prolong the cables’ service life. The specific regulation strategy of
cable ampacity is as follows:

From the results of Table 8, the improvement and maintenance of overall insulation properties
indicate that the margin of reference cable ampacity IR can be lifted properly to 1.2 IR. Analogously,
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the degradation of overall insulation properties indicates that the reference cable ampacity IR should
not be lifted to 1.2 IR or should be decreased properly based on IR.

4. Conclusions

The verification of fluctuation on thermal parameters and ampacity of the cable, with different
insulation conditions and thermal effects of different laying modes, on XLPE insulation, with different
operating years, was analyzed in this paper. Moreover, a new estimation on cable ampacity in regard
to the specific aging status of XLPE cable with a specific laying mode was proposed. The following
regulation strategy of cable ampacity based on IR can be made to prolong the cables’ service life from
the perspective of XLPE insulation itself:

1. For the spare cable, it has a high potential to adapt to thermal effect of the three laying modes,
so the margin of ampacity can be elevated to 1.2 IR.

2. For the cable which had operated for 15 years, the margin of ampacity can be elevated to 1.2 IR in
the tunnel, should not be lifted to 1.2 IR for a long time in ground mode, and should be decreased
properly in the pipeline based on IR.

3. For the cable which had operated for 30 years, the margin of ampacity can be elevated to 1.2 IR in
ground mode, should be reduced from 1.2 IR in tunnel mode, but the margin of ampacity should
not be elevated in the pipeline based on IR.

In the future, more work will be devoted to assessing the relationship between the cable ampacity
and XLPE insulation properties in the cable actual working condition. Establishing more effective
methods on estimating cable ampacity and prolonging the cables service life are of great significance to
the electric power industry.
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Appendix A

The Matlab program of calculating the ampacity under the air-laying mode of the cables is shown
as follows (XLPE-0):

function y = XLPE-0()
global k dki dko Rk Ck Rk1 Ck1 l p i A B P T1u E To I h2 R12 number number1 T1 number2 C0 Tou r0p R11

load('XLPE-0.mat');
%introduce the matrix (column 1: conductor temperature;
column 2: current)

I = XLPE(:,2); %reading the current in the matrix
T1 = XLPE(:,1); %reading the temperature in the matrix
t1 = 0:60:54900; %calculating time range (total data volume in the matric)
hold on %keeping the drawing interface
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number = 30; %insulation hierarchical Number
number1 = number + 1; %lapped covering
number2 = number + 2; %outer-sheath
d1 = 26.6*10ˆ-3; %conductor diameter
d2 = 65.6*10ˆ-3; %insulation diameter
d6 = 92.0*10ˆ-3; %outer-sheath diameter
h1 = (d2-d1)/(2*number); %insulation hierarchical thickness
h2 = 3.0*10ˆ-3; %outer-sheath thickness
a = 0.00393; %resistance temperature coefficient of copper conductor
p1 = 3.23; %thermal resistance coefficient of insulation layer
p6 = 3.5; %thermal resistance coefficient of outer-sheath
Dc = 344.312*10ˆ4; %volumetric thermal capacity of Cu
DPE = 194.12*10ˆ4; %volumetric thermal capacity of XLPE
D6 = 242.54*10ˆ4; %volumetric thermal capacity of outer-sheath
r0p = 3.482e-5; %DC Resistance of Conductor at 20 ◦C
R11 = 0.1095; %thermal resistance of lapped covering
dki = zeros(1,number); %inner diameter array of each insulation layer
dko = zeros(1,number); %outer diameter array of each insulation layer
Rk = zeros(1,number); %thermal resistance array of each insulation layer
Ck = zeros(1,number); %thermal capacity array of each insulation layer
Rk1 = zeros(1,number2); %thermal resistance array
Ck1 = zeros(1,number2); %thermal capacity array
A = zeros(number2,number2); %A matrix
B = zeros(number2,number2); %A matrix
P = zeros(number2,1); %P matrix
E = zeros(1,number2); %temperature initial matrix
T1c = zeros(1,915); %calculating point number
R12 = 0.0299; %outer-sheath thermal resistance
C0 = Dc*pi*0.25*d1*d1; %conductor thermal capacity
C12 = D6*pi*0.25*(d6ˆ2-(d6-2*h2)ˆ2); % outer-sheath thermal capacity
for k = 1:number

dki(k) = d1 + 2*h1*(k-1);
dko(k) = d1 + 2*h1*k;
Rk(k) = p1/(2*pi)*log(1 +

2*h1/dki(k));
%thermal resistance of each insulation layer

Ck(k) = DPE*pi*0.25*(dko(k)ˆ2-dki(k)ˆ2); %thermal capacity of each insulation layer
end

C11 = 5549.4; %lapped covering thermal capacity
for n = 1:number2 %array of initial cable internal temperature
E(n) = 17.7;

end
T1u = 17.7; %initial conductor temperature
for u = 0:60:54900; %time horizon
for l = 1:number2

if(l==1)
Rk1(l) = Rk(l);
Ck1(l) = Ck(l) + C0;

else if(l==number1)
Rk1(l) = R11;
Ck1(l) = C11;

else if(l==number2)
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Rk1(l) = R12;
Ck1(l) = C12;

else
Rk1(l) = Rk(l);
Ck1(l) = Ck(l);

end
end
for i = 1:number2
for j = 1:number2
if(j==i)

if(j==1)
A(i,j) = -(Ck1(i)*Rk1(i))ˆ-1;B(i,j)=Ck1(i)ˆ-1;

else
A(i,j) = -Ck1(i)ˆ-1*(Rk1(i-1)ˆ-1+Rk1(i)ˆ-1);B(i,j)=Ck1(i)ˆ-1;

end
else if(j==I + 1)

A(i,j) = (Ck1(i)*Rk1(i))ˆ-1;B(i,j)=0;
else if(j==i-1)

A(i,j) = (Ck1(i)*Rk1(j))ˆ-1;B(i,j)=0;
else

A(i,j) = 0;B(i,j) = 0;
end
end
end
tt = [u,u+60];
Tou = To(u/60+1); %initial surface temperature
i = I(u/60 + 1); %initial current
T1c(u/60 + 1) = E(1); %calculating conductor temperature
rp = r0p*(1+a*(T1u-20)); %DC resistance of conductor
x = pi*400e-7/rp;
Y = xˆ2/(192 + 0.8*xˆ2); %skin effect factor of conductor
r = rp.*(1 + Y); %AC resistance of conductor
p = iˆ2*r; %heating power of conductor
[t,x] = ode23t(@odefun3,tt,E); %solution of differential equation
E = x(end,:); %updating the initial temperature array for the next period
T1u = E(end,1); % updating the conductor temperature array for the next period
end
y = T1c'; %calculating conductor temperature
plot(t1,y,'g') %plotting curves
hold on
end
function dx = odefun3(t,x) %P array solution
global A B P p Tou R12 number2
dx = zeros(number2,1);
for m = 1:number2

if(m==1)
P(m) = p;

else if(m==number2)
P(m) = Tou/R12;

else
P(m) = 0;

end
end
dx = A*x + B*P;
end
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The calculating result of the XLPE-0 cable ampacity through the Matlab program above is shown
in Figure A1.

 

Figure A1. The calculating result of the XLPE-0 cable ampacity.
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Abstract: In many publications, the characteristics of practical earthing systems were investigated
under conditions involving fast-impulse currents of different magnitudes by field measurements.
However, as generally known, in practice the transient current can normally reach several tens of
kiloamperes. This paper therefore aimed to investigate the characteristics of a new electrode for
grounding systems under high current magnitude conditions, and compare it with steady-state test
results. The earth electrodes were installed in low resistivity test media, so that high impulse current
magnitudes can be achieved. The effects of impulse polarity and earth electrode’s geometry of a new
earth electrode were also quantified under high impulse conditions, at high currents (up to 16 kA).

Keywords: earthing systems; electrode’s geometry; fast-impulses; high-magnitude currents and
impulse polarity

1. Introduction

Much work [1–18] has been carried out to characterize practical earthing systems under
fast-impulse, high-magnitude current conditions. As generally known, experimental investigations
on practical earthing systems under high impulse currents can provide more realistic results on the
characteristics of earthing systems under high currents, in comparison to laboratory and computational
methods. The first work on impulse characteristics by field measurement was carried out by Towne [1]
in 1928, on galvanized-iron pipes with peak currents up to 900 A. In 1941, Bellaschi [2] had used
deep-driven earth rods with current magnitudes between 2 kA to 8 kA. The following year, Bellaschi [3],
completed further tests on 12 earth rods, with impulse currents of 400 A to 15.5 kA. There have been
a lot more impulse tests [4–18], were carried out on practical earthing systems, where tit was found
that the ‘impulse resistance’ values were found to be less than those measured for low voltage, low
frequency currents [1–18]. A lot of improvements and suggestions in the impulse test methodology on
practical earthing systems can also be seen in the last three decades [1–18]. Impulse tests have also
been carried out on practical earthing systems considering various factors, namely; earth electrode
geometry, soil resistivity, impulse polarity and voltage/current magnitudes [1–18]. For the study of
grounding performance with the current magnitudes up to 5 kA, limited studies have been carried
out on the effect of the earth electrode’s configuration. A remarkable work was done in [4–6], where
impulse tests were conducted on various practical earthing systems, with current magnitudes of more
than 20 kA. It was found that the impulse resistance becomes less current dependent in high currents.
For the effect of soil resistivity, it was reported in [19,20] that in a low resistivity test medium, it is
possible that no ionization process occurs in the test since the gaps between the sand grains are filled
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with water, and little field enhancement is expected to occur since there is only a small dielectric
difference between the soil and the air gaps. In addition, this could also be due to the fact the earthing
systems may have become a conducting mass in low resistivity soil.

As for the effect of impulse polarity, as early as 1948, Petropoulos [21] found that for similar
electrode dimensions and soil resistivity, the critical electric field, Ec which is the onset of ionization,
and the breakdown voltage were found higher for negative compared with positive impulses. A few
more studies followed with investigations on soil characterisation under high impulse current for
both impulse polarities, where most of the studies were done by laboratory testing [19,20]. In the last
few years, a few studies can be found on the effect of impulse polarity on practical earthing systems
under high impulse conditions [17,19]. Since very limited studies can be found on the effect of impulse
polarity on various grounding system configurations for the same soil resistivity, this paper presents
the experimental results on new earth electrodes, combined with various electrode’s configurations,
under both impulse polarities.

This paper reports the investigation on the performance of a new grounding electrode, called
a grounding device with spike rods (GDSR) under high-magnitude fast impulses, of both impulse
polarities. The reason GDSR was designed and studied in the current paper is to follow up on the
study performed by Petropoulos [21], where he found that electrodes fitted with spike rods have
lower resistance than that electrode without the spike rods. For these reasons, further studies were
performed, and presented in this paper. He [21] described the high field intensity of the spike rods
which causes more current to flow. In this current work, it was realized and evident by field testing
and measurements, which have not been implemented before. GDSR was also combined with other
electrodes, which were installed at one site. A smaller impulse generator was also employed to
observe the effectiveness of GDSR combined with other electrodes in the same soil resistivity at lower
current magnitudes, below 2 kA. A new grounding electrode with spike rods was postulated to
enhance the ionization process in soil and compared with conventional rod-electrodes. It was shown
the resistance becomes less current dependent at high currents, which was found to be agree with
previously published works [2–10,18–21].

2. Experimental Arrangement

In this study, eight earth electrode configurations were installed at the same soil site. Using
the Wenner method, the soil resistivity of the outdoor test site was measured with earth tester. The
RESAP module of Current Distribution, Electromagnetic Fields, Grounding and Soil Structure Analysis
(CDEGS) was used to interpret the measured data into 2-layer soil models. The test site was purposely
selected at a farming land, to obtain for low soil resistivity result, hence high current magnitudes can
be achieved. It was computed that an upper layer and lower layer resistivity of 2.95 Ωm and 0.23 Ωm,
respectively with 4.9 m depth for upper layer, and an infinite depth for lower layer.

2.1. Earth Electrodes

The test area contains six configurations; a vertical single rod electrode (see Figure 1), two parallel
vertical rod electrodes (see Figure 2), three parallel vertical rod electrodes (see Figure 3), a GDSR (see
Figure 4), a GDSR in parallel with vertical one rod electrode (see Figure 5), a GDSR in parallel with two
vertical rod electrodes (see Figure 6). Each installed vertical rod electrode is 1.5 m long and has a 16 mm
diameter. The interconnections between the vertical electrodes were done with copper strips, with a
width of 2.5 cm, and length of 3 m, buried to a depth of 30 cm under the ground surface. For lower
current impulse tests, two new configurations were laid, where a single rod electrode was installed at
50 cm depth, and a GDSR buried to a depth of 50 cm. Very little has been mentioned in literature on
the recommended spacing between the vertical rods. In [22], it is stated that ‘spacing of less than 3 m
may not provide the most economical use of materials’. This shows that it is not effective to have the
adjacent vertical rods too close to each other. On the other hand, [23] stated that the recommended
spacing between rods should be at least 2 times the length of the rod. No specific study has focused
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on the effect of spacing changes on the mutual effects and performance of grounding systems. In the
current study, the vertical rods were all arranged with a spacing between the rods of no less than twice
the length of the electrode.

Figure 1. Configuration 1 with a single vertical rod electrode.

Figure 2. Configuration 2 with two parallel vertical rod electrodes.
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Figure 3. Configuration 3 with three parallel vertical rod electrodes.

Figure 4. Configuration 4, a grounding device with spike rods.
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Figure 5. Configuration 5, a grounding device with spike rods and a vertical rod electrode.

Figure 6. Configuration 6, a grounding device with spike rods and 2 vertical rod electrodes.

Figure 7 shows a detailed construction of a new electrode, GDSR. It comprises an outer shaft
(110) and an inner shaft (120). The spike rods (123) are arranged on the body of the inner shaft (120),
where the total number of spike rods is five. A pre-borehole was first made by using an auger, with
a diameter of 3.8 cm. After completing the pre-borehole to a depth of at least 1.5 m, the grounding
device with spike rods (100) is positioned in the hole, where the outer shaft (110) is subjected to stress
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and impact force while it is driven through hammering into the ground. The driving tip (122) has a
pointed conical end to allow for easier penetration against obstructions encountered during driving
of the rod. After that, using the provided winch (121), the inner shaft was turned in such a way that
the grounding spike rods protrude out and pierce into the soil mass. GDSR was used in this study,
since it was found by Petropoulos [21] that the earth electrodes attached with sharp points or needles
have lower impulse resistance values than that without the sharp points. He [21] pointed out that by
suitably shaping the electrodes with the sharp points, higher field intensities would be present, hence
reducing the resistance values. For these reasons, a GDSR was used as part of the practical earthing
systems. For checking the effectiveness of the shaping of various configurations, field measurements
and testing at practical sites were carried out in this current work. A GDSR is postulated to cause and
enhance ionization process in the soil, and discharge higher currents to the ground.

Figure 7. Construction of a grounding device with spike rods.

These eight earth electrode arrangements were used in this study for the reason that a vertical
rod electrode is typically used locally, thus replicating the real conditions more closely. In order to
ensure that the same test area was used, firstly, a single rod electrode was installed. Secondly, another
vertical rod electrode was added, to make two parallel rod electrodes. It was then followed by the
third rod electrode installed in a straight line arrangement, which gave us three parallel vertical rod
electrodes. The first single rod that was installed earlier, as shown in Figure 1, was then removed, and
replaced with a GDSR, giving the configuration shown in Figure 6. The third single rod electrode was
then removed, whereby the configuration become as seen in Figure 5. Finally, the rod electrode was
removed, thus leaving a GDSR only. For each configuration, FOP measurement and impulse tests
were performed. Table 1 shows the steady-state earth resistance values, DC earth resistance value,
RDC, determined with the Fall-of-Potential (FOP) method for all eight configurations. It can be seen
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from Table 1 that the RDC values of the earthing systems consisting of a GDSR are lower than that
of conventional vertical rod electrodes. RDC for configurations 2 and 3 were found to be improved
with the addition of vertical rod electrodes, with a decrease by 63% and 76.4% with the addition of
one and two rod electrodes, respectively, to the single rod electrode, configuration 1. When a GDSR
was used, RDC decreased by 75.5% for configuration 4 from configuration 1, 47.1% for configuration
5 from configuration 2, and 36% for configuration 6 from configuration 3. This indicates that a new
electrode, the GDSR, is effective in reducing the RDC of earthing systems, which could be due the
large cross sectional area of the GDSR’, as compared to conventional electrode.

Table 1. Measured RDC for all configurations.

Configurations Earthing Systems RDC, Ω

1 A vertical single rod electrode 75.5
2 2 parallel vertical rod electrodes 27.6
3 3 parallel vertical rod electrodes 17.8
4 GDSR 18.5
5 GDSR in parallel with vertical one rod electrode 14.6
6 GDSR with spike rods in parallel with two vertical rods 11.4
7 A vertical single rod electrode, buried at a depth of 30 cm 313.2
8 A vertical grounding device with spike rods 85.2

2.2. Experimental Test Set Up

Figure 8 shows the field test arrangement consisting of an impulse generator, which needs to be
mounted on a lorry, insulating rods, which are made of epoxy conduits to suspend the leads/copper
mesh/coaxial cables, and isolate them from earth, DC converters and batteries to provide a power
source to digital storage oscilloscopes (DSOs) and a laptop, and a diesel generator to power up the
impulse generator. Separate DSOs were used to capture current and voltage measurements. A resistive
divider with a ratio of 3890:1 was used to capture high voltage and a current transformer with a ratio
of 0.01V/A was used for current measurements.

Figure 8. Test arrangement for field tests on practical grounding systems.

A remote or auxillary earth is needed to provide a return path for the discharge of high impulse
currents to the ground during the measurements. In this study, the remote earth consists of 10 rods in a
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circular ring configuration (see Figure 9). These rods, are interconnected using copper mesh, arranged
on top of the rod electrodes. Using a FOP method, RDC of the remote earth was measured, and found
to be 4.8 Ω. This RDC value is acceptable since it is lower than that RDC of grounding systems under
tests (see Table 1).

Figure 9. Remote earth for tests on various grounding systems.

3. Results and Analysis

This present work aims to quantify the effectiveness of a GDSR with other practical grounding
systems under high magnitude impulse currents, above 5 kA, under both impulse polarities. The
RDC values of grounding systems have been presented in Section 2. This allows comparison with the
performance of grounding systems under high-magnitude impulse currents.

3.1. Effect of Earth Electrode’s Configurations

Figures 10 and 11 show selected typical voltage and current traces for configuration 2 at charging
voltages of 150 kV and 350 kV, respectively. The voltage and current traces of other configurations
and voltage magnitudes were similar to those presented in Figures 10 and 11. In this work, the time to
discharge to zero for current trace was measured. This parameter may provide information related to
the effectiveness of the grounding systems in discharging a high current into the ground, where the
faster the time taken to discharge for current trace, the better the grounding system is.

Figure 12 shows the measured time to discharge to zero for current trace at different applied
voltage. For all configurations, (except for configuration 4), the time for current trace to discharge
to zero were found to be independent of applied voltage. Configurations 3 and 6, with large sized
grounding systems were found to have a faster time for the current trace to discharge to zero, which
shows the good conductivity of the grounding systems. Generally, it is understood that the larger the
size of a grounding system, the less time taken for current to discharge to zero, due to the fact more
paths are available for the current to disperse. Some discrepancies in the results were also seen, where
the time taken for current trace to discharge to zero for configuration 5 is higher than that configuration
1 and 2, despite the fact configuration 5 has a larger sized grounding system. This could be due to
uncontrollable thermal and ionization processes in the soil, which have been highlighted in previously
published work [1–3,19,20]. Another possibility is that this is also due to the inductive component,
which can be significant under transient conditions. However, it is out of the scope of the current paper
to come up with the equivalent circuit, and show evidence of an inductive effect for each configuration.
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Figure 10. Voltage and current traces for configuration 2 at charging voltage of 150 kV under
positive polarity.

Figure 11. Voltage and current traces for configuration 2 at a charging voltage of 350 kV under
positive polarity.

Figure 12. Time taken for current trace to discharge to zero vs. applied voltage for various grounding
systems under positive impulse polarity.
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In this study, the impulse resistance, Rimpulse, was determined as the ratio of voltage at the
peak current to the corresponding peak current. Figure 13 shows the measured Rimpulse for various
grounding systems under high impulse currents, up to 16 kA. As can be seen, there is little dependence
of Rimpulse on the current magnitudes (except for configuration 1). Configuration 1 had the highest RDC,
and thus expectedly showed the highest reduction, as claimed in many prior publications [2–10,18–21]
where the higher the DC earth resistance, the higher the current-dependent characteristics of earth
resistance during the passage of high currents.

Figure 13. Rimpulse vs. peak current for various grounding systems under positive impulse polarity.

It was also noted that some differences in the Rimpulse with the current peak can be seen with the
addition of GDSR at low current magnitudes, below 3 kA. However, at higher current magnitudes,
little observable effect can be seen on Rimpulse. This could be due to a full development of an ionization
zone at high current, thus the performance of grounding systems has become independent of the
grounding electrodes and current magnitudes.

3.2. Effect of Low Current Magnitudes

Due to current independence of earth resistance at high current magnitudes, as presented in
Section A, experiments using a smaller impulse generator, which can generate up to 50 kV, 2 kA
currents were performed to further investigate the grounding characteristics under lower current
magnitude conditions. Impulse tests were conducted on four configurations; configurations 3 and 4,
and another two new configurations, labelled as configurations 7 and 8. Configuration 7 is similar to
configuration 1, but buried at 50 cm, and configuration 8 is similar to configuration 4, buried at 50 cm in
the soil. Lesser depth, of 50 cm below the ground’s surface, was used to obtain high resistances, hence
low current magnitudes, for the vertical electrodes. RDC values were measured for both configurations
7 and 8, and found to be 313.2 Ω and 85.2 Ω, respectively. Using a similar test set up, remote earth
and transducers as presented in Section 2.2, impulse tests were conducted on the four configurations
using smaller impulse generator. Figure 14 shows voltage and current impulse shapes of configuration
7 at a charging voltage of 25 kV. Similar voltage and current traces were seen at different voltage
magnitudes for configurations 7 and 8. However, faster voltage and current discharge times were seen
for configuration 3 and 4, at various voltage magnitudes (see Figure 15), due to their low RDC, which
thus provides better conduction of the grounding systems. When time to discharge to zero for current
trace versus applied voltage was plotted for all four configurations under lower voltage magnitudes
(Figure 16), it was noted that a reduction in time to discharge to zero for current traces with increasing
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applied voltage. This trend was not clearly observable at higher current magnitudes, presented earlier
in Figure 12. A graph of Rimpulse was plotted for increasing current magnitudes (see Figure 17) for all
four configurations. It can be seen that Rimpulse is decreasing significantly with current magnitude
for configuration 7, with the highest RDC, 313.2 Ω. However, Rimpulse was found to be less current
dependent for grounding systems with lower RDC, below 85 Ω.

Figure 14. Voltage and current traces for configuration 7 at charging voltage of 25 kV under
positive polarity.

Figure 15. Voltage and current traces for configuration 8 at charging voltage of 25 kV under
positive polarity.
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Figure 16. Time taken for current trace to discharge to zero vs. applied voltage for various grounding
systems under low voltage magnitudes.

Figure 17. Rimpulse vs. peak current for various grounding systems under low voltage magnitudes.

3.3. Effect of Impulse Polarity

In a previously published work [18], it was noted that an effect of impulse polarity was seen in
high resistivity soil. In this work, a low soil resistivity profile was used. Figures 18 and 19 show typical
voltage and current traces for configuration 2 at charging voltages of 150 kV and 350 kV, respectively.
Similar voltage and current traces were observed for various configurations and voltage magnitudes.
As the voltage magnitudes were increased, a significant reduction in the time for current trace to
discharge to zero was observed for all configurations of grounding systems (see Figure 20). This trend
is found to be different than that observed for positive polarity (shown in Figure 12), where only
configuration 4 has the reduction of time for current trace to discharge to zero when under positive
impulse polarity. A faster time for current to discharge to zero for large sized grounding systems
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(configurations 3, 5 and 6) under negative impulse polarity was also noted. This could be influenced
by the lower RDC in large grounding systems, thus discharging current at a faster time than that in
smaller size of grounding systems. It was also noted that the trend of time taken for current trace
to discharge to zero under negative polarity is more consistent, and similar to that found in other
publications [19,20], than that found under positive impulse polarity. However, the inconsistent results
for the time taken for current to discharge to zero under positive polarity are still not well understood.

Figure 18. Voltage and current traces for configuration 2 at charging voltage of 150 kV under
negative polarity.

Figure 19. Voltage and current traces for configuration 2 at charging voltage of 350 kV under
negative polarity.

When the voltage magnitudes under negative impulse polarity were increased, the Rimpulse was
found to have small reduction with increasing current (see Figure 21). Configurations 3 and 6, with
larger sized grounding systems were found to have the lowest Rimpulse, which is a similar trend to that
obtained under positive impulse polarity. These measured Rimpulse values with increasing currents
were also plotted together under both impulse polarities for each configuration (see Figures 22–27). As
can be seen, for configurations 1, 2, 3 and 4, a higher Rimpulse was recorded with negative impulses
compared with positive impulses, as shown in Figures 22–25, respectively. A similar trend was seen
in [20,21] whom conducted laboratory tests where Rimpulse values were found to be higher for negative
impulses than for positive impulses. As generally known, a decrease in Rimpulse with increasing
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voltage indicates the ionization process in soil, which was thought to occur in the air voids within
the soil [1–3,19,20]. Since it is expected that the discharges in air would require higher level voltages,
and less currents for negative impulses compared to positive impulses, higher Rimpulse in negative
impulses than positive impulses would occur. When Reffin et al. [18] performed experiments using
field measurements on practical grounding systems installed in various soil conditions, they found
that higher Rimpulse with negative impulses than that positive impulses for grounding systems with
high RDC (62.6 Ω). On the other hand, Rimpulse was found to be independent of impulse polarity
for low RDC (4.7 Ω). In this work, the electrodes were installed at the same site, with the same soil
resistivity profile. The highest RDC values are for configurations 1, 2, 3 and 4, and these configurations
were found to have higher Rimpulse under negative impulses than under positive impulses. On the
other hand, for lower RDC (configurations 5 and 6), the results were found to be inconsistent, where
Rimpulse were found to be independent of impulse polarities for configuration 5, and Rimpulse were
found higher under positive impulses than that negative impulses, as shown in Figures 26 and 27 for
configurations 5 and 6, respectively.

Figure 20. Time taken for current trace to discharge to zero vs. applied voltage for various grounding
systems under negative impulse polarity.

Figure 21. Rimpulse vs. peak current for various grounding systems under negative impulse polarity.
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Figure 22. Impulse resistances versus current peak for configuration 1.

Figure 23. Impulse resistances versus current peak for configuration 2.

Figure 24. Impulse resistances versus current peak for configuration 3.
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Figure 25. Impulse resistances versus current peak for configuration 4.

Figure 26. Impulse resistances versus current peak for configuration 5.

Figure 27. Impulse resistances versus current peak for configuration 6.
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4. Conclusions

Experiments were performed on different grounding configurations using various configurations
at installed in low resistivity profile soils at the same field site. It was found that under high impulse
currents, more than 5 kA, less current dependence of Rimpulse was observed. The characteristics of
various configurations were also investigated under lower current magnitudes, below 2 kA. High
nonlinearity was observed for grounding systems with high RDC (above 313.2 Ω). The results
revealed that the new GDSR earth electrode is more suitable to be used for low fault currents, such as
11 kV systems and below. When the grounding systems of various configurations were tested under
negative impulse polarity, higher Rimpulse was seen in negative impulses than positive impulses for
grounding systems with high RDC. This study also shows that under positive polarity conditions,
only configuration 4 has a dependence on the time to discharge to zero for current trace, whereas
a dependence of time to discharge to zero for current trace is not seen in the other configurations.
On the other hand, for negative polarity, the measured time to discharge to zero for current traces
decreases with applied voltage for all configurations, and the results are more consistent than for
positive impulse polarities.
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Abstract: One of the most important parameters of the performance of grounding systems is the
soil resistivity. As generally known, the soil resistivity changes seasonally, hence the performance of
grounding systems, at DC and under high impulse conditions. This paper presents the performance
of grounding systems with two different configurations. Field experiments were set up to study the
characteristics of the grounding systems seasonally at power frequency and under high impulse
conditions. A review of field testing on practical grounding systems was also presented. It was found
that the soil resistivity, RDC and impulse characteristics of grounding systems were improved over
time, and the improvement was higher for electrodes that have more contact with the soils.

Keywords: grounding; grounding electrodes; high impulse conditions; seasonal; soil resistivity

1. Introduction

Grounding systems are necessary to discharge high fault currents to ground and ensure the safe
operation of power systems at all time. It was reported in IEEE Standard 81 [1] that due to the soil
settling process and compactness of the soil, the earth impedance of ground electrode decreases slightly
over a year or more after installation, due to the soil settling process and improved compaction in
the soil. A few research investigations have also been reported on the influence of soil resistivity on
practical grounding systems at power frequency and high impulse current [2,3]. As generally known,
soil composition, inhomogeneity, hydrological, geological process can vary seasonally, and some
studies have analysed the seasonal influence on grounding systems in terms of resistance values at low
voltage, and low currents by field experiments [4–7]. However, limited studies have been published
on the seasonal influence on the performance of grounding systems under high impulse conditions.
He et al. [8] observed the seasonal influence on grounding systems under high impulse conditions
for two seasons: winter and summer. They observed that the soil resistivity at the top layer was
stable, whereas a higher soil resistivity of the bottom layer was observed during winter than during
summer [8]. This resulted in higher resistance at the power frequency in winter than during summer.
When the impulse factor was measured as the ratio of Rimpulse to RDC, a close impulse factor was
obtained for both seasons. However, the investigations on the impulse characteristics of grounding
systems were completed for two seasons, and no continuous measurement was made in between
the seasons.

Energies 2019, 12, 1334; doi:10.3390/en12071334 www.mdpi.com/journal/energies278



Energies 2019, 12, 1334

Further, the time period required for the checking and maintenance of grounding systems for
both at power frequency and transient conditions has not been intensively studied or suggested.
IEEE Standard 80:2013 [9] suggests the ground resistance be checked periodically after completion
of construction, however, no specific time period is mentioned. Similarly, IEEE Standard 142: [10]
and IEEE Standard 81 [1] state that power frequency tests should be conducted periodically, however,
again no specific time period is suggested. Due to the lack of study on the seasonal performance of
grounding systems and suggested time periods that can be found in literature, this paper therefore
aims to address this shortfall.

In this study, field tests were used to investigate the characteristics of two practical grounding systems
under high magnitude current surges throughout the year. Seasonal influences on the steady-state and
impulse resistances were investigated, which represents the condition when the grounding systems were
left over a period of time in real practice. These measurements allow a better understanding of the seasonal
performances of grounding systems and provide information on how frequently grounding systems need
to be checked and maintained after installation.

2. Experimental Arrangement

2.1. Review of Field Testing and Measurements

Different test arrangements may result in different and unreliable results when measuring the
impulse characteristics of practical grounding systems. A review of field testing and measurement
of impulse tests on grounding systems was firstly performed, to present various test set-ups and
arrangements adopted in previously published works [2,8,11–27]. The study of soil behavior under
impulse condition by means of field testing showed that the resistance decreased with increasing
current [2,12–27]. It was noted from these studies [2,11–27] that the main concerns in the field
measurements are the costs, logistics and time challenges. The guidelines were also found to be
limited, due to the limited standards for field testing and measurements of grounding systems under
high impulse conditions.

There are a few well established methods suggested in the standards on the measurements of earth
resistance of earthing systems at low voltage and low frequency currents, namely the two-point method,
three point method, ratio method, staged fault tests and fall-of-potential method [1,9,10]. However,
it is now well accepted that soil characteristics under high magnitude impulse currents would become
‘non-linear’ and different than measured at low voltage and low frequency currents [2,8,11–27]. Due to
the different characteristics of earthing systems under high impulse currents than when under low
voltage, low frequency currents, there is a need to assess the practical earthing systems under high
impulse conditions.

Field measurements undoubtedly can provide important results concerning the impulse characteristics
of earthing systems since they represent the closest scenario to when high currents are practically discharged
to grounding. With the improvement of impulse voltage/current generators which can be mobilized to the
sites, impulse characterisations of earthing systems under high impulse conditions by field measurements
have now become popular. Since then, a lot more studies have been directed towards impulse tests on
earthing systems using field measurements. However, the measurement and testing methods found in
these papers [11,13–27] differ from one another, which could be due to the lack of standards emphasising
the required guidelines, as well as the great dependence on the available configurations and test site.

Since it is now well accepted that the impulse characteristics of earthing systems are different
from those at low voltage low frequency currents, it is equally important to assess the performance
of earthing systems under high impulse conditions. IEEE Standard 81 [1] provides some guidance
and recommendations for measurements of earthing systems under high impulse conditions by field
measurements, however they do not address it quantitatively, probably due to the little research work
that has been carried out on grounding assessment under high impulse currents by field measurements.
Other than the costs, logistics and time challenges in the field measurements, technical challenges are
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the main issues faced by researchers in performing field measurements of the impulse characteristics
of earthing systems. This is due to the limited testing standards for field testing and measurements of
earthing systems under high impulse conditions. Another technical challenge is due to the limited
number of impulse generator manufacturers who are willing to tailor their designs to allow them to be
mobilized to the field sites. So far, to the authors’ knowledge, standards on impulse tests on practical
earthing systems available in the literature are limited.

2.1.1. Distance of Remote Earth from the Electrode under Tests

In IEEE Std 81 [1], brief guidelines are provided for measurements at field sites using a mobile
impulse generator. The work presented in IEEE Std 81 [1] is based on the tests conducted at the Georgia
Institute of Technology. It was suggested in IEEE Standard 81 [1] to have the same leads and reference
ground arrangement as that used for low-frequency Fall-of-Potential (FOP) tests. Figure 1 shows the
test arrangement for the experimental test set-up of earthing systems under high impulse conditions.
The distance of the electrode under test to the earth probe is 62% of the distance between the electrode
under test to the remote earth. As for the ground mat, it was recommended in IEEE Std. 80 [9] that the
dimensions of the electrode under test to the remote earth be extended by 3 to 4 times the diagonal
dimensions of the ground mat. However, the IEEE standard guidelines are brief, and many other
authors [11,13–22] have adopted other test set-up arrangements in their measurements, where all these
distances were not as specific as those highlighted in the IEEE Standard [1].

2.1.2. Impulse Generator

As for the mobile impulse generator, no generally accepted standard has been presented so far. Some
studies [18] used laboratory facilities, without any special design changes to the impulse generator for the
testing of earthing systems by field measurements. On the other hand, some studies [13,15,16,19] have
used impulse generators purposely built for their tests of earthing systems under high impulse conditions
by field measurements. Marimoto et al. [16] have exclusively developed a weatherproof mobile impulse
voltage generator in an effort to test the grounding systems of power substations.

No detailed information has been published in the standards on the specific methods, procedures
and precautions of the measurements for testing the earthing systems at field sites. It was briefly
highlighted in [1] that the current and voltage leads should be isolated from earth to avoid any
interference, which can be done by hanging the leads over polyvinyl chloride (PVC) conduits. Different
methods of hanging these leads to isolate the earth have also been found in some other studies [16,19].
However, other studies have not mentioned any consideration of the isolation of the leads [17–21].
This shows that there is a need to clarify the proper measurement methods.

2.1.3. Remote Earth/Auxiliary Earth

Another important parameter that needs to be considered in the experimental arrangement forthe
testing of earthing systems by field measurements is the auxiliary ground, which is needed to carry the
return current to the impulse generator via the ground under tests. So far, to the authors’ knowledge,
no specific standard has discussed the design requirements of this auxiliary ground.

Some authors have constructed auxiliary grounds around the electrode under tests. In this
arrangement, a bigger remote earth size is expected since it is installed around the electrode under test.
Thus, the earth resistance values of the ring electrode may be expected to have lower earth resistance
values than the electrode under test. References [20,21] have used a remote earth installed around
the electrode under tests. A few clarifications are needed when having the remote earth around the
electrode under tests such as the appropriate radius of remote earth that should be constructed around
the electrode under tests.

On the other hand, some authors [12,13,15–19] used separate earthing systems, which are
constructed away from the electrode under tests as the auxiliary ground. It is stated in IEEE Standard
80 [1] that the earth resistance of remote earth should be lower than that the electrode under tests.
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However, many times the steady state earth resistance values of the remote earth have not been
mentioned or addressed by some authors. Though the remote earth constructions look bigger in the
published work [12,13,15–19], the earth resistance values of the remote earth were not specifically
mentioned in the papers. Yunus et. al. [17] studied the effects of earth resistance values of remote earths
on the electrodes under test for when the remote earth was placed away from the electrode under test.
Some significant observations were that the results were found to be different than the findings in
most literatures, with higher earth resistance values of the remote earth than that the electrode under
tests [17], and where the impulse earth resistance value was found to be higher than that measured
at low voltage and low frequency currents (DC earth resistance value) when higher remote earth
resistance values were used. They also found that the earth resistance values of electrodes under test
increased with increasing currents in the higher earth resistance values of the remote earth [17].

Further, Abdullah et al. [22] compared both arrangements (remote earth around the electrode
under test and remote earth placed at some distance away from the electrode under tests). They [22]
found close agreement between the results of these two arrangements. This shows that both test
arrangements are acceptable, as long as the condition that the earth resistance value of the remote
earth be smaller than that of the electrode under testing is met.

2.1.4. Placement of Current Transducer

Other concerns for the field measurements and testing of the earthing systems under high impulse
conditions are the placement of current transducers during the field measurements. In some published
papers [23–26], the experimental arrangement was not shown at all, though some parameters of the
generators and test circuit are described. Due to the different possible arrangements of the remote
earth, surrounding the electrode under tests and away from the electrode under test, as highlighted in
Section 3, the placement of the current transducer (CT) would expectedly be different too.

Here, the placement of the CT for the remote earth placed at a distance away from the electrode
under test is discussed first. In IEEE Standard 81 [1], the current transducer was placed at the
electrode under test, at the same point where the cable of voltage divider was also connected. Some
studies [15,21,24,25,28] also positioned the CT in series to the electrode under tests.

On the other hand, for the arrangement where the remote earth is placed at some distance away
from the electrode under tests, Chen and Chowdhuri [27] measured the current at the remote earth,
and not in series to the electrode under tests. So far, to the authors’ knowledge, such an arrangement
was only found in their paper [27]. As for other papers, i.e., [13,15,16], they did not clearly show the CT
placement, though there were some current measurements. Due to a lack of test set-up arrangements,
the authors feel that there is a need for a proper standard for impulse tests on earthing systems by
field measurements. As for other kinds of arrangement where the remote earth is installed around the
electrode under tests, the CT is more commonly placed at the remote earth [12,20,22].

2.2. Test Set up for This Study

In the investigation described in this paper, a mobile impulse generator which is capable of
generating high voltages up to 300 kV and high impulse currents up to 10 kA was used (see Figure 1).
The impulse generator was powered by a diesel generator. Current measurements were achieved with
a current transformer of sensitivity of 0.01V/A and with an attenuation of the probe of ×10. A resistive
divider with a ratio of 3890:1 was used for voltage measurements. Two commercially available digital
storage oscilloscopes (DSOs), powered by batteries, were used to capture the voltage and current
signals separately. In order to avoid any interferences and flashover in the circuit, all equipment and
leads were placed above ground. For the diesel generator and impulse generator, an epoxy was used
as a frame to separate them from the ground. For the DSOs, the batteries are placed on an insulation
table, made of epoxy. All the leads and mesh cables were isolated from the ground by hanging the
leads on epoxy insulation rods. Figure 2 shows the experimental arrangement of the impulse tests of
grounding systems under high impulse conditions.
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Figure 1. Equipment used for field measurements.

Figure 2. Test set-up for field measurements.

2.3. Electrodes under Tests

In this study, two configurations were adopted: a grounding device with spike rods (configuration
1) and one with four rod electrodes (configuration 2), shown in Figures 3 and 4, respectively.
Configuration 2 represents a conventional electrode, where the design does not emphasize any
enhancement of the ionization process. Configuration 1 was developed based on the evidence from the
work by Petropolous [28] that when spikes or needles were attached to the spherical electrode, lower
impulse resistance values were noted for the same voltage due to the higher field intensities at the
spikes. This indicates the effectiveness of the earth electrodes with spikes as compared to electrodes
without spikes. In this paper, a new grounding electrode with spike rods is introduced. By having
spike rods at the electrodes, a high electric field intensity will be concentrated at the spikes, which
encourages soil ionisation and breakdown processes to take place, hence allowing more current to be
discharged to the ground. This will result in a more effective grounding system. For this reason, and to
provide more contact between the electrodes and surrounding soil, a grounding device with spike rods
(consisting of two rods (inner shaft (120) and outer shaft electrodes (110)) was adopted. The grounding
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device with spike rods is 1.5 m in length. The diameter of the inner rod is 3 cm, and outer rod is 5 cm,
with a gap between inner and outer rods of 1 cm. There are five spikes (123), each one of 20 cm length.
During the installation, the spike rods (123) are kept closed from the surface. For the installation,
due to its large diameter, a pre-bore with a diameter of 4 cm was firstly performed using an auger.
Upon completing a pre-bore hole with a depth of 1.5 m, the grounding device with spike rods (100) is
positioned into the hole, in a generally vertical configuration, with all the spike rods (123) concealed
and protected from damage within the shaft. The outer shaft (110) is subjected to impact force while
it is driven through hammering into the ground. During driving, the top end is protected by a dolly
or capping to protect the top end of the shaft against any damage from driving or hammering the
electrodes. Once the grounding device with spike rods (100) reached the required distance, 1.5 m,
the inner shaft (120) was turned using the provided winch (121) in such a way that the grounding spike
rods (123) protruded out and pierced into the soil mass. An indication that all the spike rods (123)
protrude out is when the winch stops, and is not able to turn the inner shaft (120) anymore. Another
type of ground electrode used in this study consists of four ground rod electrodes, with each rod of
20 mm diameter, and a depth of 1.5 m. Copper mesh of 25 mm width and thickness of 2 mm was used
to connect the rod electrode at all four points, as shown in Figure 4.

Figure 3. Configuration 1, consists of a grounding device with spike rods.

Figure 4. Configuration 2 for the tests, consisting of a 2 m × 2 m grounding grid.
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In this study, the Finite Element Method (FEM) was utilized to obtain the voltage profiles for both
configurations. Figures 5 and 6 show the point of electric profile is taken for configurations 1 and
2, respectively. The soil resistivity was taken at the beginning of the tests using a Wenner Method,
which was computed as a two-layer medium model, using a Current Distribution, Electromagnetic
Fields, Grounding and Soil Structure Analysis (CDEGS) software. It was found that the resistivity
at the top layer is 119.5 Ωm with a depth of 7.18 m, and the bottom of a two-layered soil is 391 Ωm,
with an infinite depth. Both configurations were injected at 5 kA. The corresponding trends of the
electric field for configurations 1 and 2 are shown in Figures 7 and 8, respectively. As can be noted,
the shapes of the electric fields for both configurations are different when a similar soil resistivity layer
was used. A higher and more non-uniform electric field was noted for configuration 1, where the
maximum surface potential is 820 MV (see Figure 7). For the case of configuration 2, the potential
is rather uniform, with 650 MV at the rod, and 180 MV at the copper strips (see Figure 8). The FEM
simulation indicates that configuration 1 is preferred, since it can increase the electric field significantly,
and has non-uniform electric field, thus reducing the earth resistance value more significantly under
transient conditions, compared to configuration 2.

Figure 5. Electric profile is taken along the spike rods.

Figure 6. Electric profile taken along the conventional rods.
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Figure 7. Electric field along the spike rods.

Figure 8. Electric field along the conventional rods.

2.4. Auxillary or Remote Electrodes

A larger size of auxillary or remote earth grounding system was used, so that a lower earth
resistance value was achieved, in comparison to the test electrodes, presented earlier in Section 2.2.
In this study, the remote earth was installed 50 m away from the electrode under tests. Figure 9 shows
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the remote earth used in this study, which consists of a 20 m × 30 m grounding grid. The spacing
between copper strips is 5 m apart for the 20 m side and 15 m apart for the 30 m side. Hard copper
strips of 30 mm width and 2 mm thick were used, which were buried 300 mm below the earth’s surface,
and welded exothermically to 12-rod electrodes, where each one is 20 mm in diameter, and 1.8 m
long. Using a Fall-of-Potential (FOP) method, the earth resistance values of the remote earth were
measured, and found to range between 8.5 Ω to 10 Ω throughout the year, which is always lower than
the electrodes under tests.

Figure 9. A 20 m × 30 m remote earth mesh.

3. Results and Analysis

Using the Wenner method, the soil resistivity was measured in March 2018 and March 2019 to see
variations in soil profile over the year. Configurations 1 and 2 are 30 m apart. The soil resistivity was
measured at the site over 150 m-long lines within the test site, and these configurations were installed
within this 150 m-long line. The results were then modeled into 2-layer soil model using Current
Distribution, Electromagnetic Interference, Grounding and Soil Structure Analysis (CDEGS), which
results are summarised in Table 1. As can be seen, the soil resistivity slightly varied over the year,
with the height of the first layer also being reduced after a year. FOP, as outlined in IEEE Standard
81 [1] was applied to measure the DC and low-current resistances of configurations 1 and 2 throughout
the year, which are shown in Table 2. The resistances of both configurations were found to reduce
after the installation, where a higher reduction was seen for configuration 1, with a decrease by more
than 20% throughout the year. This could be due the presence of five spike rods, which provide more
contact within the soil, as compared to configuration 2. It was also noted that for the measurement
in September 2018, high RDC values were noted for both configurations, with respect to any other
months. It was experienced by the authors that during the measurement, the weather was hotter than
the rest of the months.

Table 1. Soil resistivity profile.

Month of Measurement
Soil Resistivity of
Layer 1, �1 (Ωm)

Soil Resistivity of
Layer 2, �2 (Ωm)

Height of Layer 1 (m)

March 2018 119.5 391.0 7.2

March 2019 111.4 454.2 5.2

Right after RDC measurements, impulse tests were performed on both test electrode configurations
on the same day. Impulse currents and the corresponding voltages were measured and shown in Figures 10
and 11 for configuration 1, at charging voltage of 30 kV and 210 kV, respectively, for test no. 1. As can be
seen in the figures, faster times to discharge to zero for both voltage and current traces was seen at higher
voltage magnitudes. Similar voltage and current traces were seen for configuration 2, and for other test
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nos., where faster times to discharge to zero for both voltage and current traces at higher currents were
observed. The time to discharge to zero for voltage and current was plotted against the applied voltage for
all the tests, the time to discharge to zero decreased with applied voltage, as shown in Figures 12 and 13 for
configuration 1 and 2, respectively. Both configurations were found to have the slowest time to discharge
to zero for test no.4, which has high RDC. Both configurations with the lowest RDC (in Dec. 2018) were
found to have the fastest discharge time to zero, indicating a good conductivity of the grounding systems.
Time to discharge to zero was also found to be higher for configuration 1, in comparison to configuration
2 (see Figures 14 and 15) for test no. 1 to 3, and no. 3–7 respectively). The results also indicated that the
lower the RDC, the faster the time for current and voltage to discharge to zero.

Table 2. Measured resistance of electrodes at power frequency, low-current tests.

Test No. Date of Measurement

DC Resistance, RDC (Ω)

Conf. 1
Percentage Difference from

the First Reading (%)
Conf. 2

Percentage Difference from
the First Reading (%)

1 21/03/2018 91 0 60.9 0

2 07/05/2018 69.1 24.1 55.2 9.36

3 02/08/2018 69.7 23.4 57.5 5.58

4 03/09/2018 84.2 7.25 80.3 −31.9

5 17/10/2018 71.9 20.99 57.1 6.24

6 21/11/2018 70.7 22.3 55.9 8.2

7 17/12/2018 70.1 23 57.1 6.24

8 25/2/2019 69 24.2 55.5 8.9

Figure 10. Voltage and current traces for configuration 1 at a charging voltage of 30 kV.

Figure 11. Voltage and current traces for configuration 1 at a charging voltage of 210 kV.
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Impulse resistance values were measured as the ratio of the voltage at current peak to the
current peak, and plotted versus the peak current, as shown in Figures 16 and 17 for configurations
1 and 2, respectively. The resistance values obtained from these tests were found to decrease with
current magnitude, indicating the effect of impulse currents on the characteristics of test electrodes
for configurations 1 and 2. It was noted that the impulse resistance are lower a few months after
installation, showing improvement in the grounding systems for both configurations. In order to
determine the effectiveness of the test electrodes in comparison to its RDC, the percentage of reduction
of impulse resistance from its corresponding RDC was measured as (1), where the Rimpulse was taken
as the average impulse resistance measured from varying the charging voltage of 30 kV until 210 kV:

Percentage of resistance reduction =

(RDC − Rimpulse

RDC

)
× 100% (1)

Figure 12. Time to discharge to zero for voltage and current traces for configuration 1 throughout the year.

Figure 13. Time to discharge to zero for voltage and current traces for configuration 2 throughout the year.
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Figure 14. Time to discharge to zero for voltage and current traces for configuration 1 and 2 for tests
no. 1 to 3.

 
Figure 15. Time to discharge to zero for voltage and current traces for configuration 1 and 2 for tests
no. 4 to 7.

Figure 16. Impulse resistance vs. peak current for configuration 1 throughout the year.
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Figure 17. Impulse resistance vs. peak current for configuration 2 throughout the year.

Table 3 summarises the impulse factor for both configurations, measured throughout the year. As can
be seen from the table, percentage of resistance reduction is higher for configuration 1, in comparison
to configuration 2. A higher percentage of resistance reduction for configuration 1 after a months of
installation was also noted, showing the effectiveness of the earth electrode design with spike rods.

Table 3. Percentage of impulse resistance reduction from RDC throughout the year.

Test No.

Configuration 1 Configuration 2

RDC Average Rimpulse (Ω)
Resistance Reduction

from RDC (%)
RDC Average Rimpulse (Ω)

Resistance Reduction
from RDC (%)

1 91 33.94 62.7 60.9 33.4 45.1

2 69.1 32.4 53.1 55.2 22.0 60.1

3 69.7 23.5 66.3 57.5 23.3 59.5

4 84.2 28.2 66.5 80.3 27.6 65.6

5 71.9 23 68 57.1 22.2 61.1

6 70.7 22.5 68.2 55.9 21.4 61.7

7 70.1 21.1 69.9 57.1 18.4 67.8

4. Conclusions

Power frequency and impulse tests by field measurements on a grounding device with spike
rods and a small grid were performed throughout the year. It was found that under high impulse
conditions, the RDC of both configurations became lower after months of installation. The percentage
of reduction of RDC from the first installation was found to be more pronounced for configuration 1
than configuration 2, suggesting the effectiveness of the new grounding electrode with configuration 1.
This could be due to the spike rods in the grounding electrode, providing more and better contact of the
electrodes with the soil, hence reducing the RDC. The characteristics of both configurations were also
investigated under high impulse currents. The percentage of earth resistance reduction of Rimpulse from
its RDC was found to be higher for configuration 1. In addition, a higher percentage of earth resistance
reduction was exhibited for configuration 1 after months of installation, indicating an improvement in
the grounding systems for electrodes with spikes. The results from the study provide an important
guideline for power engineers concerning the time period that needs to be considered for maintenance
of grounding systems, where it is desirable to perform the maintenance of grounding systems after one
year of installation. The results indicate that it may be desirable to consider using electrode rods with
spike rods, so that earth resistance values can be reduced under transient conditions. This scenario
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gives a more effective grounding system, which enhances the ionisation process and increases the
dissipating current.
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Subscripts and Abbreviations

DC Direct current
Rimpulse Resistance values measured under impulse condition
RDC Resistance values measured at low voltage, low frequency currents
DSO Digital Storage Oscilloscope
FEM Finite Element Method
CDEGS Current Distribution, Electromagnetic Fields, Grounding and Soil Structure Analysis
FOP Fall-of-Potential
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