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Preface to ”Modeling and Experimental
Characterization of Nanocomposite Materials”

The possibility to enhance the desired properties of composites by additive nanoscale secondary 
reinforcement has attracted interest, both in the research arena and in industrial applications. The 
research in this field has been oriented toward experimental, theoretical, and numerical modelling. 
As a result, progress has occurred on many fronts, including manufacturing processes and scaling 
up; characterizing the interface between the additives and the matrix; functionalizing the 
nanoparticles to enhance the bonding with the matrix and the dispersion, characterizing the 
mechanical, thermal, and electrical properties; and theoretical/computational analysis of 
nanocomposite responses under different types of loading, either embedded in the fiber composites 
or as a polymer nanocomposites.

The papers in this Special Issue include studies of researchers from different branches of science 
and engineering disciplines working on experiments and modelling of nanocomposites into one 
volume. The seven papers presented in this volume cover experimental, computational, and 
theoretical aspects, dealing with many important state-of-the-art technologies and methodologies 
regarding the synthesis, fabrication, characterization, properties, design, and applications, and both 
finite element analysis and molecular dynamic simulations of nanocomposite materials and 
structures.

The Guest Editor is thankful to all those authors who contributed their works to this Special 
Issue. I hope other researchers will benefit from the results presented in the published papers in their 
future works.

Homayoun Hadavinia

Special Issue Editor
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Abstract: In this study, the mechanical behavior of epoxy/carbon nanotubes (CNTs) nanocomposite
is predicated by a two-scale modeling approach. At the nanoscale, a CNT, the interface between
the CNT and the matrix and a layer of the matrix around the CNT are modeled and the elastic
behavior of the equivalent fiber (EF) has been identified. The CNT/epoxy interface behavior is
modeled by the Park–Paulino–Roesler (PPR) potential. At the microscale, the EFs are embedded in
the matrix with the extracted elastic properties from the nanoscale model. The random pattern has
been used for the dispersing of EFs in the representative volume element (RVE). The effect of CNTs
agglomeration in the epoxy matrix has also been investigated at the micro level. The Young’s modulus
of the nanocomposite was extracted from simulation of the RVE. CNT/epoxy nanocomposites at
four different volume fractions were manufactured and the modeling results were validated by
tensile tests. The results of the numerical models are in good agreement with the experiments and
micromechanics theory, and by considering agglomeration of CNT in the model, the modeling results
match with the experiments.

Keywords: carbon nanotube; interface; cohesive element; equivalent fiber; CNT agglomeration

1. Introduction

The use of polymer matrix composites in recent years has been growing dramatically. The recent
development of nanotechnology and incorporation of nanoparticles in polymer matrix resulted in
new generation of nanocomposites with enhanced properties. The result is increased use of polymer
nanocomposites in various industries such as aeronautics, marine, automotive, medicine, and sports
equipment [1,2]. Epoxy is a thermoset polymer with relatively light weight, low cost, high strength,
and high Young’s modulus which can be easily combined with other materials, in spite of limitations
such as low thermal conductivity and poor flame resistance. These advantages make the epoxy an
excellent choice to manufacture all kinds of polymer nanocomposites [3–6].

For establishing connections between network structure and various physical and mechanical
properties such as glass transition, modulus in the glassy state and development of residual stresses
series of epoxy–amine networks of well-controlled architecture were studied [7]. In addition,
the yielding behavior of epoxy–amine resins was investigated by a study of the stress–strain curves in
compression mode, recorded at various temperatures and strain rates. Two types of antiplasticizer
were examined, depending on whether they remain miscible to the network or give rise to nanoscale
phase separation along network construction, lead to improved toughness [8].

Nanomaterials 2018, 8, 696; doi:10.3390/nano8090696 www.mdpi.com/journal/nanomaterials1
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Various nanoparticles are used for improvement of mechanical properties of epoxy such as carbon
nanotubes (CNTs), graphite, graphene oxide, clay, silicon nitride, silica, and nitride [9]. Among these,
CNTs/epoxy nanocomposite has extremely high mechanical properties [3,10,11]. It should be noted
that the use of CNTs is not limited to the strengthening of the nanocomposites. Some other properties
such as low weight, high thermal stability, high electrical conductivity, and high chemical resistance
make CNTs a proper candidate for enhancing nanocomposite properties [12]. Enhancing the electrical
conductivity of polymers has boosted their growth in electronics and for lightning strike protection in
aerospace applications.

The prediction of the mechanical properties of nanocomposites by numerical methods is a very
suitable solution for reducing the extent of experimental work and as a result reducing the production
costs. The methods used for the prediction of mechanical properties of nanocomposites can be classified
as (i) theories based on continuum mechanics, (ii) atomistic modeling, and (iii) numerical continuum
mechanics [13]. In this study, the finite element method (FEM) based on the numerical continuum
mechanics approach has been used for modeling CNT/epoxy nanocomposite.

The experimental study of CNTs reinforced polymers is time consuming and incurs high cost.
On the other hand, due to the hypotheses imposed on the micromechanical equations, it is not possible
to use them to predict the mechanical properties of nanocomposites containing CNTs nanoparticles.
On the other hand, computationally, the use of FEM is superior to the molecular dynamics in terms of
solution time, but considering the interface as a continuum medium with homogeneous properties
without modeling the interatomic potential of the van der Waals forces is not consistent with the actual
behavior of the material.

Odegard et al. [14] introduced a method using a combination of molecular dynamics, a nanostructure,
and a continuum mechanics theory to calculate the mechanical properties of nanocomposites.
They showed that their method could be used to predict the mechanical properties of polymer
nanocomposites with single-wall carbon nanotubes (SWCNTs) in a directional or random orientation.
Wan et al. [15] calculated Young’s modulus of nanocomposites by considering an isotropic layer at
the interface with its Young’s modulus a multiple of the polymer matrix Young’s modulus. Liu and
Chen [16,17] modeled the cylindrical and cubic RVE of nanocomposite using the FEM, assuming
prefect bond at the interfacial phase. They considered this volumetric element as reinforcement and
used the rule-of-mixtures (ROM); then, the results were compared with the experiments showing
that the mechanical properties of the volumetric element created by this method could be reliable.
Using a cubic shaped RVE, Fereidoon et al. [18] created a 3D model of CNTs and polymers around
them. In their model, CNTs were modeled with the beam elements, showing that the changes in
Young’s modulus increases linearly with increasing the CNTs volume fraction.

Shokrieh and Rafiee [19] also obtained the Young’s modulus of the nanocomposite by using
a FEM and modeling van der Waals forces at the interface by using the nonlinear spring elements
at the nanoscale. Comparison of the results by rule-of-mixtures showed that this rule did not have
the capability to predict the elastic properties of nanocomposites and had an approximation more
than the actual values. Shojaie and Golestanian [20] considered a cubic RVE containing a CNT.
They simulated the interface as a thin film with elastic properties and compared the results with those
of micromechanics. The modeling was done by changing the mechanical properties of the interface
region to reach perfect bond. The results are compared with those from rule-of-mixtures showed that
the mechanical properties of the nanocomposite were significantly dependent on the surface strength
of the interface. In a similar study, Joshi et al. [21] calculated Young’s modulus of the nanocomposite
by the FEM using a hexagonal RVE. They studied the effect of changing the angle of the CNT on the
Young’s modulus. They found that the Young’s modulus of the RVE was dependent on the angle of
the CNTs; by increasing the angle of the CNT relative to the axis of loading, the Young’s modulus
was decreased. Deng et al. [22] have shown experimentally that the effective elastic modulus of CNT
as reinforcement of polymer is far less than the theoretical value. Using a simple tensile test on a
nanocomposite film whose particles were polarized by the laser and comparison of the results with
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the rule-of-mixtures, the value of the effective elastic modulus of the nanoparticles was declared to be
between 50% and 70% of the theoretical value.

Peng et al. [23] used a two-scale modeling to create a 2D FEM of nanocomposite with polymer
nanoparticles. The interface was considered as an effective interface and according to the elliptical
geometry of the nanoparticles, the effect of aspect ratio, radius of the nanoparticle, orientations, volume
fraction, and clustering on the Young’s modulus of subcell and unit cell were investigated. The results
were compared and validated with the results of Mori-Tanaka approach. Eventually, they showed that
the elastic modulus increases with increasing the aspect ratio of nanoparticles. Also, they showed the
thickness and properties of the interface, the shape of the nanoparticles, their orientation, and degree
of clustering have strong influence on the elastic modulus of nanocomposite.

Zuberi and Esat [24] used FEM to model the interface by two perfect bond methods, using
truss/spring elements. They found that the nanotube structure affected the properties of the RVE,
and the Armchair structure causes a higher increase of properties than Chiral and Zigzag types.
Subramanian et al. [25] simulated the traction–separation behavior at the interface in order to achieve
force-displacement cohesive behavior by molecular dynamics. By extracting the result from different
fracture modes, they developed some analytical equations based on the interface behavior.

Previous studies indicate that the modeling of nanocomposites involves many requirements,
and all of them add to the complexity of the modeling and the calculations become complicated
and time-consuming. As a result, by selecting the more important and effective parameters,
the computational time can be reduced to an acceptable level while still having high accuracy.
The interface surface between CNTs and epoxy is one of the major parameters in nanocomposites
modeling. Often, molecular dynamics simulation or its results are used to model the interface but
it involves a high computational time [26,27]. In some studies, the interface is considered as perfect
bond [16–18,28]; however, the interface between the nonfunctionalized CNTs and the surrounding
resin in the normal state consists of weak van der Waals bonds. Some scholars have compensated for
errors, due to van der Waals bonds at the interface, by considering their properties as a multiple of the
properties of CNT and polymer [20,21].

In the present study, the Young’s modulus of CNT/epoxy nanocomposite has been evaluated at a
multiscale level. The interface behavior is modeled at nanoscale as it is the most significant feature
of nanocomposites as compared with the conventional composites. Using the EF technique at this
scale can reduce computational costs in simulations at the larger scale. At the microscale, the EF is
distributed as reinforcement with properties extracted from the RVE at nanoscale. Due to the fact
that the EF outer layer and the matrix of the RVE are of the same material, the bond between them is
considered to be perfect. Finally, the simulation results are compared with the experimental results as
well as with the results from the Halpin–Tsai model [29,30].

2. Nanocomposite Modeling

From Marino’s point of view, important sources of error in simulating the behavior of
nanocomposites can be attributed to interfaces, agglomeration, and morphology [13]. The modeling of
the interface between resin and nanoparticles is one of the main issues in the present study. Given that
the applied CNT in this study is nonfunctionalized, the behavior of the interface is based on van der
Waals forces between the nanotubes and polymer molecules; it is defined by the Park–Paulino–Roesler
(PPR) potential model and is implemented with user subroutine UEL in the ABAQUS finite element
software. On a volumetric scale, the dispersion pattern for nanofibers is taken randomly.

2.1. Interface

In conventional composites, the forces between the matrix and the fibers account for a small
proportion of the interatomic forces in the structure of the composite. But in nanocomposites, where
the surface-to-volume ratio is much higher, these forces are more important. Therefore, a model that
can simulate the surface and the interatomic forces of the surface more precisely is appropriate [31].
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In the current research, cohesive elements are used to model the interface behavior. The behavior of
these elements is defined based on a nonlinear traction–separation relationship. From an atomistic
perspective, failure occurs when the separation between atoms occurs.

Figure 1 shows a schematic of the behavior between the two atoms and the energy required for
their separation [32]. Accordingly, the cohesive force between the atoms acts in a nonlinear manner in
separation and the assumption of the linear behavior for this force is not correct.
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Figure 1. Variation of the potential energy and the cohesive force during separation of two atoms from
each other.

Carbon nanotubes are cylindrical molecules consisting of a circular array of sp2 hybridized
carbon atoms, which makes it impossible to form a covalent bond between the nanotube carbon
atoms, and the bond with the surrounding polymer molecules can be achieved through weak van der
Waals forces [25,33]. Given the fact that the energy contribution of van der Waals interactions in the
intermediate phase is three times higher than the electrostatic bond energy, the electrostatic bonds
are ignored compared to the van der Waals bonds [34]. The bond between the carbon atoms in the
outermost layer of the untreated CNT and the matrix molecules on the interface is formed by van der
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Waals bonds, which can be defined by the Lennard–Jones (L–J) Potential function. The L–J Potential is
the most commonly used expression for the attraction/repulsion properties of the interaction between
atoms and neutral molecules, expressed by Equation (1) [31].

VLJ(r) = 4ε

[(σ

r

)12 −
(σ

r

)6
]

(1)

r is the distance between the atoms, and ε and σ are the van der Waals parameters, which are
0.4492 kJ/mol and 0.34 nm for carbon atoms, respectively. The variation of the Lennard–Jones force in
terms of the distance between the carbon atoms is shown in Equation (2) [35]:

FLJ(r) = −24
ε

σ

[
2
(σ

r

)13 −
(σ

r

)7
]

(2)

The van der Waals force versus interatomic distance as well as force versus displacement are
depicted in Figure 2 [36,37]. Jiang et al. [38], Tan et al. [39], and Zakeri et al. [36] are among the
researchers used the L–J Potential to calculate the cohesive force at the interface between CNTs and
polymer matrices.
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Figure 2. The van der Waals force versus interatomic distance and displacement curve.

The equilibrium distance in Equation (1) for carbon atoms is r0 = 3.8 Å, and for the calculation
of forces in terms of displacement, we can rewrite Equation (2) in the form of Equation (3). In this
equation, x is the amount of atomic displacement [30].

FLJ(r) = −24
ε

σ

[
2
(

σ

x + 3.8

)13
−

(
σ

x + 3.8

)7
]

(3)

2.2. Potential Model

Until now, there have been different equations for force-displacement between the adhesive
surfaces, but none of them are capable of defining the nonlinear behavior on the adhesive surface
completely. As a result, there is a difference between the actual behavior of the interface with these
models. Park, Paulino, and Roesler (PPR) derived the relation between the potential sticky surfaces as
presented in the Equation (4) [40].
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Ψ(Δn, Δt) = min(φn, φt) +
[
Γn(1 − Δn

δn
)

α
(m

α + Δn
δn
)

m
+ 〈φn − φt〉

]
×[

Γt(1 − |Δt |
δt

)
β
( n

β + |Δt |
δt

)
n
+ 〈φt − φn〉

] (4)

In Equation (4) δn, δt, Гn, and Гt are:

δt =
φt

τmax
βλt(1 − λt)

β−1(
β

n
+ 1)(

β

n
λt + 1)

n−1
(5)

δn =
φn

σmax
αλn(1 − λn)

α−1(
α

m
+ 1)(

α

m
λn + 1)

m−1
(6)

Γn = (−φn)
〈φn−φt〉
(φn−φt) (

α

m
)

m
, Γt = (−φt)

〈φt−φn〉
(φt−φn) (

β

n
)

m
(7)

There are eight input parameters in the PPR potential model: modes I and II fracture energies
(φn, φt), normal and tangential cohesive strengths (σmax, τmax), normal and tangential shape
parameters (β, α), and the initial slope indicators (λt, λn), according to Figure 3. The characteristic
length scale parameters (δn, δt) is given by the Equations (5) and (6), as well as their relation with other
parameters [40,41].

(a) 

Figure 3. Cont.
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(b) 

Figure 3. Traction–separation diagram in the (a) normal and (b) tangential mode [40,42].

Appendix A describes how to calculate these parameters in the tangential mode [35]. If the
energy values of the normal and tangential fracture are equal, then Equation (7) becomes the same as
Equation (8). m and n are calculated by means of the Equation (9), based on the shape parameters in
the PPR model (α, β) and the initial slope indicators, λn and λt which are defined by the Equation (10).

Γn = −φ(
α

m
)

m
, Γt = (

β

n
)

n
(8)

m =
α(α − 1)λ2

n
(1 − αλ2

n)
, n =

β(β − 1)λ2
t

(1 − βλ2
t )

(9)

λn =
δnc

δn
, λt =

δtc

δt
(10)

Figure 3 schematically shows the traction–separation diagram in the normal and tangential mode
based on the PPR potential model [40]. In Figure 4, the traction–separation diagram is shown in
the mixed mode. Since there is a good agreement between the Lennard–Jones variation diagram in
Figure 2 and the PPR model in Figure 4, this potential can be used as the basis for defining the adhesive
properties in the form of nonlinear elasticity at the interface, whose main parameters values are based
on the L–J potential.

The strain energy of interface on a continuous surface can be calculated using Cauchy–Born rule
as shown in Equation (11).

φ =

∫
VLJ(r)dr

S0
, (S0 =

3
√

3
4

r2
ij) (11)
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where rij is the distance between carbon atoms [43,44]. Using this idea makes it possible to simulate the
interface by considering its actual behavior. The potential model of the Equation (4) is implemented
for use in the finite element software and coded in the Fortran [45]. The eight input parameters for
PPR potential model are calculated by Equations (4)–(11), Figure 2, and Appendix A listed in Table 1.

Table 1. The values of input parameters to the Park, Paulino, and Roesler (PPR) model.

Value Input Parameter

φn = 0.2916081e−7

φt = 0.1241959e−7 Fracture energy (N/nm)

σmax = 1.38861e−8

τmax = 0.591409e−8 Cohesive strength (N/nm2)

α = 5, β = 5 Shape parameters

λn = 0.0851, λt = 0.23516 Initial slope indicators

Figure 4. Normal and tangential mixed-mode response of the cohesive element in a three-dimensional state.

2.3. Equivalent Fiber

The use of EF technique is an efficient method for reducing the volume of computation. By using
this method, the behavior of nanocomposites is similar to that of conventional composites [16,20,21,27].
It should be noted that the structure of the epoxy matrix at the vicinity of the CNT surface differs
from the bulk epoxy due to the formation of an ultrathin epoxy layer at the CNT/epoxy interface.
This ultrathin layer consists of highly packed crystalline epoxy monomers, which has different elastic
properties in comparison with the amorphous bulk polymer [46,47]. It is shown that the radial
distribution function (RDF) of epoxy atoms is zero at the radial distance of 0.56 nm and reaches its
maximum value of 160 atoms/nm3 at the radial distance of 0.77 nm [48]. Then, it starts to fluctuate
around an average value of 110 atoms/nm3. This result indicates that the value of the van der Waals
equilibrium distance is ∼2.75 Å and the thickness of CNT/epoxy matrix interphase layer is ∼3.0 Å.
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The schematic of the equivalent fiber model is shown in Figure 5. The mechanical properties of the
nanotubes are based on the material which is used in experimental tests, and is shown in Table 2 [49,50].
The multiwalled carbon nanotubes (MWCNTs) are made by the USNANO company, with an inside
diameter of 5 to 10 nm, an outer diameter of 10 to 20 nm, and a length of 10 to 30 μm. In the modeling,
the CNTs’ average internal diameter of 7.5 nm and the external diameter of 15 nm were assumed.
KER828 epoxy with the Young’s modulus of 2.6 GPa, Poisson’s ratio of 0.3, and density of 1.16 g/cm3

was chosen. The resin Young’s modulus was obtained through tensile test according to the ASTM-D638
standard. Due to the high aspect ratio of MWCNT, the modeling of CNTs in the RVE was subjected to
limitations. In order to create the finite element model, researchers have considered the aspect ratio
between 6 and 70 [49].

Figure 5. A schematic of the equivalent fiber model.

Table 2. Mechanical properties of multiwalled carbon nanotube [49,50].

Transversely Isotropic

Young’s modulus (Ez) 1 TPa
Young’s modulus (Ex = Ey) 30 GPa

Shear modulus (Gxy = Gxz = Gyz) 30 GPa
Poisson’s ratio (νxy = νxz = νyz) 0.0687

Density (ρ) 2.1 g/cm3

3. Simulation of Nanocomposite Behavior

The high computational costs for atomic and molecular dynamics modeling of the behavior of
nanocomposites at a nanoscale, as well as the limitations of these methods in higher scales, and the
difference between the results of micromechanical theories and the experimental ones have all led
researchers to consider alternative methods. In fact, the difference between atomic behaviors and
continuum mechanics hypotheses is an obstacle to the use of these methods. The use of multiscale
methods and the transfer of properties from smaller scale to a higher one with the aim of reducing
the computational time have been considered in many studies employing the FEM and atomistic
methods [27,35,37,48,51–53]. In this study, the multiscale approach is used for modeling atomic
behavior at the interface. Finite element simulation is used at nanoscale and microscale for the
prediction of the nanocomposite Young’s modulus. At the nanoscale, the EF was simulated and its
mechanical properties were extracted and transferred to microscale model.

3.1. Equivalent Fiber Simulation

In this section, the finite element is simulated according to Section 2.3. Since the ABAQUS
software library does not include cohesive elements with the nonlinear elastic behavior, a user element

9
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subroutine (UEL) was written to define the interface behavior based on the PPR potential model.
The input parameters of the model were extracted and applied, using the L–J atomic potential by using
Equations (1)–(4), as shown in Figure 2. The finite element simulations of the uniaxial tensile, transverse
loading, and axial torsion tests have been performed. From finite element analysis (FEA) results and
Equations (12)–(17), the mechanical properties of the EF, including transverse and longitudinal Young’s
modulus, the shear modulus, and Poisson’s ratio were extracted. Figure 6 illustrates the steps of the
modeling at nanoscale.

Figure 6. Modeling steps at the nanoscale.

The EF was simulated in the uniaxial tensile loading as shown in Figure 7, and the reaction
force at the support is computed and longitudinal Young’s modulus, Ez, has been extracted from
Equation (12) and Poisson’s ratio, νzx, from Equation (13). Moreover, in the transverse loading, the EF
has been constrained at both ends along its axial direction to make a plane strain condition; then,
Equation (14) was used for calculation of the transverse Young’s modulus. Also, by applying torsional
loading, variation of the twist angle in the EF was computed and the shear modulus was found using
Equation (15). By solving Equations (14) and (15), the Young’s modulus, Ex, and Poisson’s ratio, vxy,
can be obtained as shown in Equations (16) and (17). In this work, the study is focused on the effect
of CNTs on the Young’s modulus of the epoxy in the elastic limit. For investigating the strength of
the CNT reinforced epoxy nanocomposite at a microscale, the effect of interfacial failure and the local
damage should be considered. The distributions of von Mises stress and mid principal stress of EF
under uniaxial tensile loading are shown in Figure 8.

10



Nanomaterials 2018, 8, 696

 

Figure 7. Performing (a) axial tensile; (b) torsional; and (c) transverse tests in simulation.

Calculation of the longitudinal Young’s modulus:

Ez =
PzL
AΔL

=
σ

ε
(12)

Calculation of the Poisson’s ratio between the longitudinal axis and the transverse plane:

υzx =
−
(

ΔRa
R

)
(

ΔL
L

) (13)

Elastic equation for transverse direction:

−
(

υxy

Ex
+

υzx
2

Ez

)
+

(
1

Ex
− υzx

2

Ez

)
=

ΔRb
PxR

(14)

Calculation of the shear modulus:

TL
αJ

= Gxy =
Ex

2(1 + υxy)
(15)

Young’s modulus, Ex, and Poisson’s ratio, vxy, are calculated from Equations (16) and (17):
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Ex = Ey =
2

1
2Gxy

+ 2ν2
zx

Ez
+ ΔRb

Px R

(16)

νxy =
Ex

2Gxy
− 1 =

1

Gxy(
1

2Gxy
+ 2ν2

zx
Ez

+ ΔRb
Px R )

− 1 (17)

 
(a) 

(b) 

Figure 8. Results of finite element simulation of equivalent fiber (EF) under uniaxial loading (a) contour
plots of von Mises stress (b) mid-principal stress distribution.

The actual length of the CNTs is based on the production process, the arrangement of atoms, and
the number of walls, ranges from 100 nm to 15 μm. The dispersion of the EFs in the RVE with the
actual length of the CNTs is awkward.

Due to the aspect ratio of CNTs (~700), the equivalent fiber boundary conditions are defined to
model an infinite length for the carbon nanotube. Figure 9 illustrates variation in the longitudinal
and transverse Young’s modulus with respect to the change in EF length from 50 nm to 600 nm.
This diagram shows that the longitudinal Young’s modulus does not change significantly for EF
lengths around 300 nm, and for fibers length over 300 nm, the change in transverse Young’s modulus
of EF changes is negligible; hence, in the modeling of EF its lengths was considered equal to 300 nm.
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Figure 9. Variation in the longitudinal and transverse Young’s modulus with respect to the change in
EF length.

In Figure 10, the longitudinal stress–strain curve obtained from the FEM for EF is compared
with the results of the rule-of-mixtures. The results show that up to the strain of 0.045 the behavior is
linear. The results obtained for the mechanical properties of the EF also shows that the EF behavior is
transversely isotropic, and this behavior was due to the behavior of the interface and the transversely
isotropic nature of CNTs.

Figure 10. Comparison of longitudinal stress–strain behavior of the finite element analysis EF model
and the rule-of-mixtures (ROM).

3.2. RVE Simulation

This study has been done for volume fractions of less than 1%, and dispersion is done by
ultrasonic energy. Reducing the volume fraction of CNTs has a direct effect on the agglomeration [10].
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The agglomeration of CNTs is ignored in this section and the effect of CNTs clustering by the FEM is
investigated in the next section. In the simulation of the RVE, it is assumed that the bond between
the EF and the matrix is a perfect bond and the position and angle of the reinforcement are chosen
randomly. This model is implemented by the Python script in the ABAQUS, which allows the script to
select and modify the properties and dimensions of the matrix and the reinforcement, and the values
and properties of the EF are based on nanoscale outputs. Figure 11 shows the RVE with dimensions
of (1500 × 1500 × 1500) nm3. The Young’s modulus of the RVE was calculated using Equation (18).
In Figure 12 the algorithm of the RVE simulation is shown. The results of this model, as the full
dispersion model, are presented in Section 5.

E =
PL

AΔL
=

P
Aε

(18)

Figure 11. 3D view of the representative volume element (RVE) with the volume of 1500 × 1500 ×
1500 nm3 and the random dispersion of the equivalent fibers.

3.3. Simulation of CNTs Agglomeration

Incorporation of CNTs can improve significantly the mechanical properties of epoxy at <3 wt%
loading if they are properly dispersed and good interfacial bonding between the CNTs and polymer
matrix is achieved. However, due to strong intermolecular van der Waals interactions, CNTs tend
to form ropes or bundles. These bundles can aggregate further, forming entangled networks or
agglomerates; hence deteriorating the mechanical properties of nanocomposite as contribution from
individual CNTs cannot be optimally exploited. One of the methods for improving dispersion and
interfacial adhesion of CNTs is amino-functionalization. Typically, carboxylic groups (–COOH) are
produced by treating CNTs with high concentration acids, followed by further functionalization using
amine molecules. Figure 13 compares dispersion of pristine CNT and aminofuntionalized-CNT in an
epoxy resin [54–56]. Therefore, it is important to fully understand the effect of agglomeration of CNTs
on mechanical behavior of nanocomposite.

In this section, the effect of agglomeration on the Young’s modulus of nanocomposite has been
investigated by FEM. The RVE is divided into 64 sub cubes and half of the CNTs are clustered in 1, 2,
and 4 colonies, respectively, and the rest are dispersed randomly in RVE. Figure 14 shows a 3D view of
the RVE with four colonies in different volume fractions. For a volume fraction of 1%, which is most
effective against agglomeration, the effect of the ratio of nanotubes aggregated to the whole nanotube
in RVE is investigated in four states of 25%, 50%, 75%, and 100%. The results of these models, as the
agglomeration model, are presented in Section 5.
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Start 

Figure 12. Flowchart of the RVE modeling at the microscale.

  

Figure 13. SEM images of fracture surface of epoxy containing 0.5 wt.% pristine carbon nanotubes
(CNTs) (left) and amino-CNTs (right). Reproduced with permission from [54]. Elsevier, 2010.
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Figure 14. 3D view of the RVE with clustering of CNTs in four colonies: (a) 0.18 wt%; (b) 0.36 wt%;
(c) 0.9 wt%; (d) 1.8 wt% (half of the EFs are clustered at four random point).

4. Experimental Studies

Nanocomposite specimens were made and tested in accordance with the ASTM-D638 standard
Type V. The production of the samples was done using multistage production instructions aimed at the
highest degree of separation and dispersion. Silicon was used for molding, which is a thermosetting
polymer group with good flexibility, allowing for the removal of specimens without any damage.
Acetone was used as a solvent for better dispersion of MWCNTs in the epoxy.

Table 3 shows the amount of each of the constituents’ materials for different volume fractions
of CNTs.

Table 3. Ratios of materials used for the production of nanocomposites with different volume fractions
of multiwalled carbon nanotubes (MWCNTs).

Acetone
(mL)

MWCNT
(mg)

Hardener
(g)

Epoxy
(g)

CNT
Vf.%

CNT
wt.%

30 30 1.5 15 0.1 0.18
60 60 1.5 15 0.2 0.36
150 150 1.5 15 0.5 0.9
300 300 1.5 15 1 1.8

Volume fraction % = Vf.%; Weight fraction% = wt.%.

Figure 15 illustrates the process of nanocomposite specimens’ production. To make the specimen,
the CNT was first mixed with acetone and placed in an ultrasonic bath for an hour. After that, the
epoxy was added and placed in an ultrasonic bath for another hour. This process dispersed CNTs in
the epoxy. In the next step, for the removal of acetone and air bubbles, the nanocomposite was placed
in a vacuum oven for 10 h (to be sure, the mass of the mixture was measured after removal from the
oven). Then, by adding the hardener, the mixture was slowly mixed for 5 min and placed in a vacuum
oven for 10 min. At the end, the nanocomposite was poured into the dogbone mold and after 24 h, the
specimens were ready for tensile testing. Tensile test was conducted according to the ASTM-D638V

16



Nanomaterials 2018, 8, 696

standard with the universal testing machine SANTAM-STM50. The values of the Young’s modulus
obtained from this experiment were compared with the results of the simulation and the Halpin–Tsai
equation in Figure 16.

Figure 15. The production stages of CNT/epoxy nanocomposite.

Figure 16. Variation of Young’s modulus of CNT/epoxy nanocomposite with respect to MWCNT
volume fraction.

5. Result and Discussion

According to the results shown in Figure 10, for EF length longer than 300 nm, the longitudinal
and transverse EF Young’s modulus does not depend on its length. A longitudinal Young’s modulus
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of 230 GPa and transverse Young’s modulus of 2.74 GPa were obtained. Although the linear behavior
was considered to be for CNTs and epoxy, a nonlinear behavior is exhibited at strains greater than
0.045 of the EF, which is similar to the nature of the van der Waals bonds at the interface.

The FEA simulation results are compared with Halpin–Tsai model defined in Equations (A5)–(A9)
in Appendix B, along with the experimental results. The results of nanocomposite Young’s modulus
form experiment, Halpin–Tsai and full dispersion FEA simulation together with agglomerated CNTs
FEA models for 1, 2, and 4 colonies are compared in Figure 16. The results show that the values
obtained from simulations are between the results from Halpin–Tsai equation and experiments and
the agglomerated CNTs FEA model with four colonies is the closest to the experiment. This shows that
the dispersion of CNTs in the epoxy was not perfect and there were some agglomerations.

The full dispersion model showed that for MWCNTs loading at 1 Vf.%, the Young’s modulus
of epoxy nanocomposite was increased by 5%. This number was 1.7% more than the experimental
value, while the result from the Halpin–Tsai equation overestimated 4.6% the experimental value
at the same volume fraction. If the results are compared with the rule-of-mixtures, the difference
will be more than 20%. The proximity of the results of the FEA modeling with the experimental
ones showed the effect of interface modeling on the elastic behavior and the Young’s modulus of the
nanocomposite. In Figure 17, the normalized differences of Young’s modulus, which are derived from
the FEA simulation and Halpin–Tsai equation, are compared with the experimental results. As can be
seen in this figure, by increasing the amount of the CNT volume fraction, the difference between the
experimental results and the simulation increases and the highest difference at the volume fraction
of 1% is 2.05%. However, this deviation is approximately half less than the difference of Halpin–Tsai
equation and the experiment. The augmentative growth of normalized difference between the full
dispersion model and experiment by increasing the volume fraction of CNT is rooted in agglomeration
at higher loading of the CNT nanoparticles. Figure 18. shows the effect of clustered CNTs percentage
(in four colonies) in a 1% volume fraction on Young’s modulus. As can be seen, the increase in
agglomerated CNTs volume fraction decreases the modulus of the nanocomposite.

Figure 17. Comparison of the normalized difference of Young’s modulus from FEA modeling and
Halpin–Tsai equation relative to the experimental results.
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Figure 18. Effect of CNTs agglomeration on Young’s modulus of CNT/epoxy nanocomposite for four
colonies model and 1 Vf.% CNT loading.

Using the PPR potential-based cohesive model made the results of simulation approach the
experimental results closely, which was very accurate in comparison with micromechanical theories.
Hence, the nonlinear elastic model could be used to define the adhesive behavior between atomic
surfaces, and simulate the proper pattern of interface behavior in the nanocomposites.

6. Conclusions

In this study a CNT/epoxy nanocomposite has been simulated to investigate the elastic behavior
of the nanocomposite in tension. At the nanoscale, the interface has been modeled by nonlinear
cohesive element. The atomistic behavior of Lennard–Jones is linked with the Park–Paulino–Roesler
(PPR) model using Cauchy–Born rule. The simulations have been done based on two-scale method
and equivalent fiber technique is used to decrease the amount of computation, by transferring the
mechanical properties from nano- to microscale. In the model, the EF is dispersed in the RVE randomly,
and Young’s modulus of nanocomposites has been extracted from simulations. Also the effect of
clustering of CNTs in the matrix is investigated. Both experimental tensile test and Halpin–Tsai
equation are used to compare and validate the results of simulation.

The results from this study illustrate that:

1. The PPR model is reliable for the modeling of interface in nanocomposites.
2. The results of modeling at the nanoscale showed that the EF length and the matrix thickness

has a diminishing effect on elastic behavior of EF for EF length more than 300 nm. Due to the
limitations in simulation of RVE, the minimum length of EF is considered 300 nm.

3. The results from this study have the proximity to experimental results and they predict more
accurately than the calculated ones by Halpin–Tsai equation, especially at higher CNT loading.

4. Although some methods were used to disperse CNTs in the production of specimens, the increase
in volume fraction has increased the differences between the numerical and experimental results.
However, the maximum difference in Young’s modulus from the full dispersion model relative
to experiment at the volume fraction of 1% is two-third lower than that between Halpin–Tsai
equation and experiments.
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5. The clustering of equivalent fibers increases the heterogeneity of the RVE, and by increasing the
interaction between the equivalent fibers, their contribution to interacting with the environment
is low, thereby reducing the properties of the nanocomposite.

6. The agglomeration of CNT in the nanocomposite degrades its effective elastic properties and the
effective elastic properties decrease with the increase of the CNT agglomerate size.
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Appendix A

To use three-dimensional PPR model in addition to normal interface behavior, shear behavior
should be determined at this surface. Figure A1 shows how to calculate the tangential component of
the van der Waals forces. By using the Equations (A1)–(A3) and substituting them in Equation (11),
the tangential force at the interface is obtained using the Lennard–Jones (L–J) Potential, as shown in
Equation (A4).

Figure A1. Tangential force component in atomic separation.

Fshear = Fr cos θ (A1)

θ = cos−1
( 6
√

σ

r

)
(A2)

r2 = a2 + (
6
√

2σ) (A3)

Fshear(a) = −4
εa

a2 + 21/3σ2

[
12

σ12

(a2 + 21/3σ2)
6 − 6

σ6

(a2 + 21/3σ2)
3

]
(A4)
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Appendix B

The Equation (A5) shows how to calculate the Young’s modulus of the homogeneous fiber
nanocomposite based on the Halpin–Tsai model. The parameters E11 and E22 were calculated by the
Equations (A6) and (A7). In these equations, m is related to matrix and the index f is related to the
fiber. EL and ET are the longitudinal and transverse reinforcement Young’s modulus.

Ec =
3
8

E11 +
5
8

E22 (A5)

E11 = Em

(
1 + L

RCNT
η1υ f

1 − η1υ f

)
(A6)

E22 = Em

(
1 + 2η2υ f

1 − η2υ f

)
(A7)

η1 =

Elongitudinal
Em

− 1
Elongitudinal

Em
+ L

RCNT

(A8)

η2 =

ETransverse
Em

− 1
ETransverse

Em
+ L

RCNT

(A9)
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Abstract: This paper presents an investigation into the effect of graphene nanoplatelets (GNPs) as a
means of improving the impact buckling performance and delamination propagation resistance of a
recently developed 3D fiber-metal laminate (3D-FML). One of the highlights of the investigation is the
examination of the performance of the GNP-reinforced resin at a sub-freezing temperature (−50 ◦C).
3D-FML beam specimens were subjected to axial impact of various intensities at room-temperature,
while they were subjected to quasi-static axial compression load at the sub-freezing temperature.
Moreover, the influence of two different surface preparation methods on the performance of the
metallic/FRP interfaces of the hybrid system was also investigated in this study. Although the inclusion
of the GNPs in the resin resulted in some gain in the buckling capacity of the 3D-FML, nevertheless,
the results revealed that the lack of adequate chemical bond between the GNP-reinforced resin and
the magnesium skins of the hybrid material system significantly limited the potential influence of the
GNPs. Therefore, a cost-effective and practical alternative is presented that results in a significant
improvement in the interfacial capacity.

Keywords: 3D fiber-metal laminates; graphene nanoplatelets; impact buckling; delamination buckling;
delamination propagation; temperature effect

1. Introduction

The automobile industry, like many other industries, is facing challenges in complying with the
recent and continually increasing strict environmental regulations and safety requirements. Therefore,
the development of cost-effective performant materials, ranging from light-weight metallic alloys
to various composites, are being increasingly explored to improve vehicles’ fuel consumption and
passenger safety. In response, new metallic alloys’ compositions are becoming increasingly complex in
order to optimize their performance (cf. [1,2]). However, one of the proven strategies for developing
light-weight hybrid materials has been shown to be attained by the marriage of lightweight metal
alloys and advanced fiber-reinforced polymers (FRPs), referred to as fiber-metal laminates (FMLs).
Following this path, our research group recently developed a new class of FML, consisting of a
truly three-dimensional hollow-core fiberglass fabric, with its core filled with a light-weight foam,
sandwiched between thin sheets of a lightweight magnesium alloy. This hybrid composite system,
shown in Figure 1, is referred to as 3D-FML. Due to the impressive specific strength, stiffness and impact
absorption properties of this hybrid system, 3D-FMLs are considered as economical and effective
light-weight material systems, suitable for the fabrication of transport vehicles and aircraft shell
structures [3,4]. However, as highlighted in some of the authors’ previous works [5–7], the outstanding
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performance of this class of FML is somewhat compromised when the system becomes subject to
in-plane loading. This is mainly due to the relatively low strength of the magnesium/FRP interface
segment of this FML. In other words, in general, the interface strength between the metallic and
FRP constituents is the Achilles’ heel of essentially all classes of FMLs. Therefore, various methods
and strategies have been explored to increase the interfacial bond strength; these approaches can
be essentially divided into the following categories: (i) abrasion [8–10], (ii) chemical etching (which
includes plasma surface activation) [11–14], (iii) use of nanoparticles to reinforce the interface resin,
and (iv) a combination of the aforementioned methods.

Abrasion enhances the mechanical bond (interlocking) between the substrate and the resin,
while chemical etching improves the chemical bond between the two interfacing materials. The use of
nanoparticles (NPs), however, strengthen the resin used for bonding the two substrates and bridges the
potential micro-cracks and their growth, as well as enhancing the interlocking between the substrates’
micro-cavities and the adhesive. It is worth noting that NPs themselves cannot enhance the chemical
bond between the adhesive and substrate. Therefore, in the absence of an effective chemical bond,
the effectiveness of mechanical interlocking becomes significantly compromised [15].

Figure 1. The 3D-FML composite: (a) exploded view, showing the various components, and (b) the
final product.

In this paper, the influence of incorporation of graphene nanoplatelets (GNPs) on enhancing the
interfacial bond strength is investigated. It should be noted that other effective types of nanoparticles are
also available for the purpose (see for instance the use of nanosilica [16–18], nanoclay [19–21], polymers
themselves [22,23], and, for specific medical applications, nanogold and nanosilver, [24–26]). Several
studies have shown that the modulus of elasticity, tensile strength, and fracture toughness [27–34],
as well as fatigue resistance [35,36] and vibration damping capacity [37–40] of polymers could be
positively enhanced by the incorporation of appropriate NPs. NPs have also been shown to improve
the bond strength of adhesively bonded joints, especially in lap-strap joints [27,41,42].

Improvements in impact resilience gained by the use of NPs have also been demonstrated.
Haro et al. [43] and Áliva et al. [44] performed ballistic impact tests on a Kevlar/aluminum FML
and fiberglass/epoxy composite, respectively. They observed that alumina, silica and nanoclay
NP-reinforcements, respectively, led to increasing ballistic protection; however, the inclusion of the
NPs caused additional delamination extension. Haq et al. [45] performed low-velocity impact tests
on sandwich composites. They reinforced the fiberglass/epoxy facial laminates by coating them with
graphene. The authors concluded that an optimal spatial distribution of NPs could be done to optimize
the response of components subjected to impact. Some researchers have also shown that GNPs
were more effective than carbon nanotubes (CNTs) in delamination mitigation and in arresting crack
propagation [46,47]. For instance, Rafiee et al. [48] demonstrated that while the incorporation of CNTs
in epoxy led to a 20% increase in the fracture toughness, a 53% increase was obtained when GNPs was
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used as the reinforcement. In addition, Ahmadi-Moghadam et al. [49,50] demonstrated that further
improvements in fracture toughness (in all three modes) could be attained through functionalization
of GNPs. Functionalization is a chemical process aimed at improving the interfacial bond between
NPs and resins. The authors showed that amongst the four different functionalization schemes they
tried, the best results were obtained when NH2 was used to functionalize the GNPs.

There are, however, studies that report the incorporation of NPs did not lead to beneficial
outcomes. For instance, Wichman et al. [51] observed some increase in the mechanical properties of
their CNT-reinforced fiberglass/epoxy, however, no improvement in the delamination resistance was
attained. Using the same type of NPs, Siegfried at al. [52] reported an increase in impact performance
of carbon fiber/epoxy composites subjected to low-velocity impact, but at the expense of increased
delamination. The authors attributed the loss of the interlaminar strength to an increase in the matrix
brittleness due to the incorporation of NPs. Bortz et al. [53] reported an increase in the stress intensity
factor of 63% when GNPs were incorporated into the resin, thus, showing how the composite was
more prone to cracking.

Since this paper focuses on the compressive axial behaviour of 3D-FML, it is worth mentioning
some of the notable works related to the study of buckling in composites, more specifically, related to
composites that have a delamination. The presence of a delamination in composites has been
shown to negatively affect their response, especially when the composite is subjected to an in-plane
compressive loading [54–58]. Delamination can be initiated in FRP due to even a low-energy impact
(i.e., caused by the impact of a falling tool during fabrication) and/or other manufacturing induced flaws.
Esfahani et al. [59] carried out a numerical study and showed that the presence of a delamination had
a negative impact on the buckling capacity of their specimens, especially when the delamination was
close to the specimen’s outer laminae. Kim and Hong [60] reported that the length and position of the
delamination were two parameters that had a large influence on the buckling mode and post-buckling
behaviour of laminated composites. It should, however, be noted that there exists a threshold under
which the delamination length would not affect the buckling strength of composites. Asaee et al. [61]
demonstrated the efficacity of using GNPs in improving the in-plane static compression response
of short 3D-FML beams. By adding the GNPs to the bonding interface between the magnesium
and core part of their hybrid material system, they observed up to 25% increase in the specimens’
load-bearing capacity.

When considering transport vehicles, in addition to the conventional mechanical loads (including
impact loads), they also become subjected to severe environmental conditions, including extreme
temperatures and humidity. In many areas in the world, temperatures as low as −50 ◦C are commonly
reached and maintained during the winter period. Therefore, it is important to assure the durability of
materials used in fabricating transport vehicle panels, especially in circumstances when the vehicle
becomes subjected to an impact within the harsh environment. Several studies have investigated the effect
of temperature on the performance of composite materials. For example, Taraghi et al. [62] subjected
Kevlar/epoxy composite to low-velocity impacts at room and sub-freezing (−40 ◦C) temperatures and
observed 35% and 34% reduction in damage density, respectively, as a result of the inclusion of CNTs
to their epoxy resin. Shen at al. [63] showed that the inclusion of graphene oxide particles improved
the interlaminar shear strength of fiberglass/epoxy composites by 32% at a cryogenic temperature of
77 K (−196 ◦C). A few authors have also considered the influence of thermal cycles on materials [64,65].
For instance, Khalili et al. [66] investigated the influence of moisture and the subsequent thermal
cycles on the strength of hybrid bonded/bolted joints mating FML substrates. The specimens were
initially soaked in seawater for 30 days and were subsequently subjected to 10 thermal cycles (between
−40 ◦C to −100 ◦C). They observed a 35% reduction in the strength of their immersed specimens.
However, the cooling cycles recuperated 50% of the lost strength in their joints. This gain in the strength
was believed to have occurred as a result of the relaxation of the residual stresses developed in the
immersed specimens.
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In this paper, the in-plane compression and impact-buckling responses of 3D-FML whose
metal/FRP interfaces are reinforced with NH2-functionalized GNPs are investigated. In particular,
the influence of the existence of a delamination in the FML is also considered. The responses of
reinforced specimens are compared against the baseline specimens (i.e., with non-reinforced specimens).
Moreover, the influence of sub-freezing temperature (−50 ◦C) on the performance of the non-reinforced
and GNP-reinforced interfaces subjected to quasi-static compression loading is also investigated.

2. Materials and Methods

2.1. Materials

The 3D fiberglass fabric and fiberglass veil were acquired from China Beihai Fiberglass Co. Ltd.
(Jiujiang City, Jiangxi, China). A Huntsman produced two-part hot-cure epoxy resin (bisphenol-A-based
Araldite LY1564 resin and its Aradur 2954 hardener) was acquired from the producer (Huntsman
Corporation, West Point, GA, USA), while the cold-cure epoxy resin (105 resin with 206 hardener)
used to mate the magnesium and FRP constituents (i.e., the interface region herein) was produced by
West System (Bay City, MI, USA). An 8-lb/ft3, high-density polyurethane foam was obtained from US
Composites (West Palm Beach, FL, USA). The NH2 functionalized graphene nanoplatelets (hereafter
referred to as GNPs for the sake of brevity), having an in-plane dimension of 1–2 μm and thickness of
4 nm, were purchased from CheapTubes Inc. (Cambridgeport, VT, USA). The lightweight AZ31B-H24
magnesium alloy sheets (or skins) were acquired from MetalMart (Commerce, CA, USA). Finally,
liquid nitrogen was obtained locally.

2.2. Specimen’s Fabrication

All the beam-like specimens, schematized in Figure 2, with dimensions of 190 mm × 20 mm ×
5.3 mm, were extracted from larger 3D-FML plates, using a water-cooled circular saw equipped with a
diamond-coated blade. The sequence of procedures used to fabricate the plates is as follows. The two
parts of the hot-cure epoxy resin were mixed at 100 rpm for 10 min. using a mixer, then degassed in
a vacuum chamber for a minimum of 30 min. Then, the mix was applied homogeneously onto the
4 mm thick 3D fiberglass fabric (3D-FGF) using a brush. The resin-immersed fabric was cured at 60 ◦C
for two hours and subsequently at 120 ◦C for 8 h, after which the fabric took its three-dimensional
configuration with cavities in its core (see Figure 1). The cavities were then filled with the foam
to provide support to the thin pillars connecting the two main biaxial E-glass constituents of the
fabric, thereby increasing the overall specimen’s stiffness and strength. The foam-filling process was
done by drawing the foam into the cavities at its liquid stage under a negative pressure using an
in-house designed jig, which guarantees a homogeneous repartition of the foam inside the cavities.
The combination of the 3D fabric-epoxy and foam will be referred to as “core” hereafter.

The hybrid sandwich composite system was completed by bonding the magnesium plates (skins)
to the core. Two bonding methods were used, thus leading to two different categories of specimens.
In both methods, first, the magnesium skins’ bonding surfaces were sandblasted with coarse 20–30 grit
crushed glass abrasive in order to facilitate good mechanical bonding. The two bonding methods are
as follows:

(i) in the first method (referred to as SB, hereafter), the hot-cure resin was directly applied onto the
substrates (skins and core), and then the resulting sandwich was vacuum bagged and cured for
two hours at 60 ◦C and eight hours at 120 ◦C.

(ii) in the second method (referred to as SBC, hereafter), the magnesium bonding surfaces were
pre-coated with a thin layer of cold-cure resin, cured for 24 h under vacuum. In a second step,
another layer of cold-cure resin was applied to both adherends and they were sealed under
vacuum and let cure at room temperature for 24 h. This second method was developed by the
authors and the resulting gain in the interface bond strength under different loading conditions,
including axial impact loading, was reported in [67].
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For the specimens hosting a delamination, a thin sheet of Teflon was inserted between the
magnesium and the core during the bonding process. The resulting delamination had a length of 30%,
50% or 70% of the specimens’ gage length, and were placed at mid-length, on one of the interfaces only
(see Figure 2).

In some specimens, GNPs were incorporated into the resin that was used to adhere the skins to
the core. This was done according to the detailed procedure described in [42]. In brief, the various
weight percentages (wt%) of the functionalized-GNPs nanoparticles were accurately measured using
a scale having a precision of 0.5 mg. The GNPs were mixed with the cold-cure resin (part 105)
using a variable speed mixer for 15 min. with an initial speed of 400 rpm, gradually increasing to
2000 rpm. Then, the mixture was further homogenized by passing it seven times through a three-roll
calendering machine to break the agglomerations and facilitate uniform dispersion of the particles.
Finally, the hardener (part 206) was incorporated, and the whole mixture was mixed at 400 rpm for four
minutes and subsequently degassed for five minutes. The short mixing and degassing times prevent
the resin from partially curing before it is applied onto all the adherends’ surfaces. After degassing,
the resin was used as an adhesive in the same manner as described earlier.

Figure 2. Schematic illustration of the 3D-FML specimen hosting a delamination and its overall
dimensions (drawing not to scale).

2.3. Testing Apparatus, Procedures and Data Acquisition

2.3.1. Case Studies I

The experimental investigation of this study was organized within three distinct case studies (I, II,
and III), as summarized in Figure 3.

In the first study, the integrity of the SB bonding method and the effect of GNP inclusion on the
performance of the interface bond was studied. Specimens used in this category were fabricated with
four different GNP contents (i.e., no GNPs (referred to as “neat” and identified by “N”), 0.5 wt%, 1 wt%
and 2 wt% contents). Each specimen category was subjected to four impact energies (1.5 J, 3 J, 4.5 J,
and 7 J). The impact energies were chosen according to an experimental investigation conducted earlier
by the authors [6] and are aimed to cause (i) elastic buckling; (ii) initiation of a permanent deformation;
(iii) propagation of the delamination and (iv) complete failure of the specimens, respectively.

Four initial delamination scenarios were considered for the neat specimen group; they were: intact
(i.e., with no initial delamination), identified as ND; and those with three different initial delamination
lengths equal to 30%, 50% and 70% of the specimens’ gage length. For the specimens that contained
GNPs, only the intact specimens and the specimens with initial delamination length of 50% were
considered. Detailed justification of the selection criteria is provided in the next sections.

It should be noted that the effect of the inclusion of GNP on the interface bond strength (i.e., case
study I) was performed previously. However, as will be explained in detail in the subsequent section,
the benefits that could be gained by the inclusion of GNPs in the resin were rendered inconclusive.
Therefore, the new bonding procedure described in the previous section was used to form the case
studies II and III.
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2.3.2. Case Study II

For the second case study, one delamination length (i.e., 50% of the gage length), one impact
energy (2.85 J), and one GNP content (0.5 wt%) were considered. In this way, more statistical number
of specimens could be considered per testing category. The 2.8 J impact energy was selected on the
basis that it would cause partial buckling of the specimens and propagating the initial delamination
while preventing the complete failure of the specimens. Note that the complete delamination of the
skin would defeat one of the objectives of the study (i.e., the examination of GNP’s effect on the
delamination growth). Furthermore, the inclusion of GNPs in the resins were done in two ways:

(i) included only in the resin used to coat the magnesium skins was reinforced with the GNPs (these
specimens are identified as “C” specimens);

(ii) included in the resin used to coat the skins and in the resin used for bonding the skins to FRP
were both reinforced with the GNPs (specimens of this category are identified by “CA”).

Aside from the GNPs, the effect of inserting a thin fiberglass veil between the magnesium and the
core with the aim of improving the interface bond mechanism was also investigated (specimens in this
category are identified as “V” specimens). Finally, the baseline specimens, which were fabricated with
the neat resin (i.e., with no GNP or veil reinforcements) are identified as “N” specimens.

   

(a) (b) (c) 

Figure 3. Summary of the case studies and their parameters: (a) I, (b) II, and (c) III.

2.3.3. Impact Testing Apparatus

The impact testing apparatus used to test the specimens of case studies I and II is shown in
Figure 4. The setup consisted of a modified Charpy impact testing machine equipped with an in-house
designed fixture to support the specimen such that a given specimen would be subjected to a purely
axial impact. Each specimen was clamped in the fixture over 20 mm length at each end in such a way
that only the axial displacement at the impacted end was permitted, therefore, imposing a fixed-fixed
boundary condition. The various impact energies were obtained through trial and error, by changing
the pendulum angle and using an image-processing algorithm written in MATLAB, to extract the
position and time information of the impactor. The impact load and axial-shortening history data were
captured using a dynamic load cell and a dynamic linear variable displacement transducer (DLVDT),
respectively, both operated at a sampling rate of 50 kHz. The signals were transferred to a PC via a
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National Instruments data acquisition system device, synchronized using the Signal Express software.
A Photron Fastcam PCI high-speed camera was used to record the impactor movement and specimens’
deformation at a rate of 2000 fps for the first case study, while a Kronotek Chronos high-speed camera
was used for the case study II tests, at a rate of 4498 fps. Note that the latter camera was not available
to the authors at the time the first case study was conducted (hence, the use of two different cameras).

 

(a) (b) 

Figure 4. (a) Experimental setup for impact testing and (b) close-up view of the impactor and the
specimen supported by the fixture.

2.3.4. Case Study III

The same parameters that were used in case study II were used in case study III, but the tests
were conducted under quasi-static loading (cf. Figure 3). This is because the sub-freezing temperature
had to be conducted in an Instron thermal chamber that could not accommodate the impact test setup.

The chamber was used in conjunction with an MTS servo-hydraulic testing machine, equipped
with a 250 kN load cell. This test setup is illustrated in Figure 5. The compression actuation speed
was set to 0.5 mm/min. The air inside the chamber was cooled down to −50 ◦C using liquid nitrogen,
and the temperature was monitored using a thermocouple. Finally, the load and displacement data
were retrieved directly from the MTS machine using the MTS793 software that was used to control it,
while the delamination-buckling event was captured on video at a rate of 30 fps using a Rebel SL2
camera (Canon, Tokyo, Japan).

2.4. Data Processing

A LabVIEW algorithm was developed to facilitate the post-processing of the impact test data in
a consistent and efficient manner. The only required operation of the user was the identification of
the exact initial time of the impact event. The output of the LabVIEW code was a set of data points
corresponding to three signals. First, the captured displacement-time signal was filtered to remove
high-frequency noise and the 60 Hz noise originated by the power supply, followed by filtering of
the force-time signal. An example of such signals is illustrated in Figure 6a. Moreover, since the
inherent signal fluctuation makes it difficult to objectively compare the signals obtained from testing
various specimens, therefore, the RMS (acronym of the root-mean-square) of the signals was obtained,
as illustrated in Figure 6b. The RMS data was established by evaluating the average of the load-history
signal, computed using the RMS amplitude of the signal. This quantity is directly proportional to the
signal’s power and peak amplitude. Therefore, the information conveyed through the RMS signal
is equivalent to the one from the filtered signal from which they are extracted. The application of
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this signal-processing procedure would not be necessary when analyzing the quasi-static test results,
since there would be no such inherent fluctuation in the signals in such tests.

  
(a) (b) 

Figure 5. (a) Overall view of the static buckling test setup and (b) inside view of the thermal chamber.

(a) (b) 

Figure 6. (a) The raw load history signals of neat specimens (i.e., without al delamination) impacted at
1.5 J, (b) A typical filtered signal and its RMS.

To measure the delamination growth, the initial delamination was precisely measured using a
digital microscope and its extremities were marked using a permanent marker. Then, clearly visible
tick marks, spaced at 5 mm intervals, were inscribed along the specimens’ side. The delamination
growth in each specimen was then measured by comparing the images (extracted from the videos) of
the specimen at its initial and deformed states.

3. Results and Discussion

In this section, the results of the three case studies are reported and discussed. For the sake of
clarity and brevity, only the response of a typical specimen per group of specimens will be illustrated,
with the proviso that the exhibited curves are close representatives of the response of all specimens
tested within each specimen group. The level of consistency in typical date is illustrated in Figure 6a.
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3.1. Case Study I

Typical qualitative responses of an intact (neat) and a specimen having a delamination are shown
in Figure 7. In general, the specimens remained straight during the first instance upon the application
of the impact load, regardless of the considered impact energies. The intact specimens subsequently
experienced global buckling. The specimens that were subjected to 1.5 J impact energy endured the
energy by elastic deformation and fully recovered their original status after the event. Those undergoing
3 J impact energy, also underwent global buckling, however, ending up with a permanent deformation
since their magnesium skins endured some degree of plastic deformation. The behaviours of the
specimens undergoing 4.5 J impact energy was similar to those that were subjected to 3 J impact
energy, with the difference that one of the skins partially delaminates in this category. Finally, for 7 J
impact energy case, the specimens’ skin, on the side that underwent compression during the buckling
event delaminated, and the FRP plies of the 3D-FGF on the compression side crushed, leading to the
complete failure of the specimens.

  
(a) (b) 

Figure 7. Illustration of the behaviour of the 3D-FML sandwich under axial impact, for the study case I
neat specimens. (a) No initial delamination, 7 J and (b) 50% initial delamination, 4.5 J.

The specimens having a delamination experienced a global buckling mode; however, during the
buckling, the delaminated portion of the skin also experienced local buckling. The delamination then
grew to a certain extent depending on the applied impact energy. The propagation of delamination
was observed to be marginal in the specimens that were subjected to the lowest impact energy.
However, the delamination propagated along the entire span of the specimens that were subjected to
3 J impact, but their core remained undamaged. Finally, the specimens that experienced 4.5 J energy
failed completely (i.e., in addition to complete separation of their skins, their FRP plies also failed
in compression).

The influence of the presence of a delamination is presented quantitatively in Figure 8 through the
load-history graphs of the impact tests performed at 3 J and 7 J on the neat specimens (i.e., specimens
without GNPs added to their interfaces). Note that the results of the tests conducted at other two
energy levels were omitted for the sake of conciseness since they followed the same pattern. The graphs
show a clear reduction of the buckling capacity (corresponding to the maximum load on the curves) for
the specimens hosting a delamination compared to the intact specimens. More specifically, reductions
in buckling capacity of 26%, 36%, 38%, and 24%, respectively, are observed for specimens experiencing
the impact energies of 1.5 J, 3 J, 4.5 J and 7 J. As evident in the curves illustrated in Figure 8, the length
of the delamination does not seem to affect the response in a significant manner; in other words,
the variation in the impact response is negligible in all three delamination lengths. Consequently,
the 30% and 70% delamination cases were not considered for the remaining portion of the study.
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(a) (b) 

Figure 8. Effect of initial delamination for (a) 3 J and (b) 7 J cases.

Figure 9 illustrates the load-history graphs for specimens that were subjected to the four impact
energies. As could be expected, a higher impact energy led to a higher measured maximum load-bearing
capacity. Overall, the results are more consistent for the lowest and highest energies than for the two
medium energies. As discussed in [6], this is attributed to the fact that 3 J and 4.5 J energies hover
around the energy that corresponds to the damage threshold. Therefore, the sensitivity to the reaction
of a given specimen at the onset of buckling, which is naturally volatile, is further amplified. It can
also be seen that the specimens tested at the two higher impact energies appear to exhibit a residual
load-bearing capacity. This response is not observed when considering the specimens of the other cases
because, in those cases, the load drops to zero when the impactor detaches from the specimen (bounces
back). In the 4.5 J impact event, the impactor speed halts to zero but without bouncing, indicating
that the impact energy is absorbed fully by the specimens, while under 7 J energy, the specimens are
completely crushed by the impact. This shows that once the skins are fully delaminated, the strength
of the core is fully compromised.

 
(a)  (b) 

 
(c)  (d) 

Figure 9. Effect of nanoparticles for specimens with and without delamination, and with and without
0.5 wt% GNP content subjected to the different impact energies: (a) 1.5 J, (b) 3 J, (c) 4.5 J, and (d) 7 J.
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The effects of the GNPs inclusion can also be observed from the results reported in Figure 9, with a
more concise comparison illustrated in Figure 10. Note that all the results shown in Figure 10 have
been normalized with respect to the performance of the intact neat specimens, which are referred to as
the “baseline” specimens hereafter. The standard deviations are also reported in the chart to better
quantify the variation in the results.

To provide the reader with a more comprehensive sense of variation is the results, which are
somewhat voluminous due to the large number of parameters that were considered, the results are
summarized in terms of buckling capacity and reported in Figure 10. In this figure, the results are
categorized in numbered boxes for easier comparison. Please note that the capacity is normalized with
respect to the baseline specimens (i.e., the specimens without GNPs and without initial delamination,
cf. box 1). Box 2 illustrates the results for the specimens that hosted a delamination. As can be seen,
there is no distinct difference in the specimens’ response as a function of the initial delamination length.
This is attributed to the low bonding strength between the magnesium skins and the composite core,
as discussed in a previous study [5].

Within the GNP weight contents considered (cf. box 3), the intact specimens with 0.5 wt% of
GNP content show the best overall improved performance under all tried energies, followed by those
containing 1 wt% and 2 wt% GNP, respectively. More precisely, we can see that the highest gain (i.e.,
12.5% increase in load-bearing capacity) is seen in the specimen that was reinforced with 0.5 wt% GNP,
tested under 7 J impact energy. Next in the ranking are the specimens that were reinforced by 1 wt%
and 2 wt% GNP contents, exhibiting 10.5% gain in load-bearing capacity. A similar conclusion can be
drawn for the specimens that were subjected to 1.5 J impact, but the gains are observed only for the
specimen that had 0.5 wt% GNP content. In fact, the nanoparticles seem to have induced a negative
effect on the specimens that were subjected to the 3 J and 4.5 J cases, since the specimens’ load-bearing
capacity was reduced.

When the influence of initial delamination is considered (cf. box 4), the best results are still shown
by the specimens that were reinforced with 0.5 wt% of GNPs, followed by those with 1 wt% GNP
content. The specimens containing 2 wt% GNP did not exhibit any gain in their strength. Note that
for the case of 3 J, the specimens with 0.5 wt% GNP exhibited good performance, notwithstanding
the fact that the outcome is marginally different when compared to the outcomes associated with
specimens containing 1 wt% GNP. Similar to the results observed in the case of the intact specimens,
GNP inclusion resulted in a detrimental effect when the specimens were subjected to 4.5 J impact
energy; however, improvement in performance are also observed in the cases when the applied impact
energies were 1.5 J and 3 J. Note that the specimens containing 2 wt% GNP content that were subjected
to the highest energy performed the least favourably.

Figure 10. Average normalized buckling capacity for all specimen sets of case study I. Note that the
blue boxes identify the comparable specimen categories.

Based on the results, it can be concluded that the addition of GNPs can have beneficial effects on
the impact load-bearing capacity of the 3D-FMLs so long as the system has no initial delamination.
However, once a delamination is introduced, the lack of an adequate bonding mechanism between the
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magnesium skin and the resin does not allow the GNPs to play their supportive role in preventing
crack initiation and arrest. In the presence of a delamination, the lack of chemical synergy between the
magnesium alloy and epoxy resin leads to the catastrophic failure of the interface in the presence of a
large magnitude of fracture energy developed by increased loading.

In an attempt to better understand the reason for unanticipated effectiveness of the NPs in
suppressing the interface delamination growth of the specimens, the interface bonding surfaces were
examined by the use of a digital microscope. The morphology of the surfaces of the specimens within
this case study, valid for all the impact energies resulting in delamination, are shown in the micrographs
illustrated in Figure 11. One can see that the dispersion of the nanoparticles is homogeneous on the
surfaces of the specimens. Note that the darker pixels represent GNPs’ distribution and the lighter
colour regions seen at the lower portion of each picture correspond to the imprint left by the Teflon that
was used to generate the initial delamination. Furthermore, the micrographs in Figure 11e–h illustrate
darker magnesium bonding surfaces, which are believed to have occurred as a result of the chemical
reaction initiated by the elevated exothermic temperature generated as a result of adhesive’s curing
process. Furthermore, voids are visible in the adhesive of the specimens that were prepared by the SB
bonding method, even with the incorporation of nanoparticles.

Overall, the failure can be classified as the interfacial type. This would suggest that under the
present circumstances, one could gain only a marginal enhancement in the interfacial strength as a
result of the inclusion of NPs within the interface, unless one could generate a stronger bond between
the epoxy adhesive and magnesium substrate, as a result of which the failure mode could be changed
into the desirable cohesive failure.

3.2. Case Study II

Further insight into the effect of inclusion of GNPs on the mitigation of delamination propagation
is gained by reviewing the results of the second case study. The behaviour of the specimens during
a typical impact event in shown in Figure 12. Similar to the response of the specimens of the first
case study, the specimens remained straight for the first compression phase of the loading, followed
by the buckling of the delaminated portion of the skin, which initiated the subsequent delamination
propagation stage of the event. Note that the delamination propagated in an unstable manner in
specimens that were subjected to an in-plane impact loading. In other words, the delamination
remained in its initial state as the specimen experienced the load which increased its curvature up
to a certain stage of the event. At that stage, however, the critical stress was reached, causing a
sudden incremental elongation of the delamination within the specimens after which the equilibrium
was regained, leading to stabilization of the load-end shortening response. Finally, the maximum
delamination length was attained, at which stage the entire impact energy was consumed by the
specimen, and the impactor bounced back.

A comparison of the delamination growth in the tested specimens is illustrated in Figure 13a.
The values have been normalized with respect to the average delamination propagation observed
in the neat specimens. The delamination is seen to increase with respect to the GNP content, with
the worst-case observed when the nanoparticles were added to both the magnesium coating and the
resin used to bond the skins to FRP (CA specimens). In those specimens, the final delamination length
was twice the length developed in the neat-resin specimens. The best results were achieved when
the interface had the fiberglass veil incorporated within. The delamination propagation mitigated
in those specimens by an average of 46% when compared to the neat specimens. However, overall,
the results exhibit large standard deviations. This is a consequence of the inherently unstable nature
of delamination propagation in such brittle mediums. It is worth noting that the standard deviation
associated with the specimens that had veiled interface, though relatively large, is the lowest amongst
the specimen groups, revealing the slight stabilization of the delamination propagation in those
specimens. The observed increase in delamination in specimens containing NPs also corroborates
with the observation reported in [52]. Siegfried et al. [52] noted the inclusion of their CNTs led to an
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increased level of matrix-cracking. This validates our hypothesis that the delamination extends more
as the GNP content is increased.

  
(a) (e) 

  
(b) (f) 

  
(c) (g) 

  
(d) (h) 

Figure 11. Magnified views of the adherends’ fracture surfaces for specimens of case study I. Images
(a) to (d) show the adhesive interfacial surfaces, while images (e) to (h) show the magnesium interfacial
surfaces. From left to right: neat specimens and specimens with 0.5 wt%, 1 wt%, and 2 wt% GNP contents.
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The load-bearing capacity of the specimens of this group is reported in Figure 13b. The incorporation
of the fiberglass veil into the interface seems to positively impact the load-bearing capacity by increasing
it by 6% and reducing the overall standard deviation of the data. In contrast, when GNPs are included
only in the epoxy coating (case C), a marginal improvement of 1% is gained. When the standard
deviation values are considered, this 1% enhancement in the capacity cannot be considered as a
conclusive measure of improvement. Furthermore, the decrease in load-bearing capacity is more
pronounced in the specimens of group CA, corresponding to an 8% reduction.

Overall, one could see that the greatest improvement is observed in the specimens that had a
fiberglass veil incorporated between their magnesium skins and FRP core. This procedure led to a
significant reduction of delamination propagation by 46% and an increase in load-bearing capacity by
6%. Note that the amount of the required effort in implementing the veil is negligible compared to that
consumed by the procedure of dispersing the nanoparticles into the resin, which requires mixing and
calendaring efforts. Therefore, it can be appreciated that the suggested veil incorporation technique is
the more cost-effective alternative.

 
Figure 12. The progressive response of the 3D-FML sandwich under axial impact, for the neat specimens-
case study II.

(a) (b) 

Figure 13. Normalized (a) delamination-growth and (b) load-bearing capacities for the specimens of
case study II (normalized with respect to the “neat” group of specimens).

Similarly to what was done for case study I, micrographs of the bonding surfaces for case study II
are provided in Figure 14. Compared to the previous study case, fewer voids are visible at the interface
of the specimens that were prepared by the SBC bonding method. In fact, in the latter case, the voids
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seem to exist only in the specimens that were assembled with the neat adhesive. These observations
indicate that the use of nanoparticles and the veil resulted in a more homogeneous distribution of the
resin during the curing process.

  
(a) (e) 

  
(b) (f) 

  
(c) (g) 

  
(d) (h) 

Figure 14. Magnified views of the adherends’ fracture surfaces for specimens of case study II. Images
(a) to (d) show the adhesive interfacial surfaces, while images (e) to (h) show the magnesium interfacial
surfaces. From left to right: specimens “N”, “V”, “C” and “CA”.
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Moreover, the relatively small regions of resin residuals visible on the magnesium interface
surfaces (see Figure 14e) suggest that the delamination initiated and propagated mainly at the interface
between the magnesium skins and the resin layer.

Please note the relatively darker colour regions of resin residuals that can be seen in two cases
(i.e., Figure 14g,h). The two cases correspond to the specimens that were prepared by the SBC bonding
method and containing GNPs (i.e., specimens C and CA). The darker colour is believed to represent
regions with a higher concentration (agglomeration) of nanoparticles developed in specimens that
contained GNP only in the coating and in both coating and adhesive, respectively.

In this case, the darker magnesium bonding surfaces reported for case study I are mitigated
using the new bonding method and incorporation of the cold cure adhesive, which is believed to have
improved the interface compatibility, thus increasing the interface strength of the specimens of this
case study. However, even with the new surface preparation method, the failure mode remains as an
interfacial type. In comparison, more consistent and relatively substantive improvements could be
gained by the inclusion of the more cost-effective fiberglass veil in the interface.

3.3. Case Study III

The last case study aims to investigate the effect of sub-freezing temperature on the performances
of the 3D-FML hosting a delamination and whether the interfacial delamination resistance could
be enhanced by the inclusion of GNPs. For this, the specimens of this case study were tested at a
quasi-static loading rate of 0.5 mm/min. The imposed displacement of 1.4 mm facilitated the desired
state of delamination propagation without causing the complete failure of the specimens (similar to
what was done in the second case study). As stated earlier, the sub-freezing environment of this case
study was generated by using liquid nitrogen, hence, the specimens of this case study are referred to
as the LN2 specimens, and the specimens tested at room temperature are referred to as RT specimens.

The qualitative response of the specimens was identical to the behaviour described for the
specimens of case study II as was illustrated in Figure 12; therefore, for the sake of space, the images
are not presented. However, the quantitative results of the static buckling tests conducted both at room
and sub-freezing temperatures are reported in Figures 15 and 16. The results illustrated in Figure 15
reveal that the LN2 specimens show vary similar stiffness compared with the RT specimens. However,
the load-bearing capacity seems to be slightly higher for the LN2 specimens. Moreover, no clear
distinction between the responses of neat and GNP-reinforced specimens can be seen, except for the
case of LN2-CA specimens, which show slightly higher stiffness compared to the other LN2 specimens.
Moreover, similar to the performance of specimens of case study II, the specimens hosting the fiberglass
veil exhibited the best performances amongst the tested specimens in terms of buckling capacity at
both room and sub-freezing temperatures.

To facilitate an easier comparison, the normalized buckling load capacities are reported in
Figure 16a. The values are normalized with respect to the average value corresponding to the neat
specimens tested at room-temperature (RT-N). The buckling load was taken as the load at which the
linear slope of the load-displacement curve changes to a non-linear one (see point B on the graphs of
Figure 15). The results also reveal that the inclusion of nanoparticles had a negligible effect on the
buckling capacity of the specimens tested at both temperatures, reaching a maximum of approximately
5% for the RT-CA specimens. On the contrary, the more cost-effective inclusion of the veil within the
interface increased the buckling capacity by 12% and 22%, respectively for specimens tested at RT and
−50 ◦C, respectively.

In addition, the normalized delamination propagation response of the specimens are reported in
Figure 16b (results normalized with respect to the RT-N case). The sub-freezing temperature caused
the delamination to grow to a greater length compared to the response observed at RT. Specifically,
the delamination length increased by 48%, 35%, 100%, and 78% for the specimens of categories neat,
veil, C, and CA, respectively. Interestingly, while the presence of the interface veil reduced the growth
of delamination by 28% when specimens were tested at RT, the veil’s effect diminished significantly
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in specimens that were tested at the sub-freezing temperature; nonetheless, the veil still helped to
suppress the delamination growth when compared to the growth observed in specimens that did
not have the veil at their interfaces. It can also be seen that although the test results (i.e., load-axial
shortening curves) are very consistent and have very low standard deviations, nevertheless, the standard
deviations are relatively large when considering the delamination length results. This observation
further validates our earlier statement that such large standard deviations are inherent to delamination
growth being an unstable phenomenon in brittle materials. Also, similar to the results seen in the
other case studies, the use of the veil resulted in the highest overall buckling capacity and the highest
delamination mitigation, with the proviso that its effectiveness becomes adversely impacted by the
sub-freezing temperature.

Finally, please note that case study III’s bonding surface micrographs are omitted because they
were very similar to those shown in Figure 14, thus not further information would be provided.

Figure 15. Axial load vs. axial shortening curves. Point A corresponds to the onset of buckling of the
delaminated skin, while point B corresponds to the onset of the global buckling of the specimen.

(a) (b) 

Figure 16. (a) normalized buckling capacity and (b) normalized delamination growth length for specimens
tested at room and −50 ◦C.

4. Summary and Conclusions

A systematic investigation was conducted to examine the effect of graphene nanoplatelets (GNPs)
used to reinforce a structural epoxy resin. The resin was used to mate the magnesium skins and
composite core of a recently developed 3D fiber-metal laminate (3D-FML). The response of the resin and
interface strength in the 3D-FML specimens were evaluated by subjecting the specimens to compressive
loading at quasi-static and impact loading rates. Therefore, the impact buckling strength, delamination
buckling strength, and delamination propagation were used as the evaluation criteria in this study.
Two different techniques were used to join the skins to the FRP core. In the first method, the skins
were directly bonded to the core using a hot-cure structural resin, with the mating skins’ surfaces
prepared by the conventional abrasive (sandblasting) method. In the second method, a cold-cure less
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expensive structural resin was used, and a newly developed resin coating method was employed for
preparing the skins’ mating surface. The specimens prepared using the first technique (i.e., case study
I specimens), were axially impacted at four energies (1.5 J. 3 J, 4.5 J and 7 J). Two different case studies
were organized to examine the effect of initial delamination present in such 3D-FMLs by considering
intact specimens and specimens with a delamination length of 30%, 50% and 70% (percentiles refer
to the ratio of delamination length to specimen’s gage length). Moreover, GNP contents of 0.5 wt%,
1 wt% and 2 wt% were used to reinforce the resin in this study. The results from the first case study can
be summarized as follows:

• The presence of initial delamination greatly affected the load-bearing capacity of the specimens,
but its length had a negligible effect.

• For the intact specimens (i.e., with no initial delamination), the incorporation of GNPs showed its
maximum enhancing effect when the specimens were subjected to the highest impact energy (7 J).
The observed enhancements were 12.5%, 10.9%, and 10.7% corresponding to GNP contents of
0.5 wt%, 1 wt%, and 2 wt%, respectively. Ironically, a degradation of the strength was noted in
specimens that were subjected to 4.5 J impact energy.

• Among the specimens that hosted a delamination, the specimens that were reinforced with 0.5 wt%
of GNP content exhibited the most gain in strength under three out of the four impact energies
tried. The exceptions were the specimens that were subjected to 4.5 J impact energy, for which
2 wt% GNP content produced the best results.

• Microscopic examination revealed the existence of some voids at the bonding interface of
the 3D-FMLs.

To further explore the effect of GNP inclusion on the performance of the magnesium/FRP interface
(and overall 3D-FML), additional case studies were considered. In the second case study, the specimens
had the optimum GNP content of 0.5 wt%, with a fixed initial delamination of 50%, all tested under
2.85 J impact energy. The outcome of this case study is summarized as follows:

• The delamination propagated in an unstable manner.
• A higher GNP content led to a higher delamination length, with a 100% increase in delamination

growth observed in the CA specimens.
• The use of a fiberglass veil interleaved between the magnesium and the FRP core mitigated the

delamination extension by an average of 46% and increased the load-bearing capacity by 6%.
• The GNPs inclusion produced either no effect on the load capacity of most specimens or led to

even negative effect in some (a reduction of 8% was observed in the CA specimens).
• The void content in the bonding region was drastically reduced when the SBC method was

employed and voids were completely nullified when the veil or GNPs were incorporated within
the interface; nonetheless, the delamination growth persisted owing to the lack of optimal chemical
compatibility between magnesium and epoxy resin.

Finally, an investigation was carried out in a case study (III) examining the effect of sub-freezing
temperature (−50 ◦C) on the delamination buckling and propagation of the 3D-FML and the effect of
GNP inclusion. The specimens within this case study were tested under a quasi-static loading rate.
The results are summarized as follows:

• The specimens’ apparent stiffness changed marginally when exposed to the sub-freezing temperature.
• The buckling load capacity was positively affected by the sub-freezing temperature, especially

when the veil was used.
• The sub-freezing environment caused an increase in delamination growth, especially in the GNP-

reinforced specimens.

Overall, it can be concluded that some improvement in performances could be gained by
incorporating GNPs in the interface of the 3D-FMLs; however, one could also expect degradation
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of the performance under certain circumstances. In comparison, incorporation of the fiberglass veil
as demonstrated in this study would be a more effective and less costly means for enhancing the
performance of 3D-FMLs under in-plane compressive loading. Not only is the cost of the veil lower
than that of GNPs, but the labor cost associated with its incorporation would be much less than that
required for processing GNPs into the resin.

In closing, the lack of the expected gain in performance as a result of reinforcing the resin with
GNP is believed to be due to the lack of chemical compatibility between the resin and magnesium.
The incompatibility does not allow the GNPs to demonstrate their full potential in enhancing the
strength of the interface resin. This is mainly because the failure along the interface is in the interfacial
mode (failure or resin/magnesium interface), as opposed to being of a cohesive type. Therefore, it is
strongly believed that future works should focus on improving the chemical compatibility between
the resin and magnesium. Based on the results of this study and those reported in the literature,
it is strongly believed that once the interface compatibility issue is resolved, the incorporation of
nanoparticles will positively and significantly influence the interface strength and hence the overall
performance of 3D-FMLs when subject to in-plane loadings.
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Abbreviations and Acronyms

3D-FGF 3D fiberglass fabric
3D-FML 3D fiber-metal laminate
C nanoparticles included in the coating
CA nanoparticles included in the coating and the adhesive
CNT carbon nano-tubes
FML fiber-metal laminate
FRP fiber-reinforced polymer
GNP graphene nanoplatelets
LN2 liquid nitrogen
N specimens with neat resin
ND no initial delamination
NP nanoparticles
RMS root-mean square
RT room temperature
V fiberglass veil
wt% weight percentage
x% percentage of initial delamination
Note “s” following above acronyms make them plural
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Abstract: Using quantum-mechanical calculations of second- and third-order elastic constants
for YN and ScN with the rock-salt (B1) structure, we predict that these materials change the
fundamental type of their elastic anisotropy by rather moderate hydrostatic pressures of a few
GPa. In particular, YN with its zero-pressure elastic anisotropy characterized by the Zener anisotropy
ratio AZ = 2C44/(C11 − C12) = 1.046 becomes elastically isotropic at the hydrostatic pressure of
1.2 GPa. The lowest values of the Young’s modulus (so-called soft directions) change from 〈100〉
(in the zero-pressure state) to the 〈111〉 directions (for pressures above 1.2 GPa). It means that the
crystallographic orientations of stiffest (also called hard) elastic response and those of the softest
one are reversed when comparing the zero-pressure state with that for pressures above the critical
level. Qualitatively, the same type of reversal is predicted for ScN with the zero-pressure value of
the Zener anisotropy factor AZ = 1.117 and the critical pressure of about 6.5 GPa. Our predictions
are based on both second-order and third-order elastic constants determined for the zero-pressure
state but the anisotropy change is then verified by explicit calculations of the second-order elastic
constants for compressed states. Both materials are semiconductors in the whole range of studied
pressures. Our phonon calculations further reveal that the change in the type of the elastic anisotropy
has only a minor impact on the vibrational properties. Our simulations of biaxially strained states
of YN demonstrate that a similar change in the elastic anisotropy can be achieved also under stress
conditions appearing, for example, in coherently co-existing nanocomposites such as superlattices.
Finally, after selecting ScN and PdN (both in B1 rock-salt structure) as a pair of suitable candidate
materials for such a superlattice (due to the similarity of their lattice parameters), our calculations
of such a coherent nanocomposite results again in a reversed elastic anisotropy (compared with the
zero-pressure state of ScN).

Keywords: YN; ScN; pressure; elasticity; ab initio; stability; nanocomposites

1. Introduction

Anisotropic (tensorial) elastic characteristics belong to the most fundamental properties of
crystals (see [1,2]) and reflect the nature of inter-atomic bonds. Elastic constants are decisive for
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numerous phenomena well beyond simple mechanical response of crystal lattices to uniaxial, biaxial or
triaxial loading. In particular, strong long-range elastic interactions among point defects, such as
substitutional or interstitial solute atoms, are inter-linked with their low solubilities (see [3]). Further,
elastic interactions among extended defects, such as edge or screw dislocations [4], grain boundaries
or stacking faults, are crucial for phenomena mediating plasticity in crystalline materials. As another
example, when changing the temperature in composites, it is the varying lattice-parameter mismatch
and elastic stiffnesses of coexisting phases which play an important role in stresses occurring at
internal interfaces. Regarding the mechanical stability and the very existence of materials phases,
relations among elastic constants are vital for the mechanical stability as violations of so-called
Born-Huang stability criteria [5] often lead to phase transformations. As it would be indeed very
difficult to provide a complete list of phenomena intertwined with elastic properties, we further
mention only their role in sound propagation [6–10], heat transfer and partly also in thermal lattice
vibrations [11], which significantly contribute to the thermodynamic stability (phonon entropy
contribution is a part of the free energy [12]).

When considering elastic anisotropy of materials, its most important characteristics are the
magnitude of the anisotropy (as a measure of how different the elastic response is from the isotropic
one) and then special directions for which the studied crystalline system exhibits the softest and
stiffest elastic response. Focusing on crystals with a cubic symmetry, which are described by three
independent elastic constants (stiffnesses) C11, C12 and C44, the magnitude of the elastic anisotropy is
often expressed by the so-called Zener’s anisotropy ratio AZ = 2C44/(C11 − C12). If this ratio exceeds
one, the elastically stiffest response of the studied cubic crystal to uniaxial loading is found along
the 〈111〉 family of directions while the softest response occurs along the 〈001〉 directions. When the
Zener’s ratio is lower than one, the elastic anisotropy is opposite and the stiffest elastic response,
i.e., the highest value of the Young’s modulus, is found along the 〈001〉 directions. The border case
of AZ = 1 describes an elastically isotropic material (the directional dependence of Young’s modulus
would be a sphere).

Together with the above discussed second-order elastic constants, there are also elastic constants
related to higher-order elasticity [13–16]. In particular, there are six independent third-order elastic
constants in the case of cubic-symmetry systems: C111 = C222 = C333, C144 = C255 = C366, C112 =

C223 = C133 = C113 = C122 = C233, C155 = C244 = C344 = C166 = C266 = C355, C123, C456 and all other
are zero (provided that the mutual orientation of the lattice and the coordination system is matching).
Importantly, third-order elastic constants describe the changes of the second-order elastic constants
due to the application of external stress or strain, including a hydrostatic pressure p.

In our study we show that the fundamental elastic anisotropy type, i.e., whether the elastically
softest response is either along 〈001〉 or 〈111〉 directions and the corresponding Zener anisotropy ratio
either higher or lower than 1, respectively, can be changed by application of moderate hydrostatic
pressures. Importantly, the predicted reversal means that the mutual ratio of longitudinal sound
velocities (which is faster or slower) in the [100] direction on one hand and in the [110] and [111]
directions on the other, reverse as well [17]. Such a change has been reported mostly as a consequence of
compositional changes so far, e.g., in Ref. [18], while we found that it caused by the hydrostatic pressure.

We predict the reversal for YN and ScN as two technologically important materials which have
been intensively studied. Regarding YN, its electronic structure, vibrational spectrum, and thermal
properties were computed using first-principles density functional theory (DFT) based simulations with
a generalized gradient approximation (GGA) of the exchange correlation energy in [19]. The authors of
that study also applied the Hubbard on-site correlation U term (GGA+U) and reported improvement
in the accuracy of the calculation of the bandgap and selected features of the electronic structure of
YN which are relevant to transport properties, such as transverse and longitudinal conduction band
effective mass. The GGA+U calculations were also performed in the study of electronic, mechanical,
and thermodynamic properties of YN in [20]. Other theoretical studies were focused on the stability
of the rock-salt B1 structure of YN with respect to a pressure-induced transition into another phase,
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such as the caesium-chloride B2 one [21,22]. Full-potential calculations were also performed in the
theoretical study by Stampfl and co-workers [23] who showed that local density approximation (LDA)
predicts YN to be semimetal and the bandgap is open only when a screened-exchange calculations are
performed. As far as ScN is concerned, it was a part of an extensive study of properties of 3d transition
metal nitrides considering their cubic zinc-blende, rock-salt and caesium-chloride polymorphs [24].
It was also one of the compounds in the study of the Sc-based ternary nitrides [25] which was
focused on single-crystal elastic constants, mechanical stability, the site-projected density of states,
Fermi surfaces, charge densities and chemical bonding.

2. Methods

Our quantum-mechanical calculations were performed within the framework of density functional
theory [26,27] using the Vienna Ab initio Simulation Package (VASP) [28,29] and projector augmented
wave (PAW) pseudopotentials [30,31] (electron configuration in the VASP-notation Y-sv: 4s4p5s4d,
Sc-sv: 3p4s3d, N: s2p3). The computational setting was the same as in Ref. [32]. The exchange and
correlation energy was treated in the generalized gradient approximation (GGA) as parametrized by
Perdew and Wang [33]. We used a plane-wave energy cut-off of 800 eV, a 7 × 7 × 7 Monkhorst-Pack
k-point mesh and 8-atom cube-shaped computational supercells (see a schematic visualization of this
structure in Figure 1b). Second- and third-order elastic constants at zero pressure were computed as
described in our paper [32] which also contains very detailed convergence tests. The second-order
elastic constants under pressure (also in the case of tetragonal-symmetry states) were determined
using the stress-strain method [34]. In this case, Born stability conditions in their original version are
also valid for non-zero pressures and the external pressure does not enter here explicitly. In order
to obtain highly accurate densities of states, 14 × 14 × 14 k-point meshes were used in the case
of the above discussed 8-atom cells. These calculations were initially performed with employing
the Fermi smearing (VASP-parameter ISMEAR = −1) with the smearing parameter σ = 0.02 eV.
After reaching a self-consistent solution for a given geometry (for each studied lattice parameter),
a non-selfconsistent run (VASP-parameter ICHARG = 11) was subsequently performed utilizing the
tetrahedron method (VASP-parameter ISMEAR = −5) to compute the density of states (following the
VASP manual). For phonon calculations we have used 64-atom 2 × 2 × 2 multiple of the cube-shape
8-atom elementary cell (which is shown in Figure 1b). The corresponding k-point mesh was then
4 × 4 × 4. Phonopy [35] software package was utilized.

Figure 1. Schematic visualization of the 2-atom primitive (a) and 8-atom conventional cube-shape
(b) unit cells of NaCl-structure of YN (some atoms are shown together with their periodic images).

3. Results

As far as the ground-state properties of B1-structure YN and ScN are concerned, the calculated
equilibrium lattice parameters are in an excellent agreement with those previously obtained that
employed different variants of the GGA exchange-correlation approximations as well as with
experimental results. In particular, we find the lattice parameter of YN to be 4.916 Å when theoretical
values 4.90–4.93 Å were reported in Reference [19], 4.619 Å in [20], 4.93 Å in [21,36], 4.85 Å in [23] and
the experimental value is 4.88 Å [37]. Regarding ScN, our value 4.510 Å agrees with theoretical ones of
4.543 Å from [24], 4.516 Å reported in Reference [38], 4.50 Å in [23] and experimental 4.50 Å [39].
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Regarding elastic properties, the first-order derivatives of the second-order elastic constants Cij
with respect to the hydrostatic pressure p are in the case of cubic systems equal to (according to
Refs. [13–15,32,40]):

δC11

δp
= −2C11 + 2C12 + C111 + 2C112

C11 + 2C12
, (1)

δC12

δp
= −−C11 − C12 + C123 + 2C112

C11 + 2C12
, (2)

δC44

δp
= −C11 + 2C12 + C44 + C144 + 2C166

C11 + 2C12
. (3)

The calculated values of second-order Cij(p = 0 GPa) and third-order elastic constants
Cijk(p = 0 GPa) determined for ground-state (i.e., zero hydrostatic pressure, p = 0 GPa) of YN and ScN
are summarized in Table 1. The elastic constants were recently published in our previous work [32]
but here we newly add also the changes δC11/δp, δC12/δp and δC44/δp according to Equations (1)–(3).
Regarding the calculated values of second-order elastic constants Cij(p = 0 GPa), Table 1 shows that
they are in an excellent agreement with previously published theoretical results for both YN and ScN
when we selected GGA calculations [24,25,38] (LDA predicts both materials to be metallic [23]).

Table 1. Calculated second-order elastic constants Cij(p = 0 GPa) (in comparison with selected literature
values—when a GGA was used as in our case) and their pressure changes (δC11/δp, δC12/δp, and
δC44/δp) as approximatively evaluated for δp = 1 GPa from computed third-order elastic constants
Cijk(p = 0 GPa). Theoretical values taken from Ref. [24] are related to GGA-PW91 approximation [33]
similarly as in our case (marked by ∗), GGA-PW91 + U (marked by **), GGA-PBE [41] (marked by †) or
GGA-PBE + U (marked by ††).

C11 C12 C44 δC11/δp δC12/δp δC44/δp

YN 318 81 124 7.55 1.12 -0.70
(321 [24] *) (81 [24] *) (124 [24] *)
(304 [24] **) (76 [24] **) (122 [24] **)
(317 [24] †) (80 [24] †) (123 [24] †)
(310 [24] ††) (81 [24] ††) (124 [24] ††)

ScN 388 106 166 7.49 1.02 -0.51
(399 [24]) (96 [24]) (158 [24])
(397 [25]) (131 [25]) (170 [25])
(354 [38]) (100 [38]) (170 [38])

C111 C112 C123 C144 C166 C456

YN −4100 −160 180 180 −225 185
ScN −5100 −190 260 200 −330 215

The second-order elastic constants of B1 structure YN for the zero-pressure case Cij(p = 0 GPa)
can be neatly visualized in the form of directional dependence of Young’s modulus Y(p = 0 GPa) in
Figure 2a. The Young’ s modulus is a measure of the response of the studied system to an uniaxial
loading along different directions and as such it reflects the elastic anisotropy. Young’s modulus in
Figure 2a is nearly spherical, i.e., the elastic elastic anisotropy of YN at the zero-pressure case is weak
and the corresponding Zener ratio AZ = 1.046. In order to graphically represent the third-order
elastic constants Cijk(p = 0 GPa), we conveniently visualize pressure-induced changes in the Young’s
modulus for each direction. In particular, we show the difference between the Young’s modulus in
the pressurized case Y(p = 1 GPa) and Young’s modulus for the zero-pressure case Y(p = 0 GPa), i.e.,
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Y(p = 1 GPa) − Y(p = 0 GPa). The values of these changes (in GPa) are shown for each direction in
Figure 2b while relative changes (when the difference Y(p = 1 GPa) − Y(p = 0 GPa) is for each direction
divided by the Y(p = 0 GPa) along this direction) are visualized in Figure 2c.

Figure 2. Computed changes in the elasticity of rock-salt structure YN visualized as directional dependencies
of the Young’s modulus. The zero-pressure case based on the second-order elastic constants computed
by the stress-strain method is shown in part (a). The estimated changes in the Young’s modulus
due to 1 GPa of hydrostatic pressure are shown for different directions in absolute terms (in GPa) in
part (b) and relatively (divided by the value for this direction in the zero-pressure case) in part (c).
The visualized changes (in the second-order elasticity at the hydrostatic pressure of 1 GPa) are predicted
using the second-order and third-order elastic constants computed for the zero-pressure state according
to Equations (1)–(3). Finally, the directional dependence of the second-order elasticity computed at the
1.6 GPa is shown in part (d). Mind the change in the scale between the parts (a) and (d).

Figure 2b,c show that the Young’s modulus is found to increase the most along the 〈001〉 directions.
This is the direction along which the Young’s modulus of YN in the zero-pressure case exhibits the
softest elastic response (the lowest value, see Figure 2a). In contrast, the change for the the 〈111〉
directions is nearly zero (see Figure 2b,c). Figure 2b,c thus indicates that application of hydrostatic
pressure can change the type of elastic anisotropy.

The Young’s modulus of YN under pressure is predicted to have the stiffest (hard) elastic response
along the 〈001〉 directions and not the softest one (as in the zero-pressure case). Such a change in the
elastic anisotropy would be characterized by the change of the Zener anisotropy ratio which would
become lower than that for pressurized states of YN. It is worth noting that these pressure-induced
changes shown in Figure 2b,c are based on zero-pressure second- and third-order elastic constants.
In order to check this prediction we have also determined the second-order elastic constants by
quantum-mechanical calculations for a series of states at different hydrostatic pressures. Our results
are shown in the form of directional dependence of Young’s modulus for the hydrostatic pressure of
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1.6 GPa in Figure 2d. It can be seen that the softest elastic response (the lowest value of the Young’s
modulus) is indeed along the 〈111〉 directions.

While we expect that this reversal would be rather rare, we predict it also for ScN with the same
rock-salt (B1) structure as in the YN case. Figure 3 visualizes the directional dependence of the Young’s
modulus for ScN for the zero-pressure case (Figure 3a) as well as the impact of zero-pressure second-
and third-order elastic constants on the elasticity of ScN (Figure 3b,c). Performing then calculations of
second-order elastic constants also in the case of pressurized ScN (see Figure 3d), the comparison of
Figure 3a,d clearly shows the change.

Figure 3. The same as in Figure 2 but for ScN. Part (d) is computed at the hydrostatic pressure of
8.0 GPa. The parts (a) and (d) were visualized by the SC-EMA [42–44] library (scema.mpie.de) based
on our ab initio computed elastic constants.

In order to examine the changes in the elasticity in a broader range of pressures we have performed
a series of calculations for YN and ScN states with different volumes (different hydrostatic pressures).
The resulting elastic constants, the bulk modulus B = (C11 + 2C12)/3, C′ = (C11 − C12)/2 and C44,
are displayed in Figure 4. As the Zener’s ratio could be re-written as AZ = C44/C′ the crossing of the
trends for C44 and C′ indicates the change of the elastic anisotropy type. The pressure dependence
of the Zener’s ratio is then depicted in Figure 5a. For YN the AZ ratio reaches the value of 1 (elastic
isotropy) for the pressure of about 1.2 GPa. For higher pressures the type of elastic anisotropy is
opposite to that in the zero-pressure state. The critical pressure for ScN is about 6.5 GPa (see Figure 5a).
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Figure 4. Quantum-mechanically calculated second-order elastic constants of YN (a) and ScN (b) for
different hydrostatic pressures. The vertical dash-dotted lines indicate the zero hydrostatic pressure.

Figure 5. Quantum-mechanically computed (a) dependence of the Zener elastic anisotropy ratio AZ

and the band-gap energy (b) as a function of hydrostatic pressure for both YN and ScN. The horizontal
dashed line for AZ = 1 represents the border value of the elastic anisotropy, the vertical dash-dotted
line corresponds to zero hydrostatic pressure.

Next, we have also checked the electronic properties of both materials which are predicted
to be semiconductors in their ground state. This is in agreement with previous studies [19,20,23]
but our value of the band-gap energy width (0.34 eV) is underestimated similarly as in previous
theoretical studies in which similar computational methods were used—see a detailed discussion in
Reference [20]. The pressure-dependences of the width of the energy band-gap in their electronic
structures are depicted in Figure 5b. It is obvious that both YN and ScN remain semiconducting within
the studied range of hydrostatic pressures.

The decreasing width of the energy band-gap with increasing (positive) hydrostatic pressure
(lattice constants are smaller than the zero-pressure values) in both materials indicates that there
can be a pressure-induced semiconductor-to-metal transition. Such a major change of the electronic
structure (and subsequently properties of inter-atomic bonds) may also lead to a phase-instability and
a transition into another crystal structure. For example, YN seems to be prone to a pressure-induced
phase transition into the B2 (caesium chloride structure) phase according to full potential linearized
augmented plane wave (FP-LAPW) calculations in [21,22], but at rather high pressures, 134 GPa [21]
and 139 GPa [22]. As none of these transitions seems to be directly related to the change in the type of
the elastic anisotropy reported in our present study, we do not examine them in detail and leave them
for future work.
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As the elastic properties are inter-connected with phonon modes, we have also examined an
impact of the above discussed change in the elastic anisotropy on vibrational properties. Our computed
phonon spectra for both YN and ScN at the zero-pressure as well at selected pressures (for which the
Young’s moduli are shown in Figures 2d and 3d) are summarized in Figure 6. The change in the elastic
anisotropy is found to have only a very minor impact on the vibrational properties.

Figure 6. Quantum-mechanically calculated phonon dispersions at zero pressure for YN (a) and ScN
(b) and for YN also for the hydrostatic pressure p = 1.6 GPa (c) and for ScN for p = 6.5 GPa (d).

After examining in detail the elastic-anisotropy change when applying hydrostatic pressures
we next search for other conditions/mechanisms with potentially a similar impact. Our motivation
is the fact that hydrostatic pressures over 1 GPa rarely occur in technologically relevant situations.
It would be, therefore, desirable to achieve the studied elasticity change under more easily reachable
conditions. It is interesting to examine biaxial loading conditions (misfit strains) which are induced,
for example, in coherent nanocomposites (such as superlattices [45–66]) when materials with slightly
mismatching lattice parameters co-exist. In order to simulate the impact of similar strain conditions,
we have performed a series of calculations for tetragonally deformed YN. The YN cell then looses
its cubic shape and symmetry and we conveniently describe it by two lattice parameters a = b and
c. Considering the fact that these coherently-strained superlattices exist only in the case when the
two co-existing materials have their lattice parameters only very slightly different (by about 1–2%),
we limit our calculations to ±1.0% change of the lattice parameters with respect to the equilibrium
lattice parameter (of the cubic-shape B1 lattice). Figure 7 shows the resulting directional dependencies
of the Young’s modulus for biaxially 1% compressed case (Figure 7a) and biaxially 1% expanded state
(Figure 7b), respectively. The tetragonal lattice parameters c of these states are equal to the values
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corresponding to the minimum energy (and zero stress σc = 0) with the constraint that the lattice
parameters a = b have those specific values.

The state with a = b = 0.990 aeq and c = 1.006 aeq (Figure 7a) is characterized by elastic constants
C11 = C22 = 361 GPa, C33 = 308 GPa, C12 = 90 GPa, C13 = C23 = 83 GPa, C44 = C55 = 122 GPa and
C66 = 126 GPa. The state with a = b = 1.010 aeq and c = 0.996 aeq (Figure 7b) has its elasticity described
by elastic constants C11 = C22 = 283 GPa, C33 = 325 GPa, C12 = 75 GPa, C13 = C23 = 79 GPa,
C44 = C55 = 123 GPa and C66 = 120 GPa.

Importantly, the reversal of the elastic anisotropy is clearly visible in Figure 7. Regarding the
biaxially compressed state in Figure 7a, the highest value of the Young’s modulus is along the [±100]
and [0±10] directions within the (001) plane of the biaxial loading. On the other hand, for the [00±1]
directions from the {001} family, the lowest values of the Young’s modulus are found. As far as the
biaxially expanded state in Figure 7b is concerned, the maximum Young’s modulus is along the [00±1]
directions perpendicular to the (001) plane of the biaxial loading while the lowest values are obtained
for the [±100] and [0±10] directions. The computed differences in the elastic response of the two
biaxially loaded states indicate that tetragonal deformations may contribute to fine-tuning of elastic
properties within a materials design of systems with a desired elasticity.

Figure 7. The calculated directional dependences of the Young’s modulus of two tetragonally deformed
states of YN with a = b = 0.990 aeq (a) a = b = 1.010 aeq (b), respectively. The tetragonal lattice c
parameters are equal to the values corresponding to the minimum energy (and zero stress σc = 0).

Our previous simulations of tetragonally-deformed states of YN were motivated by strains
appearing in coherent nanocomposites but, admittedly, a hypothetical partner material entered
only via the geometry of the imposed strains. In order to check a more realistic situation with
two different materials interfacing each other, we next simulate a superlattice consisting of two
transition-metal (TM) nitrides each crystalizing in the B1 structure. As it has turned out, it is not easy
to find another TM-nitride with the equilibrium lattice parameter close (±1–2%) to that of YN (our
value: 4.916 Å). Therefore, we have tried to identify a partner material for ScN for which we found
the lattice parameter equal to 4.510 Å. The motivation to replace the hydrostatic pressure of 6.5 GPa
by another mechanism is even stronger in the case of ScN. Figure 8a visualizes a 16-atom supercell
containing one conventional cell of ScN and one with PdN for which we obtained the lattice parameter
equal to 4.447 Å (i.e., 1.4% smaller than in the ScN case). When applying periodic boundary conditions
a coherent superlattice is formed. The composite supercell has a tetragonal shape and we will thus
use the description by the lattice parameters a = b and c similarly as in the case of tetragonal states
of YN discussed above. The calculated values are a = b = 4.532 Å and c = 8.690 Å. The former value
means that ScN is biaxially expanded within the (001) plane by 0.49% and PdN is biaxially expanded
by 1.91%. This unexpected results, expansions of both materials, is accompanied by contraction of both
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materials in the direction [001] perpendicular to the interfaces. In particular, the c lattice parameter
of the composite is by 2.98% smaller than the sum of equilibrium lattice parameters of ScN and PdN.
The reason for these unexpected results can be probably found in the fact that there is a structural
distortion inside the composite. In particular, the N and TM atoms do not share the same planes
which are perpendicular to the [001] direction (planes are parallel to the interfaces) as they do in the B1
ground-state structure. The off-sets are alternating (up/down) and their direction are schematically
indicated by small arrows in Figure 8a. The magnitude of these shifts is (in relative terms as fractions
of the supercell lattice parameter c and as absolute values) equal to ±0.0061 and ±0.053 Å in the
PdN layers and ±0.0085 and ±0.074 Å in ScN layers. Similar shifts of N atoms were found also in
MoN/TaN composites [47] and represent quite likely a frozen optical phonon mode.

Figure 8b then shows the elasticity of the studied ScN/PdN nanocomposite. The calculated
elastic constants are C11 = C22 = 304 GPa, C33 = 450 GPa, C12 = 157 GPa, C13 = C23 = 126 GPa,
C44 = C55 = 75 GPa and C66 = 101 GPa. When inspecting the directional dependence of the Young’s
modulus in Figure 8b we can observe that the highest values are found for directions close to the
[00±1] directions. Thus there is a way how a change of the elastic anisotropy can be achieved also for
the ScN. But three aspects should be noted. First, the lowest value of the Young’s modulus is along the
[±100] and [0±10] directions parallel to the plane of the composite interfaces (see Figure 8b). Second,
the overall elastic anisotropy of ScN/PdN nanocomposite is an outcome of complex interactions of
pre-strained materials each having a different tensorial elastic properties. Finally, the single-phase PdN
in the B1 lattice has, according to our calculations, the Zener’s ratio equal to 0.631, i.e., opposite to that
of single-phase B1-structure ScN. Therefore, a reduction of the Zener’s ratio due to the presence of PdN
in the nanocomposite is then expected. Nanocomposites formed by either YN (or ScN) on one hand
and other materials on the other require a detailed investigation and will be a topic of future studies.

Figure 8. Schematic visualization of 16-atom ScN/PdN supercell (a) and the corresponding directional
dependence of the Young’s modulus (b). The calculations for this nanocomposite were performed
using 7 × 7 × 4 k-point grid. Small black arrows indicate the shifts of N atoms off the transition-metal
planes perpendicular to the [001] direction.

4. Conclusions

We have performed a series of quantum-mechanical calculations of second- and third-order elastic
constants of YN and ScN with the rock-salt structure in the case of their zero-pressure states as well
as for systems compressed by hydrostatic pressures. We predict that both YN and ScN undergo
a reversal of their elastic anisotropy type. In particular, their elastic anisotropy expressed by the
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Zener ratio drops under one due to applied hydrostatic pressure. At zero pressure, both systems
exhibit the softest elastic response to uniaxial loading (the lowest value of the Young’s modulus) along
the 〈100〉 directions which is changed to the 〈111〉 directions for pressures beyond the critical one.
These transition pressures are rather moderate, 1.2 GPa and 6.5 GPa for YN and ScN, respectively.
The elasticity change keeps the semiconducting character of both materials and has only a minor impact
on the vibrational properties. As alternative mechanisms leading to the reversal of the elastically
soft and hard directions, we identified tetragonal deformations of YN for very small biaxial strains
(lattice parameter compressed/expanded by about 1%) and a composite (superlattice) state of ScN and
PdN (mismatch of their lattice parameters is 1.4%). The last two discussed mechanisms clearly pave
a path towards a strain-controlled fine-tuning of elastic anisotropy in materials, which would allow,
for example, a theory-guided design of nanocomposites with a particular ratio of longitudinal sound
velocities in the [001], [011] and [111] directions in different components.
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Abstract: Graphene is an ideal material in the reinforcement of metal-matrix composites owing
to its outstanding mechanical and physical properties. Herein, we have investigated the surface
enhancement of iron via a computational nanoindentation process using molecular dynamics
simulations. The findings of our study show that graphene can enhance the critical yield strength,
hardness and elastic modulus of the composite to different degrees with the change of the number
of graphene layers. In the six tested models, the composite with trilayer graphene on the surface
produces the strongest reinforcement, with an increased magnitude of 432.1% and 169.5% in the
hardness and elastic modulus, respectively, compared with pure iron. Furthermore, it is revealed that
high temperature could weaken the elastic bearing capacity of the graphene, resulting in a decrease
on the elastic mechanical properties of the graphene/Fe composite.

Keywords: nanoindentation; graphene/Fe composite; critical yield strength; hardness; elastic modulus

1. Introduction

Since its discovery [1], graphene has been the most attractive material to be explored because of
its remarkable electronic and physical properties due to the quantum confinement [2–5]. In particular,
graphene has shown great potential in matrix reinforcement in recent years owing to its outstanding
strength over 1 TPa [5]. In general, a low modulus matrix can be significantly reinforced by the
presence of high-modulus graphene, which is called filler in composites [6]. The common assumption
that the filler modulus is independent of the matrix has been proved incorrect, considering the wide
range of reinforcement on polymer matrices by high-modulus graphene [6]. Many factors influence
the mechanical properties of graphene-based nanocomposites, including the structure of the filler,
the synthetic method of the composite, the concentration of the filler in the matrix, the interactions
between the filler and the matrix, and the orientation of the filler. Even with a very small amount
of graphene, the composite’s Young’s modulus, tensile strength and toughness can have sharp
increases [7,8].

Extensive studies have been conducted on metal matrix composites, including Fe, Al, Cu, Mg
and Ni [9–13]. Iron is by far the most commonly used industrial metal on account of its great
range of desirable properties and low cost. Dislocations play an important role in revealing the
remarkable mechanical properties of iron matrix composite, about which a punch-out mechanism
has been proposed to explain the formation of interstitial dislocation loops [14]. The study on
the interaction between edge dislocations and graphene nanosheets in graphene/Fe composites
by molecular dynamics (MD) simulations revealed an increase of 107% and 1400% in shear modulus
and yield stress, respectively [9]. Meanwhile, the enhancement of surface hardness on iron is another
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crucial issue in broad industrial applications of graphene. Graphene is an excellent choice for the
surface reinforcement of pure iron matrix due to the relatively simple industrial process, the study on
which can offer guidance to the manufacture and application of the graphene/Fe composite. However,
relevant efforts have been rarely reported.

Nanoindentation is an approach widely used to measure elastic modulus and hardness of
nanocomposites [15,16]. In this study we investigated the enhancement of hardness and elastic
modulus of iron by graphene additives. The amount of graphene measured by the number of layers
was explicitly examined using nanoindentation modeling. We recorded the load-displacement data
during the nanoindentation process of the graphene/Fe composite made by a diamond indenter.
By analyzing the load-displacement curves, we compared the hardness and elastic modulus between
the pure iron matrix and composites with graphene on the surface and in the superficial zone.
In addition, the influence of different loading speeds and temperatures on the elastic mechanical
properties of the composite were also discussed.

2. Method

2.1. Model

The MD method was used to examine the influence of graphene in the graphene/Fe composite at
the atomic level. The large-scale atomic/molecular massively parallel simulator (LAMMPS) software
was employed to calculate the MD simulations. The simulation cells are shown in Figure 1. The x and
y directions are set the periodic boundary condition and the z direction is fixed.

Figure 1. (a) Simulation cell of pure iron matrix; (b) simulation cell of composite with graphene on
the surface of the matrix, the graphene could be monolayer, bilayer and trilayer; (c) simulation cell
of composite with graphene in the superficial zone of the matrix, the graphene could be monolayer,
bilayer and trilayer.

The graphene/Fe composite models are shown in Figure 1b,c. In this study the BCC α-Fe matrix
is an area of 10 × 10 × 10 nm with a lattice constant of 2.85 Å, which is shown in Figure 1a. Figure 1b
shows the composite model with graphene on the surface of the matrix. The composite with graphene
in the superficial zone of the matrix is shown in Figure 1c, where the distance between the graphene
layer and the top surface is 0.5 nm. All balls with a radius of 2 nm consisting of carbon atoms in
diamond structure have the same velocity moving down to make a nanoindentation on the surface of
the composite or pure iron matrix.

2.2. Molecular Dynamics Simulations

The accuracy of the MD simulation results is determined by the selection of potential function.
We used the Brenner-generation reactive empirical bond-order potential to model the C-C bonded
interaction [17]. The C-C AIREBO potential has a widespread application in graphene-based
materials [18,19], which is composed of three terms:

E =
1
2 ∑ i ∑ j 	=i

[
EREBO

ij + ELJ
ij + ∑ k 	=i,j ∑ l 	=i,j,kETORSION

kijl

]
, (1)
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where the Eij
REBO term describes the short-ranged interactions (r < 2 Å) between carbon atoms, the Eij

LJ

term adds longer-ranged interactions (2 Å < r < cutoff) using a form similar to the standard Lennard
Jones potential, and the Ekijl

TORSION term describes various dihedral angle preferences in hydrocarbon
configurations, which is an explicit 4-body potential.

The embedded-atom method (EAM) potential was used to compute pairwise interactions between
iron atoms [20]. The total energy Ei of an atom i is specified as

Ei = Fα

(
∑ j 	=iρβ

(
rij
))

+
1
2 ∑ j 	=i∅αβ

(
rij
)
, (2)

where Fα is the embedding energy which is a function of the atomic electron density ρβ. Φαβ is the
pair potential interaction between atoms I and J, as a function of the distance rij between atom I and
atom J. α and β are atomic element types. The C-Fe interaction between iron and carbon atoms of both
diamond indenter and graphene layers was described by the classical Lennard Jones (LJ) potential,
as shown in Equation (3)

E = 4ε
[(σ

r

)12 −
(σ

r

)12
]

r < rc, (3)

where rc is the cutoff distance. The σ and ε for the C-Fe interaction are 2.221 Å and 0.043 eV [21],
respectively. The LJ potential was also used to model the interaction between the graphene layers and
diamond indenter with the σ and ε value of 3.4 Å and 0.00284 eV [22], respectively.

We set a downward velocity of 30 m/s on the balls and kept the temperature at 300 K by the
Nose-Hoover algorithm [23]. After the energy minimization, the downward movement would continue
until a preset depth and then the ball moved upward. The timestep was 0.001 ps. The displacement and
the force in the z-direction of the diamond indenter imposed by the composite matrix were recorded.

2.3. Nanoindentation

The Hertzian contact analysis theory guided our model. To understand the influence of graphene
sheets on the hardness and elastic modulus of the iron matrix, the load-displacement data was recorded
for analysis. The load-displacement relation is described by [24]

P =
4
3

√
REr

(
h − h f

) 3
2 , (4)

where P is the z-direction force of diamond indenter, h is the max depth of the nanoindentation,
hf is the final displacement of the plastic unloading process. R is defined by R = (1/R1 + 1/R2)−1,
where R1 is the radius of diamond indenter, R2 is the radius of the spherical hole in the surface of the
substrate [24]. The induced modulus Er is given by [25]

1
Er

=

(
1 − ν2)

E
+

(
1 − ν2

i
)

Ei
, (5)

where E and ν are Elastic modulus (Young’s modulus) and Poisson’s ratio of the composite matrix,
Ei and νi are the same parameters of the diamond indenter. The hardness is defined by

H =
Pmax

Ac
, (6)

where Pmax is the max force at the initial unloading point, and Ac is the contact area of spherically
curved surface [25].
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3. Results

3.1. Monolayer Graphene Enhancement

The results of the simulated nanoindentation process are revealed by the load-displacement
curves. Figure 2a shows the load-displacement curves of the three cases, i.e., pure iron, monolayer
graphene on the surface and monolayer graphene in the superficial zone of the graphene/Fe composite.
The max displacement of the diamond indenter is 4.5 nm. These results indicate that the monolayer
graphene has a significant reinforcement on iron matrix both in surface and superficial zone cases.
In the initial 1 nm displacement, the load of the three cases shares almost the same growth rate,
indicating that graphene has no evident effect on iron matrix in the early stage of loading. After that,
the pure iron loading curve gradually levels off, while the curves of the other two composites keep
growing. The difference in curves indicates that graphene acts as a strong deterrent for the yield of
the composite. From Figure 2a, we can see that the graphene has increased the yield strength of the
composites obviously. The sharp drop points of the curves indicate that the load bearing capability of
the graphene has reached its maximum and then the graphene is fracted. After that, the load curves of
the three cases begin to converge. We made the loading-unloading processes of those three cases in
their plastic deformation stages. The load change of the three cases is shown in Figure 2b. The arrows
indicate the loading and unloading processes. The serration in the curve of pure iron is mainly related
to the potential we adopted to describe the C-Fe interaction. The elastic modulus and hardness of
pure iron and the two composite cases with monolayer graphene were calculated according to the
loading-unloading curves. The hardness of pure iron is 8.1, very close to the experimental value of
8.2 [26]. The elastic modulus of pure iron is 150.1 GPa, a little lower than the experimental value
of 200 GPa [26] and a MD result in shear modulus of 56.4 GPa [9], which is associated with the
potentials used in the simulation. The two parameters of the composite with monolayer graphene
on the surface are 19.4 and 218.4 GPa, an increase of 139.5% and 45.5%, respectively, compared with
the pure iron case. In the case of composites with graphene in the superficial zone, the hardness and
elastic modulus are 18.4 and 201.1 GPa, an increase of 127.2% and 33.3%, respectively. In general,
the monolayer graphene has greatly increased the hardness and elastic modulus of the composite due
to its remarkable load bearing capability. Meanwhile, the composite with graphene on the surface
produces a better reinforcement. The local stress and interspace would be produced as the graphene
embedded into the iron matrix, which enhances the flexural rigidity and weakens the elastic bearing
capacity of the graphene, resulting in a decrease of the hardness and elastic modulus.

Figure 2. Cont.
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Figure 2. (a) Load-displacement curves of pure iron, composite with monolayer (ML) graphene
on surface and in superficial zone; (b) loading-unloading curves of pure iron and composite with
monolayer graphene; (c) load-displacement curves of pure iron and composite with different numbers
of layers on the surface (ML, bilayer (BL), trilayer (TL)); (d) loading-unloading curves of three surface
composite cases; (e) load-displacement curves of pure iron and composite with different number layers
in superficial zone; (f) loading-unloading curves of three superficial composite cases.

3.2. Multilayer Graphene Enhancement

The mechanical properties of multiple graphene have received growing interest in recent
years [27,28]. To investigate the reinforcement of graphene/Fe composites with different numbers
of graphene layers, we explored monolayer, bilayer and trilayer graphene on the surface and in the
superficial zone. Figure 2c shows the loading processes of the composite with different numbers
of graphene layers on the surface. It was observed that the critical yield strength of the composite
increases with the number of graphene layers, due to the improvement of the load bearing capability
by adding more graphene layers. The critical nanoindentation depth is also extended from 2.7 to
3.2 nm, owing to the enhancement of elastic deformation capacity of the composite, as the graphene
increases from monolayer to trilayer. Figure 2d shows the loading-unloading curves of the three surface
cases. The hardness and elastic modulus of composite with bilayer graphene on the surface shown
in Figure 3 are 28.9 and 286.5 GPa, with increases of 256.8% and 90.9%, respectively, compared with
the pure iron case. The same parameters of composite with trilayer graphene on the surface are 43.1
and 404.5 GPa, corresponding to increases of 432.1% and 169.5%, respectively, compared with the pure
iron case. The results suggest that the graphene layers have an effective improvement on the elastic
mechanical properties of the iron matrix. With the increase of graphene layers, the max load increases
significantly while the contact area changes slightly, leading to the proportional increase of hardness
and elastic modulus. Figure 2e shows the loading processes of the composites with graphene in the
superficial zone. The relationship between yield strength and graphene layers is similar to the surface
cases. However, the max yield strength of bilayer graphene case is only a little smaller than the trilayer
case in the superficial zone cases. In the superficial trilayer case, the local stress was produced on the
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top layer and under the bottom layer graphene region, which caused the rugged surfaces under the top
graphene layer and on the bottom graphene layer. The middle layer graphene appeared to slip due to
the unbalanced van der Waals force from the other two graphene layers at the initial time. The degree of
distortion on the middle graphene layer is uneven during the nanoindentation process, which weakens
the loading bearing capacity in a way. As a result, the max yield strength of trilayer case did not
improve much more than the bilayer case. The loading-unloading curves of the three cases in superficial
zone are shown in Figure 2f. Figure 3 also shows the hardness and elastic modulus of composite with
different number layers graphene in superficial zone. The hardness and elastic modulus are 24.8 and
275.0 GPa for the bilayer case, 29.6 and 347.1 GPa for the trilayer case. The increments of those two
parameters are 206.2% and 83.2% for bilayer case, 265.4% and 131.2% for the trilayer case, compared
with the pure iron case. The variation tendency on elastic modulus and hardness of all the surface
and superficial cases are shown in Figure 3a,b, respectively. The two parameters of composite in
surface cases are higher than that in superficial zone cases to different degrees with the same number
of graphene layers, which is related to the local stress fields produced by lattice mismatch between
the graphene and iron matrix in the superficial situations. The stress fields reduce the flexibility of
graphene layers and lower the critical yield strength of the graphene/Fe composite.

 

Figure 3. (a) Elastic modulus of composite cases (pure iron, ML, BL, TL); (b) hardness of
composite cases.

3.3. Effect of Loading Speed and Temperature

To investigate the influence of loading speed and temperature on the nanoindentation process
of the graphene/Fe composite, we explored the nanoindentation simulation of the composite with
monolayer graphene on surface at varied loading speeds and at different temperatures, as shown
in Figure 4a,b, respectively. It can be seen that the critical yield strength in the case with a loading
speed of 100 m/s is a little higher than the other two cases, which suggests that the change of loading
speed has a slight effect on the loading bearing capacity of the graphene. The situation for 10 m/s
resembles the 30 m/s case, and all the speed cases have almost the same critical nanoindentation depth,
which reveals that the elastic bearing capacity of the composite has no relationship with the loading
speed. Meanwhile, the effect of different temperatures is more obvious. The critical yield strength
and nanoindentation depth decreased significantly with the increase of temperature, which is related
to the effect on the crystal texture of the iron matrix and graphene by different temperatures. As the
temperature increases, the lattice vibration of graphene becomes intensified, which greatly reduces its
mechanical properties, resulting in a weakening of elastic bearing capacity [29]. Meanwhile, the high
temperature improves the atomic activity, lowers the grain boundary strength and reduces the lattice
resistance in the iron matrix region, which also has a negative effect on the loading bearing capacity of
the composite.
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Figure 4. (a) Load-displacement curves of composite with monolayer graphene on surface in different
loading speeds; (b) load-displacement curves of composite with monolayer graphene on surface at
different temperatures.

The simulation results reveal the change of hardness and elastic modulus of iron matrix composites
with the graphene of the different number of layers, which is well consistent with previous studies
on metal-matrix composites reinforced by graphene [30,31]. Both the surface and the superficial
composite cases have a significant reinforcement on the iron matrix to different degrees. In our
models, the composite with trilayer graphene on the surface has the strongest hardness of 43.1 GPa
and the maximum elastic modulus of 404.5 GPa, corresponding to an increase of 432.1% and 169.5%,
respectively, compared to the pure iron case. Further studies could be conducted to optimize the
results, such as the size of the diamond indenter, potential functions and the system size. Furthermore,
the reinforcement caused by the graphene in other morphologies in the iron matrix is also expected to
be further explored.

4. Conclusions

To conclude, we have investigated the mechanical properties change of graphene/Fe composites
with different number of graphene layers on the surface and in the superficial zone by using the MD
simulation method to model the nanoindentation process. The results from the loading-displacement
curves show that the graphene layers have a significant effect on the critical yield strength, hardness
and elastic modulus of iron matrix in different degrees due to its remarkable loading bearing capacity.
The degree of reinforcement on iron matrix increases with the number of graphene layers, both in
surface and superficial zone cases. It was demonstrated that the enhancement in hardness and elastic
modulus of composite in the surface cases is slightly stronger than that in superficial zone cases
with graphene of the same number of layers on account of the production of the local stress fields
in the superficial situations. Finally, the loading speeds have a small effect on the simulation of the
composite nanoindentation process, and the simulation results of different temperatures reveal that
high temperature can effectively reduce the mechanical properties of the graphene/Fe composite by
softening lattice rigidity.
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Abstract: Quantum-mechanical calculations are applied to examine magnetic and electronic
properties of phases appearing in binary Fe-Al-based nanocomposites. The calculations are carried
out using the Vienna Ab-initio Simulation Package which implements density functional theory and
generalized gradient approximation. The focus is on a disordered solid solution with 18.75 at. % Al in
body-centered-cubic ferromagnetic iron, so-called α-phase, and an ordered intermetallic compound
Fe3Al with the D03 structure. In order to reveal the impact of the actual atomic distribution in the
disordered Fe-Al α-phase three different special quasi-random structures with or without the 1st
and/or 2nd nearest-neighbor Al-Al pairs are used. According to our calculations, energy decreases
when eliminating the 1st and 2nd nearest neighbor Al-Al pairs. On the other hand, the local magnetic
moments of the Fe atoms decrease with Al concentration in the 1st coordination sphere and increase
if the concentration of Al atoms increases in the 2nd one. Furthermore, when simulating Fe-Al/Fe3Al
nanocomposites (superlattices), changes of local magnetic moments of the Fe atoms up to 0.5 μB

are predicted. These changes very sensitively depend on both the distribution of atoms and the
crystallographic orientation of the interfaces.

Keywords: Fe3Al; Fe-Al; magnetism; interfaces; ab initio; stability; disorder

1. Introduction

Fe-Al-based materials represent one of the most promising classes of alloys intended for
high-temperature applications. Remarkable are, in particular, their (i) resistance to oxidation,
(ii) relatively low density, (iii) electrical resistivity and (iv) low cost of raw materials [1–3]. Their wider
use is currently hindered by their lower ductility at ambient temperatures and a drop of the strength
at elevated temperatures [3]. Regarding the former issue, the brittleness has been shown to be caused
by an extrinsic effect, in particular hydrogen atoms [4,5] and there are experiments showing that the
Fe3Al could have reasonable ductility if the environmental embrittlement is eliminated [6,7].
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In order to further fine-tune properties of iron-aluminium materials, they are intensively studied
both experimentally and theoretically (see, for example, Refs. [8–10] or an excellent review of these
activities published by Sundman and co-workers [11]). As far as basic thermodynamic properties are
concerned, the Fe-Al phase diagram was originally determined by Kattner and Burton [12]. It reflects
many phase transitions in the Fe-Al system from a disordered solid solution, A2 phase, through
partially ordered, B2 phase, or ordered D03 phase. This offers some possibilities to produce two-phase
Fe-Al alloy, e.g., ordered D03 phase embedded in B2 or disordered phase, the (nano)composite,
exhibiting potentially new physical properties. From a viewpoint of applications, the final states of
Fe-Al-based materials are highly sensitive to various factors including thermo-mechanical history (see,
e.g., Ref. [13]). Again, it is because of many phase transitions in the Fe-Al system.

A particular sub-class of Fe-Al-based materials is represented by composites consisting of an
ordered Fe3Al phase with the D03 structure and a disordered Fe-Al solid solution with about 18–19 at.%
Al. An experimental evidence of the co-existence of Fe3Al and a disordered Fe-Al phase has been
provided, for example, by transmission electron microscopy (TEM) technique which is sensitive to
anti-phase boundaries (APBs). The APBs have a different character in Fe3Al intermetalics and in the
Fe-Al phase [14–17]. Specifically in the case of Fe-Al, the combined experimental study supported by
theoretical simulations identified round/oval droplets of the disordered Fe-Al phase formed at the
expense of diminishing amount of ordered Fe3Al phase.

Next to the experimental research reported in the above mentioned papers, various Fe-Al-based
materials were theoretically studied by quantum-mechanical calculations in the last three decades (see,
e.g., Refs [18–33]). A surprising controversy has appeared in the case of first-principles prediction of
the ground-state structure of Fe3Al. For example, Lechermann et al. [34] determined the energies of
Fe3Al in the case of both experimentally observed D03 structure and a face-centered-cubic L12 one
and showed that neither local density approximation (LDA) nor Perdew-Burke-Ernzerhof (PBE) [35]
parametrization of the generalized gradient approximation (GGA) can correctly reproduce the D03

structure as the ground state of Fe3Al. Similarly, Connetable and Maugis [36] calculated properties of
Fe3Al employing Perdew-Burke-Ernzerhof (PBE) parametrization [35] of the GGA and found out that
Fe3Al has lower energy in the L12 structure than in the experimentally observed D03 structure. In a
subsequent paper by Lechermann and co-workers [37], electronic correlations and magnetism in Fe3Al
were studied employing LDA with an on-site Hubbard potential (LDA+U). The correct D03 structure
was obtained as the ground state of Fe3Al. As yet another example, Kellou et al. [38] compared the
energies of Fe3Al in both D03 and L12 structures using the pseudopotential plane-wave selfconsistent
field ab-initio package and ultra-soft pseudopotentials. In this case, the correct ground-state structure
was reproduced, too. Being aware of these findings, we have carefully chosen a reliable computational
set up which provides a correct ground-state structure of Fe3Al, i.e., the D03 structure.

Our paper aims at providing an analysis of complex relations between distributions of atoms
on one hand and local magnetic moments of Fe atoms on the other in different Fe-Al phases.
The complexity of the magnetic states is, in particular, exemplified by (i) the anti-correlations between
the local magnetic moments of the Fe atoms and the number of Al atoms in the 1st coordination shell
and (ii) a completely opposite trend, correlations between the local magnetic moments and the number
of Al atoms in the 2nd coordination sphere of these Fe atoms. As the main novelty of our paper we
show that the relations between local magnetic moments on one hand and the atomic distributions on
the other hand are further complicated by the existence of interfaces in Fe-Al nanocomposites.

2. Methods

Our density-functional-theory [39,40] calculations employed projector augmented wave (PAW)
pseudopotentials [41] and the exchange and correlation energy in the generalized gradient
approximation (GGA) parametrized by Perdew and Wang [42] (PW91) with the Vosko-Wilk-Nusair
correction [43] as implemented in the Vienna Ab initio Simulation Package (VASP) [44–46]. Plane-wave
expansions were performed up to the cut-off energy of 350 eV and the Methfessel-Paxton method of the
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first order was adopted with a smearing width of 0.1 eV. The sampling of the Brillouin zone was done
using Monkhorst-Pack [47] grids 10 × 10 × 6 and 10 × 10 × 3 for the simulation supercells containing
32 atoms (2

√
2 × 2

√
2 × 2 multiple of 2-atom cube-shape conventional bcc-cell) as models of individual

phases (see Figure 1) and 64 atoms (double the size of 32-atom supercells—nanocomposites—see
figures in Section 4). All local magnetic moments were initially oriented in a parallel manner which
corresponds to the ferromagnetic state.

Figure 1. Schematic visualization of the 32-atom supercells used in our calculations: (a) a general
special quasi-random structure (SQS) model for the Fe-Al phase (with 18.75 at.% Al), (b) an SQS model
for the Fe-Al phase without any 1st nearest-neighbor (NN) Al-Al pairs, (c) an SQS model for the Fe-Al
phase without the 1st and 2nd NN Al-Al pairs and (d) a 32-atom supercell of the Fe3Al intermetallics.
The unrelaxed atomic positions are listed in Table A1 in the Appendix.

3. Results for Individual Phases

When setting up computational supercells as models for phases appearing in Fe3Al/Fe-Al
nanocomposites, the disordered Fe-Al phase deserves a special attention. Our choice was motivated
by our previous calculations of interactions of Al atoms in a bcc Fe ferromagnetic matrix [48] as well as
by other theoretical results [49]. Regarding the latter, Amara and coworkers [49] studied the electronic
structure and energetics of the dissolution of aluminum in α-iron and the interaction between Al
atoms and vacancies. The stability of complexes containing Al and vacancy was found to be driven by
strong Al-vacancy attractions and an Al-Al repulsion. Our calculations [48] also showed clear ordering
tendencies of Al atoms. In particular, the energy of the system was decreasing with the elimination of
the 1st and 2nd nearest neighbour (NN) Al-Al pairs, i.e., energies of the system containing the 1st and
2nd NN Al-Al pairs were higher than energies of the systems without them. Therefore, in this study,
we compare properties obtained from three models which differ in the number of Al-Al pairs and we
employed the concept of special quasi-random structure (SQS) [50] generated in USPEX code [51–53].
First, a general SQS (Figure 1a) containing the 1st and 2nd NN Al-Al pairs (A2-like with respect to
Al-Al pairs) is used. Second, an SQS without any 1st NN Al-Al pairs (Figure 1b, B2-like w.r.t. Al-Al
pairs) is utilized. Finally, an SQS without the 1st and the 2nd NN Al-Al pairs (effectively an Fe-rich
Fe3Al) (Figure 1c, i.e., D03-like w.r.t. the Al-Al pairs) is studied. We used 32-atom supercells which
allow for a wider range of distribution of aluminium atoms in the disordered Fe-Al phase and the three
different models have the stoichiometry Fe26Al6 (Figure 1a–c). The ordered intermetallic compound
Fe3Al is modeled by a 32-atom supercell with the stoichiometry Fe24Al8 (Figure 1d).
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The thermodynamic stability of the Fe-Al polymorphs was assessed from their computed energies
E by evaluating the formation energy: Ef(FexAly) = (E(FexAly) − x · E(Fe) − y · E(Al))/(x +y) where x
and y are numbers of Fe and Al atoms in the supercells and E(Fe), E(Al) are their chemical potentials,
i.e., energies of elemental ferromagnetic (FM) body-centered cubic (bcc) Fe and non-magnetic (NM)
face-centered cubic (fcc) Al. The computed formation energies, which partly appeared in Ref. [48],
are −0.119 eV/atom (Figure 1a, A2-like), −0.121 eV/atom (Figure 1b, B2-like) and −0.144 eV/atom
(Figure 1c, D03-like). The supercell with the least disordered distribution (Figure 1c) and Al atoms
further apart is thus thermodynamically the most stable. This finding is in agreement with the Al-Al
repulsion discussed in Refs. [48,49]. The other two (A2-like and B2-like) atomic distributions can be
possibly considered as models for high-temperature states.

As one of the prime topics of our current study we examine relations between the value of local
magnetic moments of Fe atoms and their surroundings. Figure 2 displays the spatial distribution of
magnetic moments in the four studied phases with the diameter of spheres representing the magnitude
of local magnetic moments. It is rather difficult to extract a clear pattern in the case of the three Fe-Al
SQS polymorphs (Figure 2a–c) similarly as in our study of Fe-Al with different Al concentrations [20].
However, two different Fe sublattices in Fe3Al with different values of local magnetic moment are
easily recognizable in Figure 2d. One sublattice contains Fe atoms surrounded by 4 Al and 4 Fe atoms
while the other has the Fe atoms surrounded by 8 Fe atoms. The local magnetic moments of the Fe
atoms on the former sublattice are smaller (1.8 μB) than those corresponding to the latter case (2.4 μB).

Figure 2. Schematic visualization of local atomic magnetic moments calculated for individual phases
(see Figure 1): (a–c) are SQS models for the Fe-Al phase with different atomic arrangements and (d) for
the Fe3Al. The moments are visualized so that the diameters of the spheres reflect the magnitudes of
the local magnetic moments (a few examples are in parts (b,d) in μB). Magnetic moments of Al atoms
are so small, less than 0.05 μB, that they are shown only as blue dots.

In order to provide an overall description of all Fe atoms shown in Figure 1 and their
corresponding local magnetic moments in Figure 2, we show them as functions of the concentration of
Al atoms in Figure 3. In particular, the moments are found to decrease with increasing concentration
of Al atoms in the 1st coordination shell, i.e., the fraction of 8 atoms in total in this shell, see Figure 3a.
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Figure 3. Dependences of local magnetic moments of Fe atoms in all studied phases (shown in Figure 1)
as functions of concentration of Al atoms in the 1st (a) and the 2nd (b) coordination shell, respectively.

A similar finding, decreasing local magnetic moments with increasing number of Al atoms in the
1st nearest neighbor (NN) shell was also reported across a wider range of Al concentrations in Ref. [20].
Very interestingly, an opposite trend, i.e., an increase of the local magnetic moments of the Fe atoms as
a function of the concentration of Al atoms (fraction out of 6 atoms in total), is obtained in the case of
2nd NN shell, see Figure 3b. These results clearly show a multi-faceted sensitivity of local magnetic
moments of Fe atoms to the distribution of atoms in their local surroundings.

In order to shed light on the opposite trends of local magnetic moments of the Fe atoms as a
function of the Al concentration in the 1st and 2nd coordination sphere, we recall the Stoner model
which connects the value of the density of states at the Fermi level in a non-magnetic state with the
tendency to spin polarization. We have treated all four studied phases (see Figure 1) as non-magnetic
and determined the local DOS of individual Fe atoms at the Fermi level in the case of non-magnetic
cases. The application of the Stoner model to individual atoms (see, e.g., a previous study [54]) is
possible here as (i) contributions of Al atoms to the DOS at the Fermi level are small and (ii) the Stoner
model is related to d-states rather than to s-/p-states. Our results are shown in Figure 4.

The values of DOS depicted in Figure 4 as functions of the Al concentration in the 1st or 2nd
NN shell are similar to those shown in Figure 3. The local densities of states at the Fermi level of
non-magnetic Fe atoms indeed resemble the trends of the local magnetic moments of these Fe atoms
when they are spin-polarized, see Figure 4c.

As a next step we analyze local magnetic moments of Fe atoms as a function of their local atomic
density of states at the Fermi level in the case of magnetic calculations (we consider the DOS as the
sum of both spin channels). In contrast to the Stoner-like model elaborated above when we examined
DOS of individual atoms in the non-magnetic state we below analyze the local DOSes of individual
atoms in their spin-polarized, i.e., magnetic, states. The computed data points are shown in Figure 5.
Both quantities are clearly anti-correlated. As they roughly follow linear trends, we use the least-square
method to find suitable linear fitting functions. Interestingly, the slopes of these linear fitting functions,
which are called parameter A in Figure 5, are significantly different for the three SQS Fe-Al variants
(Figure 5a–c) on one hand and the ordered phase Fe3Al (Figure 5d) on the other hand. There are
differences in the slope among the three Fe-Al SQS variants, too, but differences within this group
of three values (A = −0.27, −0.32 and −0.41 μB/state/eV) are relatively smaller than the difference
between this group and the slope in the case of the Fe3Al (A = −0.58). The difference between (i) the
group of slope values related to the three Fe-Al SQS variants and (ii) the slope related to Fe3Al can be
tentatively attributed to the difference in the Al concentration (18.75 vs. 25 at.%). But the difference
of the slopes of the three Fe-Al SQS variants is most likely a consequence of different distribution of
atoms because the concentration of Al is equal in all three of them.
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Figure 4. Calculated dependences of the density of states (DOS) of the Fe atoms at the Fermi level EF

in the case of NM states as a function of the Al concentration in the 1st (a) and the 2nd (b) coordination
shell, respectively. Part (c) shows the DOS of the Fe atoms at the EF in the case of NM states as a
function of their local magnetic moments in the case of FM states.

Figure 5. The dependences of local magnetic moments of Fe atoms on the density of states of
these atoms (A and B represent coefficients in a linear fit y = A × x + B and r2 is the coefficient of
determination): (a) a general Fe-Al SQS, (b) an SQS without the first NN Al-Al pairs, (c) Fe-rich Fe3Al
without the first and the second nearest neighbour Al-Al pairs, and (d) Fe3Al.
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Besides, the local magnetic moments of Fe atoms differ significantly within the phases in question.
This sensitivity of these moments is easily recognizable in the case of the ordered Fe3Al phase where
the moments are equal either to 1.8 or 2.4 μB. These different values stem from the existence of two
different crystallographic sublattices of Fe atoms in the ordered Fe3Al compound. Consequently, these
sublattices represent qualitatively different chemical environments (4 Al + 4 Fe vs. 8 Fe atoms in the 1st
coordination shell as discussed above). For the disordered Fe-Al SQS polymorphs the local magnetic
moments cover wider ranges of values. For the general SQS the values of magnetic moments are
between 1.9–2.4 μB, for the SQS without the 1st NN Al-Al pairs it is the widest obtained range from 1.6
to 2.45 μB and for the Fe-rich Fe3Al without the 1st and the 2nd nearest neighbor Al-Al pairs the range
is 1.8–2.4 μB.

The densities of states not only at the Fermi level but also at other energies are shown in Figure 6.
The studied systems contain electrons with two opposite spin orientations which we further on refer
to as UP and DOWN channels and analyze the DOS for each of them separately. In the case of spin
UP-channel electrons of the four studied systems, the total DOSs (TDOSs) are qualitatively rather
similar and do not exhibit any particularly noticeable features. In contrast, the spin DOWN-channel
DOS exhibits specific trends. It appears that for the general SQS (Figure 6a) and the SQS without the
1st NN Al-Al pairs (Figure 6b) the densities of states have notable local maxima at the Fermi level
when compared with that of the SQS without any 1st and 2nd NN Al-Al pairs (Figure 6c). This can be
possibly linked to a higher thermodynamic stability (lower energy) of the SQS without the 1st and 2nd
NN Al-Al pairs which was found in our previous study [48]. Note that as the DOWN-spin DOSs are
depicted as negative values, the maxima appear as local minima.

Figure 6. Calculated total densities of states (TDOS) in the case of the 32-atom supercells as models for
individual phases: figures (a–c) are SQS models for the Fe-Al phase with different atomic arrangements
and figure (d) for the Fe3Al intermetallic compound.

After studying individual Fe-Al and Fe3Al phases separately, we next examine changes induced
in the local magnetic moments of the Fe atoms when forming their nanocomposites.
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4. Results for Nanocomposites

The supercells of individual phases shown in Figure 1 have the facets with (001), (110) and
(110) crystallographic orientations (with respect to a two-atom conventional cubic cell of bcc Fe).
Therefore, when combining three different polymorphs of Fe-Al with the Fe3Al intermetallic compound
three different nanocomposites with different interfaces between the phases can be simulated. They
are schematically visualized in Figures 7 and 8 (the construction in the case of the (110) interface
plane is not shown as it is rather similar to that of the (110) one). It is worth noting that due to the
periodic boundary conditions applied in our calculations, the simulated nanocomposites form so-called
superlattices [55–76] when both phases coherently co-exist and the atomic planes continue from one
phase into another. As another consequence of (i) the periodicity and (ii) the fact that the supercells
modeling the Fe-Al phase are disordered, the two interfaces per 64-atom supercell are not the same.
The scalar properties (e.g., the interface energy γ below) are then averages of the two interfaces.

Regarding the thermodynamic properties of the studied interfaces, they were assessed in Ref. [48].
In particular, the interface energies γ (in fact, their averages—see the discussion above) were evaluated
according to the formula γ = (E(Fe3Al/Fe-Al) − E(Fe3Al) − E(Fe-Al))/(2S) from the energy of the
composite system E(Fe3Al/Fe-Al), the energies of individual phases, E(Fe3Al) and E(Fe-Al) and
the area of the interfaces S. The interface energies turned out to be very weakly dependent on
the crystallographic orientation of interfaces (see Ref. [48]). For example, for the nanocomposites
containing the general SQS, see Figure 1a, the interface energies are equal to 0.019 J/m2, 0.020 J/m2

and 0.022 J/m2 for the (001), (110) and (110) orientation, respectively. It should be noted that these very
low interface energies are quite close to an estimated error-bar of our calculations, about 0.005 J/m2.

The fact that the interface energies are so similar for different orientations is in line with the
findings of Oguma et al. [17] who identified round/oval droplets of the disordered Fe-Al phase
surrounded by the Fe3Al phase. The rounded shape of these droplets can be probably connected with
the fact that interface energy is not sensitive to crystallographic orientation and, therefore, the interfaces
studied in this paper are equally probable as others. It should be noted that other properties, such as
mechanical ones, can be much more sensitive with respect to the orientation. Further the interface
energies sensitively depend on the distribution of atoms and become practically zero (within the
error-bar of our calculations, i.e., about 0.001 J/m2) for nanocomposites containing Fe3Al and the Fe-Al
variant without the 1st and 2nd NN Al-Al pairs (a Fe-rich variant of the Fe3Al). This unusual result
can be explained by the fact that Fe3Al can contain rather high concentration of point defects (such as
off-stoichiometric Al atom, anti-sites) and covers rather broad range of Al compositions in the Fe-Al
phase diagram around 25 at.%. The simulated nanocomposites are then quite similar to a single-phase
material (Fe3Al with point defects) containing perfect and defected regions.

Figure 7. Visualization of nanocomposite supercells for the (001) interface plane. The figures show
how the Fe3Al intermetallic compound is combined with different models of the Fe-Al phase with
18.75 at.% Al, in particular the general SQS (A2-like) model (a), the SQS model without the 1st NN
Al-Al pairs, B2-like, (b) and the SQS without the 1st and 2nd NN Al-Al pairs, D03-like (c).
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Figure 8. The same as in Figure 7 but for nanocomposite supercells with the (110) interface plane.

Figure 9 shows the differences in the magnitude of local magnetic moments of Fe atoms induced
by the interfaces for all three variants of the Fe-Al phase and the three orientations of interfaces.

Figure 9. Differences in the magnitude of local magnetic moments of Fe atoms induced by the
interfaces within the nanocomposites. They are visualized by the diameter of spheres representing
individual Fe atoms (two are listed in subfigure (h)). Gold (black) color of the spheres indicate positive
(negative) changes. The sub-figures (a,d,g) correspond to the nanocomposites shown in Figure 7a–c,
respectively, the sub-figures (b,e,h) to those in Figure 8a–c, respectively, and the sub-figures (c,f,i)
corresponds to the nanocomposites with the (110) orientation of the interfaces (not shown). Please
note that due to the fact that the differences are rather small, the scaling connecting the value of the
difference and the diameter of the spheres is three times bigger than the scaling applied in Figure 2.
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The changes are indicated by the diameter of spheres representing individual atoms. They are
rather small, up to about 0.5 μB. Let us note that in order to make the spheres representing individual
Fe atoms in Figure 9 visible also in the case of very small values of the changes, the scaling connecting
(i) the value of the difference on one hand and (ii) the diameter of the sphere in Figure 9 on the other
hand, is three times bigger than the scaling applied in Figure 2 above. When inspecting the changes
for different orientation of interfaces (rows of subfigures in Figure 9) we find that they depend on the
orientation and when analyzing them for different models of the Fe-Al phase (columns of subfigures
in Figure 9) we identify that the magnetic moments of Fe atoms sensitively respond to the differences
in the distribution of atoms. But the actual changes are clearly rather small.

5. Conclusions

We have performed a series of ab initio calculations to examine magnetic and electronic properties
of two phases appearing in binary Fe-Al-based nanocomposites. In particular, a disordered solid
solution with 18.75 at. % Al in body-centered-cubic (bcc) ferromagnetic (FM) iron, so-called α-phase,
was studied together with the ordered intermetallic compound Fe3Al. By comparing results for three
different special quasi-random structures (SQS) for the α-phase which differ in the distribution of atoms
(they are with or without 1st and/or 2nd nearest-neighbor Al-Al pairs) we found the local magnetic
moments of iron atoms clearly affected by the chemical composition of neighboring coordination shells.
In particular, the local magnetic moments decrease (increase) with the concentration of Al in the 1st
(2nd) coordination shell.

In connection with the Stoner model, a similar tendencies were found in the density of states of
individual Fe atoms at the Fermi level as a function of the Al concentration in the 1st and 2nd NN
shell. Further, when simulating Fe-Al/Fe3Al nanocomposites (superlattices) changes of local magnetic
moments of the Fe atoms (up to 0.5 μB) are found but they depend sensitively on both the distribution
of atoms in the Fe-Al α-phase and the crystallographic orientation of the interfaces. Our findings
aim at stimulating further research of coherent nanocomposites of magnetic materials, for example
experimental studies employing the Extended X-Ray Absorption Fine Structure (EXAFS) technique
and, in particular, the multiple-scattering approach to EXAFS analysis, called GNXAS [77,78], with
which it is possible to calculate two-, three- and four-atom correlation functions.
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Appendix A

Table A1. Atomic positions (expressed as fractions of supercell dimensions) within the computational
supercells shown in Figure 1. Aluminium positions are the first six rows in the case of Fe-Al variants
and the first eight rows in the case of Fe3Al.

Fe-Al SQS Fe-Al SQS no 1NN Fe-Al SQS no 1&2NN Fe3Al

1 1
√

2/2 1 1
√

2/2 1 1
√

2/2 1 1
√

2/2

0.75 0.75 0.50 0.50 0.75 0.25 0.25 0.00 0.75 0.25 0.00 0.75
0.25 0.00 0.75 0.75 0.00 0.75 0.25 0.50 0.75 0.75 0.00 0.75
0.50 0.75 0.75 0.25 0.00 0.25 0.00 0.25 0.25 0.25 0.50 0.75
0.00 0.75 0.75 0.25 0.50 0.25 0.00 0.75 0.25 0.75 0.50 0.75
0.25 0.50 0.25 0.50 0.25 0.25 0.50 0.25 0.25 0.00 0.25 0.25
0.50 0.50 0.50 0.50 0.25 0.75 0.50 0.75 0.25 0.00 0.75 0.25
0.50 0.25 0.25 0.75 0.50 0.75 0.75 0.50 0.75 0.50 0.25 0.25
0.75 0.50 0.25 0.00 0.75 0.75 0.75 0.00 0.75 0.50 0.75 0.25
0.00 0.25 0.75 0.50 0.75 0.75 0.00 0.25 0.75 0.00 0.25 0.75
0.00 0.75 0.25 0.00 0.75 0.25 0.00 0.75 0.75 0.00 0.75 0.75
0.00 0.00 0.00 0.00 0.25 0.25 0.50 0.25 0.75 0.50 0.25 0.75
0.00 0.25 0.25 0.75 0.00 0.25 0.50 0.75 0.75 0.50 0.75 0.75
0.25 0.00 0.25 0.25 0.50 0.75 0.25 0.00 0.25 0.25 0.00 0.25
0.50 0.75 0.25 0.75 0.50 0.25 0.75 0.00 0.25 0.75 0.00 0.25
0.75 0.75 0.00 0.25 0.00 0.75 0.25 0.50 0.25 0.25 0.50 0.25
0.25 0.50 0.75 0.00 0.25 0.75 0.75 0.50 0.25 0.75 0.50 0.25
0.75 0.50 0.75 0.75 0.75 0.50 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.50 0.00 0.50 0.50 0.50 0.50 0.00 0.00 0.50 0.00 0.00
0.50 0.25 0.75 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.50 0.00
0.75 0.00 0.25 0.75 0.75 0.00 0.50 0.50 0.00 0.50 0.50 0.00
0.25 0.25 0.50 0.00 0.50 0.00 0.00 0.00 0.50 0.00 0.00 0.50
0.50 0.00 0.50 0.25 0.25 0.50 0.50 0.00 0.50 0.50 0.00 0.50
0.00 0.00 0.50 0.50 0.00 0.50 0.00 0.50 0.50 0.00 0.50 0.50
0.50 0.50 0.00 0.00 0.00 0.50 0.50 0.50 0.50 0.50 0.50 0.50
0.25 0.25 0.00 0.50 0.50 0.00 0.25 0.25 0.00 0.25 0.25 0.00
0.75 0.25 0.00 0.25 0.25 0.00 0.75 0.25 0.00 0.75 0.25 0.00
0.25 0.75 0.00 0.75 0.25 0.00 0.25 0.75 0.00 0.25 0.75 0.00
0.75 0.00 0.75 0.25 0.75 0.00 0.75 0.75 0.00 0.75 0.75 0.00
0.50 0.00 0.00 0.50 0.00 0.00 0.25 0.25 0.50 0.25 0.25 0.50
0.75 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50 0.75 0.25 0.50
0.25 0.75 0.50 0.25 0.75 0.50 0.25 0.75 0.50 0.25 0.75 0.50
0.00 0.50 0.50 0.00 0.50 0.50 0.75 0.75 0.50 0.75 0.75 0.50
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Abstract: Interface interactions play a crucial role in determining the thermomechanical properties
of carbon nanotubes (CNTs)/polymer nanocomposites. They are, however, poorly treated in the
current multi-scale coarse-grained (CG) models. To develop suitable CG models of CNTs/polymer
nanocomposites, we demonstrate the importance of two aspects for the first time, that is, preserving
the interfacial cohesive energy and reproducing the interface load transfer behavior of all-atomistic
(AA) systems. Our simulation results indicate that, for CNTs/polymer nanocomposites, the interface
cohesive energy and the interface load transfer of CG models are generally inconsistent with their AA
counterparts, revealing significant deviations in their predicted mechanical properties. Fortunately,
such inconsistency can be “corrected” by phenomenologically adjusting the cohesive interaction
strength parameter of the interface LJ potentials in conjunction with choosing a reasonable degree of
coarse-graining of incorporated CNTs. We believe that the problem studied here is general for the
development of the CG models of nanocomposites, and the proposed strategy used in present work
may be applied to polymer nanocomposites reinforced by other nanofillers.

Keywords: interface force fields; CNTs/epoxy nanocomposites; coarse-grained model;
molecular dynamics

1. Introduction

During the past few decades, polymer nanocomposites (PNCs) have received significant attention
and have long been at the forefront of research in the polymer community for their broad range
of potential applications [1–7]. PNCs, different from traditional composite materials, exhibit quite
complex thermomechanical properties which are strongly related to the physics and chemistry of the
inclusion of nanofillers, including nanoparticles, carbon nanotubes (CNTs) [4,8], and graphenes [9,10].
Among all PNCs, the most attractive materials may be those reinforced by carbon nanotubes, due to
their practical engineering applications such as aerospace materials, packing, and electromagnetic
interference (EMI) shielding [4,11,12].

Although very promising, most of the practical applications of CNTs-reinforced PNCs are
currently hindered by the lack of comprehensive understanding of their microstructure-to-property
relationships [5,13]. As widely demonstrated, the reinforcing efficiency of CNTs in the mechanical
properties of PNCs is highly dependent on several factors such as dispersion state of CNTs [14,15],
CNTs waviness and orientations [16], and surface functionalization [17]. In general, it is extremely
challenging to control and measure these factors in experiments, and their influences on the
mechanical properties of CNTs-reinforced PNCs can only be studied via a variety of computational
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modeling approaches [18,19]. Overall, these computational methods can be divided into three
categories—(1) molecular- or micro-scale methods (such as molecular dynamics (MD) and Monte
Carlo simulations), (2) meso-scale methods exemplified by dissipative particle dynamics (DPD) and
Brownian dynamics, and (3) macro-scale methods (e.g., equivalent-continuum, and finite element
method) [18]. Among these numerical approaches, MD simulations are an extremely powerful tool due
to their capability to provide realistic interactions between CNTs and polymer-matrix. The interactions
are, however, typically approximated or poorly treated in other methods. Such advantage enables
MD simulations to probe interfacial phenomena occurring at nanoscale, such as stick-slip damping
mechanism [20], and theoretically to consider any structural characteristics of CNTs (dispersion state,
waviness, orientations and so on) for studying the mechanical properties of PNCs. The computational
efforts of using all-atomic MD simulations to establish the desired structural-properties relationships
of CNTs-reinforced PNCs have, however, been limited by the massive computational resources needed
which are typically beyond the ability of modern facilities.

Alternatively, developing coarse-grained (CG) models that are capable of preserving the mechanical
properties of their all-atomistic (AA) counterparts has been an attractive approach for providing
fundamental insights into the mechanical behaviors of polymers or their nanocomposites [21–23].
In comparison with AA simulations, the accessible time and length scales for CG models are substantially
increased by removing the “unessential” atomistic features within molecules and thus significantly
reducing the number of degrees of freedom to obtain the properties of interest [24]. Several approaches
have been proposed to derive the force fields of CG models from their AA counterparts, such as iterative
Boltzmann inversion (IBI) method [25], force matching [26,27], and inverse Monte Carlo methods [28].
As for the CNTs-reinforced PNCs, although the force fields of CNTs and polymer matrix can be successfully
derived, respectively, from the force matching and IBI approach [23,29,30], there is still a lack of the
definition on the interface interactions between CNTs and the polymer matrix material. To the best
of the authors’ knowledge, only a few studies are devoted to the development of the CG models of
CNTs-reinforced PNCs [21,31,32]. In these studies, the CNTs/polymer interface was simply described by
Lennard-Jones (LJ) potentials where the key parameters of interfacial LJ pairs are directly predicted
by using an arithmetic mean manner without deep theoretical support. Furthermore, the degree
of coarse-graining for CNTs was chosen for the CG models of CNTs-reinforced PNCs without any
evaluation on its reasonability [21,32]. As a result, the interfacial characteristics of CNT-reinforced PNCs
predicted the AA and CG models might be significantly deviated, leading to unforeseen artifacts in
the mechanical properties obtained from the CG models.

In the present study, we aim to provide insights into the problem of developing a reasonable CG
model for CNTs-reinforced PNCs. Specific attention is focused on the comparison of the interface
characteristics between AA and CG models. We have two key findings—(1) the interfacial cohesive
energy across the CNTs/epoxy interface modeled using CG models, which is described by LJ potentials
similar to the previous researches, is significantly overestimated compared with its real AA counterpart;
and (2) the adopted degree of coarse-graining λ for CNT is found to play a critical role in affecting the
interfacial shear behavior, emphasizing the importance of evaluating the reasonability of the adopted
λ and the interfacial force fields before using the CG models to probe mechanical properties.

2. Simulation Methods

2.1. Potentials and Molecular Models

Many universal force fields have been developed for describing the interactions of AA models,
such as Dreiding [33], consistent valence force field (CVFF) [34], and polymer consistent force field
(PCFF) [35]. CG potentials are, however, not unique, even for a specific material. In fact, they are
highly dependent on many factors, such as the coarse-graining scheme and the thermodynamic state
of CG models (temperature and pressure) [23]. The main purpose of this work is to provide an insight
into the development of a reasonable CG model considering carefully the crucial role of interface
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on the mechanical properties of CNT/epoxy nanocomposites. To achieve this, we chose a typical
CNT/epoxy nanocomposite in which (5,5) CNT was considered as the reinforcement, and a commonly
used engineering cross-linked system which composed of diglycidyl ether of bisphenol A (DGEBA)
and 4,4-diaminodiphenyl methane (DDM) was selected as the matrix.

2.1.1. All-Atomic Model

The initial nanocomposite model, as presented in Figure 1a, was constructed with two procedures.
First, the 75.7 Å long (5,5) CNT (periodically in the longitudinal direction) was placed at the center of
a simulation unit box. Then, the DGEBA and DDM molecules (there are 574 and 287 molecules
for DGEBA and DDM, respectively.) were packed into the extra space of the simulation box
with a Monte Carlo style similar to our previous work [2]. The general-purpose Dreiding force
field was adopted to describe the interactions between atoms, in combination with long-range
Columbic interactions where atomic partial charges were determined by the charge equilibration (QEq)
method [33,36]. The used cutoff distance for van der Waals and electrostatic interactions was 12 Å.
To relax the initial simulation model, an equilibration procedures similar to our previous work was
carried out [23,37]. After that, the fully relaxed nanocomposite model was cross-linked to a specific
degree of cross-linking (DOC) at temperature 700 K using a dynamic cross-linking strategy [37].
The details for the adopted dynamics cross-linking strategy can be found in our previous paper [37].
Finally, the cross-linked nanocomposite model was again equilibrated to a target temperature. For more
details about the constructed model and equilibration procedures, please refer to Supplementary
Section S1.1. Periodic boundary conditions were imposed on all three directions of the simulation cell,
namely, the x, y, and z directions. A timestep 1 fs was used for all AA simulations.

2.1.2. Coarse-Grained Model

The construction and equilibration processes of the CG models for CNT/epoxy nanocomposites
are similar to those of their AA counterparts and we present these technical details in Supplementary
Section S1.2. In this section, we are mainly concerned with the issue of force fields used in the CG
model of CNT/epoxy nanocomposites. For the CNT/epoxy nanocomposites, the force fields can be
divided into three parts—(1) reinforcement force fields, that is, the interactions for particles in one (5,5)
CNT or between different (5,5) CNTs, (2) matrix force fields, namely both the intra- and inter-molecule
interactions for DGEBA and DDM molecules, (3) interfacial force fields between the (5,5) CNT and the
cross-linked epoxy matrix.

Figure 1. Schematic view of mapping all-atomistic model to coarse-grained model for epoxy
nanocomposites reinforced by (5,5) carbon nanotube (CNT). (a) Snapshot of the all-atomistic model,
(b) the adopted mapping scheme for DGEBA and DDM molecules, (c) the adopted mapping scheme
for (5,5) CNT, and (d) snapshot of the resulting coarse-grained model.
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For CNTs, the fundamental mechanical parameters of their CG models can be derived from AA
simulations based on the matching of energies and mechanical features, including tensile stiffness,
bending stiffness and adhesion properties. Specifically, the force field of (5,5) CNT used here has
been already reported by Buehler [29] and was widely-adopted for investigating the tensile and
viscoelastic properties of CNT-based materials [38–40]. As for the cross-linked epoxy matrix studied
here, the coarse-grained force fields were determined through a combination of the IBI method and
the machine-learning based approach, as reported in our previous work [23]. The mapping scheme for
DGEBA and DDM molecules are the same as that in our previous work [23], illustrated in Figure 1b.
The IBI method was used to preserve the structural aspect of the matrix molecule and thus determine
the bonded interaction parameters (including the bond and angle potentials). By using a robust
machine-learning based technique, we determined the nonbonded interaction (the 12-6 LJ potential
form) to reproduce the density, glass transition temperature and elastic moduli of cross-linked epoxy at
a wide range of temperatures and various values of DOC. The main feature of the nonbonded potential
is that the strength parameter of the cohesive interaction ε was DOC- and temperature-dependent.
The CG model for cross-linked epoxy has four types of CG beads (beads ‘A’, ‘B’, ‘C’, and ’D’) and the
detailed force fields are presented in Supplementary Section S2.1.

Since the CG potentials of the CNT and cross-linked epoxy were derived separately by means of
totally different approaches, the determination of the CG potentials of CNT/epoxy nanocomposites
requires an additional definition of the CNT/epoxy interface interaction. Beside, the degree of
coarse-graining λ for CNT may have a significant effect on the interfacial interactions and thus on the
mechanical properties of the nanocomposites due to the fact that a large λ typically leads to artificial
surface roughness [41]. However, to the best of our knowledge, there is nearly no previous literature
considering the crucial issue whether the adopted degree of coarse-graining λ for CNT is reasonable
for studying the problems at hand?

With the above question in mind, the CG models of the CNT/epoxy nanocomposites were
constructed in such a way that the degree of coarse-graining λ can be adjusted from 4 Å to 10 Å.
Figure 1c depicts the mapping scheme of (5,5) CNT using λ = 5 Å. The bead within a single CNT
was labeled as ‘G’, forming 1 bond type ‘G G’ and 1 angle type ‘G G G’. The force fields of (5,5) CNT
with various values of λ can be found in Supplementary Section S2.2. Based on the mapping rules
described above, a snapshot of the CG models of CNT/epoxy nanocomposites, in which epoxies are
not cross-linked yet, is shown in Figure 1d. For all CG simulations, timestep is 4 fs unless otherwise
mentioned. All the CG and AA simulations were performed with large-scale atomic/molecular
massively parallel simulator (LAMMPS) [42] and visualized via the Open Visualization Tool
(OVITO) [43].

2.2. Evaluation of the Interface Reasonability

As is widely-known, the key feature of nano-reinforcements is the extremely larger contact
surface area with polymer-matrix in comparison with traditional fillers, enabling enormous interesting
properties of the resulted nanocomposites [5,44]. Therefore, the load transfer behavior of the
CNT/epoxy interface should be well preserved under coarse-graining, otherwise the developed
CG models may lead to unforeseen artifacts on the studied properties. Essentially, the load transfer of
a CNT/epoxy interface can be characterized by the force-separation responses in radial opening and
axial sliding mode separations [45–47]. Similarly, we here use this approach to evaluate the interface
behavior of the coarse-grained CNT/epoxy interface which is compared to their AA counterpart.
Specifically, we are more concerned with the equivalence issue of CNT/epoxy interface between the
AA and CG models. To accompany this, we adopt a strategy called as “monomeric separation response”
which is done by performing radial opening and sliding mode separation simulations of a single
matrix molecule onto the CNT surface and recording the force-separation response, as illustrated in
Section 2.2.2. As demonstrated by previous research, the interfacial strength of the CNT/polymer
interface is typically an additive effect of the monomeric friction [48]. Thus, it is feasible to use the
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“monomeric separation response” approach for evaluating the interface load transfer behavior for the
CNT/epoxy nanocomposites here.

2.2.1. Calculation of the Interfacial Cohesive Energy

Before illustrating the strategy of “monomeric separation response,” it is necessary to pay attention
to the interface cohesive energy, which determines the traction force significantly for both radial
opening and axial sliding separation. Thus, the first thing to be satisfied is an identical interfacial
cohesive energy between AA and CG models, otherwise the evaluation for load transfer of the
CNT/epoxy interface has no meaning.

The total energy of a CNT/epoxy nanocomposite unit cell can be expressed as

Etotal = ECNT + Eepoxy + Einter f ace (1)

where Etotal indicates the total energy of the simulation system, ECNT represents the energy of
embedded CNTs, Eepoxy is the energy of the epoxy matrix, and Einter f ace represents the energy of
the CNT/epoxy interface. The interfacial cohesive energy per unit length can then be calculated as [49]

γ =
Einter f ace

2A
(2)

where A is the contact area of the interface, determined as A = πdL where d and L are the diameter
(6.78 Å) and the embedded length of the used (5,5) CNT, respectively. It should be mentioned that the
value of L is determined to be the dimension of simulation box at a full equilibrated state along the
longitudinal direction of the (5,5) CNT.

2.2.2. Characterization of the Interface Load Transfer

The behavior of the CNT/epoxy interface is evaluated by the force-separation responses in axial
opening and sliding mode separations, as shown in Figure 2. For the AA system, as depicted in
Figure 2a, a fully equilibrated DGEBA molecule was forced to separate from the (5,5) CNT along
the radial direction for the radial opening mode, and to slide on the CNT surface along its axial
direction for the sliding mode separation. For the CG models, the simulation procedures are the
same, as done for their AA counterparts. As mentioned in Section 2.1.2, λ can be changed and then
leads to totally different CG force fields. Thus, it is of great significance to examine whether λ has
any effects on the interface behavior. In this work, 7 different λ values ranging from 4 to 10 Å were
considered. Figure 2b,c illustrated the schematic view of “monomeric separation response” for CG
interface models with λ being 5 and 10 Å, respectively.
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Figure 2. Illustration of adopted strategy “monomer separation response” for evaluating the interface
load transfer of CNT/epoxy nanocomposites: (a) all-atomistic (AA) system, (b) coarse grained (CG)
model with λ = 5 Å, and (c) CG model with λ = 10 Å. The “monomer separation response” includes
radial opening simulation which is done by separating a DGEBA molecule from the (5,5) CNT along its
radial direction, and axial sliding mode separation simulation which is done by forcing the DGEBA
molecule slides on the CNT surface along its axial direction.

3. Results And Discussion

3.1. Preserve the Interface Cohesive Energies

As described in Section 2.2.1, the interface cohesive energy is a dominant factor in affecting the
load transfer across the interface. Thus, the AA interface cohesive energy between CNT and epoxy
matrix should be examined and preserved before evaluating the equivalence issue of the interface load
transfer between the AA and CG models. To achieve this goal, we constructed 8 simulation models
for the CNT/epoxy nanocomposites, including 1 AA (Figure 1a) and 7 CG models (an example is
shown in Figure 1d). The degree of cross-linking for all these 8 models are kept the same value of
90%. The target temperature to extract the interface cohesive energy of various simulation models was
300 K. The CNT is periodical along its longitudinal direction to eliminate the end edge interaction
effects, in order to determine an accurate value of the interface cohesive energy.

Figure 3a shows the comparison of the interface cohesive energy for both the AA (red dash line)
model and the CG models with different values of λ. The obtained interface cohesive energy for all the
CG models is not equal to that of the AA model. In fact, the interface cohesive energy of any CG model
is significantly higher than that of its AA counterpart. This phenomenon strongly emphasizes the fact
that well description of the interactions for each constitutive law of the phases in nanocomposites does
not imply the correctness of the whole nanocomposite model. In other words, the interface interactions
between two components may be significantly altered when developing a coarse-grained model of
a AA system. Another thing can be observed from Figure 3 is that there is no apparent trend between
the interfacial energy (CG models) and the degree of coarse-graining λ. This is mainly due to the
reason that the interaction cohesive strength ε increases linearly (see black line of Figure 3b with the
degree of coarse-graining λ, however, the number of vdWl pairs decrease linearly with λ (under the
ideal conditions). For instance, Figure 2c presents the condition where the λ is two times that of the
condition shown in Figure 2b. Since the length scale parameter σ (see Equation (3)) is independent
of λ, the distributed state of matrix beads is expected to be the same for the two cases under ideal
conditions. Thus, the number of vdWl pairs for condition shown in Figure 2c is only one half that for
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condition shown in Figure 2b. Considering the fact that the energy of single vdWl pair for Figure 2c
is two times that of for Figure 2a, we can conclude that the interfacial energy for the two cases is the
same under ideal conditions. However, for the real CG simulations the distribution state of matrix
beads will be affected by not only the initial sampling of the matrix molecules but also the varied λ

(not significantly), leading to the fluctuation of interfacial energy of CG models at different degree of
coarse-graining λ.

To understand the observed inconsistency of interface cohesive energy between AA and CG
models, the key factor to be considered is the used nonbonded potentials for describing the interface.
For the nanocomposites studied here, the nonbonded interactions for both AA and CG models are
modeled using 12-6 LJ potential (as mentioned in Section 2), having an energy expression:

ELJ = 4ε

[(σ

r

)12 −
(σ

r

)6
]

(3)

where r represents the distance between AA atoms or CG particles, ε indicates the depth of the potential
well, and σ indicates the radial distance at which the inter-particle potential energy is zero. The detailed
values of ε and σ for epoxy and CNT particles are presented in Supplementary Section S2. As for the
interface cohesive energy of CG models, they are contributed by 4 interface LJ pairs, that is, GA, GB,
GC, and GD. For a traditional manner, the parameters of these 4 LJ pairs are typically determined by
the following forms, as done by previous papers [21,31,32].

εij =
√

εiiε jj, σij = (σii + σjj)/2 (4)

in which subscript i represents the CNT particle ’G’, and subscript j denotes different particle types
of epoxy (particle type A, B, C, and D). In this manner, the cohesive interaction strength parameters
εinter f ace as a function of λ of these CG models are shown in the black line of Figure 3b. It should be
clarified here that the value of εij is identical for the 4 LJ pairs (GA, GB, GC, and GD) which contribute
to all the interface van der Waals (vdWl) energies and we name this unified value εinter f ace. This is
because all epoxies particle types (particle type A, B, C, and D, as shown in Figure 1b share an identical
value of ε (we refer the reader to our previous paper [23] for detailed reasons).

Since both εinter f ace and σ of the interfacial LJ interactions are critical for contributing to the
interface cohesive energy of the CG models, we separately examined whether their characteristics are
well captured by the CG models. We proceeded to evaluate the reasonability of length scale parameter
σ of the 4 interface LJ pairs (σGA, σGB, σGC, and σGD) for CG models. This is done by comparing the
interfacial radial distribution function (RDF) curves for the AA and CG models. Note that the RDF
curves characterize the probability of locating epoxy molecules in a surface of CNT at the distance r,
and thus characterize the situation of the effective zone of the particles that contribute to the interfacial
cohesive energy. We selected a maximum r = 30 Å and divided it into 60 small sections to determine
the RDF curves (please refer to Supplementary Section S3 for more details). It should be noted that
we chosen the maximum r to be 30 Å because this distance is equal to the cutoff distance for the van
der Waals force of the CG models. Beyond this distance, the interactions between CNT and epoxy
molecules are negligible. The comparison of the RDF curves for the four types of matrix beads between
the AA and CG models is shown in Figure 4. It can be observed that, although the RDF curves for
both the AA and CG models exhibit relatively high fluctuation, their RDF curves are generally in good
agreement with each other. The relatively high fluctuation is mainly attributed to the lack of movement
of matrix particles because of the high degree of cross-linking (DOC) and the glassy state (the glass
transition temperature for DOC-90 cross-linked epoxy is ∼437.32 K) [23]. The consistent RDF curves
imply that the distributing state of epoxy molecules around the CNT surface of the AA model can
be faithfully described by the CG model in which the length scale parameter σ of the 4 interface LJ
pairs are determined by Equation (4). Thus, the overestimated interface cohesive energies in the CG
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models mainly originate from the cohesive interaction strength parameter εinter f ace used for modeling
the interfacial LJ interactions.

To preserve the interface cohesive energy of the AA models, we phenomenologically adjust
εinter f ace for CG models with different values of λ. The adjusted value of εinter f ace as a function of λ is
shown in the red line of Figure 3b. It is clear that εinter f ace, which preserves the AA interface cohesive
energy for CG models, is much smaller than that predicted by traditional model (black line) using
Equation (4), emphasizing the importance of carefully re-adjusting the interface interactions when
modeling the nanocomposites via CG models. The trend of εinter f ace with the degree of coarse-graining
λ can be fit with a continuous quadratic polynomial function of the form εinter f ace = aλ2 + bλ + c,
where a = −0.02075 kcal/molÅ2, b = 0.556 kcal/molÅ, and c = −0.45265 kcal/mol. This relationship
can be used to determine the value of εinter f ace for a specific adopted λ within the range of 4 to 10 Å
which has not given explicitly by our simulations.
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Figure 3. (a) Comparison of the interface cohesive energies between the AA and CG models,
and (b) εinterface vs. λ curves for the traditional interface model (black line) and the adjusted interface
mod el (red line) in this work.
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Figure 4. Radial distribution function (RDF) curves for (a) particle type ‘A’, (b) particle type ‘B’,
(c) particle type ‘C’, and (d) particle type ‘D’.

3.2. Effects of λ on the Interfacial Load Transfer

In Section 3.1, we preserved the interfacial cohesive energy of the AA models by
phenomenologically adjusting the cohesive interaction strength parameter εinter f ace of the CG models.
In this section, we turn our focus on evaluating the equivalence issue of interface load transfer between
the AA and CG models using the “monomeric separation response” approach. It should be noted that
the interface energy of the CG models in this section is consistent with their AA counterparts by using
the phenomenologically determined εinter f ace in Section 3.1 to adjust the interface cohesive energy of
the CG models.

As described in Section 2.2.2, 7 different values of λ were considered. Thus, there are totally
8 interface models including 1 AA and 7 CG interface models. For each model, a DGEBA molecule
was fully equilibrated on the CNT surface and subjected to radial and sliding separations to obtain the
force-separation responses using two separation simulations.

For the sake of convenience, we designated these CG interface models in terms of “λ-d”
terminology where d is equal to the equilibrium distance between two CNT beads, characterizing the
degree of coarse-graining, and indicates the actual value of λ.

3.2.1. Separation Force Due to Radial Opening Mode

Figure 5a illustrates the traction force of the DGEBA molecule for both the AA (black solid line)
interface model and the 7 CG interface models (dash lines). All the force-separation curves exhibit
a similar pattern in which the traction force initially increases rapidly to peak force and then gradually
decreases to zero with the increasing separation displacement, which is typical for vdWl-dominated
interface [45,46]. Surprisingly, the peak traction force for all these CG interface models is, however,
much smaller than that of their AA counterparts, implying that the interface load transfer in the
CNT radial directions is underestimated by the CG models. As observed from Figure 5a, the peak
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traction force for the CG models is around 0.28 nN, which is less than one thirds that of the AA
model (∼1.03 nN). The force inconsistency between the AA and CG models indicates that the CG
model cannot simultaneously preserve both the force (radial traction force here and sliding force
in Section 3.2.2) and the interfacial energy, which has also been observed in other literature [50,51].
This phenomenon is mainly due to the shift between enthalpy and entropy upon coarse-graining AA
models [50–52]. As for these CG models, no evident dependence is observed between the studied λ

and the resulted radial traction forces.

3.2.2. Sliding Force Due to Axial Sliding Mode

Force-separation responses for the axial sliding mode are shown in Figure 5b, all of which exhibit
a sinusoidal-alike pattern which arises from the periodic crystal structure of both the AA and CG
CNT models along their longitudinal direction. The periodic distance is equal to λ for the CG models
(Figure 2b,c), while is the distance between two neighboring hexagonal lattice centers along the
longitudinal direction for AA CNT (∼2.5 Å, Figure 2a). For instance, the red dash curve in Figure 5b
shows a periodic 10 Å for the λ-10 CG interface model.

Figure 5. Force-separation curves of the “monomeric separation response” for the AA and CG interface
models, (a) radial opening mode, and (b) axial sliding mode.

Aside from the sinusoidal-alike pattern of these force-separation curves, a very important
observation in Figure 5b is the difference in peak sliding forces between the AA and CG models.
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As clearly illustrated in Figure 5b, the peak sliding force of CG models is strongly dependent on the
adopted λ, exhibiting a nonlinear fashion as demonstrated by the inset of Figure 5b. Specifically,
the peak sliding force increases slowly when the adopted λ is less than 8 Å, whereas shows a drastic
increase when λ is beyond 8 Å. As a comparison, the required peak sliding force is 1.37 nN for the λ-10
interface model, which is almost 3 orders of magnitude higher than that of the λ-4 model (0.0054 nN).
The real peak sliding force derived from the AA model is about 0.0354 nN (the black solid line in
Figure 5b), which is much less than that of the studied CG models. From the sliding mode separation
characteristic point of view, we can conclude that in order to capture the AA sliding characteristics
reasonably, there is a limit of the degree of coarse-graining λ of the CNT beyond which the mechanical
properties of the CG model of the CNT are too deteriorated. As seen, the interface appears to be too
rough if λ is too large and too smooth if λ is too small. Here, the suitable λ of (5,5) CNT is around 5 Å
due to the reason that the peak sliding force of the λ-5 interface model (0.026 nN) is the closest to that
of the AA model (0.0354 nN), as suggested by the inset of Figure 5b.

3.3. Effect of λ on Elastic Moduli

As illustrated in Section 3.2, the interface load transfer behavior of CG models is typically
different to their AA counterparts and is, in fact, highly dependent on λ. As a result, implementing
different values of λ into the CG models may lead to seriously unforeseen artifacts on the predicted
mechanical properties of the CNT/epoxy nanocomposites. To justify this, we investigated a simple
but representative problem right here for CNT/epoxy nanocomposites, namely the effect of the CNT’s
length on the tensile moduli of CNT/epoxy nanocomposites.

The CG models were constructed in such a way that 4 parallel coarse-grained (5,5) CNT with
their axes along the same direction (which is called the longitudinal direction of the nanocomposites)
were fully embedded into the epoxy-matrix. Furthermore, we name the other two directions as the
transverse (or lateral) directions.

Figure 6 shows parts of the fully relaxed configurations of the CG models of epoxy-matrix
nanocomposites, each of whose cells has 4 embedded CNTs. When modeling these CNT/epoxy
nanocomposites, 4 different values of λ were considered, that is, λ = 4, 5, 6 and 10 Å. For each studied
λ, 6 different length-to-diameter ratios, ranging from 10 to 150, were considered.

Figure 6. Fully relaxed configurations of the CG models of epoxy-matrix nanocomposites, each of
whose cells have 4 embedded CNTs, (a) the aspect ratio of CNTs is 100, (b) the aspect ratio of CNTs is
50, and (c) the aspect ratio of CNTs is 30. All the degrees of coarse-graining of the CNTs are chosen as
λ = 5 Å.
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To differentiate these constructed CG models, we use a terminology of “λ-d-α” where d indicates
the actual value of the degree of coarse-graining of the CNT, as defined above, and α represents the
specific value of the aspect ratio of the embedded CNT. For all the CG models, the mass fraction of
CNTs was kept the same at 5% to eliminate the influence of CNT contents.

We proceeded to evaluate the influence of λ on the elastic responses of nanocomposites in the
two transverse directions. Figure 7 shows the comparison of the averaged lateral elastic modulus for
these CG models. It is clear that the lateral elastic modulus for all these CG models are comparable
to each other, yielding values of around 4.2 GPa. Specifically, the value is also comparable to the
elastic modulus of the epoxy matrix (∼3.97 GPa), implying that the embedded CNTs show a negligible
improvement on the lateral elastic modulus of the CNT/epoxy nanocomposites. This phenomenon is
consistent with the reported AA simulation results in which limited improvement or even deterioration
were observed on the transverse elastic modulus of CNT/epoxy nanocomposites [44].

Figure 7. Averaged lateral elastic moduli of epoxy-matrix nanocomposites reinforced by the CNTs
which have different aspect ratios and various degrees of coarse-graining.

In Section 3.2.1, although the radial opening mode simulations show that the interface load
transfer predicted by the CG models was underestimated, this deviation shows a negligible effect on
the lateral elastic moduli. Since the aim of developing CG models is to reduce the complexity of their
AA counterparts while retaining all the most important features, we also chose λ = 5 Å. There is a
price we have to pay for developing an efficient but simple CG model.

We next evaluate the tensile responses along the longitudinal (axial) direction of the embedded
CNTs, which are illustrated in Figure 8. Different from what we observed in Figure 7, the adopted λ has
a significant effect on the axial elastic modulus (Eaxial) of the CNT/epoxy nanocomposites. As shown
in Figure 8, for each fixed λ value, Eaxial increases with the increasing CNT aspect ratio in a nonlinear
fashion and tends to be plateau values in the high aspect ratio regimes. In particular, the critical aspect
ratio where Eaxial starts entering the plateau stage appears to be larger for higher λ. For instance,
the critical aspect ratio increases from 50 to 100 when λ increases from 5 to 6 Å. When λ is increased to
10 Å, the measured Eaxial is even not converged at the aspect ratio of 150 (CG models with a larger
aspect ratio of the CNT were not carried out for the sake of computational resource). For each studied
aspect ratio, the measured Eaxial of the CG models increases with the increasing value of λ and the
deviation become larger at the cases of higher CNT aspect ratios. For instance, the calculated Eaxial
for λ-10-10 (4.725 GPa) is only slightly larger than that of λ-4-10 (4.427 GPa). However, the Eaxial of
λ-10-150 (14 GPa) is almost three times that of λ-4-150 (5.83 GPa). This phenomenon is attributed to the
higher interface load transfer along the longitudinal direction when a larger λ was adopted. The better
interface load transfer ability generally enables higher stress transfer from the matrix to CNT and thus
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leads to a larger tensile modulus of the CNT/epoxy nanocomposites [53,54]. As expected, Eaxial of CG
models will be further increased if considering a larger λ.

6 Å

5 Å4 Å

10 Å

AA inability

Figure 8. Axial elastic moduli of epoxy-matrix nanocomposites reinforced by the CNTs which have
different aspect ratios and various degrees of coarse-graining.

The astonishing observations from Figure 8 strongly emphasize the importance of adopted
λ in determining the studied tensile behavior of CNT/epoxy nanocomposites. According to the
“monomeric separation response” analysis shown in Section 3.2, λ = 5 Å might be the most successful of
the many values to the reproduction of the AA interface load transfer. As a result, the nanocomposites
CG models with λ = 5 Å appears to be a suitable choice among the studied cases to capture the actual
mechanical properties of CNT/epoxy nanocomposites.

Prior to this work, the most successful approaches in characterizing the CNT reinforcing efficiency
in terms of different CNTs lengths use finite element analysis (FEA) or multi-scale modeling (such as
the shear lag model, Halpin-Tsai, Mori-Tanaka) [53–57]. The tensile modulus predicted by these
approaches typically converges almost to the rule of mixtures, which is much more larger than that
calculated by our CG models [53]. This phenomenon is attributed to the unrealistic interactions
of the CNT/matrix interface for these multi-scale modeling techniques which do not capture the
weakly nonbonded vdWl nature of the interface. Moreover, CNTs with a high aspect ratio are
assumed to be straight in both FEA and multi-scale modeling, which is not the real situation in the
synthesized CNT/epoxy nanocomposites [58]. In our CG simulations, despite the momentum control
of each embedded CNT (done by using the f ix momentum command in LAMMPS), the curvature
of embedded CNTs can also be observed clearly (details are shown in Supplementary Section S4).
As widely demonstrated by previous studies, the waviness of CNTs has an evident deterioration on
the tensile modulus of nanocomposites [37,56] and thus leads to a smaller critical CNT aspect ratio
where the convergence of tensile modulus occurs.

3.4. Determination of the Interface Force Fields

In previous sections, we have demonstrated the critical role of λ in affecting the CNT/epoxy interface
load transfer capability and the determined mechanical property of CNT/epoxy nanocomposites. In the
principle of preserving the actual (AA model) interface behavior, λ = 5 Å appears to be reasonable
in developing the CG models for CNT/epoxy nanocomposites. For CG models using λ = 5 Å,
the cohesive interaction strength parameter εinter f ace is determined to be 1.849 kcal/mol. This value
is, however, determined for the CNT/epoxy nanocomposites whose DOC of epoxy matrix is 90%.
Besides, the simulation temperature is 300 K. Thus, whether the LJ parameters derived from DOC-90
and temperature 300 K would work at other DOC and temperatures remains to be validated.
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To answer this question, we proceeded to evaluate the temperature issue of the developed CG
models. As concluded from the previous sections, for a fixed λ, the interface load transfer ability
is solely dependent on the interface cohesive energy. In other word, the evaluation of whether the
CG force fields are able to work at other temperatures can be done through comparing the interface
cohesive energy between the AA and CG models at various simulation temperatures. Figure 9
shows the comparison of interface cohesive energy between AA and CG models where the DOC is
90%. As temperature increases, the interface cohesive energy decreases for both AA and CG models.
This phenomenon is originated from the reduced number of matrix molecules surrounding the CNT
surface at higher temperatures because the matrix density generally decreases as temperature increases.
Moreover, the deviation of interface cohesive energy between the AA and CG models at each studied
temperature is slight (relative error less than 2%), indicating that the developed CG force fields
of CNT/epoxy nanocomposites generally work well over a wide temperature range. It should be
stressed here that the CG models of CNT/epoxy nanocomposites which performed well at different
temperatures is a “set” of CG potentials because the potentials for cross-linked epoxies change at varies
temperatures (see Supplementary Section S2.1 for details).

Figure 9. The developed CG models for CNT/epoxy nanocomposites work well over a wide
temperature range.

We next examine the DOC issue for the CG force fields through considering another 3 different
matrix-DOC, that is, DOC-60, DOC-70, and DOC-80. The simulation temperature was kept at 300 K.
Table 1 lists the values of the interface cohesive energy determined by the AA and CG simulations
for the studied nanocomposites with 4 different values of DOC. The first thing we can observe is
that, for AA models, the interface cohesive energy at various DOC are almost identical, which is
mainly attributed to the insignificant effects of DOC on the density of the CNT/epoxy nanocomposites
(1.198 g/cm3 for DOC-60 nanocomposites, and 1.206 g/cm3 for DOC-90 nanocomposites). However,
for CG models, the interface cohesive energy was underestimated for DOC-60, DOC-70, and DOC-80 by
the CG force fields derived from DOC-90. This observation strongly emphasizes that the CG force fields
derived from DOC-90 are unable to transfer to other DOC. Different from the AA models, the DOC of
matrix exhibits much more significant influence on the density (1.078 and 1.211 g/cm3 for DOC-60 and
DOC-90 cross-linked epoxy, respectively) [23]. However, this effect on the interface cohesive energy
of the nanocomposites CG models could be compensated for by adjusting the cohesive interaction
strength parameter of the interface LJ potentials (see Section 3.1 for details). By phenomenologically
preserving the AA interface cohesive energy, we determined a DOC-dependent εinter f ace for the
interface LJ potentials of the CG models, yielding values of 2.331, 2.167, and 2.019 kcal/mol for
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DOC-60, DOC-70, and DOC-80 CNT/epoxy nanocomposites, respectively. The adjusted εinter f ace leads
to a linear variation with the change of DOC, following the expression:

εinter f ace = 3.287 − 1.594 × DOC (5)

Table 1. Interface cohesive energy of CNT/epoxy nanocomposites using the AA and CG models.

DOC-60 DOC-70 DOC-80 DOC-90

AA models 0.272 0.271 0.270 0.269
CG models 0.219 0.229 0.242 0.269

CG-adjusted 0.272 0.271 0.270 0.269

Using these adjusted εinter f ace, the interface cohesive energy of CNT/epoxy nanocomposites at
various values of DOC are well preserved, as listed in Table 1.

After showing that the CG models for CNT/epoxy nanocomposites can also work well at different
temperatures and DOC through using DOC- and temperature-dependent cohesive interaction strength
ε for both epoxy matrix and the CNT/epoxy interface interactions, we provide here some particular
notes for the practical use of the developed CG potentials.

• For the reinforcement force fields, the selection of degree of coarse-graining for (5,5) CNT should
be ∼5 Å, which provides a faithful approximation to the interface load transfer characteristics of
the AA models (see potential parameters for CNT (λ = 5 Å) in Supplementary Table S2).

• The cross-linked epoxy matrix force fields are based on our previous work and are shown in
Supplementary Table S1 [23].

• The interface force field is modeled using the 12-6 LJ potentials where the cohesive interaction
strength parameter ε is determined by Equation (5) (case of λ = 5 Å), whereas the length scale
parameter σ is calculated as Equation (4).

4. Conclusions

In summary, we demonstrated for the first time that the interface characteristics of CG models
for the CNTs/epoxy nanocomposites are generally inconsistent with their AA counterparts, causing
artifact to the predicted mechanical properties. On one hand, the interface cohesive energies of the
CG models are significantly higher than that of their AA counterparts, which will inevitably lead to
an overestimated interface load transfer ability. On the other hand, the degree of coarse-graining λ of
CNT plays a crucial role in affecting the interface load transfer behavior of the CG models. In particular,
the peak sliding force for a single DGEBA molecule onto the CNT surface with λ = 10 Å can reach
1.37 nN, which is nearly 2 orders of magnitude higher than that of the real situation derived from the
AA model (0.0354 nN). As a result, the predicted mechanical property of nanocomposites shows a very
large deviation when various values of λ were adopted for developing the CG models.

To correctly reproduce the real interface (the AA system), our data strongly advocate two
design criteria for coarse-grain modeling the CNTs/epoxy nanocomposites—(1) phenomenologically
adjusting the cohesive interaction strength parameter (εinter f ace) of the interface LJ potentials to preserve
the interface cohesive energies of AA models and (2) carefully choosing a degree of coarse-graining
for the embedded CNTs to capture the actual interface load transfer behavior derived from the AA
models. We emphasize that only in this manner are the CG models of nanocomposites capable of
providing useful insights into the predicted mechanical properties or mechanisms.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-4991/9/10/1479/
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Abstract: Boron nitride honeycomb structure is a new three-dimensional material similar to carbon
honeycomb, which has attracted a great deal of attention due to its special structure and properties.
In this paper, the tensile mechanical properties of boron nitride honeycomb structures in the
zigzag, armchair and axial directions are studied at room temperature by using molecular dynamics
simulations. Effects of temperature and strain rate on mechanical properties are also discussed.
According to the observed tensile mechanical properties, the piezoelectric effect in the zigzag direction
was analyzed for boron nitride honeycomb structures. The obtained results showed that the failure
strains of boron nitride honeycomb structures under tensile loading were up to 0.83, 0.78 and 0.55
in the armchair, zigzag and axial directions, respectively, at room temperature. These findings
indicated that boron nitride honeycomb structures have excellent ductility at room temperature.
Moreover, temperature had a significant effect on the mechanical and tensile mechanical properties of
boron nitride honeycomb structures, which can be improved by lowering the temperature within
a certain range. In addition, strain rate affected the maximum tensile strength and failure strain of
boron nitride honeycomb structures. Furthermore, due to the unique polarization of boron nitride
honeycomb structures, they possessed an excellent piezoelectric effect. The piezoelectric coefficient e
obtained from molecular dynamics was 0.702 C/m2, which was lower than that of the monolayer
boron nitride honeycomb structures, e = 0.79 C/m2. Such excellent piezoelectric properties and
failure strain detected in boron nitride honeycomb structures suggest a broad prospect for the
application of these new materials in novel nanodevices with ultrahigh tensile mechanical properties
and ultralight-weight materials.

Keywords: boron nitride honeycomb; molecular dynamics simulation; mechanical property;
piezoelectric property

1. Introduction

Boron nitride (BN) has a similar structure to graphene and exhibits excellent mechanical and
electrical properties [1–5]. The two-dimensional BN films have been successfully stripped out by using
micromechanical cleavage. These structures reveal high crystal quality and macroscopic continuity [6].
BN nanobelts are fabricated by a simple ZnS nanoribbon templating method and possess good optical
properties [7]. The wide application of two-dimensional materials in various fields has attracted the
interest of different research groups in three-dimensional materials. A novel boron nitride honeycomb
(BNHC) structure consisting of zigzag-edged BN nanosheets is proposed by Wu et al. [8] and they
confirmed structural stability of this material. In particular, carbon honeycomb (CHC) structures which
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are similar to BNHCs, have been successfully fabricated [9]. These honeycomb structures can be used
not only for storing various gases and liquids but also as a matrix for new composite materials.

Since the first report by Wang et al. on a prototype nanogenerator based on zinc oxide
nanowires [10], piezoelectric nanomaterials have received extensive attention [11–13]. It has been
found that BN belongs to the piezoelectric materials [14] and shows good piezoelectric effect [4]. The
piezoelectric effect means that when an external pressure is applied to a piezoelectric material, a potential
difference is generated on the surface of the material. Conversely, a piezoelectric material deforms when
an external electric field is applied to it. The essence is that when pressure is exploited to a piezoelectric
material, the non-centrosymmetric ions inside the crystal starts to be polarized and results in a potential
difference. Owing to the simultaneous possession of piezoelectricity and semiconductor properties, the
piezopotential created in the crystal has a strong effect on the carrier transport at the interface/junction.
The piezoelectric potential produced by the mechanical deformation of a piezoelectric material
can be used as the gate voltage to change the carrier transmission characteristics [15] and thereby
improves the performance of photovoltaic devices such as nanosensors [16], nanogenerators [17],
nanotransistors [18] and so forth. According to the density functional theory (DFT) calculations, it is
found that BN nanosheets exhibit stronger piezoelectric coupling than conventional bulky Wurtzite
structures [4]. The piezoelectric effect of BNHC structures has been analyzed by using a combination of
finite element and molecular dynamics simulations and studies have indicated that BNHC structures
provide a good piezoelectric effect and piezopotential properties which can be efficiently adjusted by
regulating the lattice constant [19].

Since mechanical properties of a material directly affect its application in various fields, therefore,
it is necessary to study this important parameter. There are many studies on the mechanical properties
of BN nanotubes, for example, the elastic properties of an individual multi-wall BN nanotube is
determined experimentally and the results confirm that these nanotubes are highly crystalline with
few defects [20]. Moreover, mechanical properties of monolayer systems of honeycomb structures
are investigated by using an equation of state (EOS). The results indicate that graphene is the most
elastic, followed by BN films and both materials have considerable strength [21]. Inspired by the
excellent mechanical properties and wide applications of 2D materials, such as BN nanosheets and
graphene, it is reasonable to build three-dimensional materials with excellent mechanical properties.
Some studies have shown that mechanical properties of CHC structures bear a strong cell-size effect
and anisotropy. The failure stress and failure strain in different directions decrease with enhancing the
cell-size [22]. However, for BNHC structures, scholars focus on their electrical properties instead of
mechanical properties. The mechanical properties of BNHC structures are the premise to ensure other
properties. Therefore, mechanical properties of BNHC structures require further attentions. There
are also relatively few analyses on the mechanical properties of BNHC structures using molecular
dynamics (MD) simulations.

Motivated by these ideas, a boron nitride honeycomb structure was constructed based on the BN
nanosheets in this paper. The structures possessed good mechanical properties and piezoelectric effect
and tensile mechanical properties of the structures in different directions were studied by using MD
simulations. The effects of temperature and strain rate on tensile mechanical properties were also
analyzed. Based on the above studies, the piezoelectric properties of BNHCs with a specific lattice
constant in the zigzag direction were further affirmed.

2. Materials and Methods

In this research, a new three-dimensional boron nitride honeycomb structure is established as
shown in Figure 1. It can be viewed as consisting of zigzag-edged BN nanoribbons with sp2 bonding
in the wall and sp3 bonding in junction. The cross-section perpendicular to the axial (cell axis) is a
honeycomb structure based on regular hexagon with a side length 5.8 Å.
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Figure 1. The graphical structure of boron nitride honeycomb.

Based on the established model, the tensile mechanical properties and piezoelectric behaviors
were studied by MD simulations. Herein, all MD simulations were conducted using the large-scale
atomic/molecular massively parallel simulator (LAMMPS) [23]. The structural analysis and data
processing of BNHCs were conducted by using the visualization software OVITO [24]. In all the
simulations, the interactions between B and N atoms were described by Tersoff potential [25]. In the
present simulations, the values of parameters in the Tersoff potential were taken from Reference [26].
This Tersoff potential has been successfully employed to evaluate the mechanical and piezoelectric
properties of BN [27,28]. We tested three potentials of Tersoff, extep and Reaxff for BNHCs and found
that the Tersoff potential is the most suitable (see the Supplementary Files for details). The curves
of the total energy and temperature of BNHCs were obtained (see Figure S1 in the Supplementary
Files). Time step is 0.5 fs. The isothermal-isobaric (NPT) ensemble was utilized to update the positions
and velocities of the atoms by using the Nosé-Hoover temperature thermostat [29]. In addition, the
velocity Verlet algorithm was employed to integrate the Hamiltonian equations of the determined
motion. Before analysis of performance of the model, the conjugate gradient algorithm was used to
calculate the energy minimization of BNHCs to obtain their stable states. Then, BNHCs were relaxed
at room temperature (300 K) for 25 ps to obtain a state of equilibrium. After relaxation, the model was
contained to a total of 2016 atoms and size of the model was 30.32 Å × 35.01 Å × 29.52 Å.

2.1. MD Simulations for Tensile Mechanical Properties of BNHCs

First, the equilibrium system was gradually heated from 300 to 5000 K at a heating rate of
4.7× 1012 K·s−1 and the melting characteristics of BNHCs were analyzed. After the system was fully
relaxed, the mechanical properties of BNHCs were analyzed. In this paper, the tensile mechanical
properties of BNHCs in the zigzag (x-axis), armchair (y-axis) and axial (z-axis) directions were studied.
Thereafter, the influences of temperature and strain rate were analyzed on the mechanical properties
of BNHCs. The strain load was applied in different directions and the Young’s modulus and the
maximum tensile strength were obtained according to the stress-strain curves. The engineering strain
rate was taken as 109 s−1 in the simulation.

2.2. MD Simulations for Piezoelectric Properties of BNHCs

According to the studies of mechanical properties, the piezoelectric behaviors of the zigzag
direction of BNHCs were investigated. Piezoelectric effect refers to the influence of external pressure
on a piezoelectric material, in which the material produces a potential difference on its surface and
causes deformation of the material due to the generation of an external electric field. Therefore, the
piezoelectric effect is essentially dependent on the deformation of the material due to external forces,
which polarizes the internal material. The piezoelectric constant is a parameter that characterizes the
polarization of a piezoelectric material under an external pressure. Herein, the MD simulations were

109



Nanomaterials 2019, 9, 1044

used to apply the strain load to the zigzag direction of BNHCs. The piezoelectric constant was obtained
by calculating the polarization inside BNHCs and, then, piezoelectric characteristics were evaluated.

At a temperature of 300 K, a strain load was applied to the zigzag direction of BNHCs and the
polarization of P and strain of ε were recorded in the zigzag direction. The piezoelectric constant of e
was obtained by calculating the slopes of the polarization (P) and strain (ε) [30].

3. Results and Discussion

Before analysis of the mechanical properties, the system was warmed-up. The curve of the total
energy, volume and temperature of BNHCs were obtained at a heating rate of 4.7 × 1012 K·s−1, as
shown in Figure 2.

Figure 2. The curves of total energy and volume versus temperature during heating of boron nitride
honeycombs (BNHCs).

Figure 2 shows that the total energy and volume of BNHCs increased linearly with increasing
temperature during the heating process. However, when the temperature reached about 4500 K, the
total energy inclined significantly, and the maximum volume was also reached. When the temperature
continued to increase, the system-energy was also enhanced and the volume dropped sharply. This
finding indicated that the phase of BNHC structure was changed at about 4500 K and it began to melt.
The obtained melting point of BNHCs by MD simulations was around 4500 K. It is found that CHCs
maintains structural stability at 2000 K [31], which confirmed the high thermal stability of BNHCs.

3.1. Tensile Mechanical Properties of BNHCs

In this section, the mechanical properties of BNHCs under tensile loading along the zigzag (x-axis),
armchair (y-axis) and axial (z-axis) directions were studied at room temperature (300 K). At a strain
rate of 109 s−1, the stress-strain curve along the zigzag direction is shown in Figure 3.
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Figure 3. (a) The stress-strain curve of BNHCs under tensile loading along the zigzag direction; (b)–(e)
Deformation of BNHCs under different tensile strains along the zigzag direction.

It can be seen from the stress-strain curve in Figure 3a that the change of the bond angle played a
leading role in the initial stage of stretching. At the stretching of 0.1 (point 1), the bond angle and B-N
bond length together caused the fast increase of stress. When the stretching was continued until the
strain of 0.2 (point 2), the rate of stress was slowed down, because the increase of strain had been due
to the elongation of B-N bond. The tensile strength of BNHCs in the zigzag direction did not show a
good yielding stage and the strengthening phase began from the strain of 0.76 (point 3). When the
strain was increased to 0.78 (point 4), the stress was lowered sharply, and the material failed. The
Young’s modulus of BNHCs under tensile loading along the zigzag direction was calculated as about
146 GPa and the maximum tensile strength of 310 GPa was observed at the strain of 0.78.

Figure 3b–e show the tensile deformation process of BNHCs in the zigzag direction. As these
figures show, BNHCs had a regular hexagonal structure when unstretched and this structure was
basically maintained before the strain of 0.1. This finding revealed that the stress was increased linearly
with strain; when the strain reached 0.2, the cross section of BNHCs was transformed into a rectangular
structure until failure occurred at the strain of 0.78. This perception structurally demonstrated that
elongation of the bond length caused an increase in the strain during the above stretching phase.

The tensile stress-strain curve of BNHCs along the armchair is shown in Figure 4a. There are four
stages in the stretching process: At the beginning of stretching, the stress was increased almost linearly
with strain and increasing of strain during this process was mainly due to the change of B-N bond
angle. When the strain reached 0.1 (point 1), the rate of stress-enhancement was increased because the
bond length and bond angle are changing. When the strain approached 0.23 (point 2), the maximum
rate of stress was attained, mainly due to the significant changes of B-N bond length. When the strain
continued to increase up to 0.5 (point 3), only the bond length was altered, and the rate of stress was
decreased. The maximum tensile strength of 156 GPa was achieved as the strain reached 0.83 (point 4).
The strain increases and the structure eventually failed. The Young’s modulus of about 173 GPa was
calculated for BNHCs under tensile loading along the armchair direction.

Figure 4b–e describe the deformation process of BNHCs as it is stretched along the armchair
direction. It can be seen that when the stretching to strain was 0.1, the regular hexagonal cross section
of BNHCs started to change due to alteration of the bond angle. When the strain was 0.23, the BNHCs
completely deviated from the regular hexagon. Eventually, the structure was destroyed, and the
material failed when the strain increased to 0.83.
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Figure 4. (a) The stress-strain curve of BNHCs under tensile loading along the armchair direction; (b–e)
Deformation of BNHCs under different tensile strains along the armchair direction.

The stress-strain curve of BNHCs under tensile loading along the axial direction is shown in
Figure 5a. The four stages of the stretching process were included (1) approximately linear increase of
the stress with strain at the beginning of stretching, similar to the linear phase. (2) The strain showed a
small change with strain at the stage of 0.28–0.49, which was approximated as the yield stage. The
stresses were about 57 and 74 GPa at points 1 and 2, respectively. (3) When the strain was in the stage of
0.49–0.55, the deformation of the material was enhanced as the strain was increased, the strengthening
stage appeared and the maximum tensile strength of 247 GPa was attained at point 3. (4) Finally, the
structure was failed by continuation of stretch. The Young’s modulus of BNHCs under tensile loading
along the axial direction was calculated as about 334 GPa.

Figure 5b–e describes the tensile deformation process for BNHCs along the axial direction. It was
found that the axial direction grew in size as the strain increased, until a strain of 0.55, in which the
structure was destroyed, and the material failed.

Figure 5. (a) The stress-strain curve of BNHCs under tensile loading along the axial direction; (b–e)
Deformation of BNHCs under different tensile strains along the axial direction.

Table 1 lists the Young’s modulus, failure strain and maximum tensile strength of BNHCs under
tensile in three different directions at room temperature. It can be envisaged that the largest Young’s
modulus was obtained in the axial direction, whereas no significantly different values were gained for
the zigzag and armchair directions. The axial direction showed the smallest failure strain, indicating
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that ductility in the axial direction was not good and ductility of the armchair direction was slightly
higher than that of the zigzag direction. The maximum tensile strength was observed in the zigzag
direction. The tensile processes and the evolution of shear stains of BNHCs in the zigzag, armchair
and cell axis directions are presented, respectively (see Video S1–S3 in the Supplementary Files).

Table 1. Mechanical proprieties of BNHCs under the tensile loading along different directions.

Stretching Direction
Young’s Modulus

(GPa)
Failure
Strain

Maximum Tensile Strength
(GPa)

zigzag-x 146 0.78 310
armchair-y 173 0.83 156

axial-z 334 0.55 247

The failure strain of 0.76–0.81 was calculated for BNHCs along the armchair direction by using
the combination of finite element method and molecular dynamics simulations [19]. The results of
this investigation were consistent with the previous reports. The failure strains of CHC in the zigzag,
armchair and cell axis directions were 0.204, 0.320 and 0.225, respectively. Moreover, the maximum
tensile strengths of CHC in the zigzag, armchair and cell axis directions were 23.7, 22.4 and 55.3 GPa,
respectively [32]. The failure strain of BNHCs reached about 0.8, which was significantly higher than
that of CHC; the maximum tensile strength was also significantly higher than that of CHC, Compared to
CHC, BNHCs showed high failure strain and improved mechanical properties. In addition, the failure
strain of BNHCs was significantly higher than that of other piezoelectric materials. The failure strains
of MoS2 nanosheets have been about 0.09 and 0.12 in the zigzag and armchair directions [33], whereas
the failure strains of about 0.2 and 0.15 are obtained for GaN [34] and ZnO [35] nanowires, respectively.

3.2. Effect of Temperature on the Tensile Mechanical Properties of BNHCs

In practical engineering, the mechanical properties of materials often determine their applications.
Many factors such as composition, stress state, nature of the load, environmental conditions and
temperature affect properties of the material. In this section, effects of temperature and strain rate on
the mechanical properties of BNHCs are mainly studied by using MD simulations.

Figure 6 shows the stress-strain curves of BNHCs under tensile loading in three different directions
over a temperature range of 100–700 K. According to Figure 6a, when the structure was stretched in the
zigzag direction, the maximum tensile strength of 310 GPa was attained at room temperature (300 K);
but, this parameter was reduced 31.6% and reached to 98 GPa as the temperature raised-up to 700 K.
Accordingly, the maximum tensile strength of 249 GPa was achieved at 100 K, which is 80.3% of that at
room temperature. From the failure strain points of view, the failure strains of 0.775, 0.78, 0.772 and
0.73 were obtained at 100, 300, 500 and 700 K, respectively. Based on the above results, the maximum
tensile strength and failure strain of BNHCs were achieved in the zigzag direction at room temperature,
indicating the best strength at room temperature. However, the maximum tensile strength and failure
strain were higher at low temperature. Therefore, the best properties of BNHCs in the zigzag direction
were observed at low temperatures in the range of 100–700 K and the best tensile property was attained
at room temperature.

It can be seen from Figure 6b that a good temperature dependence was gained when the BNHCs
was stretched along the armchair direction. The maximum tensile strength and failure strain were
decreased with enhancing temperature. The maximum tensile strength ranged from 120 to 184 GPa
and the failure strain changed from 0.79 to 0.87, indicating that the excellent ductility of BNHCs was
perceived in the armchair direction. The maximum tensile strength did not fluctuate significantly at
different temperatures and the failure strain was greater than that in the zigzag direction.

As Figure 6c shows, the maximum tensile strength and failure strain in the cell-axis direction
were lowered as the temperature grown up during stretching along the axial direction. The maximum
range of tensile strength was78–341 GPa and the failure strain was 0.46–0.55. As the temperature was
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increased, the maximum tensile strength fluctuated greatly. The maximum tensile strength at 700 K
was decreased 31.5% at room temperature. However, when the temperature was 100 K, the maximum
tensile strength was 1.38 times of that at room temperature. This finding showed that similar to the
zigzag direction, the strength was significantly higher at low temperatures.

Figure 6. The stress-strain curves of BNHCs under tensile loading at various temperatures along (a)
zigzag, (b) armchair and (c) axial directions, respectively.

3.3. Effect of Strain Rate on the Tensile Mechanical Properties of BNHCs

To some extent, the strain rate also affects the mechanical properties of the material. Figure 7 show
tensile stress-strain curves at three different strain rates. The strain rate slightly affected the tensile
properties but did not show an obvious regularity. The stress-strain curve was unchanged in the initial
stage of stretching and the strain rate only influenced the maximum tensile strength and failure strain.
In the zigzag direction (Figure 7a), the maximum tensile strength was first decreased and then grew
up as the strain rate was enhanced. In the armchair direction, as the strain rate was developed, the
maximum tensile strength and failure strain rate were increased. In the axial direction, it reached to
247 GPa at a strain rate of 109 s−1 and as the strain rate was inclined, the maximum tensile strength
was decreased to 115 GPa. In short, the strain rate mainly affected the maximum tensile strength and
failure strain of BNHCs. The stress-strain curve almost coincided in the initial stage of stretching. Due
to different strain rates, the material broken up at different moments and resulted in various maximum
tensile strengths.

Figure 7. The stress-strain curves of BNHCs under tensile loading at various stain rates along (a)
zigzag, (b) armchair and (c) axial directions, respectively.
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3.4. Piezoelectric Properties of BNHCs

In order to study the piezoelectric properties of BNHCs, first the strain load was applied to the
monolayer of BNHCs along the zigzag direction. It was found that center of the triangle composed of
three B atomic charges inside the structure did not coincide with the center of the triangle composed of
three N atomic charges and the electric dipole moment caused polarization of the overall structure.
Figure 8 shows a diagram for the distribution of atomic charge structures when BN nanosheet
is stretched.

Figure 8. Atomic charge distribution of BN nanosheet under tensile loading.

The piezoelectric constant is a parameter that characterizes the internal polarization of a
piezoelectric material and can be obtained by the slopes of polarization, P and strain of ε. Therefore,
polarization at different strains was calculated and curves of the polarization and strain were obtained
for BN nanosheet, as shown in Figure 9.

Figure 9. The polarization-strain curves of BN nanosheet under tensile loading along the zigzag
direction obtained from molecular dynamics (MD) simulations.

From the above results, it can be deduced that the piezoelectric constant of BN nanosheet was
e = 2.65 × 10−10 C/m, in the range of 1.38 × 10−10 − 3.71 × 10−10 C/m, which correlates well with the
previous study [4]. The thickness of BN nanosheet was 0.33 nm during simulation and piezoelectric
coefficient of the monolayer BNHCs was calculated as e = 0.79 C/m2. Some researchers have provided
the piezoelectric coefficient of e = 1.92 × 10−10 C/m for a BN nanosheet by molecular dynamics
simulations. Since the thickness was 0.95Å, the piezoelectric constant after removing the thickness
effect was attained as e = 2.1 C/m2 [19].
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Since BNHCs is composed of BN nanosheets, polarization of BNHCs, which is due to the
piezoelectric effect, can be achieved as the summation of polarization of BN nanosheets. According to
the above methods, the piezoelectric properties of multilayer BNHCs were analyzed and the curves of
P and ε for BNHCs were obtained, as shown in Figure 10. The piezoelectric constant of the multilayer
BNHCs was calculated as e = 0.702 C/m2. Findings revealed that the piezoelectric coefficient of
the multilayer BNHCs was slightly smaller than that of the monolayer counterpart. The classical
piezoelectric theory [30] mentions that when an external pressure is applied to a piezoelectric material,
its internal structure would be deformed, resulting in separation of the positive and negative ions
inside the material and formation of a dipole. The opposite magnetic poles in the material cancel each
other and charges may appear on the surface of the material. According to this theory, it be concluded
that polarization between the inner of BNHCs canceled each other, which may cause the polarization
phenomenon of the multilayer BNHCs to be smaller than that of the monolayer counterpart, resulting
in a slightly smaller piezoelectric coefficient.

Figure 10. The polarization-strain curves of BNHCs under tensile loading along the zigzag direction
obtained from MD simulations.

4. Conclusions

In this paper, the mechanical properties of BNHCs under tensile loading in three different directions
of zigzag, armchair and axial directions were studied using molecular dynamics simulations. Effects
of temperature and strain rate on the tensile mechanical properties were analyzed. The piezoelectric
properties of BNHCs in the zigzag direction were also studied. Our results showed that BNHCs
possesses excellent mechanical properties along with large failure strain. The failure strains of 0.83,
0.78 and 0.55 were attained in the armchair, zigzag and axial directions, respectively. The structure also
showed a high tensile strength with maximum tensile strengths of 310, 156 and 247 GPa in the zigzag,
armchair and axial directions, respectively and Young’s modulus in the three mentioned directions
were 146, 173 and 334 GPa, respectively. In the temperature range of 100–700 K, the mechanical
properties of BNHCs at low temperature were higher than those at a high temperature. The maximum
tensile strength and failure strain of BNHCs in the zigzag direction at room temperature were the
highest, indicating the best strength at room temperature. In the other two directions, the maximum
tensile strength and failure strain were decreased with enhancing temperature. At the initial stage
of stretching, the strain rate had a little effect on the tensile properties. As the strain was increased
to near the failure strain, the strain rate affected the maximum tensile strength and failure strain of
BNHCs. In the armchair direction, as the strain rate was increased, the stress also inclined. Whereas,
the stress was first decreased and then increased in the zigzag and cell-axis directions as the strain
rate was grown up. The structure possessed an excellent piezoelectric effect due to its special internal
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polarization. The piezoelectric coefficient of the monolayer BNHCs was calculated as e = 0.79 C/m2

and the piezoelectric coefficient of 0.702 C/m2 was attained for BNHCs with the thickness of 29.54 Å,
which is slightly lower than that of the monolayer BNHCs.

The results of this study showed that BNHCs possessed excellent mechanical and piezoelectric
properties and it may have great applications in new nanodevices with ultrahigh tensile mechanical
properties and ultralight-weight materials.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-4991/9/7/1044/s1,
Figure S1: The curves of total energy versus temperature during heating of BNHCs; Video S1: Tensile in zigzag
direction; Video S2: Tensile in armchair direction; Video S3: Tensile in cell axis direction.
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