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Preface to “Analysis of Hydrogen Bonds  
in Crystals” 

Crystal structures are a source of information on geometries of species 
that form networks in solids, in addition to providing information on the 
nature of interactions that occur between them. Hydrogen bonding is one 
of the most important interactions responsible for the arrangements of 
molecules and ions in crystals. For this reason, this special issue collects 
new, interesting, and important findings and ideas on the role of the 
hydrogen bond in crystals. 

The contributions of this issue may be classified into three groups: the 
first concerns new crystal structures where interesting arrangements of 
species are described; the second group considers crystal structures and 
their observed phenomena; and the last group is strongly related to a 
discussion on theoretical results, where often hydrogen bond interactions 
are compared with other interactions (halogen bond, pnicogen bond, 
carbon bond, etc.). 

Despite the fact that the last group of articles concerns the results of 
calculations, it is strongly associated with experiment since the results are 
compared with experimental observations. Besides other interesting 
phenomena, the hydrogen bond interactions are well described in the 
theoretical work. 

I would like to thank all authors whose contributions are included in 
this issue for their excellent work, and for their inspiring and interesting 
articles. 

Sławomir J. Grabowski 
Guest Editor 





Analysis of Hydrogen Bonds in Crystals
Sławomir J. Grabowski

Abstract: The determination of crystal structures provides important information
on the geometry of species constituting crystals and on the symmetry relations
between them. Additionally, the analysis of crystal structures is so conclusive that
it allows us to understand the nature of various interactions. The hydrogen bond
interaction plays a crucial role in crystal engineering and, in general, its important
role in numerous chemical, physical and bio-chemical processes was the subject of
various studies. That is why numerous important findings on the nature of hydrogen
bonds concern crystal structures. This special issue presents studies on hydrogen
bonds in crystals, and specific compounds and specific H-bonded patterns existing in
crystals are analyzed. However, the characteristics of the H-bond interactions are not
only analyzed theoretically; this interaction is compared with other ones that steer
the arrangement of molecules in crystals, for example halogen, tetrel or pnicogen
bonds. More general findings concerning the influence of the hydrogen bond on the
physicochemical properties of matter are also presented.

Reprinted from Crystals. Cite as: Grabowski, S.J. Analysis of Hydrogen Bonds
in Crystals. Crystals 2016, 6, 59.

1. Introduction

Numerous important findings concerning the hydrogen bond are related to
crystal structures. For example, one of the first definitions of the hydrogen bond
was proposed by Pauling in his monograph on the chemical bond, and it is as
follows: “Under certain conditions an atom of hydrogen is attracted by rather strong
forces to two atoms, instead of only one, so that it may be considered to be acting as a
bond between them. This is called the hydrogen bond” [1]. Pauling also has pointed
out that the hydrogen atom is situated between the most electronegative atoms
and that it usually interacts more strongly with one of them, forming the covalent
bond; the other interaction of hydrogen with the next electronegative atom is much
weaker and mostly electrostatic in nature. It is important that Pauling, describing
the hydrogen bond, refers directly to crystal structures, to fluorine compounds, to
clathrate compounds, and to structures of alcohols or carboxylic acids. He describes
the effect of the hydrogen bond on the physical properties of substances, and in
detail, the cooperativity H-bond effects in crystals, particularly the cooperativity
in HF and HCN compounds (the term “cooperativity” that appeared later in the
literature does not occur in this monograph; however, exactly this phenomenon was
described and discussed [1]).
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One can mention other important monographs; however, this case is completely
concerned with the hydrogen bond and mainly addresses the crystal structures,
including the monographs of Pimentel and McClellan [2], Jeffrey and Saenger [3],
Jeffrey [4], Desiraju and Steiner [5], Nishio, Hirota and Umezawa [6] or Gilli and
Gilli [7]. It is important that the monographs describing mostly the theoretical
studies on the hydrogen bond refer to the experimental results, among them crystal
structures [8,9]. Furthermore, even important monographs are mentioned here since
the hydrogen bond interaction was and is the subject of a huge number of studies.

2. From a Variety of Hydrogen Bond Interactions to New Definitions of the
Hydrogen Bond

The Pauling definition of a hydrogen bond (HB) was cited in the previous
section [1]; it is worth mentioning that further modifications of this definition were
mainly inspired by findings concerning crystal structures. For example, the article
introducing and explaining the recent definition recommended by IUPAC often refers
to properties of the hydrogen bond that are revealed in crystal structures, and one
may mention the directionality of the hydrogen bond [10]. This definition states that:
“The hydrogen bond is an attractive interaction between a hydrogen atom from a molecule or a
molecular fragment X–H in which X is more electronegative than H, and an atom or a group
of atoms in the same or a different molecule, in which there is evidence of bond formation.”

One of the first debates on hydrogen bonds was based on the nature of
interactions in crystal structures [11,12]. It was contested that for HB, the hydrogen
atom has to be located only between electronegative centers; the C-H . . . O
interactions were classified as HBs [11]. Several years later, Taylor and Kennard
applied subtle statistical methods to analyze numerous crystal structures and they
proved that the C-H . . . Y (Y designates the Lewis base center) interactions possess
characteristics of typical hydrogen bonds [13]. After that it was commonly accepted
that the carbon atom may be the proton-donating center in HB systems. Also
π-electrons of these systems such as acetylene, ethylene and their derivatives or
π-electrons of aromatic systems were classified as possible proton acceptors (Lewis
bases) in HBs [6].

The detailed analysis and description of a new kind of hydrogen bond, the
dihydrogen bond (DHB), was based on the detection of such interactions in crystal
structures [14]. This interaction is characterized by the contact between two H atoms
of opposite charges, i.e., one H atom plays the role of the Lewis acid and the other
one acts as the Lewis base; Figure 1 shows the fragment of the structure with the
Re-H . . . H-N dihydrogen bond.
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Figure 1. The fragment of the crystal structure of the ReH2(CO)(NO)(PMe3)2

complex with indole; the H . . . H contact corresponding to the Re-H . . . H-N
dihydrogen bond is designated by the blue broken line. The structure was
taken from the Cambridge Structural Database [15]; refcode: XATFAZ, following
Reference [16].

The above-mentioned IUPAC definition of the hydrogen bond covers the
C-H . . . Y interactions and those where π-electrons play the role of the Lewis base
and the dihydrogen bonds; other interactions possessing numerous characteristics
of “the typical Pauling-style HBs” are classified as HBs according to this definition.
It is mentioning that the DHB interaction may be treated as a preliminary stage of
the reaction leading to the release of the molecular hydrogen; it is important that
this process was analyzed in crystal structures, i.e., the evidence of the topochemical
control of this reaction was reported [17]. In general, HBs may be treated as the
preliminary stage of the proton transfer process; the proton transfer reactions in
solid-state structures are often the subject of analysis, especially the double proton
transfer which is characteristic for carboxylic acids linked in dimers by two, often
equivalent C=O . . . H-O hydrogen bonds [18]. In such a way the eight-member ring
is formed, characteristic not only for carboxylic acids but also for other species such
as, for example, amides. Figure 2 presents examples of crystal structures where such
motifs exist.
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dimer is linked by O-H . . . O HBs; (b) m-fluorobenzamide [20] where the dimer is
linked by N-H . . . O HBs. The structures were taken from the Cambridge Structural
Database [15]; refcodes: BENZAC02 and BENAFM10, respectively.

The method based on the graph theory was introduced by Etter et al. [21] and
developed later by Bernstein et al. [22]; it allows the categorization of HB motifs.
The motifs presented in Figure 2 are characterized by eight-member rings closed by
two proton donors and two proton acceptors. The other approach proposed was
where the supramolecular synthons as the basic molecular entities may form, in a
predictable manner, large assemblies such as those in crystal structures [23].

New techniques and approaches used to determine crystal structures require
additional comments. For example, the electron density can be reconstructed from
diffraction experiments [24] with the use of X-rays or by more recently introduced
γ-ray and synchrotron radiation techniques. Numerous interesting studies were
performed where the electron density distribution analysis allows the description
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of inter- and intramolecular interactions, among them hydrogen bonds. It is also
important that numerous theoretical approaches may be applied here, such as, for
example, the Quantum Theory of Atoms in Molecules which is a powerful approach
to deepening the understanding of the nature of interactions [25].

3. Conclusions

One can mention numerous topics connected both with the HB interaction and
with crystal structures; it is difficult to briefly mention all of the most important
studies and findings. However, it is very important that several topics mentioned
here earlier, which are the subject of extensive investigations, are represented in
this special issue. This issue is a collection of important scientific contributions
where new crystal structures are presented, where the physicochemical phenomena
dependent on H-bond interactions are described and where the experimental results
are supported by theoretical calculations; also, the hydrogen bonds are compared
with other interactions that steer the arrangement of molecules in crystals.
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A Cadmium Anionic 1-D Coordination
Polymer {[Cd(H2O)6][Cd2(atr)2(µ2-btc)2(H2O)4]
2H2O}nwithin a 3-D Supramolecular
Charge-Assisted Hydrogen-Bonded and
π-Stacking Network
Anas Tahli, Ümit Köc, Reda F. M. Elshaarawy, Anna Christin Kautz and
Christoph Janiak

Abstract: The hydrothermal reaction of 4,41-bis(1,2,4-triazol-4-yl) (btr) and benzene-1,3,
5-tricarboxylic acid (H3btc) with Cd(OAc)2� 2H2O at 125 �C in situ forms 4-amino-1,
2,4-triazole (atr) from btr, which crystallizes to a mixed-ligand, poly-anionic
chain of [Cd2(atr)2(µ2-btc)2(H2O)4]2�. Together with a hexaaquacadmium(II)
cation and water molecules the anionic coordination-polymeric forms a 3-D
supramolecular network of hexaaquacadmium(II)-catena-[bis(4-amino-1,2,4-triazole)
tetraaquabis(benzene-1,3,5-tricarboxylato)dicadmate(II)] dihydrate, 1-D-
{[Cd(H2O)6][Cd2(atr)2 (µ2-btc)2(H2O)4] 2H2O}n which is based on hydrogen
bonds (in part charge-assisted) and π–π interactions.

Reprinted from Crystals. Cite as: Tahli, A.; Köc, Ü.; Elshaarawy, R.F.M.; Kautz, A.C.;
Janiak, C. A Cadmium Anionic 1-D Coordination Polymer {[Cd(H2O)6][Cd2(atr)2(µ2-btc)2(H2O)4]
2H2O}nwithin a 3-D Supramolecular Charge-Assisted Hydrogen-Bonded andπ-Stacking Network.
Crystals 2016, 6, 23.

1. Introduction

Metal-organic frameworks (MOFs) which are porous coordination polymers (PCPs)
attract great interest for their potential applications in separation processes [1], sensor
technology [2], luminescence [3], ionic or electrical conductivity [4,5], magnetism [6],
and heat transformation through reversible water de- and adsorption [7,8]. Benzene
carboxylic acid ligands, such as terephthalic acid or trimesic acid (H3btc), are common
rigid ligands for porous coordination polymers (PCPs). 1,2,4-Triazol-4-yl derivatives
match the coordination geometry of pyrazoles with their N1 and N2 donor atoms,
and can form different secondary building units (SBUs). The amino-functionalized triazole
ligand 4-amino-1,2,4-triazole (atr) can coordinate to metal atoms to build molecular
complexes [9,10], polynuclear complexes [11,12], inorganic-organic coordination
polymers [13–16] and different dimensional metal-organic networks of mixed
ligands [17,18].
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Coordination polymers based on mixed-linkers allow for a fine-tuning of
MOF properties and can show additional characteristics such as crystal-to-crystal
transformations [19], short and long-range magnetic ordering [20], luminescence [21],
etc. [22]. The combination of neutral nitrogen donor ligands with anionic carboxylate
ligands are frequent choices for the synthesis of mixed-ligand networks [22].
The linker 1,2-bis(1,2,4-triazol-4-yl)ethane (abbreviated as btre, Scheme 1) has
recently been intensely studied in mixed-linker MOFs [19–24] and single-linker
networks [25]. Herein, we report an attempt to construct a mixed-linker network
with the 4,41-bis(1,2,4-triazol-4-yl) (btr) ligand which was not hydrothermally stable
under the synthesis conditions of 125 ˝C in water, so that the hydrolysis product
4-amino-1,2,4-triazole (atr) was incorporated instead (Scheme 1).
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H/N–H stretching vibrations of aqua ligands and the amino group of the atr ligand [26]. The absence 
of a peak at ca 1715 cm−1 indicates the full deprotonation of the H3btc ligand. Additionally, the 
asymmetric and symmetric stretching vibrations of the carboxylate group [27,28] are observed at 1607 
cm−1, 1204 cm−1, and 1527 cm−1, 1110 cm−1, which reveal different binding modes of the carboxylate 
group. Bands at 752 cm−1 and 731 cm−1 in the fingerprint region are due to  
1,3,5-trisubstituted benzene [27]. Furthermore, a band at 612 cm−1 can be assigned to the vibrational 
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integration ratio between atr: btc and NH3+ is 1.0:1.7:1.7 which agrees with two H-atoms for the 
triazole ring, three H-atoms of btc (1:1.5) and three H-atoms for the protonated amino group (1:1.5). 
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hexaaquacadmium(II) complex and a lattice water molecule. The original precursor compound  
4,4'-bis(1,2,4-triazol-4-yl) (btr) is not incorporated as a ligand into the structure due to the in situ 
hydrolysis into 4-amino-1,2,4-triazole (atr), which was then found instead. Yet, the slow delivery of 
atr in the course of the reaction is apparently crucial for the product formation. When the reaction 
was carried out with atr directly instead of btr no crystals or precipitate formed.  
The charge-neutral product formula is 1-D {[Cd(H2O)6][Cd2(atr)2(µ2-btc)2(H2O)4] 2H2O}n, 1, named 

Scheme 1. Triazole ligands relevant in this work and indication of the hydrolysis
of btr to atr.

2. Results and Discussion

Colorless crystals (Figure S1, Supplementary Information) were obtained from
the hydrothermal reaction (125 ˝C) of Cd(OAc)2¨ 2H2O, 4,41-bis(1,2,4-triazol-4-yl)
(btr) and benzene-1,3,5-tricarboxylic acid (H3btc) in approximately 1:3:1 molar ratio
in the presence of three equivalents of triethylamine as a base to deprotonate the
carboxylate groups of H3btc. The reaction was repeated several times and found
reproducible. The crystals are soluble in water and ethanol.

Comparison between the FT-IR spectra (attenuated total reflection, ATR)
of the crystalline product and the mixture of atr and H3btc ligands (Figure S2,
Supplementary Information) shows significant differences in the fingerprint region
which suggests that the ligands became coordinated to the metal ion. Multiple
weak broad peaks between 3300 and 3100 cm´1 can be assigned to the O–H/N–H
stretching vibrations of aqua ligands and the amino group of the atr ligand [26]. The
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absence of a peak at ca 1715 cm´1 indicates the full deprotonation of the H3btc ligand.
Additionally, the asymmetric and symmetric stretching vibrations of the carboxylate
group [27,28] are observed at 1607 cm´1, 1204 cm´1, and 1527 cm´1, 1110 cm´1,
which reveal different binding modes of the carboxylate group. Bands at 752 cm´1

and 731 cm´1 in the fingerprint region are due to 1,3,5-trisubstituted benzene [27].
Furthermore, a band at 612 cm´1 can be assigned to the vibrational mode of the
triazole ring of the atr ligand [29].

The sample was dissolved in DMSO-d6 via heating in an ultrasonic bath at
50 ˝C. For the NMR analysis of the crystalline product an excess NaCN was added
to the sample in order to bind the Cd2+ ions as stable cyanido complexes and to
free the ligands so that a ligand ratio can be determined. After centrifugation, the
pipette-separated supernatant was measured. The 1H NMR spectrum (Figure S3,
Supplementary Information) then shows both atr and btc ligand signals. The signal
of the two protons of the triazole ring in the atr ligand appears at 9.17 ppm and
the signal for the (protonated) amino group is observed at 6.30 ppm. The signal at
8.36 is assigned to the three protons of the btc benzene ring. Signals for residual
Et3N appeared at ~0.89–0.92 and ~2.37–2.42 ppm. The integration ratio between
atr: btc and NH3

+ is 1.0:1.7:1.7 which agrees with two H-atoms for the triazole ring,
three H-atoms of btc (1:1.5) and three H-atoms for the protonated amino group (1:1.5).

The title compound crystallizes in the monoclinic crystal system with the
P21/c space group. The crystallographic asymmetric unit (Figure 1a) consists
of a Cd(II) ion with benzene-tricarboxylate (btc3´), 4-amino-1,2,4-triazole (atr),
and two aqua ligands, plus a half-occupied cationic hexaaquacadmium(II)
complex and a lattice water molecule. The original precursor compound
4,41-bis(1,2,4-triazol-4-yl) (btr) is not incorporated as a ligand into the structure due
to the in situ hydrolysis into 4-amino-1,2,4-triazole (atr), which was then found
instead. Yet, the slow delivery of atr in the course of the reaction is apparently
crucial for the product formation. When the reaction was carried out with atr
directly instead of btr no crystals or precipitate formed. The charge-neutral
product formula is 1-D {[Cd(H2O)6][Cd2(atr)2(µ2-btc)2(H2O)4] 2H2O}n, 1, named
hexaaqua-cadmium(II)-catena-[bis(4-amino-1,2,4-triazole)tetraaquabis(benzene-1,3,5-
tricarboxylato) dicadmate(II)] dihydrate.
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Figure 1. (a) Extended asymmetric unit of 1 (70% thermal ellipsoids, hydrogen atoms with arbitrary 
radii), showing also part of the hydrogen bonds (orange dashed lines). Symmetry transformations  
i = x + 1, y, z; ii = –x + 1, −y + 1, −z + 1; iii = x − 1, y, z. Section of the packing diagram of (b) the anionic 
chains and (c) the full structure with the [Cd(H2O)6]2+ cations and the crystal water molecules 
highlighted in space-filling mode. Selected distances and angles are given in Table 1 and details of  
H-bonds in Table 2. 

The Cd1 ion forms a coordination polymeric chain with benzene-tricarboxylate (btc3–), 4-amino-
1,2,4-triazole (atr), and two aqua ligands. The Cd1 atom is seven-fold coordinated in a distorted 
pentagonal-bipyramidal fashion by a triazole nitrogen atom of atr and six oxygen atoms; two of them 
belong to axial aqua ligands. The other four O-atoms come from the carboxylate groups of two fully 
deprotonated btc3– ligands, which coordinate in a bidentate chelating mode. The O-atoms of btc3– and 
the N-atom of atr form the equatorial plane of the pentagonal bipyramid. One of these chelated Cd–
O bonds is slightly longer (Cd1–O6 = 2.766(5) Å) than the range of the other Cd–O bonds (Cd1–O = 
2.258(5)–2.412(5) Å). The atr ligand coordinates to Cd1 through the imine N1-atom of the triazole ring 
as a terminal ligand; the other imine N atom (N2) and the amino group remain without Cd 
coordination but engage in hydrogen bonding (see below). The tri-anionic btc3– ligands coordinate as 
bridges between two Cd1 atoms to form the one-dimensional mixed-ligand chain (Figure 1b); the 
third carboxylate group remains uncoordinated but is part of the hydrogen-bonding network. This 
chain is a polyanion and has the formula of [Cd2(atr)2(µ2-btc)2(H2O)4]n2–. Charge neutrality is reached 

Figure 1. (a) Extended asymmetric unit of 1 (70% thermal ellipsoids, hydrogen
atoms with arbitrary radii), showing also part of the hydrogen bonds (orange
dashed lines). Symmetry transformations i = x + 1, y, z; ii = –x + 1, ´y + 1, ´z + 1;
iii = x ´ 1, y, z. Section of the packing diagram of (b) the anionic chains and
(c) the full structure with the [Cd(H2O)6]2+ cations and the crystal water molecules
highlighted in space-filling mode. Selected distances and angles are given in Table 1
and details of H-bonds in Table 2.
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Table 1. Selected bond lengths [Å] and angles [˝] in 1.

Cd1–N1 2.253(6) O8–Cd1–O7 171.88(16)

Cd1–O1 2.412(5) N1–Cd1–O2 142.95(16)

Cd1–O2 2.355(5) O5 i–Cd1–O2 84.36(16)

Cd1–O5 i 2.258(5) O8–Cd1–O2 89.48(18)

Cd1–O6 i 2.766(5) O7–Cd1–O2 82.40(17)

Cd1–O7 2.325(5) N1–Cd1–O1 88.09(17)

Cd1–O8 2.302(5) O5 i–Cd1–O1 139.22(16)

– – O8–Cd1–O1 90.35(17)

Cd2–O9 2.275(5) O7–Cd1–O1 84.81(17)

Cd2–O10 2.304(6) O2–Cd1–O1 54.86(15)

Cd2–O11 2.266(5) – –

– – O9–Cd2–O10 86.65(18)

N1–Cd1–O5 i 132.67(18) O9–Cd2–O10 ii 93.35(18)

N1–Cd1–O8 90.45(19) O10-Cd2–O11 86.1(2)

O5 i–Cd1–O8 88.47(18) O10–Cd2–O11 ii 93.9(2)

N1–Cd1–O7 95.88(18) O9–Cd2–O11 87.50(19)

O5 i–Cd1–O7 90.94(17) O9–Cd2–O11 ii 92.50(19)

Symmetry transformations used to generate equivalent atoms: i = x + 1, y, z; ii = ´x + 1,
´y + 1, ´z + 1.

Table 2. Details of the hydrogen bonding interactions in 1 a.

D-H¨ ¨ ¨A D-H [Å] H¨ ¨ ¨A [Å] D¨ ¨ ¨A [Å] D-H¨ ¨ ¨A [˝] Symmetry Transformations

O7–H7A¨ ¨ ¨N3 iv 0.95 2.33 3.280(7) 176 iv = –x + 2, ´y + 1, ´z + 1
O7–H7A¨ ¨ ¨N4 iv 0.95 2.33 3.138(8) 143 iv = –x + 2, ´y + 1, ´z + 1
O7–H7B¨ ¨ ¨O12 i 0.95 2.07 2.684(7) 121 i = x + 1, y, z
O8–H8A¨ ¨ ¨O11 v 0.95 2.41 3.284(7) 152 v = x + 1, y, z + 1
O8–H8B¨ ¨ ¨O12 v 0.95 2.05 2.695(7) 124 v = x + 1, y, z + 1
O9–H9A¨ ¨ ¨O3 vi 0.92(4) 1.88(5) 2.785(7) 167(8) vi = ´x + 1, y + 1/2, ´z + 3/2
O9–H9B¨ ¨ ¨N2 ii 0.89(9) 2.02(9) 2.897(8) 171(8) ii = ´x + 1, ´y + 1, ´z + 1
O10–H10A¨ ¨ ¨O6 0.95(9) 1.84(9) 2.742(7) 158(7) –

O10–H10B¨ ¨ ¨N4 vii 0.98(5) 1.91(6) 2.803(8) 151(7) vii = ´x + 2, ´y + 1, ´z + 2
O11–H11A¨ ¨ ¨O6 1.00(9) 1.93(9) 2.906(8) 167(8) –

O11–H11B¨ ¨ ¨O4 viii 0.92(5) 1.78(6) 2.641(7) 155(8) viii = x, ´y + 1/2, z ´ 1/2
O12–H12A¨ ¨ ¨O2 x 0.89(5) 1.84(6) 2.661(7) 152(8) x = x ´ 1, –y + 1/2, z ´ 1/2
O12–H12B¨ ¨ ¨O5 0.92 1.85 2.763(7) 172 –
N4–H4A¨ ¨ ¨O3 ix 0.85(8) 2.24(8) 3.081(8) 170(7) ix = 2 ´ x, y + 1/2, ´z + 3/2
N4–H4B¨ ¨ ¨O1 vii 0.83(4) 2.04(5) 2.857(8) 166(8) vii = ´x + 2, ´y + 1, ´z + 2
C10–H10¨ ¨ ¨O10 i 0.95 2.54 3.381(8) 147 i = x + 1, y, z

Notes: a D = donor, A = acceptor.

The Cd1 ion forms a coordination polymeric chain with benzene-tricarboxylate
(btc3´), 4-amino-1,2,4-triazole (atr), and two aqua ligands. The Cd1 atom is
seven-fold coordinated in a distorted pentagonal-bipyramidal fashion by a triazole
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nitrogen atom of atr and six oxygen atoms; two of them belong to axial aqua ligands.
The other four O-atoms come from the carboxylate groups of two fully deprotonated
btc3� ligands, which coordinate in a bidentate chelating mode. The O-atoms of
btc3� and the N-atom of atr form the equatorial plane of the pentagonal bipyramid.
One of these chelated Cd–O bonds is slightly longer (Cd1–O6 = 2.766(5) Å) than
the range of the other Cd–O bonds (Cd1–O = 2.258(5)–2.412(5) Å). The atr ligand
coordinates to Cd1 through the imine N1-atom of the triazole ring as a terminal
ligand; the other imine N atom (N2) and the amino group remain without Cd
coordination but engage in hydrogen bonding (see below). The tri-anionic btc3�

ligands coordinate as bridges between two Cd1 atoms to form the one-dimensional
mixed-ligand chain (Figure 1b); the third carboxylate group remains uncoordinated
but is part of the hydrogen-bonding network. This chain is a polyanion and has
the formula of [Cd2(atr)2(µ2-btc)2(H2O)4]n

2�. Charge neutrality is reached by one
hexaaquacadmium(II) cation, [Cd(H2O)6]2+ as equivalent for each of the two Cd1
atoms. The Cd2 atom in [Cd(H2O)6]2+ sits on an inversion center as a special position
(Figure 1a). Hexa-coordinated cadmium can have a coordination environment
in-between octahedral and trigonal prismatic [30,31]. Here, the Cd2 atom has a
slightly distorted octahedral environment of six water molecules. Two crystal water
molecules per formula unit of 1-D {[Cd(H2O)6][Cd2(atr)2(µ2-btc)2(H2O)4] 2H2O}n

complete the packing (Figure 1c).
Anionic coordination polymers are not very frequent in view of the several

thousand publications on coordination polymers [32]. Only a few of the ones
which are reported feature the metal cadmium, as in [Cd((P6O18)(H2O)2)]2� [33],
[Cd(OABDC)(H2O)2]�� (OABDC = 5-(carboxylatomethoxy)benzene-1,3-dicarboxylato)
[34], and in [Cd(P6O18)]n

4� [35].
The infinite anionic chains are stacked parallel to each other along the c

direction (Figure 1b) through significant π–π interactions [36] between the adjacent
benzene rings of the btc3� ligands and the adjacent triazole rings of the atr
ligands, respectively (Figure 2a). Strong π-stacking interactions have rather short
centroid-centroid contacts (<3.8 Å) and near parallel ring planes which translate into
a sizable overlap of the aryl-plane areas. The centroid–centroid distance of adjacent
btc-benzene rings is 3.726(4) Å and for neighboring triazole rings it is 3.598(4) and
3.997(4) Å (Figure 2a). The interplanar angle of the benzene rings is 4�; the triazole
rings are exactly parallel by symmetry; (see Supplementary Information for further
details, Scheme S1 and Table S1). In addition to π-stacking the inter-chain packing is
controlled by charge-assisted amino-N–H� � �

p�qO2C- hydrogen bonds (N4–H� � � O1
and O3, Figure 2b and Table 2). The carboxylate groups of btc3� as hydrogen bond
acceptors carry negative ionic charges. Such charge-assisted H-bonds are usually
stronger and shorter than neutral H-bonds [37–42].
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Table 2. Details of the hydrogen bonding interactions in 1 a. 

D-H···A D-H [Å] H···A [Å] D···A [Å] D-H···A [°] 
Symmetry 

Transformations 
O7–H7A···N3 iv 0.95 2.33 3.280(7) 176 iv = –x + 2, −y + 1, −z + 1 
O7–H7A···N4 iv 0.95 2.33 3.138(8) 143 iv = –x + 2, −y + 1, −z + 1 
O7–H7B···O12 i 0.95 2.07 2.684(7) 121 i = x + 1, y, z 
O8–H8A···O11 v 0.95 2.41 3.284(7) 152 v = x + 1, y, z + 1 
O8–H8B···O12 v 0.95 2.05 2.695(7) 124 v = x + 1, y, z + 1 
O9–H9A···O3 vi 0.92(4) 1.88(5) 2.785(7) 167(8) vi = −x + 1, y + 1/2, −z + 3/2 
O9–H9B···N2 ii 0.89(9) 2.02(9) 2.897(8) 171(8) ii = −x + 1, −y + 1, −z + 1 

O10–H10A···O6 0.95(9) 1.84(9) 2.742(7) 158(7) – 
O10–H10B···N4 vii 0.98(5) 1.91(6) 2.803(8) 151(7) vii = −x + 2, −y + 1, −z + 2 
O11–H11A···O6 1.00(9) 1.93(9) 2.906(8) 167(8) – 

O11–H11B···O4 viii 0.92(5) 1.78(6) 2.641(7) 155(8) viii = x, −y + 1/2, z − 1/2 
O12–H12A···O2 x 0.89(5) 1.84(6) 2.661(7) 152(8) x = x − 1, –y + 1/2, z − 1/2 
O12–H12B···O5 0.92 1.85 2.763(7) 172 – 
N4–H4A···O3 ix 0.85(8) 2.24(8) 3.081(8) 170(7) ix = 2 − x, y + 1/2, −z + 3/2 
N4–H4B···O1 vii 0.83(4) 2.04(5) 2.857(8) 166(8) vii = −x + 2, −y + 1, −z + 2 
C10–H10···O10 i 0.95 2.54 3.381(8) 147 i = x + 1, y, z 

Notes: a D = donor, A = acceptor. 

 
(a) (b)

 
(c) (d)

Figure 2. Supramolecular packing interactions in 1: (a) π-stacking interactions with centroid-centroid 
contacts given. Hydrogen-bonding interactions shown separately for the different H-bond donors for 
clarity: (b) around the [Cd(H2O)6]2+ cations, (c) around the 4-amino-1,2,4-triazole (atr) ligands, and  
(d) around the crystal water molecule. Details of π-stacking interactions are given in Supplementary 
Information, details of H-bonds together with symmetry transformations are listed in Table 2. Additional 
symmetry transformations used in (d): iii = x – 1, y, z; xi = x – 1, y, z – 1; xii = x, –y + 1/2, z + 1/2. 

The space which is created between the parallel anion chains is occupied by the cationic 
[Cd(H2O)6]2+ complexes and lattice water molecules (Figure 1c). Both [Cd(H2O)6]2+ and the crystal 

Figure 2. Supramolecular packing interactions in 1: (a) π-stacking interactions with
centroid-centroid contacts given. Hydrogen-bonding interactions shown separately
for the different H-bond donors for clarity: (b) around the [Cd(H2O)6]2+ cations,
(c) around the 4-amino-1,2,4-triazole (atr) ligands, and (d) around the crystal
water molecule. Details of π-stacking interactions are given in Supplementary
Information, details of H-bonds together with symmetry transformations are listed
in Table 2. Additional symmetry transformations used in (d): iii = x – 1, y, z;
xi = x – 1, y, z – 1; xii = x, –y + 1/2, z + 1/2.

The space which is created between the parallel anion chains is occupied
by the cationic [Cd(H2O)6]2+ complexes and lattice water molecules (Figure 1c).
Both [Cd(H2O)6]2+ and the crystal water molecules function as H-bond donors
towards the carboxylate oxygen atoms, again with charge-assisted O–H¨ ¨ ¨ p´qO2C-
hydrogen bonds (Figure 2c,d). The O9 atom of [Cd(H2O)6]2+ also forms a hydrogen
bond towards the N2-triazole atom (Figure 2c). The crystal water oxygen atom O12
and O11 of [Cd(H2O)6]2+ act further as H-bond acceptors from the aqua ligands
(O7, O8) on Cd1 in the anionic chain (Figure 2b,d). Overall this gives a tight hydrogen
bonding network which, apparently, prevents any disorder in the crystal water and
allowed for the finding and refining of most protic H-atom positions (see X-ray
crystallography section).
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Together, the π–π interactions between adjacent anionic chains and the hydrogen
bonds between cationic complexes and anionic chains and lattice water molecules
build a 3-D supramolecular network (Figure 1c).

3. Materials and Methods

Reagents and solvents were obtained from commercial sources and used without
any further purification. The bis(1,2,4-triazol-4-yl) ligand (btr) was synthesized under
inert conditions according to previous work [43] from hydrazine monohydrate,
N2H4¨ H2O, N,N1-dimethylformamide azine [44], and p-toluenesulfonic acid
monohydrate in dry toluene. A programmable oven type (UFP 400) from Memmert
GmbH (Schwabach, Germany) was used for the hydrothermal synthesis. The
reactions were carried out in DURAN® (DURAN Group GmbH, Wertheim, Germany)
culture glass tubes with PTFE-faced sealing wad, diameter 12 mm, height 100 mm,
and DIN thread 14 GL, closed with a red screw cap (Figure S4, Supplementary
Information), suitable for hydro-/solvothermal synthesis for coordination polymer
synthesis up to 150 ˝C instead of an autoclave. The contents only come into contact
with the glass and polytetrafluoroethylene (PTFE) seal. Elemental analyses were
performed on a Vario MicroCube from Elementar GmbH. The light microscopy
images were observed with a Leica MS5 binocular eyepiece with transmitted light
and polarization filter. The images of isolated crystals were taken with a Nikon
COOLPIX 4500 (Tokyo, Japan) digital camera through a special ocular connection.
Infrared spectra were recorded with a Bruker Optik TENSOR 37 spectrophotometer
(Bruker Optik GmbH, Ettlingen, Germany) using a Diamond ATR (Attenuated Total
Reflection) unit from 4000 to 500 cm´1. The following abbreviations were used to
classify spectral bands: br (broad), sh (shoulder), very weak (vw), w (weak), m
(medium), s (strong), and vs (very strong). The 1H-NMR spectra were recorded on
a Bruker Advance DRX 500 MHz NMR spectrometer with calibration against the
residual protonated solvent signal DMSO-d6 (2.50 ppm).

1D {[Cd(H2O)6][Cd2(atr)2(µ2-btc)2(H2O)4] 2H2O}n: A portion of
Cd(OAc)2¨ 2H2O (10.7 mg, 0.04 mmol) and 4,41-bis(1,2,4-triazol-4-yl) (btr)
(16.3 mg, 0.12 mmol) was combined in 1 mL of water in a DURAN glass tube and
shaken for about 3 min. Then a solution of benzene-1,3,5-tricarboxylic acid (H3btc)
(8.4 mg, 0.04 mmol) and Et3N/H2O (0.75 mL of 0.16 mol/L, 3eq. to H3btc) in 2.5 mL
of water prepared in an ultrasonic bath at 45–50 ˝C was added to the previous
mixture. The sealed glass tube was shaken for about 5 min and then placed in a
programmable furnace, heated to 125 ˝C for 3 h and held at that temperature for
48 h, then cooled at a rate of 5 ˝C/h to ambient temperature. The resulting colorless
crystals were separated from powdery precipitate and washed with the mother
liquor. Yield: (14 mg, 30% based on metal salt). FT-IR (ATR, cm´1): 3100 (w, ν (C–H)),
1607 (s, νasym C=O, C=N), 1527 (m, νsym C=O, C=N), 1204 (s, νasym C–O, C–N),
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1110 (s, νsym C–O, C–N), 871 (m, sh, γ (C–H)), 752, 731 (s, γ, 1,3,5-trisubstituted
benzene ring of Hbtc), 612 (m, γ, triazole ring). Calcd. for C22H38Cd3N8O24

(Mw = 1135.8 g mol´1): C 23.27, H 3.37, N 9.87; found: C 23.35, H 2.99, N 10.35%.

Single Crystal X-Ray Structure

A suitable single crystal (Figure S1, Supplementary Information) was carefully
selected under a polarizing microscope and mounted in oil in a glass loop. Data
collection: Bruker AXS APEX II CCD area-detector diffractometer with multilayer
mirror monochromator, Mo-Kα radiation (λ = 0.71073 Å) from microsource,
double-pass method with ϕ- and ω-scans; data collection with APEX2, cell
refinement and data reduction with SAINT [45], experimental absorption correction
with SADABS [46]. Structure analysis and refinement: All structures were solved
by direct methods using SHELXL2014; refinement was done by full-matrix least
squares on F2 using the SHELX-97 program suite [47]. Non-hydrogen atoms were
refined with anisotropic displacement parameters. All non-hydrogen positions
were found and refined with anisotropic temperature factors. Hydrogen atoms
for aromatic CH were positioned geometrically (CH = 0.95 Å) and refined using a
riding model (AFIX 43) with Uiso(H) = 1.2Ueq(C). Hydrogen atoms on aqua ligands
and on the amino, NH2 group were treated in a mixed refinement. On O7 and
O8 the H atoms were positioned geometrically (O–H = 0.95 Å, N–H = 0.88 Å) and
refined using a riding model (AFIX 93) with Uiso(H) = 1.5Ueq(O,N). On O9, O10, O11,
O12 and N4 the H atoms could be found and refined with Uiso(H) = 1.5Ueq(O,N)
and DFIX constraints (0.95, 0.05) for H9B, O10B, H11B, N4B, and O12A. H12B was
found but had to be kept fixed upon further refinement (AFIX 1). The two highest
peaks in the electron density map are within 1.52 Å of the Cd1 atom, the next two
highest peaks are within 1.5 Å of Cd2. Details of the X-ray crystal data structure
determination and refinement are provided in Table 3. Graphics were drawn
with DIAMOND (Version 3.2) [48] Analyses on the supramolecular π–π -stacking
interactions were done with PLATON for Windows [49]. CCDC No. 1451376 contains
the supplementary crystallographic data for this paper. These data can be obtained
free of charge via http://www.ccdc.cam.ac.uk/conts/retrieving.html.
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Table 3. Crystal data and refinement details for 1-D
{[Cd(H2O)6][Cd2(atr)2(µ2-btc)2(H2O)4] 2H2O}n, 1.

Chemical Formula C22H38Cd3N8O24

Mr 1131.80
Crystal system, space group Monoclinic, P 21/c

Temperature (K) 100(2)
a (Å) 10.1435(18)
b (Å) 26.471(5)
c (Å) 7.0263(13)
β (˝) 106.213(13)

V (Å3) 1811.6(6)
Z 2

Density (calculated), Mg/m3 2.082
Absorpt. coefficient, µ (mm´1) 1.850

Crystal size (mm) 0.3 ˆ 0.3 ˆ 0.1
F(000) 1124

Theta range for data collection, (˝) 2.09–25.34
h, k, l ranges ˘12, ˘31, ˘8

Reflections collected 15909
Independent reflections 3279 [R(int) = 0.1114]

Completeness to theta 25.34˝ 98.9%
Data/restraints/parameters 3279/5/286

Final R indices [I > 2sigma(I)] a R1 = 0.0519, wR2 = 0.1284
R indices (all data) a R1 = 0.0734, wR2 = 0.1418

Goodness-of-fit on F2 b 1.020
Weighting scheme w; a/b c 0.0521/0.000

∆ρmax, ∆ρmin (e Å´3) d 0.30, ´0.34
a R1 = [

ř

(||Fo| ´ |Fc||)/
ř

|Fo|]; wR2 = [
ř

[w(Fo
2 ´ Fc

2)2]/
ř

[w(Fo
2)2]]1/2;

b Goodness-of-fit, S = [
ř

[w(Fo
2 ´ Fc

2)2]/(n´p)]1/2; cw = 1/[σ2(Fo
2) + (aP)2 + bP] where

P = (max(Fo
2 or 0) + 2Fc

2)/3; d Largest difference peak and hole.

Supplementary Materials: The supplementary files are available online at http://www.
mdpi.com/2073-4352/ 6/3/23/s001.
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Charge-Assisted Hydrogen-Bonded
Networks of NH4

+ and [Co(NH3)6]3+ with
the New Linker Anion of
4-Phosphono-Biphenyl-41-Carboxylic Acid
Christian Heering, Bahareh Nateghi and Christoph Janiak

Abstract: The new linker molecule 4-phosphono-biphenyl-41-carboxylic
acid (H2O3P-(C6H4)2-COOH, H3BPPA) has been structurally elucidated in
hydrogen-bonded networks with the ammonium cation NH4(H2BPPA)(H3BPPA)
(1) and the hexaamminecobalt(III) cation [Co(NH3)6](BPPA)¨ 4H2O (2). The protic
O-H and N-H hydrogen atoms were found and refined in the low-temperature
single-crystal X-ray structures. The hydrogen bonds in both structures are
so-called charge-assisted; that is, the H-bond donor and/or acceptor carry
positive and/or negative ionic charges, respectively. The H-bonded network in 1
consists of one formally mono-deprotonated 4-phosphonato-biphenyl-41-carboxylic
acid group; that is, a H2BPPA´ anion and a neutral H3BPPA molecule, which
together form a 3D hydrogen-bonded network. However, an almost symmetric
resonance-assisted hydrogen bond (RAHB) bond [O¨ ¨ ¨H = 1.17 (3) and 1.26 (3)
Å, O¨ ¨ ¨H¨ ¨ ¨O = 180 (3)˝] signals charge delocalization between the formal H2BPPA´

anion and the formally neutral H3BPPA molecule. Hence, the anion in 1 is better
formulated as [H2BPPA¨ ¨ ¨H¨ ¨ ¨H2BPPA]´. In the H-bonded network of 2 the
4-phosphonato-biphenyl-41-carboxylic acid is triply deprotonated, BPPA3´. The
[Co(NH3)6]3+ cation is embedded between H-bond acceptor groups, –COO´ and
–PO3

´ and H2O molecules. The incorporation of sixteen H2O molecules per unit cell
makes 2 an analogue of the well-studied guanidinium sulfonate frameworks.

Reprinted from Crystals. Cite as: Heering, C.; Nateghi, B.; Janiak, C. Charge-Assisted
Hydrogen-Bonded Networks of NH4

+ and [Co(NH3)6]3+ with the New Linker Anion
of 4-Phosphono-Biphenyl-41-Carboxylic Acid. Crystals 2016, 6, 22.

1. Introduction

The organophosphonic acid function, which has a pKa1 of 2.0 for the
first and a pKa2 of 6.59 for the second proton, is capable of forming strong
metal-to-ligand coordinative bonds in thermodynamically stable complexes
with high stability constants [1]. Metal organophosphonate compounds are
multifunctional organic-inorganic hybrid materials and as open frameworks can be
regarded in between zeolite-like [1,2] and metal-organic framework materials [3,4],
whereas phosphonate metal-organic frameworks (MOFs) are considerably rarer
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than MOFs with carboxylate linkers, with phosphonates forming stronger bonds
to metals than carboxylate groups [3]. Metal organophosphonates are stable in
water or aqueous environment [5]. The use of metal phosphonates in catalysis,
luminescence [6], ion or proton exchange or conductivity [7,8] and in separation
is discussed and investigated [9]. Further, cobalt and iron organophosphonates
are investigated for their magnetic properties [10–13]. Metal phosphonates are
also promising porous materials [14,15], and can be reversibly hydrated and
dehydrated [16].

Organophosphonates can contain additional functional groups such as
carboxylate, hydroxyl or amino in the organo-moiety which presents a tunable
functionality with a wide variety of structural motifs and properties [1,3,17].
Carboxy-phosphonates (Scheme 1) can be seen as intermediates between pure
carboxylates and pure phosphonates, sharing synergies of both ligand classes.
Carboxy-phosphonates can form porous or 3D metal-ligand networks [18–20].
Weng et al. described a 3D zinc carboxy-phosphonate, ZnPC-2, as a material for
CO2 adsorption [21].

Scheme 1. Examples of phosphono-carboxylic acids.

Various metal complexes have been synthesized with a ligand from
deprotonated 4-phosphono-benzoic acid, including the metals barium [22],
cobalt [23], copper [23], europium [24], lead [20], lithium [25], silver [26],
strontium [27], thorium [28], titanium [29], uranium [28] and zinc [30,31]. However,
the extended biphenyl-based variant 4-phosphono-biphenyl-4’-carboxylic acid
(H3BPPA) was unknown so far (Scheme 1).

Herein, we present the new linker 4-phosphono-biphenyl-4’-carboxylic acid,
H3BPPA, and its deprotonated structure in hydrogen-bonded networks with NH4

+

and [Co(NH3)6]3+ cations.
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2. Results and Discussion

4-Phosphono-biphenyl-4’-carboxylic acid H3BPPA has been synthesized,
following a known procedure by Merkushev et al. from 4-biphenyl carboxylic acid
through the intermediates 4’-iodo-biphenyl-4-carboxylic acid [32] and its methyl
ester, followed by the nickel(II)-catalyzed conversion to a phosphonate ester, which
after hydrolysis gave H3BPPA (Scheme 2).

Scheme 2. Reaction sequence for the synthesis of H3BPPA from 4-biphenyl
carboxylic acid.

Neutralization of H3BPPA with one equivalent of ammonium acetate
yielded colorless crystals of formula NH4(HO3P-(C6H4)2-COOH)(H2O3P-
C6H4-C6H4-COOH) (1). The ammonium monohydrogenphosphonato-biphenyl–
carboxylic acid crystallized with one molecule of the free H3BPPA acid. The best
results were obtained using a 1:1 ratio, though less ammonium acetate also led to
product formation of lower quality. When the neutralization of H3BPPA was carried
out with excess conc. aqueous NH3 instead of stoichiometric ammonium acetate, the
same product, 1, was formed, albeit of lower purity. Importantly, no complete or
even twofold deprotonation of H3BPPA was achieved in that way.

The asymmetric unit of 1 consists of the ammonium-cation, and formally
a H2BPPA´ anion and a neutral H3BPPA molecule (see below) (Figure 1a).
The H2BPPA´ anion is derived by mono-deprotonation of the phosphonic acid
group. The protic O–H and N–H hydrogen atoms were found and refined with
Ueq = 1.5 Ueq(O,N). The three building blocks form a three-dimensional (3D)
hydrogen bonded network.
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The carboxylic acid groups are oriented towards each other with the
typical tail-to-tail arrangement, also known as R2

2p8q-motif in the Etter-notation
(Figure 1b) [33].

The biphenyl systems of the BPPA molecules are in nearly planar geometry
with 0.31 (14) and 2.79 (14)˝ for the dihedral angles between the aryl ring planes,
and 1.7 (2)˝ and 3.3 (2)˝ for the dihedral angle between ´COOH and its aryl ring
in the P1 and P2 molecule, respectively. The shape of the thermal ellipsoids of
the carboxyl oxygen atoms O1, O2, O6, and O7 is indicative of some rotational
movement (vibration) around the (carboxyl)C–C(aryl) bond (yet, no split refinement
was suggested by SHELX from the principal mean square atomic displacements).
Despite the presence of the biphenyl π-systems in 1, there are no π-π interactions [34]
and only few intermolecular C–H¨ ¨ ¨π [35] are evident. The angle is 57˝ for the plane
formed by one biphenyl system to its neighbor.

The ammonium cation engages all of its four (found and refined) N–H bonds
in the hydrogen network to four different phosphono groups. The ammonium
cations and phosphono groups form hydrogen-bonded layers parallel to the
ab-plane, separated by the biphenyl-carboxylic acid parts (Figure 1c). Ammonium
benzenephosphonate, NH4(HO3PC6H5) [36], consists of a layered structure due to
hydrogen bonds, with a similar motif to that of 1.

Figure 1. Cont.
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Figure 1. (a) Asymmetric unit of 1 (50% thermal ellipsoids); (b) unit-cell packing
diagram with tail-to-tail arrangement of the carboxylic acid groups (showing only
the carboxyl and the O9-H-O5 H bonds for clarity); and (c) full hydrogen-bonding
arrangement around the NH4

+ cation and the phosphonate and phosphonic
acid groups. Details of the H-bonding interactions (orange dashed lines) are
given in Table 1, selected non-hydrogen bonds and angles in Table 2. Symmetry
transformations: i = ´1 ´ x, ´y, 1 ´ z; ii = ´x, 1 ´ y, 1 ´ z; iii = 1 + x, y, z; iv = x,
´1 + y, z; v = 1 + x, 1 + y, z; vi = 2 ´ x, 2 ´ y, ´z; vii = 1 ´ x, 2 ´ y, ´z.
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Table 1. Details of the hydrogen bonding interactions in 1 a.

D–H¨ ¨ ¨A D–H
[Å]

H¨ ¨ ¨A
[Å]

D¨ ¨ ¨A
[Å] D–H¨ ¨ ¨A [˝] Symmetry

Transformations

N1–H1A¨ ¨ ¨O8 0.94 (3) 1.90 (3) 2.840
(3) 177 (3)

N1–H1B¨ ¨ ¨O10
vi 0.86 (3) 2.25 (3) 2.945

(3) 138 (3) vi = 2 ´ x, 2 ´ y, ´z

N1–H1C¨ ¨ ¨O3
v 0.84 (3) 2.00 (3) 2.817

(3) 165 (3) v = 1 + x, 1 + y, z

N1–H1D¨ ¨ ¨O9
vii 0.95 (3) 1.92 (3) 2.845

(3) 164 (2) vii = 1 ´ x, 2´y, ´z

O2–H2¨ ¨ ¨O1 i 0.94 (5) 1.71 (5) 2.623
(3) 164 (4) i = ´1 ´ x, ´y, 1 ´ z

O4–H4¨ ¨ ¨O8 iv 0.78 (3) 1.78 (3) 2.563
(2) 175 (3) iv = x, ´1 + y, z

O7–H7¨ ¨ ¨O6 ii 0.99 (5) 1.66 (5) 2.642
(3) 172 (4) ii = ´x, 1 ´ y, 1 ´ z

O9–H9¨ ¨ ¨O5 1.17 (3) 1.26 (3) 2.428
(2) 180 (3)

O10–H10¨ ¨ ¨O3
iii 0.83 (3) 1.72 (3) 2.537

(2) 170 (3) iii = 1 + x, y, z

Notes: a D = donor, A = acceptor.

Table 2. Selected bond lengths [Å] and angles [˝] in 1.

P1–O3 1.4975 (18) P2–O8 1.5045 (18)
P1–O5 1.5174 (18) P2–O9 1.5190 (18)
P1–O4 1.5583 (19) P2–O10 1.5553 (19)
P1–C10 1.787 (3) P2–C23 1.796 (3)
C13–O1 1.235 (4) C26–O6 1.230 (4)
C13–O2 1.283 (4) C26–O7 1.275 (4)

O3–P1–O5 115.63 (11) O8–P2–O9 112.38 (11)
O3–P1–O4 107.83 (10) O8–P2–O10 109.16 (10)
O5–P1–O4 108.78 (11) O9–P2–O10 110.04 (10)
O3–P1–C10 109.35 (11) O8–P2–C23 109.32 (11)
O5–P1–C10 107.54 (11) O9–P2–C23 108.76 (11)
O4–P1–C10 107.44 (11) O10–P2–C23 107.04 (11)

Noteworthy, the H-bond O9–H9¨ ¨ ¨O5 refined to an almost symmetric
O9¨ ¨ ¨H9¨ ¨ ¨O5 hydrogen bridge with very similar distances of the H atom to both
oxygen neighbors (1.17 (3) and 1.26 (3) Å) and a 180 (3)˝ O–H¨ ¨ ¨O bond angle.
This symmetric resonance-assisted hydrogen bond (RAHB) [37–41] O¨ ¨ ¨H¨ ¨ ¨O
signals charge delocalization between the formal H2BPPA´ anion (of P2) and the
formally neutral H3BPPA molecule (of P1). Hence, the anion is better formulated as
[H2BPPA¨ ¨ ¨H¨ ¨ ¨H2BPPA]´.
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The interpretation of delocalized anion charge over the two phosphono groups
is in agreement with the P–O bond lengths (Scheme 2). In each phosphonato
group, there is a longer P–O bond of ~1.56 Å and two shorter P–O bonds between
1.50–1.52 Å. The P–O(H) bonds are 1.5583 (19) Å and 1.5553 (19) Å. One cannot clearly
distinguish between a formally P=O double bond and a formally deprotonated P–O´

bond. The P–O bond lengths of the symmetric O9¨ ¨ ¨H9¨ ¨ ¨O5 hydrogen bridge are
only slightly longer (~1.52 Å) then what should be P=O double bonds (~1.50 Å).
The negative charge is delocalized over the P–O´ and P=O bonds, giving both of
them a partial double bond character with P–O bond lengths between 1.50–1.52 Å
(Scheme 3).

Scheme 3. Lewis valence structure for the bond order and charge-delocalization in
the phosphonate groups in 1.

Thermogravimetric analysis (TGA) of 1 shows a first a mass loss of ~4% up to
240 ˝C (Figure 2), which can be assigned to one molecule of ammonia (~3%), which
is in agreement with literature values [42]. In a second step decarboxylation of one
mol CO2 (44 g/mol) leads to a mass loss of ~8%. With a third step of ~24% rapid
dephosphonation of one mol PO(OH)2 and final decarboxylation of another mol CO2

takes place, which is followed by steady decomposition up to 700 ˝C.
The hydrated salt [Co(NH3)6](O3P-(C6H4)2-COO)¨ 4H2O, 2 could be crystallized

from an aqueous ammonia solution 4-phosphono-biphenyl-4’-carboxylic acid.
In a similar approach, 4-phosphono benzoic acid was crystallized with
hexaaquacobalt(II) [43], and sulfonate ligands were crystallized with [Co(NH3)6]3+

cations, resulting in hydrogen-bonded networks [44].
In the asymmetric unit of 2 there is one trivalent hexaamminecobalt cation, one

completely deprotonated BPPA3´ trianion and four water molecules (Figure 3a). The
coordination sphere of Co3+ with six crystallographically different ammine ligands
results in the well-known [Co(NH3)6]3+ octahedron [45]. Despite its high symmetry,
the Co(NH3)6]3+ octahedron does not reside on a special position. The Co-N distances
(Table 3) are comparable with that of [Co(NH3)6]3+ in related complexes (Co-N =
1.951 (2) ´ 1.976 (2) Å, av. 1.956 (2) Å) [43,44,46].
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Figure 2. Thermogravimetric analysis (TGA) of 1 in the temperature range
20–700 ˝C.

Figure 3. (a) Asymmetric unit of 2; and (b,c) projections of the unit-cell packing on
different planes. The [Co(NH3)6]3+ cations are illustrated as octahedra; hydrogen
bonds are not shown in (a–c) for clarity. Selected bond distances and angles are
given in Table 3.

Again, the hydrophilic groups, [Co(NH3)6]3+, –COO´, and –PO3
2´, and the

crystal water molecules are arranged in slabs (parallel to the ac plane) with slabs
of the hydrophobic biphenyl part in-between (Figure 3b,c). Such a separation of
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hydrophilic and hydrophobic parts of molecules is a common packing motif [47–49].
Here the hydrophilic region is organized by hydrogen bonding, the biphenyl
rings are arranged by singular N–H¨ ¨ ¨π, O–H¨ ¨ ¨π, C–H¨ ¨ ¨π or van-der-Waals
interactions (see Supplementary Information). The dihedral angles within the
biphenyl-carboxylate are 26.8 (4)˝ (ring to ring) and 42.0 (4)˝ (–CCOO´ to aryl ring).

Table 3. Selected bond lengths and angles (Å, ˝) in 2.

Co1–N1 1.957 (2) P1–O1 1.5235 (18)
Co1–N2 1.965 (2) P1–O2 1.5283 (18)
Co1–N3 1.951 (2) P1–O3 1.5247 (18)
Co1–N4 1.959 (2) P1–C1 1.820 (2)
Co1–N5 1.976 (2)
Co1–N6 1.961 (2)

N5–Co1–N1 87.17 (9) N3–Co1–N4 89.51 (9)
N4–Co1–N1 91.46 (9) N3–Co1–N2 90.46 (9)
N4–Co1–N5 90.01 (9) N6–Co1–N1 91.82 (9)
N2–Co1–N1 88.66 (9) N6–Co1–N5 178.81 (9)
N2–Co1–N5 92.53 (9) N6–Co1–N2 88.07 (9)
N2–Co1–N4 177.47 (9) N6–Co1–N3 90.31 (9)
N3–Co1–N1 177.66 (9) N6–Co1–N4 89.40 (9)
N3–Co1–N5 90.71 (9)

The BPPA3´ anions and the [Co(NH3)6] octahedra are connected to each
other by hydrogen bonding (Table 4, Figure 4). The fully deprotonated
phosphonate-carboxylate is solely an H-acceptor for the N–H and water O–H bonds.
The carboxylate group is acceptor to O–H from water molecules. The four water
molecules are held by hydrogen bonding from N–H and O–H-donors and –COO´

and ´P(O)2O2´ acceptors.
Finally, we note that in both structures, 1 and 2, the H-bonds to the phosphonato

groups are so-called charge-assisted hydrogen bonds. The hydrogen bond donor
and/or acceptor carry positive and negative ionic charges, respectively, hence are
usually stronger and shorter than neutral H-bonds [12,46,47,50–54]. In 1 these
are bonds NH4

(+)¨ ¨ ¨ p´qO-P and NH4
(+)¨ ¨ ¨ (H)O-P, -P-OH¨ ¨ ¨ p´qO-P (Figure 1c). In

2 these are bonds Co-NH3
(+)¨ ¨ ¨ p´qO-P and HOH¨ ¨ ¨ p´qO-P (Figure 4).
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Table 4. Details of the hydrogen bonding interactions in 2 a.

D–H¨ ¨ ¨A D–H [Å] H¨ ¨ ¨A [Å] D¨ ¨ ¨A [Å] D–H¨ ¨ ¨A [˝] Symmetry Transformations

N1–H1A¨ ¨ ¨O8 i 0.84 (5) 2.71 (4) 3.327 (3) 132 (4) i = x, y, z ´ 1
N1–H1B¨ ¨ ¨O2 0.84 (4) 2.14 (4) 2.976 (3) 173 (3)

N1–H1C¨ ¨ ¨O8 ii 0.87 (4) 2.15 (4) 2.971 (3) 156 (3) ii = ´x + 1, ´y, ´z + 1
N2–H2A¨ ¨ ¨O4 vi 0.86 (4) 2.28 (4) 3.086 (3) 157 (3) vi = x + 1/2, ´y + 1/2, z ´ 1/2

N2–H2B¨ ¨ ¨O6 0.86 (4) 2.07 (4) 2.909 (4) 163 (3)
N2–H2C¨ ¨ ¨O1 0.89 (3) 2.00 (3) 2.864 (3) 165 (3)
N3–H3A¨ ¨ ¨O6 0.82 (5) 2.60 (5) 3.177 (4) 129 (4)

N3–H3B¨ ¨ ¨O2 iii 0.90 (4) 1.90 (4) 2.791 (3) 174 (3) iii = x + 1, y, z
N3–H3C¨ ¨ ¨O5 viii 0.69 (5) 2.56 (4) 3.048 (3) 130 (4) viii = x + 3/2, ´y + 1/2, z ´ 1/2
N3–H3C¨ ¨ ¨O4 viii 0.69 (5) 2.56 (4) 3.180 (3) 152 (4) viii = x + 3/2, ´y + 1/2, z ´ 1/2
N4–H4A¨ ¨ ¨O9 iv 0.90 (4) 2.05 (4) 2.937 (3) 171 (3) iv = x + 1, y, z ´ 1
N4–H4B¨ ¨ ¨O7 v 0.83 (4) 2.77 (3) 3.270 (4) 120 (3) v = ´x + 1, ´y, ´z
N4–H4C¨ ¨ ¨O7 iii 0.86 (4) 2.00 (4) 2.852 (3) 171 (3) iii = x + 1, y, z
N5–H5A¨ ¨ ¨O8 ii 0.90 (4) 2.19 (4) 3.035 (3) 157 (3) ii = ´x + 1, ´y, ´z + 1
N5–H5B¨ ¨ ¨O2 iii 0.88 (4) 2.63 (4) 3.437 (3) 153 (3) iii = x + 1, y, z
N5–H5C¨ ¨ ¨O1 0.83 (4) 2.13 (4) 2.939 (3) 162 (3)

N6–H6A¨ ¨ ¨O3 i 0.82 (4) 2.09 (5) 2.904 (3) 175 (3) i = x, y, z ´ 1
N6–H6B¨ ¨ ¨O5 viii 0.93 (4) 2.26 (4) 3.170 (3) 167 (3) viii = x + 3/2, ´y + 1/2
N6–H6C¨ ¨ ¨O4 vi 0.85 (4) 2.13 (4) 2.948 (3) 160 (3) vi = x + 1/2, ´y + 1/2, z ´ 1/2

O6–H6E¨ ¨ ¨O5 viii 0.87 1.82 (1) 2.657 (4) 161 (4) viii = x + 3/2, ´y + 1/2, z ´ 1/2
O7–H7A¨ ¨ ¨O3 ii 0.62 (5) 2.12 (5) 2.740 (3) 171 (6) ii = ´x + 1, ´y, ´z + 1
O7–H7B¨ ¨ ¨O2 0.85 (4) 1.89 (5) 2.690 (3) 156 (4)
O8–H8A¨ ¨ ¨O9 0.82 (5) 1.99 (5) 2.802 (3) 175 (4)
O8–H8B¨ ¨ ¨O3 0.73 (5) 1.97 (5) 2.693 (3) 175 (5)

O9–H9A¨ ¨ ¨O1 vii 0.74 (4) 1.96 (4) 2.704 (3) 176 (4) vii = x ´ 1, y, z
O9–H9B¨ ¨ ¨O4 ix 0.78 (4) 1.95 (4) 2.728 (3) 173 (4) ix = x + 1/2, ´y + 1/2, z + 1/2

Notes: a D = donor, A = acceptor.

Figure 4. Most relevant H-bonding interactions (orange dashed lines) around a
[Co(NH3)6]3+ cation in the structure of 2. Details of the H-bond distances and
angles are listed in Table 4. Symmetry transformations: i = x, y, z ´ 1; ii = ´x + 1,
´y, ´z + 1; iii = x + 1, y, z; iv = x + 1, y, z ´ 1; v = ´x + 1, ´y, ´z; vi = x + 1/2,
´y + 1/2, z ´ 1/2; vii = x ´ 1, y, z; viii = x + 3/2, ´y + 1/2, z ´ 1/2; ix = x + 1/2,
´y + 1/2, z + 1/2.
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The large number of hydrogen-bonds in 2 results in a thermal stability that is
higher than that of other supramolecular complexes of [Co(NH3)6]3+ [55,56]. The
thermal stability of BPPA3´ is reflected by the TGA measurement (Figure 5). The
mass loss in 2 up to (~17%) is due to the evaporation of the four water molecules
together with one ammine ligand (17.5%). The next five ammine ligands are removed
along with decarboxylation of BPPA in the range from 220 ˝C to 500 ˝C, followed
by decomposition of the biphenyl system (~42% in total). The remaining mass of
~40% can be assigned to cobalt phosphonate species (~35%). It has been observed
that metal phosphonates are stable up to 650 ˝C and higher [57].

Figure 5. TGA of 2 in the temperature range 20–700 ˝C.

Comparison of the experimental powder X-ray diffractogram for 2 with the
simulation from the single-crystal X-ray dataset (Figure 6) shows that the investigated
single crystal was representative of the bulk amount when one takes into account
the preferential orientation of the column- or rod-shaped crystals of 2 (Figure S1 in
Supplementary Material) on the flat sample holder. Due to the preferred orientation
of the rod-shaped crystals on the flat sample holder during the powder X-ray
diffraction (PXRD) measurement, and their small quantity, some reflections were
not present in the experimental diffraction pattern or their intensity was strongly
changed. Such a behavior is discussed in detail in the literature [58–60].
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Figure 6. Comparison of the experimental PXRD pattern of 2 (black) with
the unconstrained simulated pattern from the X-ray data (red) and simulated
patterns with the preferred orientation of h, k, l = 1, 0, 1 and March–Dollase
parameter = 4 (green) and = 10 (blue). The latter simulations try to take into
account the rod-shaped crystal morphology of 2 with their non-random orientation
on the flat sample holder. The Miller indices have been assigned to the reflections.
Simulations were carried out with Mercury [61].

3. Materials and Methods

The chemicals used were obtained from commercial sources. No further
purification has been carried out. The ligand has been synthesized starting from
4-biphenyl carboxylic acid in a four-step-synthesis. CHN analysis was performed
with a Perkin Elmer CHN 2400. IR-spectra were recorded on a Bruker Tensor 37 IR
spectrometer with ATR unit. Thermogravimetric analysis (TGA) was done with a
Netzsch TG 209 F3 Tarsus in the range from 20 to 700 ˝C, equipped with Al-crucible
and applying a heating rate of 10 K¨min´1. The melting point was determined
using a Büchi Melting Point apparatus B540. For powder X-ray diffraction patterns
(PXRD), a Bruker D2 Phaser powder diffractometer was used with a flat silicon, low
background sample holder, at 30 kV, 10 mA for Cu-Kα radiation (λ = 1.5418 Å), with
a scan speed of 0.2 s/step and a step size of 0.02˝ (2θ). Diffractograms were obtained
on flat layer sample holders with a beam scattering protection blade installed, which
led to the low relative intensities measured at 2θ < 7˝. Details of the synthesis of
4-phosphono-biphenyl-41-carboxylic acid (H2O3P-(C6H4)2-COOH, H3BPPA) will be
given elsewhere [62].

NH4(HO3P-(C6H4)2-COOH)(H2O3P-(C6H4)2-COOH): In a Teflon-lined
stainless steel reactor 30 mg (0.108 mmol) of H3BPPA and 8.3 mg (0.108 mmol) of
ammonium acetate, NH4(CH3COO), were suspended in 2 mL of doubly de-ionized
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water. Heating at 180 �C for 24 h and cooling to room temperature within 12 h
led to formation of colorless crystals (Figure S1a in Supplementary Information).
Yield: 29 mg (91% based on BPPA). Mp > 350 �C. Calc. for C26H25NO10P2

(573.43 g�mol�1): C, 54.46; H, 4.39; N, 2.44%. Found: C, 53.93; H, 4.36; N, 2.02%.
FT-IR (ATR) ν/cm�1 = 3810 (w), 3196 (w, b) 2999 (w, b), 2859 (w, b), 1672 (m), 1605
(m), 1569 (w), 1446 (m), 1248 (m), 1126 (vs), 1029 (vs), 921 (vs), 824 (vs), 763 (vs), 704
(m), 576 (s), 560 (s) (Figure S2 in Supplementary Material).

[Co(NH3)6](O3P-(C6H4)2-COO)� 4H2O: In a glass vial 9.6 mg (0.036 mmol) of
[Co(NH3)6]Cl3 and 10 mg (0.036 mmol) of 4-phosphono-biphenyl-41-carboxylic
acid were dissolved in 1.5 mL of 25% aqueous ammonia. The vial was sealed
and the crystals were allowed to grow for a period of days at room temperature.
After several days deep orange column-shaped crystals had grown (Figure S1b
in Supplementary Material). Yield: 17 mg (91%). Mp > 350 �C. Calc. for
C13H33CoN6O9P (507.34 g�mol�1): C, 30.78; H, 6.56; N, 16.57%. Found: C,
30.92; H, 6.33; N, 17.12%. FT-IR (ATR) ν/cm�1 = 3466 (w, b), 3132 (m, b), 3051 (m, b),
2852 (w, b), 1586 (m), 1554 (m), 1528 (m), 1388 (s), 1228 (w), 1138 (m), 1100 (s),
873 (vs), 835 (m), 786 (m), 701 (m), 579 (vs) (Figure S3 in Supplementary Material).

Single Crystal X-ray Structures

Suitable crystals were carefully selected under a polarizing microscope, covered
in protective oil and mounted on a 0.05 mm cryo loop. Data collection. Bruker
Kappa APEX2 CCD X-ray diffractometer with microfocus tube, Mo-Kα radiation
(λ = 0.71073 Å), multi-layer mirror system, ω- and θ-scans; data collection with
APEX2, cell refinement and data reduction with SAINT [63], experimental absorption
correction with SADABS [64]. Structure analysis and refinement: All structures were
solved by direct methods using SHELXL2014; refinement of 1 was done by full-matrix
least squares on F2 using the SHELX-97 program suite [65], of 2 with OLEX 2 [66,
67]. Non-hydrogen atoms were refined with anisotropic displacement parameters.
Hydrogen atoms were positioned geometrically (C–H = 0.95 Å) and refined using
riding models (AFIX 43 for aromatic CH with C–H = 0.93 Å and Uiso(H) = 1.2Ueq(C).
In 1 the protic hydrogen atoms (O–H, N–H) were found and freely refined with
Uiso(H) = 1.5Ueq (NH and OH).

In 2, NH3 hydrogen atoms were found and freely refined. Water hydrogen
atoms were also found and refined, except for O6, where they were positioned
geometrically (O–H = 0.870 Å) and refined using a riding model (AFIX 6) with
Uiso(H) = 1.5Ueq(O).

Crystal data and details on the structure refinement are given in Table 5.
Graphics were drawn with DIAMOND [68]. Analyses on the supramolecular
C–H� � �O, C–H� � �π and π-π-stacking interactions were done with PLATON
for Windows [69]. CCDC 1450889 and 1450890 contain the supplementary
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crystallographic data for this paper. These data can be obtained free of charge
via http://www.ccdc.cam.ac.uk/conts/retrieving.html.

Table 5. Crystal data and refinement details.

1 2

Chemical formula C26H21O10P2¨H4N C13H8O5P¨CoH18N6¨ 4(H2O)

Mr 573.41 508.36

Crystal system, space group Triclinic, P¯1 Monoclinic, P21/n

Temperature (K) 150 173

a (Å) 5.9358(5) 7.0193(5)

b (Å) 7.5309(5) 35.454(3)

c (Å) 27.781(2) 9.2797(7)

α (˝) 95.413(4) 90

β (˝) 90.768(5) 111.921(4)

γ (˝) 92.816(5) 90

V (Å3) 1234.65(16) 2142.4 (3)

Z 2 4

µ (mm´1) 0.24 0.93

Crystal size (mm) 0.20ˆ 0.15ˆ 0.01 0.33ˆ 0.3ˆ 0.15

Absorption correction

Multi-scan, wR2(int) was 0.0937
before and 0.0571 after correction.
The Ratio of minimum to
maximum transmission is 0.9165.
The l/2 correction factor is 0.0000.

Multi-scan, wR2(int) was 0.1520
before and 0.0844 after correction.
The Ratio of minimum to
maximum transmission is 0.6784.
The l/2 correction factor is 0.0015.

Tmin, Tmax 0.683, 0.746 0.507, 0.748

No. of measured, independent and
observed reflections 20157, 4937, 3104 [I > 2σ(I)] 89006, 4214, 4150 [I > 2σ(I)]

Rint 0.066 0.073

(sin θ/λ)max (Å´1) 0.617 0.617

R[F2 > 2σ (F2)], wR(F2), S 0.049, 0.121, 1.02 0.038, 0.100, 1.04

No. of reflections 4937 4214

No. of parameters 379 374

∆ρmax, ∆ρmin (e¨Å´3) 0.30, –0.34 1.10, –0.85

4. Conclusions

We investigated the hydrogen-bonding potential of the new organo-phosphonate
linker, H3BPPA, in its (partially) deprotonated forms H2BPPA´ and BPPA3´. As
expected, the protonated phosphonic acid and deprotonated phosphonate group
enters into H-bonds with all of its P–O–H donors and P–O´ acceptors. Remarkably
and unexpectedly, an almost symmetric resonance-assisted hydrogen bond (RAHB)
bond was found between the formal H2BPPA´ anion and the formally neutral
H3BPPA molecule in 1 to give the overall anion [H2BPPA¨ ¨ ¨H¨ ¨ ¨H2BPPA]´.
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Supplementary Materials: Supplementary Materials: The following are available
online at http://www.mdpi.com/2073-4352/6/3/22/s001. Figure S1: Photographs
of crystals of (a) NH4(HO3P-(C6H4)2-COOH)(H2O3P-(C6H4)2-COOH), 1 and (b)
[Co(NH3)6](O3P-(C6H4)2-COO)¨ 4H2O, 2 taken with a light microscope; Figure S2:
FT-IR (ATR) spectrum of NH4(HO3P-(C6H4)2-COOH)(H2O3P-(C6H4)2-COOH), 1; Figure S3:
FT-IR (ATR) spectrum of [Co(NH3)6](O3P-(C6H4)2-COO)¨ 4H2O, 2. Figure S4: Comparison of
the experimental PXRD pattern of 1 (black) with the simulated pattern from the X-ray data
(red). Packing analyses.
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Structural Elucidation of
α-Cyclodextrin-Succinic Acid Pseudo
Dodecahydrate: Expanding the Packing
Types of α-Cyclodextrin
Inclusion Complexes
Sofiane Saouane and Francesca P. A. Fabbiani

Abstract: This paper reports a new packing type of α-cyclodextrin inclusion
complexes, obtained here with succinic acid under low-temperature crystallization
conditions. The structure of the 1:1 complex is characterized by heavy disorder of the
guest, the solvent, and part of the host. The crystal packing belongs to the known
channel-type structure; the basic structural unit is composed of cyclodextrin trimers,
as opposed to the known isolated molecular or dimeric constructs, packed along the
c-axis. Each trimer is made of crystallographically independent molecules assembled
in a stacked vase-like cluster. A multi-temperature single-crystal X-ray diffraction
analysis reveals the presence of dynamic disorder.

Reprinted from Crystals. Cite as: Saouane, S.; Fabbiani, F.P.A. Structural Elucidation
of α-Cyclodextrin-Succinic Acid Pseudo Dodecahydrate: Expanding the Packing
Types of α-Cyclodextrin Inclusion Complexes. Crystals 2016, 6, 2.

1. Introduction

Native cyclodextrins (CDs) are cyclic oligosaccharides with low chemical
toxicity [1,2]. They are formed by several α-D-glucopyranose units, linked by
α(1Ñ4) O-glycosidic bonds. A CD molecule has a hollow truncated cone-like shape
where the primary hydroxy groups sit on the narrow side and the secondary ones
on the wide side of the truncated cone. The architecture of CD molecules favors
the partition of the structure into an outer surface and an inner cavity, which are
hydrophilic and hydrophobic in character, respectively [3]. This molecular feature
boosted the interest of using CDs as “molecular cages” [4] in both the solid and
solution states, particularly in the pharmaceutical field where CDs are known to
improve the aqueous solubility, and thus bioavailability, of poorly soluble active
pharmaceutical ingredients [3]. The formation of CD inclusion complexes in the
solid state, particularly with organic molecules, has been pioneered by Saenger [5–7]
and Harata [8]. Three packing types have been described for both CD hydrates
and inclusion complexes: two of these belong to the cage type and are known as
herringbone- and brick-type packing, and the third one is the channel type [7]. The
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packing preference of CD molecules for one packing type is closely related to the size
and shape of the guest molecule [7].

The work presented here is part of ongoing investigations of cyclodextrin
inclusion complex and hydrate formation at both ambient- and high-pressure
crystallization conditions using water as crystallization medium [9]. α-CD (Figure 1),
the smallest natural cyclic oligosaccharide with six sugar units, was chosen
for studying inclusion complex formation with small molecules (here defined
as molecules with a molecular weight <500 Daltons), particularly to compare
and contrast the effects of non-ambient (low-temperature and high-pressure)
crystallization conditions on complex formation. A Cambridge Structural
Database [10] (CSD) search (the CSD, V 5.36 including updates to November 2014
was searched for structures with 3-D coordinates) indicates that α-CD crystallizes
in the channel-packing type in 52% of the total 96 hits, followed by the brick-type
in 26% and the herringbone-type in 22% of the structures. In the channel-packing
type favored by α-CD, guest molecules are inserted lengthwise into the host’s cavity,
forming infinite columns.
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Figure 1. Diagrams and numbering schemes of: (a) α-cyclodextrins; (b) α-D-glucopyranose;  
(c) succinic acid (SA): the mean distance O(3)–O(4) was computed from 72 structures of SA in the 
Cambridge Structural Database (CSD), the width of SA is the (mean distance O(3)–O(4) plus twice the 
van der Waals radius of an oxygen atom. 

Succinic acid (SA, Figure 1), an aliphatic dicarboxylic acid, is essential in aerobic cellular 
metabolism by intervening in the citric acid cycle, a metabolic pathway for the regeneration of 
adenosine triphosphate (ATP), which is the main energy source of most cellular functions [11].  
SA is a FDA-Generally Recognized As SAFE (GRAS) substance also used in the pharmaceutical 
industry for the preparation of succinate ester derivatives of active pharmaceutical ingredients.  
The structure of a β-CD∙SA inclusion complex (CSD refcode KIJSEC) has been previously obtained 
while investigating the enhancement of succinic anhydride’s reactivity using β-CD as molecular 
cages in aqueous solutions [12]. We found that this complex can easily be obtained with SA instead 
of succinic anhydride; the large cavity size of β-CD, which is 6.0–6.5 Å in diameter [13], can easily 
accommodate SA and the crystal structure of the complex shows several intermolecular interactions 
between host, guest and solvent molecules [12]. We hypothesizehypothesized that with a width 
(5.265(13) Å, see Figure 1) commensurable with the cavity diameter of α-CD (4.7–5.3 Å) [13], SA could 
in principle form a crystalline complex with α-CD. The literature shows that similar linear 
compounds form inclusion complexes with α-CD (see for example CSD refcodes BUPDEV [14], 
CDKABA [15] and XIGBOE [16]). 

2. Results and Discussion 

Low-temperature crystallization of an equimolar mixture of α-CD with SA in water led to the 
formation of hexagonal prism shaped crystals. A first polarizedpolarized microscopy analysis of the 
crystals through the hexagonal face indicated an absence of light extinction characteristic of uniaxial 
crystals. This microscopic analysis endorsed the choice of the unit cell from X-ray diffraction, with 
successful indexing of the reflections using a rhombohedral unit cell. The reflections could also be 
indexed using a lower symmetry monoclinic unit cell, through the transformation matrix (−⅓ −⅔ −⅔, 1 0 
0, −⅓ −⅔ ⅓). The choice of a trigonal crystal system dictates that both host and guest molecules sit on 
a 3-fold rotation axis going through α-CD cavities. Heavy disorder of the guest, evident from the 
electron density maps, could be modelled in the higher symmetry space group and this was finally 
chosen for refinement. 

The α-CD∙SA 1:1 complex inclusion complex crystallises in space group R32 with 3 × ⅓ α-CD 
molecules in the asymmetric unit, here named A, B and C (Figure 2). Each α-CD sits on the 3-fold 

Figure 1. Diagrams and numbering schemes of: (a) α-cyclodextrins;
(b) α-D-glucopyranose; (c) succinic acid (SA): the mean distance O(3)–O(4) was
computed from 72 structures of SA in the Cambridge Structural Database (CSD),
the width of SA is the (mean distance O(3)–O(4) plus twice the van der Waals radius
of an oxygen atom.

Succinic acid (SA, Figure 1), an aliphatic dicarboxylic acid, is essential in aerobic
cellular metabolism by intervening in the citric acid cycle, a metabolic pathway
for the regeneration of adenosine triphosphate (ATP), which is the main energy
source of most cellular functions [11]. SA is a FDA-Generally Recognized As SAFE
(GRAS) substance also used in the pharmaceutical industry for the preparation of
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succinate ester derivatives of active pharmaceutical ingredients. The structure of
a β-CD¨SA inclusion complex (CSD refcode KIJSEC) has been previously obtained
while investigating the enhancement of succinic anhydride’s reactivity using β-CD
as molecular cages in aqueous solutions [12]. We found that this complex can easily
be obtained with SA instead of succinic anhydride; the large cavity size of β-CD,
which is 6.0–6.5 Å in diameter [13], can easily accommodate SA and the crystal
structure of the complex shows several intermolecular interactions between host,
guest and solvent molecules [12]. We hypothesize that with a width (5.265(13) Å,
see Figure 1) commensurable with the cavity diameter of α-CD (4.7–5.3 Å) [13], SA
could in principle form a crystalline complex with α-CD. The literature shows that
similar linear compounds form inclusion complexes with α-CD (see for example
CSD refcodes BUPDEV [14], CDKABA [15] and XIGBOE [16]).

2. Results and Discussion

Low-temperature crystallization of an equimolar mixture of α-CD with SA in
water led to the formation of hexagonal prism shaped crystals. A first polarized
microscopy analysis of the crystals through the hexagonal face indicated an absence
of light extinction characteristic of uniaxial crystals. This microscopic analysis
endorsed the choice of the unit cell from X-ray diffraction, with successful indexing
of the reflections using a rhombohedral unit cell. The reflections could also be
indexed using a lower symmetry monoclinic unit cell, through the transformation
matrix (´1{3 ´

2{3 ´
2{3, 1 0 0, ´1{3 ´

2{3
1{3). The choice of a trigonal crystal system

dictates that both host and guest molecules sit on a 3-fold rotation axis going through
α-CD cavities. Heavy disorder of the guest, evident from the electron density maps,
could be modelled in the higher symmetry space group and this was finally chosen
for refinement.

The α-CD¨SA 1:1 inclusion complex crystallizes in space group R32 with
3 ˆ 1{3 α-CD molecules in the asymmetric unit, here named A, B and C (Figure 2).
Each α-CD sits on the 3-fold rotation axis and encloses one SA molecule disordered
over six positions; crystallographically, this is modelled by having two SA molecules
per cavity each with 1{6 site occupancy. α-CD C is further disordered over two
positions with 2{3 (C) and 1{3 (C1) site occupancies. In addition the unit cell contains
ca. 12 water molecules making the complex a pseudo dodecahydrate.
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rotation axis and encloses one SA molecule disordered over six positions; crystallographically, this is 
modelled by having two SA molecules per cavity each with ⅙ site occupancy. α-CD C is further 
disordered over two positions with ⅔ (C) and ⅓ (C′) site occupancies. In addition the unit cell 
contains ca. 12 water molecules making the complex a pseudo dodecahydrate. 

 

Figure 2. Crystal packing of α-CD molecules viewed along the b-axis. H atoms, disorder of α-CD C, SA 
and water molecules have been omitted for clarity. Symmetry-equivalent molecules are colorcolor coded. 

In the solid state α-CD molecules have always been known, to the best of our knowledge,  
to pack as either distinct entities or dimers [6,8]. In this work, a new building block is observed, namely 
α-CD trimers packed along the c-axis. Each trimer is made of crystallographically independent molecules 
assembled in a stacked vase-like cluster (Figure 2). The stacked trimer motif is not unknown for γ-CD 
molecules (see for example CSD refcodes FEJFIJ, FEJFOP, NUNRIX, SIBJAO, SIBJES) [17–19]; however the 
concept of vase-like packing has not been previously reported. It has also been reported that β-CD 
molecules crystallise as trimers (CSD refcodes RIPKIL, OCIGAK) [20,21] or tetramers [22,23]. The 
structure of the title compound appears to be very similar to that of α-CD∙hexa-ethylene glycol 
reported by Harada et al. (CSD refcode LOJTUZ, no 3D coordinates deposited in the CSD) [24]; 
however, this publication neither describe the distinctive trimer arrangement in detail, nor identifies a 
new packing type. In contrast, in a conference abstract, Caira et al. have recently reported that the α-
CD-lipoic acid system “crystallizes in the trigonal system, space group R32, with three independent 
CD molecules in the asymmetric unit and is not isostructural with any known CD complex.” [25]. 
These observations make the reported packing type rare but not unknown. 

The vase-like cluster in the α-CD∙SA inclusion complex is formed by two sub-dimers: (1) a  
head-to-head dimer, which is stabilised by H-bonds between secondary hydroxy groups of α-CDs A 
and B; and (2) a tail-to-tail dimer between α-CDs A and C interconnected through a cluster of water 
molecules. Analysis of planes formed by glycosidic O-atoms shows that the interplanar distance in 
the head-to-head dimer is 7.022 Å, compared to a mean distance of 9.060 Å for the tail-to-tail dimer (Figure 
3). Successive vase-like clusters, stacked via two-fold rotation symmetry, are separated by a layer of water 
molecules forming a complex H-bonded network that holds two vase-like structures together. 

The three α-CD molecules forming the vase-like cluster exhibit an almost ideal cylindrical shape 
and form infinite linear channels extending along the c-axis of the unit cell in a honeycomb-type 
arrangement. A honeycomb or quasi-hexagonal pattern ensures effective close packing [19,26], and 
for CDs it was reported for the first time by Saenger in 1980, while describing the general arrangement 
of CDs in crystals, as “hexagonal packing of stacks” [5]. A careful analysis of the reported channel-type 
structures of α-CD inclusion complexes, including hydrates, in the CSD shows that honeycomb 
packing is observed in 27 out of 50 structures (CSD refcodes of these structures are reported in the 
Supplementary Information), though this particular structural feature has been rarely reported 

Figure 2. Crystal packing of α-CD molecules viewed along the b-axis. H atoms,
disorder of α-CD C, SA and water molecules have been omitted for clarity.
Symmetry-equivalent molecules are color coded.

In the solid state α-CD molecules have always been known, to the best of
our knowledge, to pack as either distinct entities or dimers [6,8]. In this work,
a new building block is observed, namely α-CD trimers packed along the c-axis.
Each trimer is made of crystallographically independent molecules assembled in a
stacked vase-like cluster (Figure 2). The stacked trimer motif is not unknown for
γ-CD molecules (see for example CSD refcodes FEJFIJ, FEJFOP, NUNRIX, SIBJAO,
SIBJES) [17–19]; however the concept of vase-like packing has not been previously
reported. It has also been reported that β-CD molecules crystallize as trimers
(CSD refcodes RIPKIL, OCIGAK) [20,21] or tetramers [22,23]. The structure of the title
compound appears to be very similar to that of α-CD�hexa-ethylene glycol reported
by Harada et al. (CSD refcode LOJTUZ, no 3D coordinates deposited in the CSD) [24];
however, this publication neither describe the distinctive trimer arrangement in detail,
nor identifies a new packing type. In contrast, in a conference abstract, Caira et al.
have recently reported that the α-CD-lipoic acid system “crystallizes in the trigonal
system, space group R32, with three independent CD molecules in the asymmetric
unit and is not isostructural with any known CD complex” [25]. These observations
make the reported packing type rare but not unknown.

The vase-like cluster in the α-CD�SA inclusion complex is formed by two
sub-dimers: (1) a head-to-head dimer, which is stabilized by H-bonds between
secondary hydroxy groups of α-CDs A and B; and (2) a tail-to-tail dimer between
α-CDs A and C interconnected through a cluster of water molecules. Analysis
of planes formed by glycosidic O-atoms shows that the interplanar distance in
the head-to-head dimer is 7.022 Å, compared to a mean distance of 9.060 Å for
the tail-to-tail dimer (Figure 3). Successive vase-like clusters, stacked via two-fold
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rotation symmetry, are separated by a layer of water molecules forming a complex
H-bonded network that holds two vase-like structures together.

The three α-CD molecules forming the vase-like cluster exhibit an almost ideal
cylindrical shape and form infinite linear channels extending along the c-axis of
the unit cell in a honeycomb-type arrangement. A honeycomb or quasi-hexagonal
pattern ensures effective close packing [19,26], and for CDs it was reported for
the first time by Saenger in 1980, while describing the general arrangement of
CDs in crystals, as “hexagonal packing of stacks” [5]. A careful analysis of the
reported channel-type structures of α-CD inclusion complexes, including hydrates,
in the CSD shows that honeycomb packing is observed in 27 out of 50 structures
(CSD refcodes of these structures are reported in the Supplementary Information),
though this particular structural feature has been rarely reported explicitly. Instead,
authors usually report the type of α-CD dimer arrangement, head-to-head or
head-to-tail, in channel-type structures.
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explicitly. Instead, authors usually report the type of α-CD dimer arrangement, head-to-head or 
head-to-tail, in channel-type structures. 

 
Figure 3. Projection of α-CD∙SA structure along the b-axis. The crystallographically-independent CD 
molecules are named A, B and C, see main text for details. H atoms, SA and water molecules have 
been omitted for clarity. The distances refer to gap in Å between the least-square planes formed by 
all O(4) atoms involved in the glycosidic bonds. 

One of the features of CDs is the flexibility of the primary-hydroxy groups. The conformation of the 
hydroxy group is defined by the value of the O(5)–C(5)–C(6)–O(6) torsion angle (Figure 1): a  
preferred (−)-gauche conformation in which the hydroxy group is facing the exterior of the cavity, and a 
less preferred (+)-gauche conformation where the hydroxy group is facing the inner cavity [27]. All but 
one primary hydroxy groups in α-CD exhibit the (−)-gauche conformation and are directed away 
from the cavity. The rotation of the primary hydroxy group to the less favored (+)-gauche 
conformation in molecule C can be explained by the formation of the short H-bonds [2.52(4) and 
2.79(1) Å] with a disordered water molecule (named O(10)_91 in the structure). A CSD search  
(V 5.36) shows that (−)-gauche conformers are not unknown for α-CD inclusion complexes and 
indicate the absence of direct H-bonds between the guest and the host molecules, which could explain 
the high degree of rotational disorder of the guest observed here. In contrast, in the structure of β-CD∙SA 
which contains one full guest and host molecules in the asymmetric unit, SA is H-bonded to two primary 
CD hydroxy groups, which are facing the inner cavity, through one water molecule each. Interestingly, 
the SA molecule in the β-CD∙SA inclusion complex does not exhibit disorder. 

A search in the CSD (V 5.36 including updates to November 2014) based on the C(1)–C(2)–C(3)–C(4) 
torsion angle of the guest (Figure 1) shows that SA molecules exhibit two conformations in the solid 
state, trans and gauche, with an incidence of 90 and 10%, respectively, out of a total of 165 structures. 
Lisnyak et al. reported that the trans conformer is energetically more favorable than the gauche one 
with an energy difference of 31.4 kJ∙mol−1 [12]. In β-CD.SA (CSD refcode KIJSEC [12]), SA molecules 
lie almost equatorially in the β-CD cavity and exhibit the gauche conformer. In contrast, the electron 
density maps of α-CD∙SA point to the trans conformation with SA molecules extended along the  
c-axis. The difference in conformation may be directly related to the cavity size differences between 
α- and β-CD, with an axial inclusion mode being more commensurable with the size of the α-CD 
cavity. Although as a result of this one might expect a tighter fit of SA inside α-CD, the guest is 
actually found be disordered. This is in line with the almost ideal cylindrical shape of the host, 
yielding a more evenly distributed cavity space, and the absence of direct H-bonds between the  
guest and host molecules. In α-CD∙SA the axial inclusion mode is described by the almost orthogonal 
angular differences between the planes formed by the glycosidic O-atoms of the ordered CD 
molecules A and B and to the planes formed by the SA molecules inside the respective cavities (SA 
planes were calculated using C(1)–C(2)–C(3)–C(4)). For α-CD C, similar calculations show that the same 
planes are 13 to 18° off from being orthogonal. The different inclusion modes of SA inside  
α- and β-CD are also associated with different crystal packing: the trans SA molecules in α-CD∙SA 
form a H-bonded linear chain (Figure 4) that is associated with the formation of a channel-type 

Figure 3. Projection of α-CD�SA structure along the b-axis. The
crystallographically-independent CD molecules are named A, B and C, see main
text for details. H atoms, SA and water molecules have been omitted for clarity.
The distances refer to gap in Å between the least-square planes formed by all O(4)
atoms involved in the glycosidic bonds.

One of the features of CDs is the flexibility of the primary-hydroxy groups. The
conformation of the hydroxy group is defined by the value of the O(5)–C(5)–C(6)–O(6)
torsion angle (Figure 1): a preferred (�)-gauche conformation in which the hydroxy
group is facing the exterior of the cavity, and a less preferred (+)-gauche conformation
where the hydroxy group is facing the inner cavity [27]. All but one primary
hydroxy groups in α-CD exhibit the (�)-gauche conformation and are directed
away from the cavity. The rotation of the primary hydroxy group to the less favored
(+)-gauche conformation in molecule C can be explained by the formation of the
short H-bonds [2.52(4) and 2.79(1) Å] with a disordered water molecule (named
O(10)_91 in the structure). A CSD search (V 5.36) shows that (�)-gauche conformers
are not unknown for α-CD inclusion complexes and indicate the absence of direct
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H-bonds between the guest and the host molecules, which could explain the high
degree of rotational disorder of the guest observed here. In contrast, in the structure
of β-CD�SA which contains one full guest and host molecules in the asymmetric
unit, SA is H-bonded to two primary CD hydroxy groups, which are facing the
inner cavity, through one water molecule each. Interestingly, the SA molecule in the
β-CD�SA inclusion complex does not exhibit disorder.

A search in the CSD (V 5.36 including updates to November 2014) based on the
C(1)–C(2)–C(3)–C(4) torsion angle of the guest (Figure 1) shows that SA molecules
exhibit two conformations in the solid state, trans and gauche, with an incidence
of 90 and 10%, respectively, out of a total of 165 structures. Lisnyak et al. reported
that the trans conformer is energetically more favorable than the gauche one with
an energy difference of 31.4 kJ�mol�1 [12]. In β-CD.SA (CSD refcode KIJSEC [12]),
SA molecules lie almost equatorially in the β-CD cavity and exhibit the gauche
conformer. In contrast, the electron density maps of α-CD�SA point to the trans
conformation with SA molecules extended along the c-axis. The difference in
conformation may be directly related to the cavity size differences between α- and
β-CD, with an axial inclusion mode being more commensurable with the size of
the α-CD cavity. Although as a result of this one might expect a tighter fit of SA
inside α-CD, the guest is actually found be disordered. This is in line with the
almost ideal cylindrical shape of the host, yielding a more evenly distributed cavity
space, and the absence of direct H-bonds between the guest and host molecules. In
α-CD�SA the axial inclusion mode is described by the almost orthogonal angular
differences between the planes formed by the glycosidic O-atoms of the ordered CD
molecules A and B and to the planes formed by the SA molecules inside the respective
cavities (SA planes were calculated using C(1)–C(2)–C(3)–C(4)). For α-CD C, similar
calculations show that the same planes are 13 to 18� off from being orthogonal. The
different inclusion modes of SA inside α- and β-CD are also associated with different
crystal packing: the trans SA molecules in α-CD�SA form a H-bonded linear chain
(Figure 4) that is associated with the formation of a channel-type packing. On the
other hand, in the β-CD.SA complex gauche SA molecules are “buried” in the cavities
and the herringbone-type packing observed in the hydrated β-CD and small-guest
molecules structures is conserved. This comparative analysis based on size, shape
and functionality of the guest molecule supports the work by Saenger and Steiner [7].
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packing. On the other hand, in the β-CD.SA complex gauche SA molecules are “buried” in the cavities 
and the herringbone-type packing observed in the hydrated β-CD and small-guest molecules 
structures is conserved. This comparative analysis based on size, shape and functionality of the guest 
molecule supports the work by Saenger and Steiner [7]. 

 
Figure 4. H-bonded motif formed by SA molecules in the asymmetric unit viewed (a) along the a-axis 
and (b) along the b-axis. O–O contacts are represented by dashed green lines. H-atoms (in b), α-CD 
and water molecules have been omitted for clarity. SA molecules are contained in the cavities of the 
crystallographically-independent CD molecules named A, B and C, see main text for details. 

2.1. Insight into Disorder 

In an attempt to gain a better insight into the disorder of α-CD∙SA inclusion complex and to 
investigate whether a temperature-dependent phase transition takes place, we extended our initial 
work to a multi-temperature investigation covering the 100–270 K temperature range, in an ascending 
temperature ramp. 

The crystallographic data of all structures, summarized in Table S1, show small differences in  
the lattice constants across the temperature range. The lattice parameters were normalised to the unit  
cell values of the 100 K crystal structure and are visually represented in Figure 5. Approximately 
uniform thermal expansion up to 180 K is observed for both the c- and a-axes. For the unit cell volume, 
the rate of thermal expansion is approximately linear up to this temperature. From 180 to 240 K, the 
complex overall expands but the c-axis shows negative thermal expansion. The negative thermal 
expansion for this axis is marked between 240 and 270 K so that a slight volume contraction is 
concomitantly observed. 

 
Figure 5. The evolution of the normalised unit-cell parameters as function of temperature (errors at 3σ 
level) taken from the structures in Supplementary Table S1, see Supplementary Information for details. 
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Figure 4. H-bonded motif formed by SA molecules in the asymmetric unit viewed
(a) along the a-axis and (b) along the b-axis. O–O contacts are represented by dashed
green lines. H-atoms (in b), α-CD and water molecules have been omitted for clarity.
SA molecules are contained in the cavities of the crystallographically-independent
CD molecules named A, B and C, see main text for details.

2.1. Insight into Disorder

In an attempt to gain a better insight into the disorder of α-CD¨SA inclusion
complex and to investigate whether a temperature-dependent phase transition takes
place, we extended our initial work to a multi-temperature investigation covering
the 100–270 K temperature range, in an ascending temperature ramp.

The crystallographic data of all structures, summarized in Table S1, show
small differences in the lattice constants across the temperature range. The lattice
parameters were normalized to the unit cell values of the 100 K crystal structure and
are visually represented in Figure 5. Approximately uniform thermal expansion up
to 180 K is observed for both the c- and a-axes. For the unit cell volume, the rate of
thermal expansion is approximately linear up to this temperature. From 180 to 240 K,
the complex overall expands but the c-axis shows negative thermal expansion. The
negative thermal expansion for this axis is marked between 240 and 270 K so that
a slight volume contraction is concomitantly observed.

The variations in the unit-cell parameters can be related to the following
structural features: (1) lengthening of the a-axis (a = b) as a function of increasing
temperature is associated with lengthening of the intermolecular contacts between
adjacent α-CD molecules along the same axis; (2) the negative thermal expansion
along the c-axis is associated with a compression of the vase-like cluster (see
Figure S1), mainly arising from compression of the thin water layer that stabilizes
the α-CD A–C tail-to-tail dimer (Figure 2). This thin water layer is formed by one
disordered water molecule (named O(10)_91 in the structure), and its symmetry
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equivalents, H-bonded to the (+)-gauche primary hydroxy group of α-CD molecule
C (Figure 4).
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molecule supports the work by Saenger and Steiner [7]. 
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Figure 5. The evolution of the normalized unit-cell parameters as function of
temperature (errors at 3σ level) taken from the structures in Supplementary Table S1,
see Supplementary Information for details.

An apparent ordering of α-CD C is observed at 270 K although it should be
noted that the structure has large temperature factors. In fact, the low-temperature
study points to the presence of dynamic disorder, whereby low temperatures
freeze the movement of α-CD C into two distinct positions. Ordering at 270 K
is associated with a rearrangement of hydroxy groups: α-CD C has two (+)-gauche
primary hydroxy conformers, instead of one observed at low temperature. The
new (+)-gauche conformer, pointing towards the inner cavity, is H-bonded to the
disordered water molecule O(10)_91 with a distance of 2.52(9) Å. This indicates
that there is interplay between movement of α-CD and water molecules towards
stabilization of the structure. The multi-temperature experiment did not provide
information on the nature of the disorder of the guest molecules, for which it is likely
that a combination of dynamic and static disorder is present.

The 100 K structural model was refined based on the atomic coordinates of the
90 K model, and was then used as a starting model for all other temperature points.
Modeling of disordered water molecules in a highly hydrated structure is subject to
user bias. Temperature factors and site occupancy parameters suffer from correlation
and in the absence of independent information, e.g., on water content determined by
thermal analysis, the user must make judicious use of refinement tools in order to
obtain a reasonable model, which does not necessarily lead to the lowest R-factor.
Comparing Fourier and difference Fourier maps can give an indication on the mean
position and site occupancy of the atoms provided a consistent data reduction and
refinement strategy for all data points is applied. To minimize model bias and
double check the stability of the model, the SHELXL WIGL command was used as a
cross-validation method during the refinement [28]. Two sets of results were then
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generated. In the first set, all water molecules were placed and refined according
to the difference Fourier electron density maps (results reported in Table S1). In the
second set, all water molecules were omitted during refinement in order to compare
the evolution of the maps as a function of increasing temperature. The latter set of
structures can be used to emphasize the change in the positions of water molecules
and site occupancies by two methods:

(a) An analysis with SHELXLE [29] allows a qualitative analysis of the changes in
the difference density as a function of temperature. Figure 6 clearly illustrates
the loss of this signal from the solvent region as temperature is increased.

(b) Void analysis performed with MERCURY [30] using a probe radius of 1.2 Å
and a grid spacing of 0.2 Å, calculated using the contact surface algorithm,
reveals that the volume occupied by the solvent does not change significantly
as temperature is increased (Figure S2).
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Figure 6. SHELXLE Fobs-Fcalc maps (at 0.40 e−/Å3) of α-CD∙SA inclusion complex at 100 K and the 
respective solvent region at the bottom (right-hand side in the picture) of the vase-like cluster at the 
different temperatures showing the decrease of the signal as a function of increasing temperature.  
A similar decrease, not shown here, is observed for the other side. 

To summarize, the loss of diffraction quality at higher temperatures can be directly ascribed to 
structural disorder, primarily of the solvent region. It is not unlikely that at even higher temperatures, 
water molecules vibrate excessively leading to disruption of the crystal packing and structural 
instability as testified by complete loss of diffraction at 298 K. Given the channel-type packing 
adopted by the structure, it is conceivable that water molecules find their way out of the structure. 
Moreover, the multi-temperature study also shows that the guest molecules inside α-CD cavities are 
freely rotating with no apparent ordering induced by lowering the temperature. This is due to the 
lack of H-bond interactions between the guest and the host molecules, which, in theory, should help 
to stabilize the position of the guest molecules. A CSD search reveals that the lack of direct 
intermolecular contacts between host and guest molecules is not unusual for CD inclusion complexes, 
and that the guest is indirectly H-bonded to the host via water molecules. 

2.2. High-Pressure Crystallization Results 

We have investigated complex formation at high pressure up to 0.7 GPa and in the 277–293 K 
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Figure 6. SHELXLE Fobs-Fcalc maps (at 0.40 e´/Å3) of α-CD¨SA inclusion complex at
100 K and the respective solvent region at the bottom (right-hand side in the picture)
of the vase-like cluster at the different temperatures showing the decrease of the
signal as a function of increasing temperature. A similar decrease, not shown here,
is observed for the other side.

An analysis, based on the fully refined structures, of the anisotropic
displacement parameters (ADP) as function of temperature indicates larger thermal
motion at higher temperatures, as expected (see Figure S3). Analysis of the refined
Uij values of O(1)ÑO(6) water molecules, which are located in the space between
adjacent α-CD columns (Figure 2), shows comparable expansion of the three diagonal
elements U11, U22, U33 of the ADP tensor. These elements are parallel to the reciprocal
unit-cell axes a˚, b˚ and c˚, respectively, and in the case of a rhombohedral crystal
system, U33 is parallel to the c-axis. For α-CD atoms, the thermal expansion of U33 is
much more pronounced compared to the two other directions. Hence, while water
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molecules increase their vibrations in all directions as temperature increases, α-CD
molecules have more freedom along the c-direction.

To summarize, the loss of diffraction quality at higher temperatures can be
directly ascribed to structural disorder, primarily of the solvent region. It is not
unlikely that at even higher temperatures, water molecules vibrate excessively
leading to disruption of the crystal packing and structural instability as testified
by complete loss of diffraction at 298 K. Given the channel-type packing adopted by
the structure, it is conceivable that water molecules find their way out of the structure.
Moreover, the multi-temperature study also shows that the guest molecules inside
α-CD cavities are freely rotating with no apparent ordering induced by lowering
the temperature. This is due to the lack of H-bond interactions between the guest
and the host molecules, which, in theory, should help to stabilize the position of the
guest molecules. A CSD search reveals that the lack of direct intermolecular contacts
between host and guest molecules is not unusual for CD inclusion complexes, and
that the guest is indirectly H-bonded to the host via water molecules.

2.2. High-Pressure Crystallization Results

We have investigated complex formation at high pressure up to 0.7 GPa and in
the 277–293 K temperature range. Two avenues were explored: first, a diamond-anvil
cell (DAC) was loaded with a saturated 1:1 aqueous solution of α-CD and SA and
pressure was increased to induce precipitation. No crystals were obtained in this
manner. In a second set of experiments, a single crystal of the α-CD¨SA complex
crystallized at ambient-pressure conditions was loaded in a DAC together with
either its mother liquor or water. Pressure was increased and gradual dissolution
of the crystal was observed, similar to what was reported for pure α-CD hydrate
form I [9]. Subsequent to dissolution, no crystallization event was recorded. Upon
releasing pressure, there was no microscopic evidence for crystallization of either SA
or α-CD alone. While our experiments were not comprehensive, the lack of complex
formation at high pressure may be ascribed to concentration, the formation of a
particularly stable complex in solution stabilized at high pressure and kinetic effects;
it is also conceivable that structural disorder is essential for stability of the α-CD¨SA
complex (the entropic contributions of structural disorder in molecular compounds
have for instance been discussed in [31–34]) and that high pressure, favoring more
dense, and in general more ordered states, hinders the in situ formation of a complex.

3. Experimental Section

3.1. Ambient-Pressure Crystallization

Both α-CD and SA were bought from Fluka (Munich, Germany ) and SIGMA
(Munich, Germany), respectively, and used without further treatment. An
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undersaturated solution with a 1:1 molar ratio mixture of α-CD (194.57 mg) and
succinic acid (23.6 mg) was prepared in approximately 2 mL of demineralized water.
Fast evaporation of the solution yielded a glass at ambient conditions. A combination
of cold temperatures (ca. 277 K) and very slow evaporation over the course of six
months led to the crystallization of hexagonal prism-shaped crystals. When the
experiment was repeated using a more concentrated solution, crystallization occurred
within a week at the same low-temperature conditions.

3.2. High-Pressure Crystallization

The high-pressure crystallization experiment was carried out using an in-house
modified Merrill-Bassett DAC [35] with a half opening angle of 45˝. The DAC was
equipped with 800 µm culet diamonds of low fluorescence grade and Inconel gaskets
with a starting diameter hole of 350 µm. Pressure was monitored using the ruby
fluorescence method described by Piermarini et al. [36].

3.3. Data Collection and Reduction

Several crystals were tested on the diffractometer. When left out of the mother
liquor, crystals were found to be unstable at room-temperature conditions, yielding
poor diffraction quality even when measured at low temperature. Maintaining low
temperature from the moment the crystal was extracted from the mother liquor until
final mounting on a glass fiber on the goniometer’s head was essential to ensure
good diffraction quality: in order to achieve this a drop containing mother liquor and
crystals was pipetted onto a microscope slide that had previously been cooled using
an ice bath beneath the slide. Subsequently, the crystal was moved from the mother
liquor to a cold drop of mounting oil and then to the goniometer’s head under a cold
and dry-nitrogen stream [37].

Data collection was undertaken using a Bruker-AXS APEX II diffractometer
(Bruker-AXS, Karlsruhe, Germany) equipped with graphite-monochromatic Mo-Kα

radiation and an Oxford Cryosystems low-temperature device (Oxoford Cryosystems
Ltd., Oxford, UK). X-ray data were first collected on a single crystal specimen at 90 K.
A subsequent experiment was performed at low-temperature conditions on a second
single-crystal specimen. Data sets were collected on the same single crystal using the
same data collection strategy at 100, 120, 150, 180, 210, 240 and 270 K. The purpose
of this experiment was to monitor structural changes, e.g., phase transitions, and
possible crystal decay as function of temperature.

Data integration and global-cell refinement were performed with the program
SAINT (Bruker-AXS, Madison, WI, USA) [38]. Absorption correction was performed
with SADABS (Bruker-AXS, Madison, WI, USA) [39]. Structure solution of this
medium-sized structure was based on Patterson-seeded dual-space recycling in the
SHELXD program (Göttingen, Germany) [40]. Structures were refined by full-matrix
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least squares against F2 using SHELXL-2014/7 (Göttingen, Germany) [41] through
the SHELXLE GUI (Göttingen, Germany) [29]. Due to the limited resolution and
structural complexity of the model, soft restraints on bond lengths and angles of
the host and guest molecules were applied using the GRADE webserver (Globar
Phasing Ltd., Cambridge, UK) [42]. A GRADE dictionary for SHELXL contains
target values and standard deviations for 1,2-distances (DFIX) and 1,3-distances
(DANG), as well as restraints for planar groups (FLAT). Following a CSD search
on structures containing SA-SA H-bonded dimer, SA molecules were restrained to
be planar. Anisotropic displacement parameters were refined using the new rigid
bond restraint (RIGU) implemented in the SHELXL program [43]; SIMU restraints
were also applied where necessary. ISOR restrains were used on a handful of atoms
to cure ill-defined ADPs. All H-atoms of α-CD and SA were placed geometrically
and allowed to ride on the parent atoms. H-atoms belonging to ordered water
molecules were clearly visible in difference Fourier maps and their positions were
refined subject to distance restraints. H-atoms belonging to disordered water
molecules were not placed during refinement but were taken into account for the
calculation of F000 and derived properties. Uiso(H) values were assigned in the
range 1.2–1.5 times Ueq of the parent atom. Details on the treatment of disorder are
given in the discussion below and crystallographic details can be found in Table S1.
CCDC 1437063-1437070 contain the supplementary crystallographic data for this
paper. The data can be obtained free of charge from The Cambridge Crystallographic
Data Center via www.ccdc.cam.ac.uk/getstructures.

3.4. Disorder Modeling

The structural refinement of α-CD�SA was particularly challenging due to the
heavy disorder of the guest and solvent molecules as well as one of the CD molecules.
The disordered α-CD C molecule was modelled using a free variable which for the
90 K structure refines to a final value of 0.668(5) for the major component. The
effect of disorder is to elongate the vase-like cluster (Figure 2). At 90 K, a careful
inspection of the difference Fourier maps permits the refinement of 33 positions of
water molecules, which are distributed heterogeneously over the asymmetric unit
and of which only two are fully occupied. For these two water molecules, H-atoms
could be located in difference Fourier maps.

The channel-type structure of α-CD�SA favors the guest to be in the trans,
planar conformation. The three-fold rotation axis, going through the center of
the host, is incompatible with the guest molecular symmetry and imposes the
presence of disorder, which was modelled as exemplified by α-CD molecules B
(Figure 7) as follows: electron density maps inside the α-CD cavity show tetrahedral
features, incompatible with a single SA molecule. The difference electron density
peak Q(1), sitting on the 3-fold rotation axis, was assigned to the carbon atom C(1)
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of the carboxylic group. The coordinates of C(1) were constrained to make model
building more straightforward. By using stereochemical restrains generated with
the GRADE webserver [42] all other Q peaks were correctly assigned, i.e., Q(4) to
O(1) and O(2), Q3 to C(2), Q(2) to C(4) (Figure 7). Finally, all atomic coordinates
were freely refined. Two partially occupied SA molecules fit inside the disordered
electron density; the negative PART instruction was used in the program SHELXL
to exclude the generation of special position constraints and dissociate bonding to
symmetry-generated atoms within the same PART group.
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Figure 7. Fobs-Fcalc maps in green showing the electron density before (a) and after
(b) modeling SA inside α-CD B molecule. The peaks Q1 and 3 ˆ (Q4) are forming
a tetrahedron. H-atoms and the rest of the structure have been omitted for clarity.
Displacement ellipsoids are drawn at the 50% probability level.

After several trials, the best refinement strategy consisted of gradually modeling
the electron density of the host molecules and the reliably localized solvent peaks,
followed by the guests, and finally the rest of the disordered solvent molecules. In
order to avoid over-parametrization , site-occupancy factors of the disordered water
molecules were fixed to the initially refined values. Those of the guest molecules
were constrained to 1{6 each.

4. Conclusions

The crystal structure of a 1:1 α-CD¨SA pseudododecahydrate inclusion complex
has been elucidated using single-crystal X-ray diffraction. The complex crystallizes in
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a high-symmetry space group, previously unreported for α-CD inclusion complexes.
The structure exhibits a honeycomb arrangement of channels, in which the guest
molecules are heavily disordered. The building block of the channels has been
described as a vase-like cluster formed by a trimer of α-CD molecules.

Structural disorder has been analyzed by means of a multi-temperature X-ray
diffraction experiment. Careful analysis of difference Fourier maps proved that
the nature of disorder is, at least partially, dynamic. In the low-temperature regime
disorder is attributed to thermal vibrations; above 210 K vibrations of water molecules
accentuate the disorder and lead eventually to the decomposition of the crystal at
ambient temperature.

Supplementary Materials: The following are available online at www.mdpi.com/2073-
4352/6/1/2, Table S1: Crystallographic data of the multi-temperature structures of
α-CD¨SA inclusion complex, Figure S1: Evolution of the normalized distances between
dimers in α-CD¨SA. Distances were calculated based on the O(4) glycosidic planes using
MERCURY, Figure S2: The solvent accessible void volume calculated using MERCURY
(grid spacing = 0.2 Å; probe radius = 1.2 Å), Figure S3: U11, U22 and U33 elements of the ADP
tensor for selected atoms plotted as a function of temperature. The value of the ADPs were
taken from the result file of the refinement of SHELX (res file). O(1) to O(6) are water molecules
located in the interstices. The numbering suffix refers to the residue number in the structure.
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The Hydrogen Bonded Structures of Two
5-Bromobarbituric Acids and Analysis of
Unequal C5–X and C5–X1 Bond Lengths
(X = X1 = F, Cl, Br or Me) in
5,5-Disubstituted Barbituric Acids
Thomas Gelbrich, Doris E. Braun, Stefan Oberparleiter, Herwig Schottenberger
and Ulrich J. Griesser

Abstract: The crystal structure of the methanol hemisolvate of 5,5-dibromobarbituric
acid (1MH) displays an H-bonded layer structure which is based on N–H¨¨¨O=C,
N–H¨¨¨O(MeOH) and (MeOH)O–H¨¨¨O interactions. The barbiturate molecules
form an H-bonded substructure which has the fes topology. 5,51-Methanediylbis
(5-bromobarbituric acid) 2, obtained from a solution of 5,5-dibromobarbituric acid
in nitromethane, displays a N–H¨ ¨ ¨O=C bonded framework of the sxd type. The
conformation of the pyridmidine ring and the lengths of the ring substituent bonds
C5–X and C5–X1 in crystal forms of 5,5-dibromobarbituric acid and three closely related
analogues (X = X1 = Br, Cl, F, Me) have been investigated. In each case, a conformation
close to a C5-endo envelope is correlated with a significant lengthening of the axial
C5–X1 in comparison to the equatorial C5–X bond. Isolated molecule geometry
optimizations at different levels of theory confirm that the C5-endo envelope is the
global conformational energy minimum of 5,5-dihalogenbarbituric acids. The relative
lengthening of the axial bond is therefore interpreted as an inherent feature of the
preferred envelope conformation of the pyrimidine ring, which minimizes repulsive
interactions between the axial substituent and pyrimidine ring atoms.

Reprinted from Crystals. Cite as: Gelbrich, T.; Braun, D.E.; Oberparleiter, S.;
Schottenberger, H.; Griesser, U.J. The Hydrogen Bonded Structures of Two
5-Bromobarbituric Acids and Analysis of Unequal C5–X and C5–X1 Bond Lengths
(X = X1 = F, Cl, Br or Me) in 5,5-Disubstituted Barbituric Acids. Crystals 2016, 6, 47.

1. Introduction

Barbiturates are derivatives of barbituric acid which have the ability to act as
nervous system depressants. A number of 5,5-disubstituted species have been used
widely as sedative, hypnotic and anticonvulsant agents [1–4]. These barbiturates
are known for their high propensity to crystallize in multiple solid forms, and
they are a model polymorphic system in which a set of competing H-bonded
structures (HBSs) occurs. In the course of our systematic study of this group of
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compounds [5–9], we have investigated polymorphs of 5,5-dibromobarbituric acid
(1) and 5,5-dichlorobarbituric acid (3), some of which had been first described by
Groth more than 100 years ago [10]. The polymorphs of 1 and 3 display four distinct
1D, 2D or 3D hydrogen-bond motifs, and three of these motifs are unique in that
they have not been encountered in any of the more than 50 known crystal structures
of analogous barbiturates bearing two organic groups as ring substituents R and R1

at atom C5 (Scheme 1) [11,12]. Few crystal structures of solvates and hydrates of
5,5-disubstituted barbiturates have been reported so far [7,13–16]. The formation of
H-bond motifs which are distinct from those of the corresponding unsolvated species
is expected in cases where additional H-bond donor and/or acceptor functions are
present in the solvent molecule.
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Herein we report the crystal structure of the methanol hemisolvate of
dibromobarbituric acid (1MH) and that of a new derivative, 5,51-methanediylbis
(5-bromobarbituric acid) (2) (Scheme 1), obtained from an unexpected reaction of
1 with nitromethane. The complex HBSs of these crystals will be discussed in
detail and a specific feature of the 5,5-dibromobarbituric acid molecule in the crystal
structure of 1MH, namely the unequal lengths of the two C5–Br bonds, will be
analyzed by means of comparison with crystal structures of structural analogues
and their geometry optimized molecular structures. Additionally, a low-temperature
redetermination of the crystal structure of 5,5-dimethylbarbituric acid (5) is reported.

2. Results and Discussion

2.1. Crystal Structure of 5,5-Dibromobarbituric Acid Hemisolvate (1MH)

The title structure has the monoclinic space group symmetry P21/n (Table 1).
Its asymmetric unit (Figure 1) consists of two dibromobarbituric acid molecules
(labeled A and B) and one MeOH molecule. The pyrimidine rings adopt a C5-endo
envelope conformation, characterized by these ring puckering parameters according
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to Cremer and Pople [17]: Q = 0.201(4) Å, θ = 50.7(11)˝, φ = 242.9(14)˝ (molecule A)
and Q = 0.196(4) Å, θ = 139.9(12)˝, θ = 61.6(17)˝ (molecule B). The positions of the
atoms C5 and C51 of A and B, respectively, deviate by 0.437(4) and 0.450(4) Å from
the mean plane defined by the other five atoms of the pyrimidine ring. In both
molecules, the bond distance to the equatorial bromo substituent, C5–Br1, 1.907(4) Å,
and C51–Br11, 1.912(4) Å, is significantly shorter than that to the axial substituent,
C5–Br2, 1.963(4) Å, and C51–Br21, 1.967(3) Å.
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Table 1. Crystallographic details for 1MH, 2 and 5.

Compound 1MH 2 5

Moiety formula 2(C4H2Br2N2O3)¨CH4O C9H6Br2N4O6 C6H8N2O3
Formula mass 603.83 426.00 156.14
Crystal system monoclinic orthorhombic triclinic

Space group P21/n P212121 P1
Z 4 4 2

a/Å 14.6451(4) 6.8347(3) 5.6667(7)
b/Å 6.73660(16) 10.6206(5) 6.4172(7)
c/Å 17.1159(4) 17.0982(9) 10.5800(8)
α/˝ 90 90 84.429(8)
β/˝ 90.238(2) 90 81.341(8)
γ/˝ 90 90 64.916(12)

Unit cell volume/Å3 1688.61(7) 1241.13(10) 344.24(7)
Temperature/K 173 173 173

No. of reflections measured 5387 9500 2223
No. of independent reflections 3388 2256 1329

Rint 0.0277 0.1130 0.0268
No. of parameters 238 202 117

Absolute structure parameter (Flack) - 0.014(18) -
Final R1 value (I > 2σ(I)) 0.0310 0.0477 0.0331

Final wR(F2) value (all data) 0.0620 0.1220 0.0821
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Molecules A and B are each H-bonded, via one-point connections, to four other
molecules (Table 2). However, the two molecule types are distinct with respect to
their H-bond connectivity. Via its NH H-bond donor groups, molecule A is linked to
one B molecule, N3–H¨ ¨ ¨O=C41, and to one MeOH molecule, N1–H¨ ¨ ¨O=C(MeOH).
Additionally, it is connected via its C2 and C4 carbonyl functions, to another two
B-type molecules. By contrast, both NH groups of a B-type molecule link to
A-molecules, N1’–H¨ ¨ ¨O=C2i and N31–H¨ ¨ ¨O=C4ii. Moreover, its C41 carbonyl
group links to a third A-molecule and the C21 group to a MeOH molecule. The
latter serves as a bridge between an A and a B molecule in such a way that R3

3p10q
rings [18,19] are generated (Figure 2a). The resulting HBS is a layer structure which
lies parallel to p101q and also contains R4

4p16q rings which involve two A and two
B molecules. The latter ring motif connecting four barbiturate molecules is not
encountered in either the orthorhombic or the monoclinic polymorph of 1, both of
which display rings connecting six H-bonded molecules via N–H¨ ¨ ¨O=C interactions.
However, the R3

3p10q ring is reminiscent of the R2
2p8q motif via the C2 carbonyl

function (Figure 2b), which is present in both previously described polymorphs of 1
(the orthorhombic polymorph 1a is the desolvation product of 1MH, see Figure S1 of
the Supplementary Materials).

Table 2. Geometric parameters for hydrogen bonds in 1MH.

Type D–H¨ ¨ ¨A d(D–H)/Å d(H¨ ¨ ¨A)/Å d(D¨ ¨ ¨A)/Å =(DHA)/˝

AÑMeOH N1–H1¨ ¨ ¨O1S 0.855(10) 1.881(15) 2.721(4) 167(5)
AÑB N3–H3¨ ¨ ¨O41 0.862(10) 2.071(15) 2.910(4) 164(3)
BÑA N11–H11¨ ¨ ¨O2 i 0.851(10) 1.974(13) 2.814(4) 169(4)
BÑA N31–H31 ¨ ¨ ¨O4 ii 0.850(10) 2.162(19) 2.942(4) 152(3)

MeOHÑB O1S–H1S¨ ¨ ¨ O21 iii 0.838(10) 1.97(2) 2.757(4) 157(5)

Symmetry transformations: i ´x + 1/2, y + 1/2, ´z + 1/2; ii ´x + 1, ´y + 1, ´z + 1;
iii ´x + 1/2, y ´ 1/2, ´z + 1/2.

The diagram in Figure 3 is based on the topological net of the HBS of 1MH,
generated in the manner described by Baburin & Blatov [20]. The nodes represent
molecules, and links between these nodes represent H-bond connections. As
proposed by Hursthouse et al. [21], arrows have been added to indicate the type
and direction of each H-bond interaction. Only this latter modification reveals the
subtle differences between the two molecule types A and B (Figure 3a, Table 2)
with respect to their H-bond connectivity. If the bridging MeOH molecules are not
taken into account, the barbiturate molecules alone form a 2-periodic 3-connected
uninodal subnet which has the 4.82-fes topology [22] (Figure 3b). The topology
symbol for the complete H-bonded net composed of 4-connected A and B molecules
and 2-connected MeOH (Figure 3a) is (3.4.82.92)2(3). The short symbol according to
Hursthouse et al. [21] for the complete HBS is L(44)2.22[(3.4.82.92)2(3)], and for the
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A + B substructure it is L(44)2[4.82-fes]. The stacking of multiple H-bonded layers in
the crystal is shown in Figure S2 of the Supplementary Materials.Crystals 2016, 6, 47 4 of 14 
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Figure 2. (a) N–H¨ ¨ ¨ O=C, N–H¨ ¨ ¨ O(MeOH) and (MeOH)O–H¨ ¨ ¨ O=C-bonded
layer structure of 1MH. O and H atoms involved in hydrogen bonding are drawn
as spheres and hydrogen bonds are drawn as dashed lines. Br atoms are omitted for
clarity; (b) R2

2(8) ring motif involving the C2 carbonyl functions of two barbiturate
molecules, found in the orthorhombic and monoclinic polymorphs of 1.
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Figure 3. HBS of 1MH, represented as a graph according to ref. [21]: (a) the
complete L(44)2.22[(3.4.82.92)2(3)] structure and (b) the L(44)2[4.82-fes] substructure
formed by the H-bonded molecules of 1.
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2.2. Crystal Structure of 5,5'-Methanediylbis(5-bromobarbituric acid)(2)

This compound has the orthorhombic space group symmetry P212121 (Table 1),
and its asymmetric unit consists of a single molecule (Figure 4). The two
six-membered rings adopt C5-endo envelope conformations of the same handedness.
The Cremer-Pople puckering parameters are Q = 0.240(9) Å, θ = 65(2)˝, φ = 224(2)˝

for the pyrimidinetrione unit A (N1, C2, N3, C4, C5, C6), and they are Q = 0.156(10) Å,
θ = 45(2)˝, φ = 235(5)˝ for unit B (N11, C21, N31, C41, C51, C61). The axial C5–Br1 and
C51–Br11 bond distances of 1.973(8) Å and 1.982(8) are in good agreement with the
corresponding axial values found in 1MH. The angle between the mean planes of
the two heterocyclic rings is 50.1(3)˝.
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Figure 4. Molecular structure of 2. Thermal ellipsoids are drawn at the 70%
probability level and H-atoms drawn as spheres of arbitrary size.

Each molecule is linked to six neighboring molecules via four one-point and
two two-point N–H¨ ¨ ¨O=C connections. The two independent pyrimidinetrione
units differ somewhat from one another in their H-bond connectivity (Table 3).
Two-point connections between neighboring molecules involve the C6 and C2
carbonyl groups of the A and B rings, N1–H1¨ ¨ ¨O21i and N31–H31¨ ¨ ¨O6iv, resulting
in an asymmetrical R2

2p8q ring. With the second H-bond donor function, rings A
and B are connected to the C6 and C2 carbonyl groups, respectively, of A-type rings
belonging to two different molecules, N3–H3¨ ¨ ¨O6ii and N11–H11¨ ¨ ¨O2iii. As a result,
the C2 carbonyl functions of both rings and the C6 carbonyl group of ring A are
engaged in one and two H-bonds, respectively, whereas the C6 carbonyl group of
ring B is not involved in N–H¨ ¨ ¨O=C bonding. The HBS resulting from all these
interactions is an H-bonded framework (Figure 5) which has the topology of the
33.46.55.6-sxd net [22]. Figure 6 shows a graphical representation of this HBS, whose
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short symbol according to ref. [21] is F64[33.46.55.6-sxd]. As in the structure of 1MH,
each NH group is engaged in exactly one N–H¨ ¨ ¨O=C interaction, but the resulting
H-bonded framework is completely different from the H-bonded layer structure
of 1MH.

Table 3. Geometric parameters for hydrogen bonds in 2.

# Type D–H¨ ¨ ¨A d(D–H)/Å d(H¨ ¨ ¨A)/Å d(D¨ ¨ ¨A)/Å =(DHA)/˝

a AÑB N1–H1¨ ¨ ¨O21 i 0.863(14) 2.34(7) 3.085(11) 144(10)
b AÑA N3–H3¨ ¨ ¨O6 ii 0.861(14) 2.13(5) 2.929(10) 153(10)
c BÑA N11–H11¨ ¨ ¨O2 iii 0.861(14) 2.12(5) 2.933(11) 158(10)
d BÑA N31–H31¨ ¨ ¨O6 iv 0.859(14) 2.05(4) 2.871(10) 161(11)

Symmetry transformations: i x ´ 1/2, ´y + 1/2, ´z + 2; ii x + 1, y, z; iii –x + 3/2, ´y + 1,
z + 1/2; iv x + 1/2, ´y + 1/2, ´z + 2.Crystals 2016, 6, 47 6 of 14 
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Figure 6. Graph according to ref. [21] for the HBS of 2 with the symbol
F64[33.46.55.6-sxd].
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The crystal of 2 contains two intermolecular contacts Br1¨ ¨ ¨O2(1 ´ x, y + 0.5,
1.5 ´ z) and Br11¨ ¨ ¨O21(x ´ 1, y, z) whose Br¨ ¨ ¨O distances of 2.81 and 2.98 Å,
respectively, are considerably smaller than the sum of the van der Waals radii of
Br and O (3.37 Å [23]), and the corresponding C–Br¨ ¨ ¨O angles are 165˝ and 174˝

(Supplementary Materials, Figure S3). We have used the semi-classical density
sums (SCDS-PIXEL) [24–27] method to assess the importance of these contacts.
This method enables to calculate total energy contributions (ET) associated with
individual molecule–molecule pairs, which are partitioned into contributions from
Coulombic (EC), polarization (EP), dispersion (ED) and repulsion (ER) effects. Table S1
of the Supplementary Materials shows the results of these calculations for the seven
most important pairs of symmetry-equivalent molecule–molecule interactions. The
most stabilizing interaction pair (denoted as #1/11 in Table S1) accounts for more
than 33% of the total PIXEL energy of the crystal, ET,Cry, of ´152.3 kJ¨mol´1 and
involves two-point N–H¨ ¨ ¨O-bond connections between neighboring molecules
(based on the interactions #a and #d in Table 3). This is followed by two
pairs of symmetry-equivalent molecule–molecule interactions involving one-point
N–H¨ ¨ ¨O-bond connections (#b and #c in Table 3) which contribute 19% (#3/31)
and 18% (#5/51) to ET,Cry. Two pairs of molecule–molecule interactions (#7/71

and #9/91), which are dominated by dispersion effects due to extensive van der
Waals contacts, each account for 13% of ET,Cry. By contrast, the stabilization
effect of a single molecule–molecule interaction involving the aforementioned short
Br1¨ ¨ ¨O2(1 ´ x, y + 0.5, 1.5 ´ z) contact is very small (ET = ´1.5 kJ¨mol´1) as
its significant Coulombic energy of ´16.9 kJ¨mol´1 is counterbalanced by strong
repulsion (31.8 kJ¨mol´1). As a result, the corresponding symmetry-equivalent
interaction pair (#13/131) affects ET,Cry by just 1%. Effects arising from the second
short Br¨ ¨ ¨O contact, Br11¨ ¨ ¨O21(x ´ 1, y, z) in (#31/3), are overlaid by those of the
N3–H3¨ ¨ ¨O6(x, y + 1, z) bond. However, a comparison with the other interaction
pair (#5/51) involving a one-point N–H¨ ¨ ¨O-bond connection indicates that any
additional stabilization due to the short Br¨ ¨ ¨O contact should be very small. Overall,
the SCDS-PIXEL calculations indicate that the two short Br¨ ¨ ¨O contacts contribute
only little to the stabilization of the lattice in 2.

2.3. Analysis of C5–X and C5–X1 Bond Lengths (X = X1 = F, Cl, Br, Me) in
5,5-Disubstituted Barbituric Acids

As reported above, the 5,5-dibromobarbituric acid molecule in 1MH shows a
significant disparity between its two C5–Br bond distances as well as a C5-endo
envelope conformation. The elongated axial bond could be the result of the
specific spatial characteristics of the axial substituent position. As such, it could be
interpreted as an effort to avoid repulsive close interactions between the electron
clouds of the axial substituent and pyrimidine ring atoms, specifically C4 and C6 (the
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corresponding Br¨ ¨ ¨C distances for the axial and equatorial Br atom are 2.77–2.79 Å
and 2.83–2.85 Å, respectively). In order to test this hypothesis we will first establish
whether a similar correlation between equatorial and axial C5–X and C5–X1 bond
distances on the one hand and pyrimidine-ring puckering parameters on the other
hand can be found for the previously reported [11] polymorphic forms 1a and 1b.
The same kind of analysis will also be carried out for the crystal structures of the
dichloro, difluoro and dimethyl analogues of 1 contained in the Cambridge Structural
Database (CSD; version 5.37 [28]). Additional theoretical calculations of molecular
structures in the gas phase were carried out in order to ascertain the possible influence
of crystal packing effects (see next section).

Table 4 contains information on the pucker of pyrimidine rings (derived
from Cremer-Pople parameters [17]) and the corresponding equatorial (dC5–X) and
axial (dC5–X1) bond distances for the polymorphs of dibromo- (1a, 1b [11]) and
dichlorobarbituric (3a, 3b [11], 3c [12]) acid and for the crystal structures of difluoro-
and dimethylbarbituric acid (4 [29], 5 [30]). As the difference between dC5–X and
dC5–X1 in the room-temperature structure of 5 is relatively small a redetermination at
173 K (Table 1) was carried out in an effort to obtain very accurate data.

Table 4. Conformation and puckering amplitudes Q [17] of pyrimidine rings,
equatorial (dC5–X) and axial (dC5–X1 ) bond distances at ring atom C5 for the
independent molecules (A, B . . . ) in the crystal structures of dibromobarbituric
acid (1) and several close analogues (3–5; see Scheme 1).

Structure CSD
Refcode Reference X, X1 Mol. Ring

Conformation a Q (Å) dC5–X (Å) dC5–X1 (Å) ∆d (Å) b

1MH - this work Br A E 0.201(4) 1.907(4) 1.963(4) 0.056(5)
B E 0.196(4) 1.912(4) 1.967(3) 0.055(5)

1a UXIZAD [11] Br A E 0.217(9) 1.916(8) 1.943(8) 0.027(11)
B E 0.091(9) 1.922(8) 1.957(8) 0.035(11)
C EÑHC 0.232(9) 1.925(9) 1.967(9) 0.042(12)

1b UXIZAD01 [11] Br A EÑC 0.184(6) 1.904(6) 1.970(5) 0.066(8)
B EÑSB 0.246(6) 1.908(5) 1.965(5) 0.057(7)

3a UXIYOQ [11] Cl A EÑSB 0.146(4) 1.762(3) 1.782(3) 0.020(5)
B EÑSB 0.154(4) 1.743(3) 1.787(3) 0.044(5)
C EÑSB 0.143(4) 1.756(3) 1.782(3) 0.026(4)
D EÑSB 0.156(4) 1.742(3) 1.788(3) 0.046(5)

3b UXIYOQ01 [11] Cl A EÑHC 0.220(2) 1.742(2) 1.7849(19) 0.043(3)
B E 0.112(2) 1.7521(18) 1.7755(18) 0.023(3)
C EÑHC 0.256(2) 1.743(2) 1.793(2) 0.050(3)

3c UXIYOQ02 [12] Cl - SBÑE 0.136(3) 1.7472(18) 1.7868(18) 0.040(3)
4 HEKTIA [29] F - E 0.173 1.324(6) 1.359(7) 0.035(9)

5 (173 K) - this work Me - E 0.201(2) 1.518(2) c 1.5586(18) c 0.041(3)
5 (293 K) NUXTAC [30] Me - E 0.200 1.532(3) c 1.562(3) c 0.030(4)

a E = C5-endo envelope; HC = half chair; C = chair; SB = skew boat. b ∆d = dC5–X’ ´ dC5–X.
c Length of the C5–C or C5–C1 bond.

All pyrimidine rings listed in Table 4 adopt either an envelope conformation
with C5 at the flap or a conformation which is very near to it. The puckering
amplitudes Q lie between 0.14 and 0.26 Å. The equatorial C5–X bond is always
significantly shorter (taking into account standard uncertainties) than the axial C5–X1

bond. The difference ∆d between axial and equatorial distances are 0.027–0.066 Å for
(X, X1 = Br), 0.020 ´ 0.050 Å for (X, X1 = Cl), 0.35 Å (for X, X1 = F) and 0.041 Å for (X,
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X1 = Me). A survey of Br´C(sp3)–Br structure fragments contained in the CSD [28]
indicates that the systematic differences between C5´Br and C5´Br’ bonds distances
found in 1MH, 1a and 1b are unusual (see Figure S4 of the Supplementary Materials).

2.4. Geometry Optimization of 5,5-Disubstituted Barbituric Acid Analogues (X = X1 = F,
Cl, Br, Me)

The molecular structures of the four 5,5-disubstituted barbituric acid analogues
(X = X1 = Br, Cl, F, Me) were optimized in gas phase and the calculated parameters
(Table 5) have been contrasted to the observed conformations. The C5-endo
envelope was calculated to be the conformational energy minimum for all three
halogen-substituted barbituric acid analogues, independent of the used level of
theory. In each case, it is correlated with a lengthening of the axial relative to the
equatorial bond. These results indicate that the non-planarity of the pyrimidine
ring is not an effect of crystal packing, i.e. of intermolecular forces. Instead, it
is associated with the energetically preferred molecular structure. The computed
puckering amplitudes Q and the difference between axial and equatorial distances are
in agreement with the experimental values for the halogen barbituric acid analogues
listed in Table 4. Except for X = X1 = Me, changing the basis set from 6-31G(d,p) to
aug-cc-pVTz results in slightly smaller puckering amplitudes (Table 5).

Table 5. Calculated parameters, conformation and puckering amplitudes Q [17]
of pyrimidine rings and the corresponding equatorial (dC5–X) and axial (dC5–X1 )
bond distances at ring atom C5, derived from gas phase ab initio models for four
5,5-disubstituted barbituric acid analogues (X = X1 = F, Cl, Br, Me).

Compound
(X, X1) Level of Theory Ring Conformation a Q (Å) dC5–X (Å) dC5–X1 (Å) ∆d (Å) b

1 (Br) PBE0/6-31G(d,p) E 0.252 1.902 1.967 0.064
PBE0/aug-cc-pVTz E 0.174 1.909 1.959 0.050

MP2/6-31G(d,p) E 0.288 1.919 1.976 0.057
3 (Cl) PBE0/6-31G(d,p) E 0.245 1.748 1.800 0.052

PBE0/aug-cc-pVTz E 0.203 1.744 1.794 0.050
MP2/6-31G(d,p) E 0.274 1.745 1.797 0.051

4 (F) PBE0/6-31G(d,p) E 0.251 1.331 1.363 0.032
PBE0/aug-cc-pVTz E 0.210 1.327 1.360 0.033

MP2/6-31G(d,p) E 0.233 1.344 1.378 0.033
5 (Me) PBE0/6-31G(d,p) nearly planar - 1.535 1.541 0.006

PBE0/aug-cc-pVTz nearly planar - 1.531 1.539 0.008
MP2/6-31G(d,p) E 0.197 1.522 1.543 0.021

a E = C5-endo envelope. b ∆d = dC5–X‘ ´ dC5–X.

The MP2/6-31G(d,p) optimized molecular structure of 5,5-dimethylbarbituric
acid is also a C5-endo envelope conformation, as observed in the experimental
crystal structure, and is in agreement with previous calculations performed at the
MP2/6-31G(d) level of theory [30]. However, using a DFT (PBE0) method with
different basis sets, a nearly planar pyrimidine ring and ∆d values of less than 0.01 Å
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were obtained. In a previous report, Roux and coworkers have shown that the
planar conformation becomes more stable than the C5-endo envelope if another DFT
method, B3LYP, and a different basis set or the combination MP2/6-31(3df,2p) are
used [30]. The disagreement between the methods indicates that the steric effect of
the Me group on the ring conformation is less pronounced than that of a halogen
substituent. Moreover, a conformational change of the 5,5-dimethylbarbituric acid
molecular structure from planar to C5-endo envelope geometry and vice versa
requires less energy than the same change in each of the halogen analogues.

2.5. Correlation between Bond Parameters

The optimized molecular structure of 1, which has the C5-endo envelope
conformation, is depicted in Figure 7b. A corresponding molecular structure of 1,
obtained from an alternative optimization with a constrained planar ring geometry,
is shown in Figure 7c. In the latter structure, the Br–C5–Br1 bond angle is bisected by
the trace of the plane defined by ring atoms C4, C5 and C6 so that all four bond angles
of the type C4/C6–C5–Br/Br1 are 106.7˝. The bond geometry around C5 changes
significantly in the C5-envelope conformation in that the plane defined by C5, Br and
Br1 is rotated by more than 6˝ against the plane defined by C5, C4, and C6 so that the
axial C5–Br1 bond moves towards the axis of the ring. As the orientation of the C5–Br
and C5–Br1 bonds relative to one another remains almost unchanged, the two axial
C4/6–C5–Br1 bond angles are decreased by 2.5˝. The ensuing shortening effect on the
axial 1,3-distances C¨ ¨ ¨Br1 is largely counterbalanced by the simultaneous elongation
of the C5–Br1 bond by 0.03 Å (envelope: C¨ ¨ ¨Br1 = 2.77 Å; planar: C¨ ¨ ¨Br1 = 2.79 Å).
This suggests that the relative lengthening of the axial C5–Br1 bond helps to prevent
unfavorably close 1,3-contacts between the electron clouds of the axial substituent
and the ring atoms C4 and C6. This relative lengthening would therefore be a steric
effect of the energetically preferred C5-endo envelope conformation. Moreover, larger
equatorial C4/6–C5–Br angles are accompanied by a shortening of the equatorial
bond C5–Br by 0.02 Å in comparison to the molecule with a planar pyrimidine ring.

In order to establish the general correlation between the C–Br bond length
and the corresponding Br–C–C bond angle (or the 1,3-distance C¨ ¨ ¨Br), we have
carried out a survey of the CSD [28] in which crystal structures containing the
O=C(sp2)–C(sp3)–Br fragment have been considered. The C–Br bond lengths of
819 such structure fragments are plotted against the corresponding Br–C–C bond
angles in Figure 7d. The distribution of data points in the relevant interval between
110˝ and 100˝ indicates that a decrease in the Br–C–C angle is generally correlated
with a lengthening of the C–Br bond. All data points for the two optimized molecules
of 1 shown in Figure 7b,c agree very well with this general trend.
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molecular structure of 1 with constrained planar ring geometry. (d) The C–Br bond lengths in 819 
O=C(sp2)–C(sp3)–Br fragments (inset in upper right-hand corner; from 541 crystal structures with  
R < 0.075, no disorder, no errors, not polymorphic, no ions, no powder structures, only organics) 
plotted against the corresponding C–C–Br bond angle. The bond parameters of the molecular 
structures shown in (b) and (c) are represented by the green rhombuses and the blue circle, 
respectively. 

Figure 7. (a) Numbering scheme for 1 (gray = C, light blue = H, blue = N, red = O,
brown = Br). (b) PBE0/aug-cc-pVTz optimized molecular structure of 1 showing
a C5-endo envelope conformation of the pyrimidine ring [view parallel to the
plane defined by (N1, C2, N3, C4, C6), with N3 and C4 superimposed by N1
and C6, respectively; the trace of the plane defined by (C4, C5, C6) is drawn as
a dash-dot line; ϕ and ϕ1 are defined as the angles formed between this plane
and the equatorial C5–Br and the axial C5–Br1 bond, respectively]; (c) analogous
view of a PBE0/aug-cc-pVTz optimized molecular structure of 1 with constrained
planar ring geometry. (d) The C–Br bond lengths in 819 O=C(sp2)–C(sp3)–Br
fragments (inset in upper right-hand corner; from 541 crystal structures with
R < 0.075, no disorder, no errors, not polymorphic, no ions, no powder structures,
only organics) plotted against the corresponding C–C–Br bond angle. The bond
parameters of the molecular structures shown in (b) and (c) are represented by the
green rhombuses and the blue circle, respectively.
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Similar surveys have also been carried out for the analogous O=C(sp2)–C(sp3)–X
fragments with X = Cl, F, Me. The resulting distance vs. angle plots (Supplementary
Materials, Figure S5) show that smaller C–C–X bond angles are correlated with longer
C–X bonds in the 110˝ to 100˝ range in each case. The diagrams in Figure 8 were
obtained by superimposing these plots with the experimental data for barbiturates
listed in Table 4. In each case, the bond parameters of the equatorial as well as
axial ring substituents agree well with the general trend. This is also true for the
axial C5–Br bonds of each of the two C5-endo envelope rings in the molecule of 2
(Figure 8a).

Crystals 2016, 6, 47 10 of 14 

 

In order to establish the general correlation between the C–Br bond length and the 
corresponding Br–C–C bond angle (or the 1,3-distance C∙∙∙Br), we have carried out a survey of the 
CSD [28] in which crystal structures containing the O=C(sp2)–C(sp3)–Br fragment have been 
considered. The C–Br bond lengths of 819 such structure fragments are plotted against the 
corresponding Br–C–C bond angles in Figure 7d. The distribution of data points in the relevant 
interval between 110° and 100° indicates that a decrease in the Br–C–C angle is generally correlated 
with a lengthening of the C–Br bond. All data points for the two optimized molecules of 1 shown in 
Figure 7b,c agree very well with this general trend.  

Similar surveys have also been carried out for the analogous O=C(sp2)–C(sp3)–X fragments with 
X = Cl, F, Me. The resulting distance vs. angle plots (Supplementary Materials, Figure S5) show that 
smaller C–C–X bond angles are correlated with longer C–X bonds in the 110° to 100° range in each 
case. The diagrams in Figure 8 were obtained by superimposing these plots with the experimental 
data for barbiturates listed in Table 4. In each case, the bond parameters of the equatorial as well as 
axial ring substituents agree well with the general trend. This is also true for the axial C5–Br bonds of 
each of the two C5-endo envelope rings in the molecule of 2 (Figure 8a).  

 

Figure 8. Bond lengths C–X plotted against bond angles C–C–X (gray dots) for structure fragments 
O=C(sp2)–C(sp3)–X with X = Br (a); Cl (b); F (c) and CH3 (d) identified in CSD surveys. Red triangles 
and blue squares represent the parameters of the equatorial C5–X and axial C5–X′ bonds, 
respectively, listed in Table 4. Green circles in (a) represent data points for the axial  
C5–Br ring substituent bonds of the two C5-endo envelope rings in the molecule of 2. 

3. Experimental Section 

3.1. Preparation of Crystal Forms 

5,5-Dibromobarbituric acid (1) was purchased from Sigma-Aldrich, St. Louis, MO, USA 
(European affiliate, Steinheim, Germany). Crystals of 1MH were obtained, at room temperature, 
from a solution of 1 in MeOH. Desolvation of 1MH on air resulted in the orthorhombic polymorph 
1a (Supporting Information, Figure S1). 

Figure 8. Bond lengths C–X plotted against bond angles C–C–X (gray dots) for
structure fragments O=C(sp2)–C(sp3)–X with X = Br (a); Cl (b); F (c) and CH3

(d) identified in CSD surveys. Red triangles and blue squares represent the
parameters of the equatorial C5–X and axial C5–X1 bonds, respectively, listed in
Table 4. Green circles in (a) represent data points for the axial C5–Br ring substituent
bonds of the two C5-endo envelope rings in the molecule of 2.
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3. Experimental Section

3.1. Preparation of Crystal Forms

5,5-Dibromobarbituric acid (1) was purchased from Sigma-Aldrich, St. Louis,
MO, USA (European affiliate, Steinheim, Germany). Crystals of 1MH were obtained,
at room temperature, from a solution of 1 in MeOH. Desolvation of 1MH on air
resulted in the orthorhombic polymorph 1a (Supporting Information, Figure S1).

Single crystals of 5,51-methanediylbis(5-bromobarbituric acid) (2) were obtained
as products of an unexpected reaction of 1 in a nitromethane solution upon storage
at room temperature for several weeks. An NMR tube with a perforated cap was
used as a crystallization vessel in order to achieve a slow evaporation rate. The
newly introduced methylene linker obviously originates from the nitromethane
solvent. Considering the highly acidic character of nitromethane (including its
tautomeric equilibrium between aci-form and nitro-form), it seems likely that, as
a first step, a 5-bromo-5-nitromethylbarbituric acid intermediate was formed by
nucleophilic replacement of one Br atom by a nitromethane anion. Regardless
of the specific mode of dimerization and the nature of the organic nitroalkane
reactant involved, the final methylene moiety of 2 would have to be cleaved from
the nitro functionality. Such a conversion, e.g., with nitrite as a leaving group,
would represent a kind of retro-Kornblum reaction that has been documented in
numerous reports [31]. However, 5,5-disubstituted barbituric acid derivatives have
also been described to exhibit an extraordinary rich chemistry, and in particular
the first bromo group is known to be extremely active [32,33]. Therefore, the direct
monodebromination of 1 by a nitromethane tautomer to form 5-bromobarbituric acid
may also be considered the source of a potential participant in the formation of the
dibromo dimer (Supplementary Materials, Scheme S1).

In summary, the nitromethane anion may be capable of bromobarbiturate
alkylation or may serve as a debrominative reducing agent. In the absence of specific
investigations, any mechanistic proposal remains however highly speculative. It
is therefore unsurprising that our attempts to reproduce compound 2 according to
any of the anticipated dimerization steps have been unsuccessful or inconclusive.
Nevertheless, an independent synthetic route has been successfully established
which starts from methylene bridged barbituric acid (CAS [27406-39-9]) [34] and
involves direct bromination in glacial acetic acid of the preformed, already bridged
system (Supplementary Materials, Scheme S2). The identity of the resulting
precipitate with the investigated single crystal phase of 2 formed in nitromethane
was confirmed by comparison of its X-ray powder pattern with the powder
pattern calculated from the single crystal data of 2. A full NMR-spectroscopic
characterization of 2 was not possible due to its low solubility. The heating of 2
in solvents suitable for NMR measurements (caried out to achieve better solubility)
resulted in a conversion to spiro[furo[2,3-d]pyrimidine-6(2H),51(21H)-pyrimidine]-2,21
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(CAS [1333529-88-6]) [35,36]. The identity of the elimination product was unequivocally
confirmed by a single-crystal structure determination, which will be published in
due course.

5,5-Dimethylbarbituric acid (5) was purchased from Sigma-Aldrich, St. Louis,
MO, USA (European affiliate, Steinheim, Germany). Single crystals of 5 were
obtained by sublimation on a hot bench at 230 ˝C.

3.2. Single-Crystal X-ray Structure Analyses

Intensity data were collected, using Mo radiation (λ = 0.71073 Å), on an Oxford
Diffraction Gemini-R Ultra diffractometer operated by the CrysAlis software [37].
The data were corrected for absorption effects by means of comparison of equivalent
reflections using the program SADABS [38]. The structures were solved using the
direct methods procedure in SHELXS97 [39] and refined by full-matrix least squares
on F2 using SHELXL-2014 [40]. Non-hydrogen atoms were refined anisotropically.
Hydrogen atoms were located in difference maps. All NH hydrogen atoms were
refined with distance restraints of N–H = 0.86(2) Å and hydrogen atoms bonded to C
atoms were refined using riding models. In the case of 1MH, the O–H distance in
the MeOH moiety was restrained to 0.86(2) Å, the Uiso parameters of NH hydrogen
atoms were refined freely and those of H atoms in the solvent molecule were set to
1.2Ueq (OH group) or 1.5Ueq (CH3 group) of the parent atom. In the structure of 2,
the Uiso parameters of all hydrogen atoms were set to 1.2Ueq of the parent N or C
atom. The Uiso parameters of all hydrogen atoms in the crystal structure of 5 were
refined freely.

CCDC 1441623–14416235 contains the supplementary crystallographic data
for this paper. These data can be obtained free of charge via http://www.ccdc.
cam.ac.uk/conts/retrieving.html (or from the CCDC, 12 Union Road, Cambridge
CB2 1EZ, UK; Fax: +44 1223 336033; E-mail: deposit@ccdc.cam.ac.uk)

3.3. Analysis of Crystal Data

Puckering parameters for pyrimidine rings were calculated with PLATON [41].
The topology of hydrogen-bonded structures was determined and classified with the
programs ADS and IsoTest of the TOPOS package [42] in the manner described by
Baburin & Blatov [20].

3.4. Computational Modelling

Gas phase ab initio geometry optimizations for each of the four 5,5-dibsubstited
barbituric acids (X = X1 = Br, Cl, F, Me) were performed at the PBE0/6-31G(d,p),
PBE0/aug-cc-pVTz and MP2/6-31G(d,p) levels of theory using GAUSSIAN09 [43].
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3.5. SCDS-PIXEL Calculation

Intermolecular interaction energies for 2 were calculated with the
SCDS-PIXEL [24–27] method and the program OPiX [44]. The structure model
of the CIF was used, and C–H and N–H distances were re-calculated to standard
lengths within OPiX. No optimization of the molecular geometry was performed. An
electron density map was calculated on a three-dimensional grid with a step size of
0.08 Å at the MP2/6-31G(d,p) level using GAUSSIAN09 [43]. A PIXEL condensation
factor of 4 was applied, giving superpixels with dimensions 0.32ˆ 0.32ˆ 0.32 Å. The
calculations yielded interaction energies partitioned into Coulombic, polarization,
dispersion and repulsion terms with an expected accuracy of 1 ´ 2 kJ¨mol´1.

4. Conclusions

The complex H-bonded structure of 1MH is derived from the 4.82-fes net which
is a well-known topology of two-dimensional MOFs [45], while the HBS of 2 is based
on the 33.46.55.6-sxd framework, which has been previously identified as a frequent
topology type in organic crystals [20]. The R3

3p10q rings in the H-bonded structure
of 1MH are reminiscent of the R2

2p8q motif which has been found in the crystal
structures of two polymorphs of 5,5-dibromobarbituric acid (1a, 1b) and in those of
many other barbiturates. It seems therefore possible that the desolvation of 1MH
and subsequent formation of the orthorhombic polymorph 1a proceeds via a direct
conversion of R3

3p10q into R2
2p8q rings. The minimum energy molecular conformation

of 5,5-dihalogen substituted derivatives of barbituric acid is the C5-endo envelope
geometry in which the two axial angles C4/C6–C5–X1 are significantly smaller than
the corresponding equatorial C4/C6–C5–X angles. Simultaneously, the relatively
long axial C5–X1 bond (in comparison with the equatorial C5–X bond) prevents
unfavorably short 1,3-distances (C4¨ ¨ ¨X1 and C6¨ ¨ ¨X1) between the axial substituent
and pyrimidine ring atoms. This interpretation of the axial C5–X1 and equatorial
C5–X bond distances is consistent with general trends in the correlation between the
C–C–X bond angles and C–X bond lengths of O=C(sp2)–C(sp3)–X structure fragments
(X = Br, Cl, F, Me) contained in the CSD.

Supplementary Materials: The following are available online at http://www.mdpi.com/
2073-4352/6/4/47/s1, a comparison of the PXRD characteristics of the desolvation product of
1MH with those of polymorph 1a, an additional diagram of the H-bonded structure of 1MH,
details of the SCDS-PIXEL calculation for 2, results of CSD surveys and information about the
synthetic procedure for compound 2.
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Isomorphous Crystals from Diynes and
Bromodiynes Involved in Hydrogen and
Halogen Bonds
Pierre Baillargeon, Édouard Caron-Duval, Émilie Pellerin, Simon Gagné
and Yves L. Dory

Abstract: Isomorphous crystals of two diacetylene derivatives with carbamate
functionality (BocNH-CH2-diyne-X, where X = H or Br) have been obtained. The
main feature of these structures is the original 2D arrangement (as supramolecular
sheets or walls) in which the H bond and halogen bond have a prominent effect
on the whole architecture. The two diacetylene compounds harbor neighboring
carbamate (Boc protected amine) and conjugated alkyne functionalities. They differ
only by the nature of the atom located at the penultimate position of the diyne moiety,
either a hydrogen atom or a bromine atom. Both of them adopt very similar 2D wall
organizations with antiparallel carbamates (as in antiparallel beta pleated sheets).
Additional weak interactions inside the same walls between molecular bricks are H
bond interactions (diyne-H¨¨¨O=C) or halogen bond interactions (diyne-Br¨¨¨O=C),
respectively. Based on crystallographic atom coordinates, DFT (B3LYP/6-31++G(d,p))
and DFT (M06-2X/6-31++G(d,p)) calculations were performed on these isostructural
crystals to gain insight into the intermolecular interactions.

Reprinted from Crystals. Cite as: Baillargeon, P.; Caron-Duval, É.; Pellerin, É.;
Gagné, S.; Dory, Y.L. Isomorphous Crystals from Diynes and Bromodiynes Involved
in Hydrogen and Halogen Bonds. Crystals 2016, 6, 37.

1. Introduction

One of the important scientific issues today involves the development of
materials with controlled hierarchical structures organized in different sizes,
especially at the nanoscopic scale [1]. Scientists exploit supramolecular chemistry
(bottom-up strategy) to achieve this goal and control the organization of molecules
into diverse 1D [2–4], 2D [5–9] or 3D shapes [10–12]. Owing to their directional
potential, hydrogen bond [13–23] or halogen bond [24–36] are intermolecular forces
that are often used to stick molecular building blocks together. Recently, in our
laboratories, we exploited mainly H bonds to build supramolecular walls based on
lactams [37] or proline derivatives [38].

Since isostructurality (isomorphism) is a successful approach adopted in the
construction of organic assemblies [39–42], we decided to investigate if hydrogen
bonds and halogen bonds could be used with similar results. We now present
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2D layered isostructural crystals of two diacetylene derivatives (Figure 1) that are
stabilized with hydrogen or halogen bonds. One of the main interests of these crystals
is that they differ only by a diyne C–H¨¨¨O=C or C–Br¨¨¨O=C interaction. For this
reason, it became very easy to isolate and compare these geometric arrangements
since their environments are identical. The hydrogen bonds could be compared to the
isosteric halogen bonds using DFT calculations based on X-ray atomic coordinates.
Better knowledge of the behavior of these interactions could bring additional tools in
crystal engineering and in material design, as well as for efficient and fruitful drug
design. Indeed, terminal alkynes [43,44] and haloalkynes [45–47] are biologically
important classes of molecules.
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2. Results and Discussion

2.1. Synthesis

Both isosteric compounds 1 and 2 were obtained in a straightforward
and efficient manner from commercially available N-Boc-propargylamine 3 and
ethynyltrimethyl silane 4 (Scheme 1). These two reactants were coupled together
with Hay catalyst [48] to yield the diyne 5 with a yield of 55%, easily separated from
two symmetrical reaction byproducts 6 and 7. The trimethyl silyl group of 5 was
either cleaved with potassium carbonate to give the first target diyne 1 (60% yield) or
it was replaced by a bromine atom to afford the other desired compound 2 with a
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yield of 30%. This was achieved with N-bromosuccinimide (NBS) in the presence of
silver nitrate. In the process, some diyne 1 was also obtained (14%).
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2.2. Crystallographic Studies

Crystals of both diynes 1 and 2 are isostructural. Their unit cells are very
similar, being slightly larger for bromide 2 (Table 1). The replacement of a hydrogen
atom in 1 by a bromine atom in 2 leads to an increase in density. The ab planes of
the crystal structures (Figure 2) are constituted of molecular walls whose bricks
are maintained by weak forces like hydrogen bonds (alkyne 1, Figure 2a) or a
combination of hydrogen bonds and halogen bonds (bromoalkyne 2, Figure 2b).
For both crystals, the carbamates stack on top of each other along the b-axis and
in an antiparallel way through NH¨¨¨OC hydrogen bonds (the NH¨¨¨OC hydrogen
bond distances are very similar, being 2.054 Å and 2.088 Å for 1 and 2, respectively).
Consequently, the rigid diyne arms stick out from each side of the 1D carbamate
tapes in an alternate manner. Their constitutive atoms also lay almost in the same
ab plane. As an additional proof of isostericity, the b side of both unit cells displays
almost identical length (b = 9.3135 Å for 1 and b = 9.2090 Å for 2).
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Figure 2. Halogen and/or hydrogen bonds inside the supramolecular walls of
(a) diyne 1 and (b) bromodiyne 2. The non polar hydrogen atoms have been
removed for clarity.

Looking along the b-axis (Figure 3, top views of the supramolecular walls),
there is no significant difference either. The repetitive unit along the c-axis is just
a little bit longer in 2 (c = 12.274 Å) by comparison with 1 (c = 11.898 Å). All walls
have opposite carbonyl orientation. The main difference between crystals 1 and 2
may be seen along the a-axis. It is a direct consequence of the replacement of an
H atom by a Br atom. The C-Br bond being longer (1.800 Å) than the C-H bond
(0.951 Å) leads to longer a side for the unit cell in 2 (a = 10.4435 Å) by comparison
with 1 (a = 9.3613 Å). The elongation effect arises also from major differences existing
between the non-conventional C–H¨¨¨O=C hydrogen bond [49] length (2.343 Å)
and the C–Br¨¨¨O=C halogen bond length (3.060 Å). In fact, this latter distance is
9% shorter than the sum of the van der Waals radii of Br and O [50–52], strongly
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suggesting that there is more at stake than a simple van der Waals contact between
the two heteroatoms. This is also supported by the alignment of the four atoms
C–Br¨¨¨O=C matching that of the C–H¨¨¨O=C atoms involved in a hydrogen bond [53].
Few examples of such halogen bonds are reported in the Cambridge Structural
Database [26,54–56].

Table 1. Crystallographic data for diynes 1 and 2.

Diyne 1 Diyne 2

formula C10H13NO2 C10H12BrNO2
MW/g¨mol´1 179.21 258.12
crystal system monoclinic monoclinic
space group P 21/c P 21/c

a/Å 9.3613(15) 10.4435(16)
b/Å 9.3135(14) 9.2090(15)
c/Å 11.8981(19) 12.2744(19)

β/deg 102.497(5) 102.599(4)
V/Å3 1012.8(3) 1152.1(3)

Z 4 4
ρcalc/g¨cm´3 1.175 1.488
meas. reflns 5204 16523
ind. reflns 1848 2175

Rint 0.0403 0.0656
R1 [I > 2σ(I)] 0.0382 0.0644

wR2 [I > 2σ(I)] 0.0840 0.1662
GoF 1.027 1.133

Finally, for both crystals, slow degradation occurs over time at room temperature
and in ambient atmosphere. At this moment, it this difficult to conclude what
the “degradation” products might be. Although single-crystal-to-single-crystal
dimerization has been observed in other bromodiacetylene derivatives, this process
is very unlikely in the case of 1 and 2 [57]. Indeed, their geometric arrangements are
inappropriate for this type of reaction. The diyne systems are parallel as requested;
nevertheless, the angle of the reactive carbons and mostly their distance separations
are not favorable, being distorted and much too long, respectively (Figure 4).
Topochemical polymerization of diacetylene is also prevented because there is no
long range parallel stacking of diynes [58–67].
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2.3. Computational Studies

In order to gain more insight into the energetics at stake in the crystals of 1 and
2, a DFT study was carried out on simplified models 8-8-9 and 8-8-10 of these crystals
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Figure 5. Summary of DFT calculations. (a) structures of systems 8-8-9 and
8-8-10, in which 8, 9 and 10 are N,O-dimethylcarbamate, penta-1,3-diyne and
1-bromopenta-1,3-diyne. Initial geometries for systems (b) 8-8-9 extracted from the
crystal of 1 and (c) 8-8-10 corresponding to the crystal of 2.

Thus, both starting geometries are constituted of two N,O-dimethylcarbamate
molecules 8, interacting with each other through a hydrogen bond. In each case, the
carbamate carbonyl oxygen already involved in the hydrogen bond is also bound,
via a bifurcated non-covalent bond [72], to the terminal atom of a simple diyne,
either penta-1,3-diyne 9 (extracted from crystal of 1) or 1-bromopenta-1,3-diyne 10
(extracted from crystal of 2). This apparent oversimplification is justified by our
desire to “isolate” the energy stored in the hydrogen and halogen bonds present
in these crystals. Therefore, all atoms purely involved in these weak interactions
were retained while the others were discarded. Without the crystal lattice constraint,
calculations could obviously yield extremely different final structures, especially
in the current cases. Indeed, the potential energy surface (PES) involving weak
interactions is known to be shallow [73]. This means that important geometrical
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variations of distances and angles between H-bond and halogen bond partners
may result in minute energy changes (e.g., <0.2 kcal¨mol´1). Nevertheless, it is
still possible to gauge if the systems 8-8-9 and 8-8-10 are near a minimum on the
PES by not being too stringent on the first derivative (maximum energy gradient)
requirements during calculations.

Two DFT methods were applied to study these systems, namely the widely
used B3LYP functional as well as the M06-2X method known to be more suitable
to treat weak interactions and peptides [74,75]. The B3LYP minimizations led to
RMSDs as small as 0.16 Å and 0.34 Å for the 8-8-9 and 8-8-10 systems, respectively.
The RMSD figures were similar for the M06-2X method: 0.39 Å and 0.37 Å for
the same systems (Figure 6). The distances between weak interaction partners
(excluding van der Waals) remain close before and after calculations (distance
COˆˆˆHN of 2.93 Å, 3.03–3.02 Å, 2.98–2.95 Å in crystals 1 and 2, B3LYP, M06-2X
DFT calculations, respectively; distance COˆˆˆHCCCC of 3.29 Å, 3.34 Å, 3.22 Å in
crystal 1, B3LYP, M06-2X DFT calculations, respectively; distance COˆˆˆBrCCCC
of 3.06 Å, 3.10 Å, 2.95 Å in crystal 2, B3LYP, M06-2X DFT calculations, respectively).
With these good matches between initial and equilibrium structures [76], it was then
possible to convincingly evaluate, or at least rank, the strength of the weak hydrogen
and halogen bonding interactions, partially responsible for the orientations of the
monomers 1 and 2 in their respective crystals (Table 2).Crystals 2016, 6, 37 7 of 12 
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Figure 6. Starting (crystal) and equilibrium (DFT minimization) geometries for
(a) system 8-8-9 and for (b) system 8-8-10. Plain figures in the equilibrium
geometries are for B3LYP calculations and italic figures for M06-2X calculations.
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Table 2. DFT energies for the minimized geometries.

System Energy (Eh) 1

B3LYP M06-2X
8 ´323.59792 ´323.62775
9 ´192.70191 ´192.73108
10 ´2765.83708 ´2766.01159
8-8 ´647.20438 ´647.26691

8-8-9 ´839.90921 ´840.00619
8-8-10 ´3413.04394 ´3413.28685
1 Eh means Hartree (1 Eh = 627.5 kcal¨mol´1).

Examination of the energy figures obtained after DFT minimization shows that
hydrogen or halogen bonds are consistently much weaker following the B3LYP
method, in comparison with the M06-2X protocol. For example, B3LYP DFT
minimizations yield an energy of ´5.36 kcal¨mol´1 for the hydrogen bond between
carbamate NH (donor) and carbamate CO (acceptor) as shown in Figure 6 (E_8-8 ´

2 ˆ E_8, meaning Energy of system 8-8 minus twice the Energy of 8 as reported in
Table 2). At the M06-2X level, the same hydrogen bond is even stronger with an
energy of ´7.16 kcal¨mol´1. The corresponding input coordinates of 8-8 (before its
minimization) had been obtained from the minimized full systems 8-8-9 and 8-8-10.
It was finally possible to estimate the strength of the hydrogen bond between the
alkyne hydrogen and the carbamate carbonyl by deducting the energies of system
8-8 and free diyne 9 to the energy of 8-8-9 (E_8-8-9 ´ E_8-8 ´ E_9). The strength of
the halogen bond between the carbamate CO of 8 and the terminal bromine atom
from bromodiyne 10 was evaluated in the same way (E_8-8-10 ´ E_8-8 – E_10).

Amazingly, both weak interactions involving alkyne hydrogen and alkyne
bromine with a carbamate CO are very much comparable (same energy range),
being weaker than a conventional hydrogen bond between carbamates. These
hydrogen and halogen bonds have respective energies of ´1.83 kcal¨mol´1 and
´1.56 kcal¨mol´1 at the B3LYP DFT level and ´5.15 kcal¨mol´1 and ´5.24 kcal¨mol´1

following the M06-2X DFT method.

3. Experimental Section

3.1. Synthesis

Diynes 5-6-7. To a solution of N-Boc-propargylamine 3 (1.0 g, 6.45 mmol)
and ethynyltri methylsilane 4 (1.78 mL, 12.5 mmol) in DCM (50 mL) was added
Hay catalyst [freshly prepared by stirring CuI (1.3 g, 6.8 mmol) and TMEDA
(1.92 mL, 12.9 mmol) in DCM (10 mL) under argon]. The reaction mixture was
stirred under oxygen atmosphere (balloon) for 110 min. The resulting deep brown
residue was purified by flash chromatography (DCM, then ether:hexane 50:50, then
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ether), yielding the diyne 5 as a brown-orange oil (887 mg, 55%), the diyne 6 as a
white solid (458 mg, 37%) and the diyne 7 as a white solid (290 mg, 29%).

For diyne 5: Rf = 0.42 (hexane:EtOAc, 75:25). 1 H NMR (400 MHz, CDCl3,

δ ppm): 4.70 (br s, 1H), 4.00 (br s, 2H), 1.44 (s, 9H), 0.18 (s, 9H). HRMS (m/z) calcd for
C13H21NO2SiNa [MNa+]: 274.1234, found: 274.1240.

For diyne 6: 1H NMR (400 MHz, CDCl3, δ ppm): 0.00 (s, 18H).
For diyne 7: 1H NMR (400 MHz, CDCl3, δ ppm): 4.91 (br, 1H), 3.96 (br, 2H),

1.42 (s, 18H).
Diyne 1. A mixture of diyne 5 (208 mg, 0.83 mmol) and K2CO3 (508 mg,

3.68 mmol) in MeOH (5 mL) and Et2O (5 mL) with a drop of water was stirred
at room temperature for 70 min. The solvent was removed under reduced pressure
and the residue was purified by chromatography (hexane: Et2O, 70:30) to yield the
diyne 1 as white crystals (89 mg, 60%). Rf = 0.40 (hexane:EtOAc, 75:25). 1H NMR
(300 MHz, CDCl3 δ ppm): 4.72 (br s, 1H), 3.99 (br s, 2H), 2.10 (s, 1H), 1.45 (s, 9H). 13C
NMR (100 MHz, CDCl3, δ ppm): 155.32, 80.58, 73.25, 67.81, 67.55, 67.33, 31.07, 28.53.
HRMS (m/z) calcd for C10H13NO2Na [MNa+]: 202.0839, found: 202.0839.

Diyne 2. AgNO3 (36 mg, 0.21 mmol) and NBS (228 mg, 1.28 mmol) were
added to a solution of diyne 5 (270 mg, 1.07 mmol) in acetone (10 mL) at room
temperature. The resulting mixture was stirred for 18 h under N2 in the absence of
light. Purification of the crude product by flash chromatography on silica gel eluting
with mixtures of EtOAc and hexane (gradient from 10:90 to 25: 75) provided the
title compound 2 as an orange solid (82 mg, 30%) and the diyne 1 as a white solid
(26 mg, 14%). Rf = 0.52 (hexane:EtOAc, 70:30). 1 H NMR (400MHz, CDCl3, δ ppm):
4.72 (br s,1H), 3.98 (br s, 2H), 1.44 (s, 9H). 13C NMR (100MHz, CDCl3, δ ppm): 155.31,
80.58, 72.03, 68.26, 65.15, 40.49, 31.11, 28.53. HRMS (m/z) calcd for C10H12BrNO2Na
[MNa+]: 279.9944, found: 279.9951

3.2. Crystallizations

Diyne 1 crystallized from a solution of acetone and CDCl3 that was left to
stand in a small vial at room temperature for several days. Colorless crystals of
BocNHCH2CCCCH, 1, suitable for X-ray analysis were obtained. A Needle-like
specimen of C10H13NO2 (0.05 mm ˆ 0.10 mm ˆ 0.28 mm), was used for the X-ray
crystallographic analysis.

The same technique was used to obtain colorless crystals of BocNHCH2CCCCBr, 2,
from a solution of ether, CDCl3 and hexane. A prism-like specimen of C10H12BrNO2

(0.08 mm ˆ 0.15 mm ˆ 0.68 mm), was cropped for the X-ray crystallographic analysis.

3.3. X-Ray Crystallography

The X-ray intensity data were measured on a Bruker Apex DUO system
equipped with a Cu Kα ImuS micro-focus source with MX optics (Bruker, Madison,
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WI, USA) (λ = 1.54178 Å). The frames were integrated with the Bruker SAINT
software package (Bruker, Madison, WI, USA) using a wide-frame algorithm.
Data were corrected for absorption effects using the multi-scan method (SADABS).
The structure was solved and refined using the Bruker SHELXTL Software Package
(Bruker, Madison, WI, USA), using the space group P 21/c, with Z = 4 for the
formula unit. Full details of the crystallographic data and refinement are presented
in Table 1 and in the supporting information file (PDF). CCDC 1451745-1451746
contain the supplementary crystallographic data for this paper. These data can be
obtained free of charge via http://www.ccdc.cam.ac.uk/conts/retrieving.html (or
from the CCDC, 12 Union Road, Cambridge CB2 1EZ, UK; Fax: +44 1223 336033;
E-mail: deposit@ccdc.cam.ac.uk).

3.4. Computational Details

All calculations were performed with the GAMESS program package (Iowa
State University, Ames, IA, USA) [77] using the B3LYP/6-31++G(dp) and the
M06-2X/6-31++G(d,p) density functional basis sets [78,79]. No zero point corrections
were applied to the calculated raw energies following minimizations. The initial
geometries were extracted from the single-crystal X-ray diffraction data (Figure 5).
All atoms not directly involved in the hydrogen and halogen bonds were removed
and hydrogen atoms were finally added to fill up the valence requirements. For
the minimizations, the requested maximum energy gradient was 0.0005 Eh.a0

´1

(OPTTOL = 0.0005).

4. Conclusions

Despite their obvious differences in nature, both hydrogen and halogen
bonds [80], between terminal diyne hydrogen or bromine atoms, respectively, with
carbonyl oxygen as a partner, behave in the same way geometrically as well as
energetically. Consequently, the data gathered in this work suggest that these
non-covalent bonds can be used to produce identical patterns in crystals, the
only noticeable difference arising from the van der Waals radii of hydrogen and
bromine atoms.

Supplementary Materials: The following are available online at http://www.mdpi.
com/2073-4352/6/4/37/s1. Spectral characterization data for compounds 1, 2, 5, 6 and
7 (PDF). RMSD parameters of DFT x,y,and z coordinates for systems 8-8-9 and 8-8-10.
Crystallographic information files for compounds 1 and 2 (CIF).
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Constructor Graphs as Useful Tools for the
Classification of Hydrogen Bonded Solids:
The Case Study of the Cationic
(Dimethylphosphoryl)methanaminium
(dpmaH+) Tecton
Guido J. Reiss

Abstract: The structural chemistry of a series of dpmaH (dpmaH = (dimethylphosphoryl)
methanaminium) salts has been investigated using constructor graph representations
to visualize structural dependencies, covering the majority of known dpmaH salts.
It is shown that the structurally related α-aminomethylphosphinic acid can be
integrated in the systematology of the dpmaH salts. Those dpmaH salts with counter
anions that are weak hydrogen bond acceptors (ClO4

´, SnCl62´, IrCl62´,I´) tend to
form head-to-tail hydrogen bonded moieties purely consisting of dpmaH+ cations
as the primarily structural motif. In structures with weak to very weak hydrogen
bonds between the dpmaH+ cations and the counter anions, the anions fill the gaps
in the structures. In salts with medium to strong hydrogen bond acceptor counter
ions (Cl´, NO3

´, PdCl42´), the predominant structural motif is a double head-to-tail
hydrogen bonded (dpmaH+)2 dimer. These dimeric units form further NH¨ ¨ ¨ X
hydrogen bonds to neighboring counter anions X, which results in one-dimensional
and two-dimensional architectures.

Reprinted from Crystals. Cite as: Reiss, G.J. Constructor Graphs as Useful Tools
for the Classification of Hydrogen Bonded Solids: The Case Study of the Cationic
(Dimethylphosphoryl)methanaminium (dpmaH+) Tecton. Crystals 2016, 6, 6.

1. Introduction

Neutral (dimethylphosphoryl)methanamine (dpma) has been synthesized
decades ago [1,2], and its crystal structure is well-known [3]. Furthermore, it has
been shown that dpma is a potent bidentate ligand stabilizing mononuclear [3–5]
and oligonuclear [6] complexes as well as coordination polymers [7]. In recent years,
we have shown that the N-protonated dpmaH+ cation is an excellent monodentate
ligand. Based on its conformational flexibility—via rotation about the central P–C
bond—(Scheme 1) the dpmaH+ ligand is able to fit with the needs of coordination,
packing and hydrogen bonding in complexes such as [Mn(H2O)2Cl3(dpmaH)],
[MCl2(dpmaH)4][MCl4]2, (M = Co(II), Cu(II)) [8].
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Above all, the dpmaH+ cation is an excellent tecton to construct hydrogen
bonded architectures. In terms of the concepts of Crystal Engineering, the dpmaH+

is a building block with a threefold hydrogen donor functionality at one end (the
NH3 group) and a hydrogen-bond acceptor functionality at the oxygen atom of
the phosphoryl moiety at the other end (Scheme 1, left part). dpmaH+ can thus be
abstracted by a block-shaped informative icon (Scheme 1, right part) which reduces
the functionality of the tecton to the striking symbols of a blue plus sign (indicating
the NH3 group) and a red dot (indicating the oxygen atom), which enables a general
und uniform description of simple and especially complicated structures e.g., for
dpmaH+ salts.

Scheme 1. Hydrogen bonding functionality of the dpmaH+ tecton (left part) and
the corresponding icon useable in constructor graphs (right part).

Coding of individual hydrogen bonding motifs by graph sets classification and
notation has been widely used in the literature [9–11]. The main disadvantage of
classical graph sets in the context of a broader comparison of chemically varied
compounds is that similar connectivities may not be displayed in the corresponding
graph set descriptors. A system less frequently used which is more favorable
to classify larger sections of hydrogen bonded structures and to compare related
structures is based on so-called constructor graphs [10,11]. In this methodology, each
molecule is substituted by a dot and hydrogen bonds are symbolized by arrows
pointing from the donor to the acceptor group. Infrequent use of constructor graphs
may be related to the fact that the advantage of the abstraction of multifunctional
molecules to dots is not intuitively comprehensible whereas the individual graph
sets coding similar hydrogen-bond motifs are very handy for the description of one
isolated structure or structure type. Further developments in this area concerns
automated analysis and interpretation of hydrogen bonded networks [12]. The
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present contribution is meant to exemplarily show the ability of constructor graphs to
classify extended hydrogen bonded structures. Furthermore, the usage of informative
icons instead of simple dots in these constructor graphs is suggested, which should
be more intuitive. Modified constructor graphs illustrated by such informative icons
will be used throughout this contribution. Hopefully, a broader use of constructor
graphs may support activities to systematize structurally and hierarchically related
hydrogen bonded solids.

2. Results and Discussion

The hydrogen-bond functionality of dpmaH+ predestines this cation for the
formation of head-to-tail connected dimers, chains or higher dimensional polymers.
Most dpmaH+ salts containing weakly hydrogen bond accepting counter anions
have the tendency to form (dpmaH+)n polymers. Salts with stronger hydrogen bond
accepting counter anions mainly comprise (dpmaH+)2 of dimers which are further
connected by the counter anions.

2.1. Salt Structures Based on Head-to-Tail Connected Hydrogen Bonded
Polymers: (dpmaH+)n

Hexahalogenometallate dianions of tetravalent metals like tin [13], iridium [14]
and platinum [15] and some other perhalogenometallates are well known to be weak
hydrogen bond acceptors, showing a tendency to bifurcated hydrogen bonds [16].
The synthesis of the (dpmaH)2[MCl6] with M = Sn, Ir gave structures that show a
highly symmetrical arrangement of the [MCl6]2´ anions in a monoclinic unit cell
(Figure 1). The substructure formed by the anions seems to be a common feature
of many hexahalogenidometallate salts, ranging from K3[IrCl6] [17] to analogous
alkylammonium salts [13–15,18]. Hydrogen bonded (dpmaH+)n polymers form the
one-dimensional cationic substructure.

This polymeric chain is formed by a head-to-tail connection of dpmaH+ units,
which is an ubiquitous motif throughout structural chemistry. A prominent example
would be dicarboxylic acids [19], which are well documented neutral compounds
forming such a hydrogen bonding scheme. However, a few cationic chains are also
documented in combination with weakly coordinating anions [20–22]. Starting from
linear zig-zag arrangements, it is obvious that the formation of a ring motif should
be possible.

In the structure of dpmaHI exactly such a four-membered ring is present
(Crystal data of dpmaHI (C3H11INOP): Mr = 235.00, T = 292 K, crystal size:
0.15 ˆ 0.13 ˆ 0.07 mm3, monoclinic, P21/n, a = 12.0399(5), b = 8.7857(4), c = 15.4854(5) Å,
β = 90.689(4)˝, MoKα-radiation (λ = 0.71073 Å), 11651 measured reflections
(Rint = 0.0363), completeness > 99% up to 2theta = 51˝, 3014 unique reflections,
2664 observed reflections (I > 2σ(I)), solution and refinement were carried out with
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the SHELX system [23], 136 refined parameters, R 1(I > 2 (I)) = 0.0461, wR2(all unique
reflections) = 0.0906. CCDC 1417987 contains the supplementary crystallographic
data for this crystal structure. The data can be obtained free of charge from The
Cambridge Crystallographic Data Centre via www.ccdc.cam.ac.uk/getstructures).
Each four-membered centrosymmetric (dpmaH+)4 moiety (Figure 2a, graph set
descriptor R4

4(20)) is furthermore connected to neighboring iodide counter anions to
form a two-dimensional hydrogen bonded polymer.

Figure 1. (Upper part): Structure of (dpmaH)2[SnCl6] with view along [100]; (Lower
part): modified constructor graph of the polymeric, cationic (dpmaH+)n substructure.

Figure 2. (a) Showing the primary structural motif of a four-membered, hydrogen
bonded ring (N–H¨ ¨ ¨ I hydrogen bonds to the adjacent iodide counter anions are
omitted); (b) modified constructor graph of the tetrameric (dpmaH+)4 ring unit.

The next, more complex motif can be obtained by connecting two adjacent
hydrogen bonded parallel chains. Figure 3a shows the corresponding strand (cationic
substructure) of the structure of the dpmaH[ClO4] salt [24]. To realize an optimal
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interaction between the neighboring chains, they are shifted against each other by
one half of the repetition unit. Consequently, hydrogen bonded ring motifs with the
graph set descriptor R2

3(9) characterize the connections between parallel chains.

Figure 3. (a) part of the hydrogen bonded chain structure and modified
constructor graph of dpmaH[ClO4]; (b) hydrogen bonded strands in the structure
of dpmaHX¨ dpma (X = [ClO4]´ [24], I´ [25]) and its modified constructor graph
(the dpma molecule is shown as brick-shaped icon composed of a black circle and
a red dot; red colored circle indicates a composite tecton); (c) hydrogen bonded
strands constructed from head-to-tail connected {dpmaH}+[HSO4]´ ion pairs [26]
and the corresponding modified constructor graph (brick-shaped icon composed
of a black circle and a red minus sign is shown for the HSO4

´ anion; red colored
circle indicates a composite tecton).

A more complex cationic, one-dimensional strand-type motif with the general
formula dpmaHX¨ dpma (X = [ClO4]´ [24], I´ [25]) is closely related to the double
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chain structure discussed before (Figure 3b). In this more complex case, the dpmaH+

cation (icon as introduced before) and one neutral dpma molecule (brick-shaped icon
composed of a black circle and a red dot) can formally combined to give a new tecton
which is indicated by a red colored circle in Figure 3b. This new assembly generally
has the same functionality as the “pure” dpmaH+ tecton alone. Each dpmaHX¨ dpma
unit is head-to-tail connected to two adjacent ones. In addition, this primary chain
structure is connected to another parallel chain in the same way as in the prototype
structure of dpmaH[ClO4] (Figure 3a). The structural similarity between them can
be easily summarized by the two constructor graphs shown in Figure 3a and b, but
not by the associated individual graph set descriptors of the hydrogen bonded rings
(R2

2(10); R3
4(11); R4

6(15)) in the structure of dpmaHX¨ dpma and those in the structure
of dpmaH[ClO4].

A neutral chain-type structure similar to that present in the structures of the
dpmaHX¨ dpma salts can be obtained by combination of the dpmaH+ cation with
an HSO4

´ anion. The HSO4
´ anion is a typical tecton which is predestined to

do a head-to-tail connection. In this case, the implementation of a brick-shaped
icon composed of a black circle and a red minus sign for the HSO4

´ anion is
useful (Figure 3c). In the structure of dpmaH[HSO4] [26], we find the desired
head-to-tail connected ion pairs (Figure 3c; highlighted by a red colored circle)
which are connected to the neighboring ones in the same manner as in the structure
of dpmaHX¨ dpma. This similarity can easily be visualized by the three corresponding
constructor graphs in Figure 3. Within the {dpmaH}+[HSO4]´ ion pair, the HSO4

´

anion is a medium-strong hydrogen bond donor and at the same time a hydrogen
bond acceptor. Therefore, the HSO4

´ anion in this structure forms a hydrogen
bonding scheme which is identical to that of neutral dpma molecule in dpmaHX¨ dpma.
For this structure, the individual graph set descriptors for the ring motifs (R4

4(12)
and R2

2(9)) again do not fit with those of the structurally related structures of
dpmaHX¨ dpma and dpmaH[ClO4].

As an intermediate conclusion, two things should be mentioned:

• A comparison of the chain-type and strand-type structures discussed before has
been simplified by the use of the modified constructor graphs.

• The intuitive dissection of these complex hydrogen bonded structures into
subunits (tectons) that look like as they were taken from a “chemical toolbox”,
unquestionable supports the understanding of the individual structures and
should support the prediction of structural features.

The next systematic step towards a higher dimensional framework would be the
construction of layered structure consisting of parallel chains. For steric reasons, this
motif is not possible for the dpmaH+ tecton. Furthermore, it would be very unusual
for a phosphoryl group to accept more than two hydrogen bonds. A systematic
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search for a related tecton shows that the zwitterionic α-aminomethylphosphinic
acid (H3N–CH2PO2Me) [27] exactly forms the predicted layered structure. This
alternative tecton can be easily generated from the dpmaH+ tecton by the exchange
of a methyl group with an oxido group. This modification of the basic tecton
generates one more hydrogen-bond acceptor atom at the formal negatively charged
part of the zwitterionic α-aminomethylphosphinic acid molecule. An informative
icon with a plus and a minus sign is showing the zwitterionic character of the
α-aminomethylphosphinic acid (Figure 4).

Figure 4. Hydrogen bonding pattern of the zwitterionic α-aminomethylphosphinic
acid [27] and its modified constructor graph.

In the structure of α-aminomethylphosphinic acid, each of the three hydrogen
atoms of the aminium group forms an unbifurcated hydrogen bond to a symmetry
related molecule. The formation of a three-dimensional hydrogen bonded connection
of α-aminomethylphosphinic acid tectons or of closely related molecules seems to be
possible, in general, but to the best of the author’s knowledge, such a structure has
not been determined to date.

2.2. Salts Based on Hydrogen Bonded (dpmaH+)2 Dimers

For salts containg dpmaH+ and counter anions, which are good or excellent
hydrogen-bond acceptors, a very different structural chemistry can be observed. The
predominant motif in these structures are head-to-tail connected (dpmaH+)2 units
(Figure 5). Two out of six hydrogen atoms of the two aminium groups are used for
the formation of the dimer. The four other hydrogen atoms are generally available
for the formation of hydrogen bonds to the counter anions.

In the structure of dpmaHCl [28], such (dpmaH+)2 dicationic units are present.
Each dicationic dimer donates four NH¨ ¨ ¨ Cl hydrogen bonds, and each chloride
anion accepts two of them to form a chain structure (Figure 5). The constructor
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graph for this structure illustrates the structural similarity to dpmaH[ClO4]¨ dpma
(Figure 3b), which also consist of head-to-tail connected basic units. In the structures
of dpmaH[ClO4]¨ dpma, the oxygen atom of the phosphoryl group accepts two
hydrogen bonds to realize chain propagation. In the structure of dpmaHCl, there is
no need to form such a bifurcated hydrogen bond at the phosphoryl group because
of the presence of chloride anion, an excellent hydrogen bond acceptor.

Figure 5. Hydrogen bonded structure of dpmaHCl containing (dpmaH+)2 dimers
and chloride counter anions; a modified constructor graph for a section of the chain
is shown.

An alternative arrangement for a dpmaHX salt with a cation to anion ratio of 1:1
has been reported for dpmaH[NO3] [29]. This two-dimensionally connected structure
can be understood as the next stage of aggregation (Figure 6a). Again, each dimeric
((dpmaH+)2 unit is connected to four anions and each nitrate anion is connected
to two dicationic moieties. Two of the three oxygen atoms of each nitrate anion
form hydrogen bonds. The reason for additional structural complexity must be
associated with the nitrate counter anion, which obviously causes a larger distance
of the (dpmaH+)2 dimers. Similar hydrogen bonded networks are well known for
(H2NR2)2[MCl6] (R = alkyl, M = Sn, Ir, Pt [13–15,18]) and ((CH3)2NH2)4[MCl6]Cl
(M = Ru, W [30,31]) which can be discussed as an inverse structure type, as the
dialkylaminium cations form two hydrogen bonds whereas there are four for each
halogenometallate anions.

Finally, the (dpmaH)2[PdCl4] salt [32] should be discussed. In this structure, each
(dpmaH+)2 dimer and each [PdCl4]2´ ions form two hydrogen bonded connections
to adjacent counter ions (Figure 6b). The chain structure generated by this connection
can be understood as a structural motif already known from dpmaH[NO3] (Figure 6a;
blue-shaded area). This is a nice proof of the potential of this system in terms of
crystal engineering. The “toolbox” for salts with strong hydrogen-bond acceptors
contains dimeric (dpmaH+)2 units that tends to donate four hydrogen bonds, whereas
the counter anions are only twofold connected.
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Figure 6. (a) the hydrogen bonded layered structure of dpmaH[NO3] and the
corresponding constructor graph is shown; (b) the hydrogen bonded chain structure
of (dpmaH)2[PdCl4] and the corresponding modified constructor graph is shown.

3. Limitations

The use of constructor graphs, especially those with the informative icons,
become cumbersome for more complex three-dimensional structures. There are
similar limitations of use if there are several crystallographically independent
building units and individual hydrogen bonding schemes for each of them.

4. Conclusions

In this contribution, it has been shown that the majority of dpmaH+ salts are
closely structurally related. Their structural and hierarchical dependencies can
easily be visualized by so-called constructor graphs. In contrast to the use of
classical constructor graphs which consist of dots and arrows [10,33,34], informative
icons and colored arrows are used here for the analysis and comparison of the
hydrogen bonded architectures. As abstraction is ubiquitous used in chemistry,
biochemistry and related fields, this modification of a mathematical tool towards a
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chemist-friendly design should broaden the usability of this method. Moreover, the
potential of constructor graphs is illustrated by the integration of the structurally
related α-aminomethylphosphinic acid into the structure systematology of simple
dpmaH+ salts.
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The Role of Hydrogen Bond in Designing
Molecular Optical Materials
Leonardo H. R. Dos Santos and Piero Macchi

Abstract: In this perspective article, we revise some of the empirical and
semi-empirical strategies for predicting how hydrogen bonding affects molecular
and atomic polarizabilities in aggregates. We use p-nitroaniline and hydrated oxalic
acid as working examples to illustrate the enhancement of donor and acceptor
functional-group polarizabilities and their anisotropy. This is significant for the
evaluation of electrical susceptibilities in crystals; and the properties derived from
them like the refractive indices.

Reprinted from Crystals. Cite as: Dos Santos, L.H.R.; Macchi, P. The Role of Hydrogen
Bond in Designing Molecular Optical Materials. Crystals 2016, 6, 43.

1. Introduction

Calculation and prediction of electrical properties of molecules and solids has
for long been of interest [1]. These properties result from the forces that the electric
charges mutually exert in a material, and being quantum-mechanical observables
of the charge-density distribution, can be obtained, at least in principle, from both
quantum-mechanical calculations and high-resolution X-ray diffraction. While the
electrostatic moments or the electrostatic potential and its derivatives directly result
from the ground-state distribution of electrons, other observables, for example the
(hyper)polarizabilities, measure how the charge distribution changes under external
stimuli (e.g., an electric field for the electric (hyper)polarizabilities). Therefore, these
so-called “response properties” are consequence of the interplay between ground and
excited states. When the material under study is molecular, thus ideally consisting of
a large number of mutually perturbed closed-shell systems, the connection between
the molecular charge density and the bulk electric susceptibilities is relevant [2].
Even more important is identifying those functional groups that induce a particular
property of the bulk, either alone or through a cooperative effect.

Because functional materials are most likely to find applications in the solid
state, and frequently in crystalline phases, it is also of relevance understanding
and predicting the role played by the strongest intermolecular interactions on the
molecular or functional-group charge distributions, and how this perturbation affects
the properties of the molecules embedded in crystals [3]. In this respect, a good
strategy is calculating accurate (hyper)polarizabilities in model systems, using highly
correlated Hamiltonians and complete basis-sets, and transferring these quantities to
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larger molecules or extended structures. The latter are typically too challenging or
even prohibitive for accurate first-principles simulations. Envisaging very efficient
strategies, an intermediate step would consist in benchmarking density functionals
and finite basis-sets against the most correlated Hamiltonians and the complete
basis-set limit [4].

Having this in mind, in this article, we analyze the most relevant effects of
intermolecular interactions, in particular hydrogen bonds, for the estimation of
linear optical properties of molecular materials. We also discuss the state-of-the-art
procedures to estimate polarizabilities of atoms and functional groups in molecules
or crystals, and to derive bulk optical properties from these “microscopic” quantities.

2. Distributed Atomic and Functional-Group Polarizabilities

In order to identify the most important atoms and functional groups that
determine the optical properties of a molecule or a crystalline material, we need
a partitioning of the electrostatic moments and (hyper)polarizabilities into atomic
contributions. In experimental electron-density determination, a formalism based on
pseudo-atoms is widely adopted, which enables the refinement of electron-density
models against measured structure-factor amplitudes [5]. In principle, the refined
coefficients may be used to compute atomic electrostatic moments. However,
there are two main limitations: (a) the multipole expansion is a fitting procedure
that therefore returns only approximated quantities; and (b) the atomic multipole
parameters may strongly correlate within a refinement procedure, therefore while the
total electron density is quite accurately reconstructed, the atomic partitioning may
be biased. A better estimation of atomic moments derives from space-partitioning of
the total electron density reconstructed from the refined coefficients of the multipole
expansion. In fact, the total electron density is less affected by the correlation
among parameters of the multipolar expansion. For the partition, one can use
the quantum theory of atoms in molecules (QTAIM) [6], which is more generally
applicable to a theoretical electron density as well. An advantage of QTAIM is that the
partitioning is exact (meaning that the sum of atomic contributions exactly reconstruct
the total property) and the atomic basins are discrete, making it easier the definition
of an important quantity like the charge transfer (see Supplementary Materials).
Furthermore, QTAIM-basins are typically very well transferable among systems,
thus allowing their accurate estimation in small, model molecules and exportation
to larger ones. Similar schemes could be for example the Voronoi polyhedra or the
Hirshfeld surface partitioning. Both are exclusive partitioning of the space, although
the latter leaves some small volumes unassigned [7]. An alternative approach is the
Hirshfeld atom: here the partitioning is complete, but the atomic basins overlap [8],
which may create problems for assigning correctly the interatomic charge transfer.

106



Some Hilbert-space partitionings, such as Stone’s [9], could also be used to obtain
atomic or functional-group moments and (hyper)polarizabilities. However, with these
methods, the partitioning suffers from being largely dependent on the atomic basis-sets
and from a limited transferability. Notably, the computationally cheap Mulliken’s
partition [10] holds for atomic charges only. Although these can reconstruct a
molecular dipole, the lack of terms describing the atomic intrinsic polarization
(see Supplementary Materials) does not enable computing a fundamental part of the
atomic polarizability.

Some partitioning schemes have been applied to estimate linear optical
properties of atoms and functional groups in molecules or crystals. Several
approaches have been proposed for the calculation of distributed atomic polarizabilities,
i.e., the atomic polarizability tensors within a molecule or molecular aggregate (for
a recent account, the reader is referred to [4] and references therein). Among those,
Bader and coworkers developed QTAIM-partitioned polarizabilities and used
them to evaluate intermolecular interaction energies and transferability of electric
properties [11]. Keith’s generalization of Bader’s method removed the origin
dependence from the QTAIM definition of atomic dipoles and polarizabilities, thus
making them perfectly transferable to other systems [12]. Within this approach,
the component αijpΩq of the atomic first-order polarizability tensor can be simply
evaluated through the numerical derivative of the corresponding atomic dipole
moments, with respect to an externally applied electric field:

αijpΩq “ lim
EiÑ0

µ
Ei
j pΩq ´ µo

j pΩq

Ei
(1)

where µ
Ei
j pΩq is the dipole moment component of the atomic basin Ω along the

j direction computed with an electric field applied along the direction i. Keith’s
approach has been recently modified and implemented in a program called
PolaBer [13], used to calculate the distributed polarizability tensors reported in
this paper (for details of the implementation, as well as for the methodological
procedures used in this work, see Supporting Information). The total, molecular or
crystal polarizability can be straightforwardly obtained through summation of the
atomic counterparts, as typical for any molecular property estimated using QTAIM.
Because the polarizabilities have dimensions of volume, atomic and molecular
tensors can be visualized as ellipsoids, see, for example, Figure 1, which shows
p-nitroaniline, calculated at the CAM-B3LYP/cc-pVDZ level of theory. Most of the
calculations in this work were performed using the modest-size cc-pVDZ basis-set.
Even though augmentation with diffuse functions is highly desirable to accurately
estimate electric moments and polarizabilities of molecules in an infinitely diluted
gas, these functions are less relevant for estimating properties in aggregates or
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crystals, due to the existence of a “basis-set superposition” effect that takes place
among basis-sets of vicinal groups or molecules in aggregation, see for example [14].
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Figure 1. Distributed atomic polarizability ellipsoids after QTAIM partitioning
of the molecular p-nitroaniline electron density, as obtained from a
CAM-B3LYP/cc-pVDZ calculation. The isotropic polarizabilities, calculated as the
arithmetical average of the main diagonal tensor components, are shown in au.
The scaling factor for the ellipsoids is 0.3 Å´2.

Otero et al. [15] criticized the use of Equation (1) because the ground-state
molecular electron density ρ0prq and the corresponding field-perturbed densities
ρEjprq are “independently” partitioned into their atomic contributions, without
guaranteeing that the corresponding atomic basins are kept constant in the
process. They developed, instead, a methodology to partition the polarizability
distribution αprq using Hirshfeld scheme. αprq enables visualizing regions of negative
polarizability in a molecule, i.e., regions that would respond counterintuitively to an
applied field (with negative charges moving in the direction of the negative field).

The criticism of Otero et al. [15] is, however, not fully correct. First of all, the
numerical approach in Equation (1), in the limit of an infinitesimally small field,
gives the exact definition of the dipolar electron density derivative that coincides
with the analytical definition. Therefore, there is no bias in applying Equation (1)
and the numerical solution is used for the sake of simplicity in the complex step
of the atomic basin integration and the successive derivation with the field. If the
values obtained through the numerical approach do not sum up perfectly to the total
molecular polarizability (typically in the range of 0.1%), this can be easily overcome
by using more precise integration inside the atomic basins and smaller electric fields.
The integration is anyway the most crucial step, because of the difficult definition
of QTAIM atomic basins. The fact that the atomic tensors are not symmetrical,
instead, depends primarily on the fact that the atomic basins are themselves not
symmetrical, which does not enable Equation (1) to be invariant with respect to
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exchange of i and j. Noteworthy, this is true with any discrete partitioning (e.g.,
Voronoi or Hirshfeld surface), unless the atom lies on a symmetric site. It holds
also for the Hirshfeld atomic partitioning, because, although the volume in which
atoms are integrated is infinite, the weight function that defines each atom is not
symmetric (again unless the atom sits on a symmetric position). Therefore, the tensor
symmetrization is a necessary step, used for visualizing the atomic polarizability
ellipsoid. The non-symmetrized tensors would be the exact QTAIM-derived atomic
tensors, but would also be more difficult to use. The tensor symmetrization has two
important properties: (a) the isotropic atomic polarizability is invariant (because only
the out of diagonal components are touched); and (b) the sum of the atomic tensors
gives anyway the total (symmetric and exact) molecular polarizability, because the
anti-symmetric part of the atomic tensors mutually cancel each other. Otero et al. [15]
also claimed that in the calculation of integrated atomic polarizabilities, the regions
of negative αprq are “explicitly omitted”. On the contrary, the integration inside an
atomic basin implies that regions of negative polarizability be overwhelmed (not
omitted) by those of positive polarizability, producing overall the expected result that
on average the electron density responds intuitively to the applied field. Interestingly,
however, the remark of Otero et al. [15] raises the question whether some atoms in
a molecule may in principle have negative atomic tensors. Albeit possible (and
anyway partitioning dependent), this is unlikely to occur for all atoms with a core,
which necessarily implies a sufficiently large and almost symmetric basin. Therefore,
the only atoms that may display a negative polarizability are H atoms, especially if
involved in strong HB (where they exhibit small and irregular atomic basins).

Despite the above discussed criticism, it has been demonstrated that QTAIM
distributed polarizabilities obtained using PolaBer are remarkably exportable among
some series of molecules, including amino acids and organic optical materials [16].
Databanks of atomic and functional-group polarizabilities have been created and
used to estimate the refractivity of a few materials [4]. Furthermore, this approach
has been successfully applied to understand the origin of the refractive indices of
molecular crystals in terms of their most fundamental building blocks, i.e., atoms
and functional groups [17], as well as to quantify the effect of hydrogen bonding on
their optical behavior (see next section).

3. From Functional Groups and Molecules to Crystals

High-resolution X-ray diffraction is an established technique for determination
of molecular electrostatic moments of atoms and molecules in crystals, with
the advantage of providing not only magnitudes, but also all their tensor
components. Some time ago, Fkyerat et al. [18,19] and Hamzaoui et al. [20,21]
proposed a correlation between the molecular first-order polarizability α and first
hyperpolarizability βwith, respectively, the quadrupole and octupole electrostatic
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moments, derivable from the X-ray experiments. However, application of this
method to organic non-linear optical materials revealed that many components
of α and β tensors, calculated from X-ray diffraction, differ by more than an order of
magnitude from theoretical results. Indeed, it was later shown that the one-electron
density ρprq, obtained from the usual multipolar pseudo-atom formalisms, does
not yield accurate response properties because electronic correlation is included
only partially [22]. Instead, Jayatilaka and Cole [23] have pursued an X-ray
constrained wavefunction approach to derive much more accurate ρprq distributions
for a few optical materials, including a metal-organic non-linear optical compound.
The “experimental” wavefunctions yielded remarkably accurate electric properties,
indicating the possibility to use X-ray constrained molecular orbitals for engineering
this kind of materials. In the case a scheme is further assumed to localize the
constrained canonical orbitals in particular atoms or functional groups [24], they
can be exported even to much larger systems, thus allowing an inexpensive, though
accurate, prediction of their electric properties as well, which is currently challenging
for both theory and experiment.

The estimation of electrical properties from X-ray diffraction or fully periodic
quantum-mechanical calculations [25] is indeed highly desirable, as these techniques
inherently account for the entire crystal field. However, the need of high-quality
single-crystals and the high computational costs, respectively, often hamper the
application of these methods for large systems. Therefore, calculations on isolated
molecules have been extensively applied to estimate electrostatic moments and
(hyper)polarizabilities [3]. This requires including an empirical perturbation of the
molecular electron density mimicking the crystal electric field. In fact, if the molecular
electrostatic moments are calculated in an infinitely diluted gas, the agreement with
experimental results in crystals (or with periodic calculations) are obviously poor.

The big challenge in computational chemistry is how to simulate the crystal
electric field at the lowest computational costs. We should first of all consider that
molecular electric moments are typically affected by short- and long-range effects [4].
Short-range effects are, for example, hydrogen bonds or other medium-strength
intermolecular interactions. They may cause changes of the electron distribution
and the molecular geometry as well, but they are possible only within the first
coordination sphere around a molecule, therefore they are few. On the other hand,
long-range effects, due mainly to electrostatic forces produced by interaction between
electron-density clouds, are weaker (as their magnitude decrease as a power function
of the intermolecular distance), but because they are potentially infinite in number
their contribution may be of significance.

Hydrogen bonds tend to line up the molecules in order to minimize the
energy [2,17]. This often, though not always, enhances their dipole moments
due to induced polarization of the electron-density distributions [26]. This dipole
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moment enhancement observed when going from a single-molecule to an aggregated
environment has been investigated in quite some detail for 2-methyl-4-nitroaniline,
one of the molecular prototypes for linear and non-linear optical materials. A
careful diffraction study by Spackman [27] reported a significant enhancement of
30%–40%, nevertheless smaller than that reported earlier by Howard et al. [28].
Spackman [26] has investigated more systematically a large number of crystals,
calculating dipole enhancements up to ca. 30% for hydrogen-bonded species, whereas
many diffraction experiments result in enhancements greater than 100%. However, it
is recognized that molecular moments are highly dependent on the multipole model
fitted against the X-ray diffracted intensities, and several studies reporting incredibly
large enhancements were performed treating the thermal motion of hydrogen atoms
as isotropic and without incorporating neutron diffraction estimates of X–H distances.
Molecular dipole moments may be very difficult to estimate from experimental
multipolar expansion, because they strongly depend on the contraction/expansion
of atomic shells, often sensitive to even minor systematic effects in the datasets.
Moreover, in non-centrosymmetric crystals, special attention is necessary to avoid
model ambiguities, which often affect the estimation of molecular dipole moment.
Last but not least, it should also be considered that some supramolecular packings
may produce dipole depletion instead of enhancement.

The redistribution of electronic charge that molecules undergo upon aggregation
has also important consequences for the estimation of optical properties. Studies
on organic non-linear optical materials revealed that the hyperpolarizability of a
molecule typically grows by a factor of three when a hydrogen-bonded cluster
is considered in its surrounding [29]. Instead, the first-order polarizability α is
much less susceptible, thus being determined to a great extent by the intramolecular
connectivity (the chemical bonds) rather than the intermolecular forces. As an
example, we consider the atomic polarizabilities corresponding to a head-to-tail
aggregation of two p-nitroaniline molecules (see Figure 2), and compare these
values with those of Figure 1. The moderate-to-weak hydrogen bond characterizing
this system increases the polarizability of the donor (–NH2) and acceptor (–NO2)
functional groups by 7% and 16%, respectively, whereas the polarizability of the
phenyl ring enhances only slightly (approximately 1%). As shown in Table 1, the total
molecular polarizability does not increase dramatically because of this interaction. In
a real crystal, however, many more hydrogen bonds occur coupled with long-range
interactions (electrostatics only). All these smaller contributions eventually sum
up leading to a significant increase. Indeed, the molecular polarizability calculated
under periodic boundary conditions (PBC) is much larger than that for the molecules
composing the dimer (or for any other finite aggregate). As also shown in Table 1, the
hydrogen bond has a significant effect on the polarizability anisotropy ∆α, a quantity
directly related to the birefringence of a material.
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response properties of molecules in crystals because they might be dramatically influenced by 
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methods: (a) the amount of electronic correlation that one can introduce is limited; (b) for crystal 
orbitals, convergence often fails when Bloch-type functions use diffuse atomic basis functions; and 
(c) plane-wave calculations, instead, exclude localized core-orbital functions and therefore their 
contribution to the properties, which can be quite substantial for hyperpolarizabilities, for example. 
In order to overcome these drawbacks, the so-called supermolecule or cluster method was proposed 
[3]. Within this approach, the properties of interest of several interacting molecules are evaluated as 
a whole, just like in standard molecular calculations. The goal is then extracting the properties 
featured by the “central” molecule around which the cluster is constructed. In fact, by comparing 
the electric properties of an isolated molecule and that of the molecular cluster, one gains insight 
into the role of short and medium-range intermolecular interactions, crucial for the design of optical 
materials [4]. However, this approach includes only partially the crystal field effects, because long-
range interactions are not accounted. Furthermore, as the choice of the molecular aggregate is 
usually not unique, a computationally costly pre-screening of at least a few clusters is typically 
necessary [30]. 

Table 1 summarizes the polarizability of p-nitroaniline, as obtained from different aggregates 
constructed in order to progressively saturate the hydrogen-bond sites of the “central” molecule 
(see Figures 3 and 4). When going from the monomer to the trimer, the molecular isotropic 
polarizability increases by 12%, and a further enhancement of 9% is observed for the central 
molecule in the pentamer. Although the latter corresponds to a “hydrogen-bond saturation”, this by 
no means indicates convergence of the polarizability because, as previously mentioned, long-range 
electrostatic interactions may still be of significance. Noteworthy, the polarizabilities of the 
hydrogen-bonded donor and acceptor groups in the central molecule of the pentamer are up to 30% 
larger than in the isolated molecule, whereas the enhancements in the phenyl rings are negligible. 
These results show that the distortions caused by the hydrogen bonds are largely localized in the 
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The cluster approach has been previously used to investigate the effect of hydrogen-bond 
formation on the (hyper)polarizabilities of a few other organic materials. For example, Balakina and 
coworkers [29,31], studied theoretically a series of non-linear optical chromophores and 
demonstrated that the formation of weak to moderate N–H⋅⋅⋅O bonds (with donor-acceptor 

Figure 2. Distributed atomic polarizability ellipsoids of a p-nitroaniline dimer
extracted from the crystal structure, calculated at the CAM-B3LYP/cc-pVDZ level
of theory. The scaling factor for the ellipsoids is as in Figure 1.

As anticipated, calculations under periodic boundary conditions are in principle
the correct approaches to model the crystalline effects, and therefore, to accurately
estimate electrostatic and response properties of molecules in crystals because they
might be dramatically influenced by intermolecular interactions. However, some
problems affect the crystal-orbital or plane-wave-based methods: (a) the amount
of electronic correlation that one can introduce is limited; (b) for crystal orbitals,
convergence often fails when Bloch-type functions use diffuse atomic basis functions;
and (c) plane-wave calculations, instead, exclude localized core-orbital functions
and therefore their contribution to the properties, which can be quite substantial
for hyperpolarizabilities, for example. In order to overcome these drawbacks, the
so-called supermolecule or cluster method was proposed [3]. Within this approach, the
properties of interest of several interacting molecules are evaluated as a whole, just
like in standard molecular calculations. The goal is then extracting the properties
featured by the “central” molecule around which the cluster is constructed. In fact,
by comparing the electric properties of an isolated molecule and that of the molecular
cluster, one gains insight into the role of short and medium-range intermolecular
interactions, crucial for the design of optical materials [4]. However, this approach
includes only partially the crystal field effects, because long-range interactions are
not accounted. Furthermore, as the choice of the molecular aggregate is usually not
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unique, a computationally costly pre-screening of at least a few clusters is typically
necessary [30].

Table 1 summarizes the polarizability of p-nitroaniline, as obtained from
different aggregates constructed in order to progressively saturate the hydrogen-bond
sites of the “central” molecule (see Figures 3 and 4). When going from the monomer
to the trimer, the molecular isotropic polarizability increases by 12%, and a further
enhancement of 9% is observed for the central molecule in the pentamer. Although
the latter corresponds to a “hydrogen-bond saturation”, this by no means indicates
convergence of the polarizability because, as previously mentioned, long-range
electrostatic interactions may still be of significance. Noteworthy, the polarizabilities
of the hydrogen-bonded donor and acceptor groups in the central molecule of
the pentamer are up to 30% larger than in the isolated molecule, whereas the
enhancements in the phenyl rings are negligible. These results show that the
distortions caused by the hydrogen bonds are largely localized in the functional
groups directly involved in the bonding.
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by short-range interactions with partial covalent component, such as hydrogen bonds. Thus, the 
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working [32] on a semi-continuum method, which combines PCM with calculations on a 
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acids in their zwitterionic configuration with the purpose to quantify the changes of α for the 
hydrogen-bond donor (–NH3+) and acceptor (–COO−) functional groups [4,17]. While the isotropic 
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tensors are quite significantly reoriented towards the hydrogen-bond direction. This means that 
these interactions may be useful for controlling the anisotropy of crystalline optical properties, 

Figure 3. Distributed atomic polarizability ellipsoids of a p-nitroaniline trimer
extracted from the crystal structure, calculated at the CAM-B3LYP/cc-pVDZ level
of theory.

The cluster approach has been previously used to investigate the effect of
hydrogen-bond formation on the (hyper)polarizabilities of a few other organic
materials. For example, Balakina and coworkers [29,31], studied theoretically a
series of non-linear optical chromophores and demonstrated that the formation
of weak to moderate N–H¨ ¨ ¨O bonds (with donor-acceptor distances in the range
2.8–3.5 Å) results in an increment of only 10%–15% of the molecular polarizability α,
whereas the first hyperpolarizability βmay increase up to three times. It is anyway
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noteworthy that even small changes in αwill significantly affect the calculation of
the electric susceptibility through a lattice summation.
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extracted from the crystal structure, calculated at the CAM-B3LYP/cc-pVDZ level
of theory.

The importance of explicitly taking into account hydrogen bonds in the
estimations of optical properties becomes rather evident when the supermolecule
approach is compared with calculations of single-molecules embedded in a polarizable
continuum dielectric medium (PCM). This approach somewhat introduces averaged
electrostatic interactions, improving calculations of isolated molecules, but it is
not capable of predicting the correct polarization of the electron density caused
by short-range interactions with partial covalent component, such as hydrogen
bonds. Thus, the PCM approach often underestimates the (hyper)polarizabilities.
Nevertheless, we are currently working [32] on a semi-continuum method, which
combines PCM with calculations on a moderately large cluster, that can be quite
effective to estimate optical properties of organic and metal-organic materials.

Although many studies investigated the effect of hydrogen bonding on QTAIM
topological parameters, not much work has been devoted to study such influence on
the corresponding atomic and functional-group polarizabilities. We have recently
investigated many aggregates of amino acids in their zwitterionic configuration with
the purpose to quantify the changes of α for the hydrogen-bond donor (–NH3

+)
and acceptor (–COO´) functional groups [4,17]. While the isotropic polarizabilities
of the groups do not change more than 10% upon hydrogen-bond formation, the
tensors are quite significantly reoriented towards the hydrogen-bond direction.
This means that these interactions may be useful for controlling the anisotropy
of crystalline optical properties, rather than enhancing them. In fact, the anisotropy
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of the functional-group tensors was found to increase significantly (20%–30%) upon
the formation of hydrogen bonds.

An alternative strategy to include crystal field effects in a single-molecule
calculation or long-range effects in a molecular aggregate, is firstly to construct
an oriented-gas model, one in which non-interacting identical molecules or aggregates
lie side-by-side and the solid-state properties are simply appropriate combinations of
the molecular ones. Afterwards, the effects of the surroundings are semi-empirically
approximated using local-field factors [33]. Since molecular crystals feature in
general only non-covalent intermolecular interactions, classical electrostatic models
have been successfully adopted to estimate dipole moment enhancements and,
ultimately, the electric response properties of crystals starting from a simple gas-phase
calculation [30].

For the purpose of defining the local-field factor, a crystal may be represented
as an array of equal dipoles distributed over a space lattice. A molecule embedded
in the crystal experiences a local-electric field Elocal that, in general, is a sum of any
externally applied field and the internal field that results from the dipole moments
of all other molecules in the unit cell. For relatively small values of Elocal , the dipole
moment µind induced at a particular molecule k depends only on its first-order
polarizability, and can be computed as:

µindpkq “ α.Elocal (2)

The dipole moment of the molecule embedded in a crystal or molecular cluster
can be estimated as a simple sum of its permanent dipole moment µ, calculated
in gas-phase, with the induced dipole µind. Therefore, this approach allows the
estimation of “in-crystal” dipole moments from the knowledge of the polarizability
of the constituent molecules and the symmetry operations used to construct the
aggregate. This formalism is usually called rigorous local field theory (RLFT) [34,35],
and can be straightforwardly extended to compute atomic and functional-group
induced dipole moments µindpΩ, kq in the k molecule of the crystal, provided that a
partitioning scheme is used to calculate µpΩq and αpΩq. In this case, the molecular
point-dipole realization of RLFT, i.e., the one in which each molecule is considered as
a point dipole (RLFT1), would be replaced by a distributed atomic or functional-group
point-dipole treatment, in which n atomic dipoles are distributed over the molecule
(RLFTn). The relative accuracy of these approximations depends on the size and
shape of the molecules. For small compounds, such as urea or benzene [34], RLFT1
and RLFTn do not differ substantially, whereas RLFTn is typically more accurate to
describe the anisotropies of larger systems, as shown for m-nitroaniline [35].

The first-order polarizabilities of the molecule embedded in its environment
can be calculated through numerical differentiation of the induced dipole moments
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estimated through RLFT. Thus, the components αijpΩq of the polarizability calculated
for the molecule in isolation are perturbed and become α1ijpΩq in the crystal [4].
Analogously to Equation (1), α1ijpΩq can be computed as:

α1ijpΩq “ lim
EiÑ0

rαijpΩq.Ei,locals
Ei ´ rαijpΩq.Ei,locals

0

Ei
(3)

Although the local electric field of Equation (3) is just a zero-order approximation,
only few works have attempted to iterate the process, using the dipole moment
of the embedded molecule to compute an improved approximation to the electric
field [4,26].

Our investigations on RLFT applied to amino acid clusters [4] suggested that in
case extreme accuracy is desired, a full ab-initio treatment of the aggregate is necessary
in order to satisfactory estimate functional-group or molecular polarizabilities
because the semi-empirical approaches, although sometimes able to accurately
predict dipole moment enhancements, are not capable to take into account the
“re-accommodation” of the molecular electron density due to the interactions within
the first coordination sphere around a molecule. The presence of the molecular
vicinity manifests itself not only in terms of the polarization caused by the strongest
intermolecular interactions, and of the charge-transfer along the hydrogen-bond
directions, but also in terms of a volume contraction that the molecules undergo
when going from isolation to the molecular aggregate. We are currently performing
work in these directions, but RLFT still remains to be satisfactorily corrected for
these factors.

Within RLFT, the first-order electric susceptibility tensor Ø of a molecular
crystal can simply be calculated from the α1pΩq tensors by applying well-known
lattice-summation schemes [36,37]. The permittivity tensor is then obtained as
ε “ I`Ø and the three crystalline refractive indices ni can be calculated from the
eigenvalues εi of the permittivity, ni “

?
εi. Table 2 summarizes the results for

p-nitroaniline by comparing RLFT (within a molecular point-dipole implementation)
against the simple oriented-gas model, a coupled-perturbed Kohn–Sham wave
function using PBC, and a few estimations using intermediate levels of approximation
(namely, X-ray constrained Hartree-Fock wavefunction, and an oriented-gas model
using the molecule extracted from the pentamer), as well as with experimental values.
Noteworthy, the experimental refractive indices are larger than all theoretically
predictions because the finite frequency at which they are measured increases the
refractivity with respect to the calculations performed with non-oscillating fields.
An extrapolation to zero frequency would be possible if measurements were known
with different wavelengths, which is not the case. Therefore, the periodic calculation
can be used as benchmark for the efficiency of the other theoretical approaches.

117



In this respect, we observe that RLFT substantially improves over the oriented-gas,
but still underperforms the periodic first-principles calculation. Interestingly, the
electric susceptibility tensor and refractive indices of crystalline urea have been
estimated from a variety of approaches [13]. Among them, RLFT resulted in values
very close to the periodic first-principles methods, as well as to the experimental
values extrapolated to zero frequency. The application of RLFT to a urea molecule
extracted from a relatively large cluster slightly overcorrects the refractive indices.

Table 2. Main (ni“1,2,3) and crystallographic (ni“a,b,c) refractive indices for
p-nitroaniline calculated using different models for simulating the crystal field a.

Crystal Field
Model n1 n2”b n3 na nc nISO ∆n

Oriented-gas 1.22 1.41 1.55 1.43 1.36 1.40 0.33
RLFT 1.32 1.55 1.58 1.55 1.33 1.48 0.26

Pentamer 1.21 1.43 1.76 1.59 1.42 1.47 0.55
PBC b 1.36 1.60 1.85 1.69 1.55 1.60 0.49

XC-HF c 1.42 1.63 1.97 - - 1.67 0.55
Exptl. d 1.525(2) 1.756(3) 1.788(4) - - 1.69(5) 0.26(7)

Notes: a Isotropic refractive index: nISO “
1
3

ř

i ni . The anisotropy ∆n corresponds to the
difference n3 ´ n1. b B3LYP/cc-pVDZ level of theory. c X-ray constrained Hartree–Fock
calculation [38]. d Measured at 588 nm, see [38].

Finally, we consider the example of three aggregates composed of oxalic acid
and water molecules (see Table 3 and Figure 5). Overall, the polarizability of the
carboxylate groups are not dramatically affected by the hydrogen bonds formed
with the solvent molecules, even though such interactions may be considered rather
strong. Indeed, the –COOH isotropic polarizability increases only 4% when going
from the oxalic acid in isolation to the tetra-hydrate cluster. The enhancement is
more significant along the direction of the hydrogen-bond axes. Interestingly, the
shorter hydrogen bonds (where oxalic acid acts as a donor) change less the oxalic
acid polarizability than the longer ones (where oxalic acid is the acceptor). In this
respect, it should also be taken into account that the volume associated with the
–COOH group in the C2H2O4¨ 2 H2O (sHB) aggregate is inherently smaller than
that in the C2H2O4¨ 2 H2O (mHB) aggregate (sHB is the aggregate produced by the
shorter HB, mHB is the medium length HB adduct). Therefore, the fact that the α3

tensor component of the –COOH polarizability in sHB is smaller than that in mHB
is a manifestation not only of the extra electron-density polarization caused by the
presence of the water molecules, but also of the change in volume undergone by the
oxalic acid when hydrated, with respect to the anhydrous form. The αISO{V ratio for
the –COOH group (with V calculated using a 0.001 au isodensity surface) is in fact
constant for the whole series of aggregates.
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nature and strength of the intermolecular interactions. 

For the examples taken into account in this work, the hydrogen bonds are usually responsible 
for an enhancement of the functional-group polarizabilities in the range of 10%–20%, a value that 
might be negligible when small aggregates are to be investigated, but that is of significance when 
bulk properties are estimated, as many hydrogen bonds are typically present in the crystalline 
phase. Hydrogen bonds also have the additional effect of reorienting the polarizability ellipsoids, 
thus affecting the anisotropy of the susceptibilities. This is a feature to be carefully considered when 
optical manifestations of this anisotropy (such as birefringence) are to be avoided or optimized. 

Figure 5. Distributed atomic polarizability ellipsoids after QTAIM partitioning
of the molecular aggregate C2H2O4¨ 4H2O electron density, as obtained from
a CAM-B3LYP/aug-cc-pVDZ calculation. The scaling factor for the ellipsoids
is 0.3 Å´2.

Table 3. Diagonal polarizability tensor (au) for the carboxylic groups in oxalic
acid, calculated in isolation and in some hydrogen-bonded aggregates at the
CAM-B3LYP/aug-cc-pVDZ level of theory a.

C2H2O4¨ x H2O α1 α2 α3 αISO ∆α

0 13.0 23.5 23.9 20.1 10.7
2 (mHB) b 12.3 22.5 26.5 20.4 12.7
2 (sHB) b 13.0 23.6 26.1 20.9 12.0

4 12.2 23.2 27.2 20.9 13.5

Notes: a Isotropic polarizability: αISO “ 1
3 Trα “ 1

3 pα1 ` α2 ` α3q. Anisotropy of

the polarizability tensor: ∆α “ t 1
2 r3Trpα2q ´ pTrαq2su

1{2
. b For C2H2O4¨ 2 H2O, two

aggregates were considered, mHB include only the water molecules forming the two
longer hydrogen bonds in Figure 3 (C2H2O4 is the hydrogen-bond acceptor), while sHB
include only those forming the shorter bonds (C2H2O4 is the donor).

4. Conclusions

In the framework of a long-term project dedicated to rationally designing optical
materials, this article explored the role of hydrogen bonds in electrical response
properties of some molecular crystals. In particular, we have discussed procedures
to estimate the first-order electric susceptibility and the crystalline refractive indices
from QTAIM-partitioned atomic and functional-group polarizabilities calculated
from simple model systems, here exemplified by p-nitroaniline and oxalic acid.
Figure 6 summarizes the main approaches discussed in this paper. The efficiency
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of the various methods strongly depends on the system under investigation, in
particular on the chemical nature and strength of the intermolecular interactions.

For the examples taken into account in this work, the hydrogen bonds are
usually responsible for an enhancement of the functional-group polarizabilities in the
range of 10%–20%, a value that might be negligible when small aggregates are to be
investigated, but that is of significance when bulk properties are estimated, as many
hydrogen bonds are typically present in the crystalline phase. Hydrogen bonds also
have the additional effect of reorienting the polarizability ellipsoids, thus affecting
the anisotropy of the susceptibilities. This is a feature to be carefully considered
when optical manifestations of this anisotropy (such as birefringence) are to be
avoided or optimized. Furthermore, our analysis has shown that the most significant
perturbations caused by the formation of hydrogen bonds are often concentrated
in the atoms or groups directly involved in the intermolecular bonding. Therefore,
while accurate estimation of these perturbations are typically necessary for predicting
crystalline properties, the “inner” functional groups in a molecule may be safely
approximated as the unperturbed ones, calculated from isolated model molecules.
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Figure 6. The approaches considered in this work to estimate linear optical
properties of organic crystalline materials from their smallest building blocks,
either molecules or functional groups.

These findings, along with previous works [4,17], pave the way for deriving
databanks of transferable atomic or functional group polarizabilities that could be
explored not only for estimating optical properties of complex materials, but also to
estimate the dispersive component of the interaction energy between molecules in
aggregates, or to map the most reactive sites in a material. Finally, the analyses carried
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out here should be extended for the relevant cases of non-linear optical materials,
whose corresponding non-linear susceptibilities are much more challenging to
estimate, either from first-principles or semi-empirically, because the effects of
intermolecular interactions are typically much more pronounced.
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Diffusivity and Mobility of Adsorbed Water
Layers at TiO2 Rutile and Anatase Interfaces
Niall J. English

Abstract: Molecular-dynamics simulations have been carried out to study diffusion
of water molecules adsorbed to anatase-(101) and rutile-(110) interfaces at room
temperature (300 K). The mean squared displacement (MSD) of the adsorbed water
layers were determined to estimate self-diffusivity therein, and the mobility of
these various layers was gauged in terms of the “swopping” of water molecules
between them. Diffusivity was substantially higher within the adsorbed monolayer
at the anatase-(101) surface, whilst the anatase-(101) surface’s more open access
facilitates easier contact of adsorbed water molecules with those beyond the
first layer, increasing the level of dynamical inter-layer exchange and mobility
of the various layers. It is hypothesised that enhanced ease of access of water
to the anatase-(101) surface helps to rationalise experimental observations of its
comparatively greater photo-activity.

Reprinted from Crystals. Cite as: English, N.J. Diffusivity and Mobility of Adsorbed
Water Layers at TiO2 Rutile and Anatase Interfaces. Crystals 2016, 6, 1.

1. Introduction

In 1972, Fujishima and Honda first established that titania (TiO2) could lead
to splitting of water when exposed to visible light, thereby producing gaseous
oxygen and hydrogen [1]. Since then, there has been considerable scrutiny of the
properties of aqueous solutions in contact with titania surfaces. More generally,
beyond titania, there are a great deal of renewable-energy applications potentially
of interest involving photo-electrochemical splitting of water in dye-sensitised
solar cells. Naturally, though, the non-toxic, inexpensive and abundant nature of
titania render it especially attractive in this regard. Potential photo-active materials
may involve support-metal-support-interaction (SMSI) changes to photo-catalytic
properties [2]. In any event, given that titania is one of the most scrutinised
oxides, there is somewhat of a paucity in our understanding of the characteristics of
interfacial water molecules, together with their potential reactivity at surfaces. This
is in spite of progress recently [3,4], including via molecular-simulation approaches
and theoretical techniques [5], although the outlook in this regard is surely improved
in recent years [4].

Titania-water interfaces allow for a detailed study of confined water molecules’
dynamical properties. This is very important for the case where hydrogen-bonded
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molecules play an part in stabilising solutes by solvent interactions, and also
forming thereby “cages” [3,4]. For instance, Inelastic Neutron Scattering (INS)
measurements have led to vibrational spectra of adsorbed water on anatase powder
and rutile rods [6,7]; this led to insight that confined adsorbed water molecules
have dynamical and vibrational behaviour more redolent of less mobile ice vis-à-vis
to a liquid [6,7]. This adsorbed-water vibrational behaviour has been studied in
detail via molecular dynamics (MD) at interfaces of anatase-(101) and rutile-(110)
with water [8,9]. Further, ab initio MD (AIMD) has led to important results in
interesting studies recently [9,10] on librational and higher-frequency adsorbed-water
modes. The rutile-(110)-water interface has been particularly scrutinised by
MD [11–16]. Ion adsorption has been studied by Zhang et al. [11]. Importantly,
Predota et al. have investigated structure of the electric double layer [12–14],
establishing the underlying structural nature of water layers [12], adsorption of
ions [13], and diffusivity and viscosity properties of water layers [14]. Crucially,
Predota et al. concluded that diffusivity increases farther away from the interface,
increasing to values synonymous with the bulk state [14]. The effects of protonation
on surface properties and characteristics have been considered by Machesky et al. [15].

We have performed classical MD to characterise strain within adsorbed
water molecules at a variety of titania-water interfaces, as well as considering
orientations of their dipoles relative to the normal to the surface [16]. For a
wide range of titania surfaces, we have also considered hydrogen-bonding kinetics
between bridging oxygen atoms and water molecules adsorbed physically [17].
For confined water molecules, we have reproduced well vibrational-spectra data
with respect to INS spectra [18]. For these rather confined layers, a particularly
important feature in [18] was computing of self-diffusivity within these layers. We
concluded recently that spatial distribution functions (SDF), in three dimensions,
of adsorbed water show there is a more open-like topography for anatase-101
relative to rutile-(110) [19], facilitating easier contact of adsorbed water with that
beyond the first layer. This boosts the degree of hydrogen bonding with water
molecules outside the adsorbed layer. We concluded tentatively that this may
rationalise different values for mobility in water layers [19], i.e., lower mobility for
rutile-110 interfaces, and rather higher for anatase-(101), providing extremes in the
self-diffusivity of the adsorbed monolayer [18]. In any event, an empirical-potential
model treatment of titania-water interfaces may well fail to capture the subtleties of
their physico-chemical characteristics, together with hydroxylation properties [19].
To clarify this singularly important question, we performed AIMD of rutile-(110)
surfaces with partial hydroxylation to determine vibrational properties of hydrogen
bonds between bridging oxygen atoms and water, and of orientations of water
molecules’ dipoles with respect to the surface normal, for surfaces featuring
oxygen-atom vacancies, as well as pristine ones [20].
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Quite apart from the interest in rutile- and anatase- water interfaces’
physico-chemical characteristics per se, there is the pertinent question of the link
between these ground-state characteristics and photo-activity. Titania’s most
photo-active polymorph tends to be anatase, possessing greater stability vis-à-vis
rutile for nanoparticles [21]. Pan et al. have measured and assessed a wide variety
of facets of titania crystals, determining that clean anatase-(101) surfaces are more
photo-active than their (001) analogues, contrary to many previous findings [22]; it
was also determined that anatase-(101) surfaces afford greater photo-activity than
rutile-(110). Naturally, in the context of the previous discussion of DFT-based and
classical- MD modelling of titania-water interfaces, this raises the tantalising question
of how greater photo-activity in anatase-(101) may be rationalised with respect
to rutile-(110) from the perspective of structure, hydrogen-bonding arrangements
and kinetics, and also, intriguingly, in terms of ease of access of water beyond
the adsorbed layer to the titania surface. Given the tentative evidence of [19]
from SDF considerations of anatase-(101)’s more accessible and open architecture
facilitating hydrogen bonding with water beyond the adsorbed layer, this suggests
that greater levels of mobility, or self-diffusivity, in the adsorbed layer of water at the
anatase-(101) surface, observed from classical MD in [18], allow for greater scope of
more “promiscuous” water contact with the surface. Naturally, this would increase
photo-activity and water-splitting rates [22]. However, the contention of inter-layer
water “swopping”, or exchange, to allow for penetration of water molecules into the
adsorbed layer in a dynamic equilibrium between layers, has not been explored in the
literature to any extent, although Predota et al. have indeed studied self-diffusivity
(via MD) increasing towards bulk-like values further away from the rutile-(110)
surfaces [14]. In the present work, motivated by tackling these open questions of
water self-diffusivity in layers for “extremes” of adsorbed-layer diffusional behaviour
in anatase-(101) (higher) and rutile-(110) (low) [18], we study this in various layers, as
well as exchange “events” into the adsorbed layer and outer ones, allowing conjecture
as to the influence of these water-mobility characteristics, together with architecture
of surfaces, on experimentally observed trends in titania-facet photo-activity.

2. Simulation Methodology

We carried out a 1 ns NVT MD simulation [23] for rutile-(110) and anatase-(101)
TiO2 surfaces, using in-house code, using classical dynamics under equilibrium
conditions. We applied three-dimensional Ewald treatment for non-bonded
interactions with a relative precision of 10´5 (in terms of variation of the number of
reciprocal-space wavevectors and the real-space contributions [23]). A Nosé-Hoover
NVT ensemble was employed at 300 K, in conjunction with a Velocity-Verlet
integration with a 0.33 fs timestep. Bulk liquid water was relaxed for around
200 ps using the Anderson-Hoover NPT ensemble (300 K and 1 bar pressure), prior
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to running for 1 ns under NVT at 300 K with mild thermostat coupling (period
of 0.5 ps). The necessary number of water molecules were added to realise an
appropriate bulk-like density of circa 1 g/cm3 between the titania surface and its
periodically-imaged couterpart. The initial MD relaxation was performed for liquid
water under NPT conditions, so as to achieve a box density corresponding to 1 bar
pressure. The Matsui-Akaogi (MA) [24] model was applied for titania, whilst a
flexible-SPC (FwSPC) [25] potential was used for water. Ti-Ow parameters were
established using the Buckingham potential and O-Ow LJ potential (cf. Table 1) [16].
The application of these potentials has led to good accord between computed and
experimental vibrational density of states, and also hydrogen-bonding characteristics
on the presently-considered titania-water interfaces [18]. The MA model involves
Buckingham-type interactions (see Table 1). All slabs used were free to move. The
details of system size and box dimensions are specified in Table 2.

Table 1. Force-field parameters. Taken from [24] (titania) and [25] (water), with
titania-water interactions as described in [16].

Buckingham Potential for TiO2 and Water Oxygen: Aij ˆ exp(-rij/ρij) ´ Cij/rij
6

i–j Aij (kcal¨ mol´1) ρij (Å) Cij (kcal¨ mol´1 Å6)
Ti–O 391049.1 0.194 290.331
Ti–Ti 717647.4 0.154 121.067
O–O 271716.3 0.234 696.888

Ti–Ow 28593.0 0.265 148.000

Lennard-Jones potential for water: εij[(σij/rij)1´σij/rij)6]
i–j εij (kcal¨ mol´1) σij (Å)

Ow–Ow 0.1554 3.165492

Harmonic potential for water: k/2 ˆ (rij ´ r0)2

i–j kij (kcal¨ mol´1 Å´2) R0
ij (Å)

Ow–Hw 1059.162 1.012

Harmonic angle bending potential for water: k/2 ˆ (θ – θ0)
i–j–k θ0 deg k (kcal¨ mol´1 rad´2)

H–O–H 113.24 75.900

Atomic charges: q(Ti) = 2.196 e, q(O) = ´1.098 e, q(Ow) = ´0.82 e, q(Hw) = 0.41 e; Ow,
Hw = water oxygen and hydrogen atoms

Table 2. Simulation-box dimensions and number of particles.

Phase (surface) X, Y, Z (Å) System Size

Rutile (110) 26.26, 45.47, 69.490 (TiO2)630 (H2O)2000
Anatase (101) 71.46, 26.43, 72.680 (TiO2)1176 (H2O)3162
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Surfaces (cf. Figure 1) were prepared from bulk rutile featuring lattice vectors
a0 = b0 = 4.593 Å, c0 = 2.959 Å (P42/MNM) and bulk anatase [a0 = b0 = 3.776 Å and
c0 = 9.486 Å (I41/AMD)]. Details of topography and construction of the surfaces are
detailed elsewhere more completely [16]. The normal to the surface coincided with
the z-axis. We estimated water self-diffusivity in the x-y plane (parallel to the surfaces)
and z-direction (perpendicular thereto) via the mean squared displacement (MSD)
over 1 ns, sampled in regions of increasing distance from the interface in 0.5 Å “bins”,
taking care with length of MSD and statistical sampling level to ensure establishment
of the Fickian regime in each bin [23], whilst also monitoring swopping/exchange
events between layers (vide infra).
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Figure 1. Structure of surfaces; laboratory z-direction is vertical. Ob stands for
bridging oxygen, O3c a three-coordinated surface oxygen, Ti5c a penta-coordinated
surface Ti atom, and Ti6c denotes a hexa-coordinated Ti atom. (a) rutile-110, and
(b) anatase-101.

3. Results and Discussion

The water-density “profiles”, in terms of z-axis displacement from interfaces are
very similar to those reported previously in [16] (cf. Figure 2). In this case, the first
minimum is at ~2.9 Å distance from the plane of “uppermost” titanium atoms in the
case of both surfaces (cf. Figure 2). This minimum is the de facto “border” between
the adsorbed monolayer (referred to hereinafter as “ML”) and layers further out
from the surfaces, and, in both cases, uniform density is achieved within ~9 Å of
the surfaces. There is a second, less distinct adsorbed layer (termed “2L”) between
~2.9 and 4.5 Å distance which is not in any direct contact with the surface at any
instant, and beyond this distance, the density layers become less clear-cut as more
bulk-like behaviour is achieved, with a third density layer (dubbed “3L”) partly
evident between 4.5 and 6.3 Å.
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Figure 2. Density profile along z-axis of water molecules from topmost layers of
titanium atoms.

The self-diffusivities of each of the three labelled density layers are specified
in Table 3. The self-diffusivity of bulk water was found to be ~2.8 ˆ 10´9 m2¨ s´1

(or ~0.93 ˆ 10´9 m2¨ s´1 in each x-, y-, z-direction given its isotropic nature), whilst
the experimental bulk-water value is 2.3 ˆ 10´9 m2¨ s´1 [26]. The diffusivity values in
the ML exhibit a certain anisotropy due to preferential motion along the local “ridged”
architecture (cf. Figure 1), and are consistent with those in [18] (determined from a
Green-Kubo integral of centre-of-mass velocity autocorrelation functions [23]). In any
event, they tend towards bulk-like values with increasing distance from the surfaces
(cf. Table 3). Those evaluated in 0.5 Å bins along the z-direction from the surfaces
also show a gradual increase to recover bulk values within ~9–10 Å, consistent
with recovering a bulk-like density profile (cf. Figure 3 of [16]). Predota et al.
observed this in MD simulations for water in contact with rutile-110 [14], while
Mamontov et al. have studied multi-layer water absorption via neutron scattering
and MD, reporting also that the self-diffusivity of water increases away from the
surface [27]. The markedly low value for ML water at rutile-(110) results from the
atomistic architecture of the surface (cf. Figure 1a): adsorbed molecules are confined
relatively rigidly in the region between Ob atoms, in contrast to the more “terraced”
anatase-101 (cf. Figure 1b). The latter surface is more accessible to water molecules
and allows for greater hydrogen-bonding interactions of somewhat localised “bound”
water molecules with those beyond this layer. In [19], it was found that there
are essentially two hydrogen bonds with molecules outside the adsorbed layer in
anatase-(101), whilst there is around one such bond per adsorbed water molecule in
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rutile-(110). This disparity originates from the anatase-(101) surface’s more accessible
architecture. The present work confirms the tentative conclusion of [19] that this
open surface structure and greater hydrogen-bond interaction and “communication”
of anatase-(101) 1L water molecules with those in the second “2L” layer facilitates a
greater self-diffusivity in the ML for anatase-(101), in stark contrast with the much less
mobile, “ice-like” and “trapped” ML water molecules at rutile–(110). Indeed, [18]
has determined these more ice-like vibrational features for ML water molecules
at rutile-(110) via MD from velocity autocorrelation functions (to obtain the ML’s
vibrational density of states) with inelastic neutron scattering spectra.

Table 3. Self-diffusivities [ˆ10´9 m2¨ s´1] (x,y,z) in adsorbed layer (ML) and
second and third layers (2L & 3L, respectively) from each surface (cf. density
profiles in Figure 3 of [16]. Note that the sum of the different laboratory
directions gives the total self-diffusivity. That of bulk water is ~2.8 ˆ 10´9 m2¨ s´1

(or ~0.93 ˆ 10´9 m2¨ s´1 in x,y,z), whilst the experimental bulk-water value is
2.3 ˆ 10´9 m2¨ s´1.

Surface ML 1L 2L

Rutile-(110) 0.011 ˘ 0.002, 0.063 ˘ 0.007, 0.021 ˘ 0.004 (0.31,0.37,0.34) ˘ 0.03 (0.58,0.60,0.66) ˘ 0.06
Anatase-(101) 0.70 ˘ 0.05, 0.75 ˘ 0.06, 0.67 ˘ 0.05 (0.80, 0.81, 0.76) ˘ 0.07 (0.83,0.85,0.80) ˘ 0.08

We now turn to the key point of inter-layer mobility, with special focus on
exchange events between the ML and 2L density layers. It was found over 1 ns runs
that the probability of an exchange event was only ~0.3% from the ML molecules to
transition to the 2L layer at the rutile-(110) surface, but was markedly higher at ~4.2%
at anatase-(101), with a similar number of reverse exchanges. Given the greater level
of hydrogen-bond interactions (essentially double) for ML with 2L water molecules
at anatase-(101), this “communication”, coupled with a substantially more mobile
ML layer (cf. Table 3), affords a much greater likelihood of such exchanges. It was
found that there were a great deal more such events between 2L and 3L, approaching
levels seen in bulk water, with less disparity between the two surfaces, as one would
expect for a transition towards bulk-like diffusive behaviour (cf. Table 3).

4. Conclusions

MD has been carried out to study water self-diffusivity in quasi-distinct density
layers, in contact with rutile-(110) and anatase-(101) surfaces at room temperature,
via computation of MSD. Water diffusivity was substantially higher within the
anatase-(101) ML, coupled with increasing the level of dynamical inter-layer (ML-1L)
exchange and mobility of the various layers. An interesting hypothesis would be that
this enhanced ease of access of water to the anatase-(101) surface helps to rationalise
experimental observations of its comparatively greater photo-activity in relation
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to rutile-(110) [22,23], given the greater probability of access of water to the titania
surface, allowing greater interaction possibilities with photo-excited holes at the
surface. However, it must be noted that this conjecture is somewhat tentative at
this stage.

At 300 K, there may well be an appreciable extent of chemically adsorbed water
at both surfaces. Naturally, this would serve to change the flavor of anisotropy in
water-water structuring relative to physical adsorption studied via classical MD, as
in the present work. In any event, even accepting the distinct likelihood of some
level of water chemical adsorption, this present work offers useful semi-quantitative
insights into water diffusive behaviour. Employing “reactive” models [28] to study
these further open questions in the future is to be considered and recommended,
given their propensity to handle the complex tapestry of physico-chemical quirks of
these surfaces’ topographies more accurately.
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Dissection of the Factors Affecting
Formation of a CH¨¨¨O H-Bond.
A Case Study
Steve Scheiner

Abstract: Quantum calculations are used to examine how various constituent
components of a large molecule contribute to the formation of an internal CH¨¨¨O
H-bond. Such a bond is present in the interaction between two amide units,
connected together by a series of functional groups. Each group is removed one
at a time, so as to monitor the effect of each upon the H-bond, and thereby learn
the bare essentials that are necessary for its formation, as well as how its presence
affects the overall molecular structure. Also studied is the perturbation caused by
change in the length of the aliphatic chain connecting the two amide groups. The
energy of the CH¨¨¨O H-bond is calculated directly, as is the rigidity of the entire
molecular framework.

Reprinted from Crystals. Cite as: Scheiner, S. Dissection of the Factors Affecting
Formation of a CH¨¨¨O H-Bond. A Case Study. Crystals 2015, 5, 327–343.

1. Introduction

There are numerous factors that are known to influence the three-dimensional
structure adopted by molecules within crystals [1–8]. In terms of short-range forces
the strengths of the covalent bonds are reflected in their equilibrium internuclear
distances, and the bond and dihedral angles are a product of orbital interactions
and interelectronic repulsions. Coulombic forces are typically the most important
component of longer range interactions, acting between buildups and depletions of
electron density that are sometimes considered in terms of partial atomic charges.
London forces are of much shorter range, serving as an attractive element although
they are sometimes masked by stronger electrostatic interactions.

In addition to the aforementioned general sorts of forces, there are a range
of more specific noncovalent forces. Examples from the recent literature include
halogen [9–17], chalcogen [18–22], and pnicogen [23–30] bonds where an atom from
one of these families is attracted to an electronegative atom, such as O, S, or even
P. This attraction is facilitated by a highly anisotropic charge distribution. That
is, a halogen atom X, for example, is characterized by an overall partial negative
charge. But a deeper analysis reveals a distribution of electron density in which a
belt of negative potential surrounds a crown of positive charge, usually opposite
the C–X bond, which can be attracted to a negative atom on the other subunit. This
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Coulombic attraction is supplemented by charge transfer from the O atom to a σ*
C–X antibonding orbital, as well as dispersive forces.

Perhaps the most well-known and best understood noncovalent force is the
hydrogen bond (HB), wherein a H atom acts as a bridge [31,32] helping to hold
together a pair of electronegative atoms, commonly conceived as F, O, or N. The
proton acceptor atom donates a certain amount of electron density from one of its
lone electron pairs to form what might be described as a 3c–4e bond. Analyses of
crystal structures commonly account for these attractive forces, not only between
neighboring molecules, but also HBs internal to each molecule. And indeed, the
presence of such HBs are well known to produce crystal structures that differ from
those that would occur in their absence.

However, a good deal of work has demonstrated that the HB is a more general
phenomenon [26,33–41]. For example, the proton acceptor need not use a lone
electron pair as an electron source, but can make use instead of individual π or
σ bonds, or even a larger aromatic π system. Another acceptor can be a hydride
atom [42–45], in what has come to be called a dihydrogen bond. Nor is it necessary
that the bridging H atom be covalently bound to a highly electronegative atom,
as SH and ClH can participate as well [46–51]. In fact, even the C atom with an
electronegativity comparable to H, has been shown to be a potent proton donor in
certain circumstances [52–59]. With specific regard to CH¨¨O HBs, a good deal has
been learned about them in recent years. Electron-withdrawing substituents placed
near to the pertinent CH group enhance its potency as a proton donor. C atoms with
sp hybridization are considerably stronger donors than are sp2 or sp3-hybridized
systems. And CH¨¨¨O HBs sometimes manifest an intriguing distinction from more
conventional HBs: Rather than the usual red shift of the OH covalent bond stretching
frequency that is commonly observed in the IR spectra of OH¨¨O HBs, some (but
not all) CH¨¨¨O HBs display a blue shift of the analogous C–H stretch. Taking these
issues into consideration, certain CH¨¨¨O HBs have been shown to have strength
comparable to, and sometimes even exceeding, those of conventional HBs.

Given the potential strength of CH¨¨¨O HBs, it would be imprudent to ignore
the effect that they can exert upon crystal structures. Indeed, the literature is replete
with cases where the presence of one or more such bonds have influenced the
structure [60–66]. Recent work [67] has shown for example, that a CH¨¨O HB can
override the normal trans-planar conformational preferences of α-fluoroamides.
In the biological realm too, CH¨¨¨O HBs play quite an important role [53,68–75]
in systems varying from interhelical interactions in proteins to structures of
oligosaccharides and carbohydrates and nucleic acids [76–79]. There is some evidence
that CH¨¨O HBs may play a previously overlooked role in the structure of such protein
stalwarts as the β-sheet [80,81]. Their importance is clear as well in the catalytic
mechanism of a family of lysine methyltransferases [82,83].
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While much of the earlier work was strongly indicative of the influence of
CH¨¨¨O HBs, there has been little direct information concerning just how different
the structure might be in their absence. Nor is there substantial data dealing with
how the structure is altered by small changes in the nature of substituents, especially
those that are not directly associated with the HB of interest. The present work
attempts to open a window into some of the subtleties of the CH¨¨¨O HB. A molecule
is taken as a case study, for which there is a crystal structure available. In this way,
the quantum calculations have a secure starting point to be sure that the computed
structure matches experiment. A CH¨¨¨O HB connects a pair of amide groups, which
are separated from one another by a series of units, notably a substituted phenyl
ring and an ether functionality. Then small alterations are made to various parts of
the molecule, after which the geometry and energetics of the internal CH¨¨¨O HB
is carefully monitored. Some of these alterations include the removal of first an
electron-withdrawing CF3 substituent on the phenyl ring, and then the aromatic
system itself. The length of an aliphatic system that links the proton donor and
acceptor is tested, to see how the HB is affected by their degree of separation. And
the application of quantum calculations allows a determination of the energy of
the CH¨¨¨O HB, in isolation from the accompanying NH¨¨¨O bond, for each of the
modified structures.

2. Computational Methods

All calculations were carried out using the Gaussian-03 [84] suite of programs.
The polarized 6-31+G** basis set, augmented by diffuse functions, was applied to the
system at both the B3LYP and MP2 levels of theory. Geometries were fully optimized
except as noted below. Minima were verified via a lack of imaginary frequencies.
Atoms in Molecules (AIM) calculations [85,86] supplied quantitative data about
bond strengths.

3. Results

Molecule I, displayed in Figure 1, was taken as the starting point for this study. I
contains a pair of amide units, which are capable of forming both a NH¨¨O and CH¨¨O
HB with one another. The relative orientation of these two amide units is conditioned
on the separating groups, including a phenyl ring with CF3 substituent, and an ether
group. The geometry of I was fully optimized at the B3LYP/6-31+G** level. The
structure obtained is illustrated in Figure 1, which also includes the labeling that is
used below, and the interatomic distances of a number of possible HBs. There are a
number of intramolecular interactions that may influence the preferred geometry of
this molecule. The aryl hydrogen atom, HC1, may engage in a CH¨¨¨O H-bond with
the O atom of the upper amide group. The R(H¨¨¨O) distance of 2.18 Å is certainly
short enough to support such a supposition. This attraction may help guide the
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preferred orientation of this amide. With regard to the lower amide, there is clearly
a conventional NH¨¨¨O H-bond with the NH of the upper amide, which probably
affects the orientation of both. There is also a possible CHC2¨¨¨O interaction, with
R(H¨¨¨O) = 2.517 Å, which would affect not only the amide orientation, but the
rotational preference of the upper methyl group as well. The presence of such a bond
is verified by the presence of a bond path between the two atoms, with a density
of 0.008 au at the bond critical point, illustrated by the red number in Figure 1 (in
units of 103 au). This bond is weaker than the nearby NH¨¨¨O HB with a density of
0.012 au. It is notable in this respect that the methyl group does not seem to form
an intra-amide CH¨¨¨O H-bond, preferring instead the interamide variety. In other
words, the dihedral angle ϕ(OCCHC2) of 171˝ is such that neither of the dihedral
angles involving the other two methyl hydrogens are less than 50˝. Lastly, HN lies
within 2.14 Å of the ether O atom of the backbone.
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H-bond B3LYP MP2 X-ray 

HN···O 2.276 2.116 2.364 
HC2···O 2.517 2.417 2.538 
HN···Oe 2.136 2.155 2.163 
HC1···O 2.183 2.196 2.261 
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Figure 1. Optimized geometries of indicated molecules, showing atomic labels.
Densities at Atoms in Molecules (AIM) bond critical points are reported in red, in
units of 10´3 au.

Optimization of this structure at the MP2 level, with the same 6-31+G** basis
set, leads to a very similar geometry. The H-bond lengths are displayed in the second
column of Table 1 which shows only minor perturbations from the B3LYP details.
There is a 0.01 Å lengthening of R(HC1¨¨¨O) and a 0.10 shortening of the other putative
CH¨¨¨O H-bond. The computed distances are similar to those obtained in the crystal
structure [87], reported in the last column of Table 1. These similarities lend support
to the idea that the calculations properly capture the essential aspects of the structural
components of I.
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Table 1. H-bond distances (Å) and dihedral angles (degrees) in computed and
X-ray structure of I. Calculated results with 6-31+G** basis set.

H-bond B3LYP MP2 X-ray

HN¨¨¨O 2.276 2.116 2.364
HC2¨¨¨O 2.517 2.417 2.538
HN¨¨¨Oe 2.136 2.155 2.163
HC1¨¨¨O 2.183 2.196 2.261

ϕ(CaCbNCc) 180 ´169 ´171
ϕ(Ca’Cb’NCc’) ´92 ´90 ´93

With specific respect to the orientations of the upper and lower amide groups,
the ϕ(CCNC) dihedral angles describe the rotations around the C-N bond of interest
in each case. As reported in the last rows of Table 1, the upper amide group is
approximately coplanar with the phenyl ring, with a ϕ(CaCbNCc) dihedral angle
of approximately 180˝. The lower amide, on the other hand, is approximately
perpendicular to the relevant Ca’–Cb’ bond of the backbone, with a corresponding
dihedral angle of around ´90˝. Given the nearly fully extended structure within
the backbone between the two amide groups, these dihedral angles lead to a nearly
perpendicular disposition of the two amides relative to one another which optimally
positions the O of the lower amide to interact with the NH and CH donors of the
upper amide. It may be noted that both the B3LYP and MP2 structures provide near
coincidence with the X-ray values of the dihedral angles.

As noted above, the conformation of the upper terminal methyl group is such
that there is no interaction of any of its H atoms with the O atom of the adjacent
amide. It was wondered whether the optimized structure of I was perhaps not the
global minimum, and that a rotation of the methyl group might lower its energy. The
methyl group was therefore rotated by about 60˝ so that a dihedral angle ϕ(OCCH)
was set equal to 0˝, and then the structure reoptimized. However, the methyl group
simply rotated back to that in Figure 1, indicating that a geometry of this altered type
does not represent a minimum on the surface. This observation supports the idea
that a CHC2¨¨¨O HB with the lower amide group is stronger than any intra-amide
interaction that might develop. One might wonder how strong this preference is on a
quantitative energetic level. It was found that the aforementioned 60˝ rotation of the
terminal methyl group, which effectively breaks any interamide H-bond and forces
an interaction between a methyl H and the adjacent O on the same amide unit, raised
the energy of the system by 0.6 kcal/mol. This quantity may be taken as a crude
estimate of the differing strengths of the inter- and intra-amide CH¨¨¨O interactions.

Another issue concerns the rigidity with which the upper amide group is held
in the orientation of the global minimum of Figure 1. A quantitative measure of
this rigidity was obtained by a forced rotation of the entire upper amide group,
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NHCOCH3, around the Cb–N bond. This rotation was followed by a geometry
optimization, but holding this particular dihedral angle fixed. It should be stressed
that such a rotation strains not only the CHC2¨¨¨O H-bond, but also another CH¨¨¨O
H-bond involving the aromatic HC1, as well as the conventional NH¨¨¨O H-bond. It
was found that a rotation in one direction by 30˝ raised the energy of the complex
by 1.9 kcal/mol, and the energy rose by 2.5 kcal for a rotation in the other direction,
providing an indication of the rigidity with which this amide is held in place.

3.1. Related Model Molecules

One might wonder about the influence of the CF3 group of the aromatic ring
upon the structure of this molecule. As a strongly electron-withdrawing group,
CF3 might be expected to strengthen the HC1¨¨¨O interaction by making HC1 more
electropositive. Replacement of CF3 by a simple H atom, leading to structure II in
Figure 1, lengthens this HB but only by 0.02 Å, suggesting only a marginal weakening.
Also, as may be seen in the first column of Table 2, a greater perturbation is observed
in the NH¨¨¨O HB which stretches by 0.05 Å even though it is further removed from
the site of substitution. It is not only the HB length that influences its strength, but
also the angles. Most particular in this regard is the N/CH¨¨¨O angle, to which HB
energies are most sensitive. The first row of Table 2 shows that the two H-bonds
between the upper and lower amides are within 15–28˝ of linearity, but that there is
a 60˝ deviation in the θ(CHC1¨¨¨O) angle. It is important to note that these distortion
angles are essentially unchanged when the CF3 of I is replaced by H in II.

Table 2. Calculated H-bond distances (Å) and angles (degrees) in I and its
various derivatives.

Structure r(HN¨¨¨O) r(HC2¨¨¨O) r(HN¨¨¨Oe) r(HC1¨¨¨O) θ(NHN¨¨¨O) θ(CHC2¨¨¨O) θ(NHN¨¨¨Oe) θ(CHC1¨¨¨O)

I 2.276 2.517 2.136 2.183 165 152 106 120
II 2.327 2.520 2.135 2.206 165 154 106 120
III 2.101 – 2.161 2.235 166 – 104 120
IV 2.377 2.579 2.118 2.213 164 154 107 120
V 2.198 2.850 2.198 – 158 143 99 –
VI 2.234 2.784 2.449 – 163 145 97 –
VII 2.135 – 2.477 – 163 – 95 –

In concert with the geometries and AIM quantities, an alternate indicator of the
strength of a given HB is the amount of charge transfer from the proton acceptor
to the donor. Natural bond orbital (NBO) analysis [88,89] provides an energetic
measure of this transfer in the form of the second-order perturbation energy E(2) into
the σ* antibonding orbital of the proton donor. In contrast to the AIM bond critical
point densities which are little changed, comparison of these quantities for structures
I and II in Table 3 indicates a small but significant weakening of H-bonds of both
NH¨¨¨O and CH¨¨¨O type, with the exception of the NH¨¨¨O interaction involving the
ether O atom Oe.
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Table 3. Natural bond orbital (NBO) values of E(2) (kcal/mol) for potential H-bonds
in structures I-VII.

Structure NHN¨¨¨O a CHC2¨¨¨O NHN¨¨¨Oe CHC1¨¨¨O

I 3.80 1.49 2.65 3.62
II 3.17 0.97 2.68 3.25
III 7.30 – 2.38 3.19
IV 2.63 0.79 2.92 3.18
V 4.81 – 0.90 –
VI 4.28 – 0.59 –
VII 5.89 – – –

a includes electron donation from both O lone pair and CO π bond.

In addition to the H-bond geometries, there are a number of measures of the
relative orientations of the two amide units. First of these are the two ϕ(CaCbNCc)
dihedral angles that describe the rotation of each amide around the relevant C–N
bond axis. As indicated in Table 4, these angles are respectively 180˝ and ´92˝ for
the upper and lower amide units in I. This difference would suggest the two amide
units are roughly perpendicular to one another. And indeed the angle between the
two amide planes, as defined by their O–C–N linkages, θ(a–a’), is rather close to
perpendicular, at 74˝. Note that this angle is unchanged in II after removal of the
CF3 group. Another means of considering the interamide orientation has to do with
sighting down the Cb–Ca–O–Ca’–Cb’ backbone, and evaluating the separation of the
two units around this axis. An angle of 180˝ would correspond to the two amides
being on direct opposite sides of the backbone, and the angle would be 0º if precisely
lined up behind one another. This dihedral angle ϕ(a–a’) is defined as ϕ(NCbCb’N)
and is equal to 57˝ for both I and II. The geometric data, therefore, argue for very
little influence of the CF3 group upon the preferred structure.

Another perspective on the effect of the CF3 group arises if one compares the
energetics of rotation of the upper amide group both with and without this group. If
the CF3 indeed strengthens the HC1¨¨¨O attraction, then its removal ought to permit
a freer rotation of the amide. However, as reported in Table 5, after this group was
replaced by H, the energy of ˘30˝ rotation of the amide was unaffected, further
supporting the idea that this group has a minimal effect on any such CH¨¨¨O H-bond.
Just as rotation of the upper NHCOCH3 group will strain the H-bonds between the
upper and lower amides, so too will a rotation of the lower amide. The results in
Table 5 indicate the degrees of flexibility of the two amide groups are comparable to
one another. Further, the data indicate that the removal of the CF3 group has only
very minor effects on this flexibility.
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Table 4. Angles (degrees) that define the relative orientation of the two amide
groups. See Figure 1 for labeling.

Structure ϕ(CaCbNCc) ϕ(Ca’Cb’NCc’) θ(a-a’) a ϕ(a-a’) b

I 180 ´92 73.8 57
II 180 ´92 74.2 57
III ´178 ´91 65.7 53
IV 178 ´92 73.1 57
V 179 ´92 90.5 57
VI ´136 ´92 77.3 34
VII ´131 ´92 78.7 33

a angle between amide planes (O-C-N links) b dihedral angle ϕ(NCbCb’N).

Table 5. Distortion energies (kcal/mol) computed for ˘30˝ rotations of upper and
lower NHCOCH3 groups for I and its derivatives.

Structure
Upper Amide Lower Amide

+30 ´30 +30 ´30

I 1.94 2.51 2.57 1.98
II 1.90 2.46 2.73 1.69
III 2.21 2.49 2.51 2.07
IV 2.02 2.40 2.47 2.00
V 2.73 2.85 2.21 2.05
VI 1.98 2.82 2.12 2.14
VII 2.20 2.47 2.09 2.20

The interamide CHC2¨¨¨O H-bond can be eliminated almost entirely by replacing
the upper methyl group by a H atom. The optimized structure of III illustrated
in Figure 1 shows that the distance from the carbonyl O of the lower amide to the
substituted H is more than 3.2 Å, beyond the range where any such H-bond would
contribute much to the energy. And indeed, both AIM and NBO analysis supports
the absence of such a H-bond, as in the third row of Table 3. This replacement does
have the effect of shortening the NH¨¨¨O H-bond by some 0.26 Å relative to I, so
a strengthened NH¨¨¨O may compensate for the lost CH¨¨¨O. The NBO measure of
NH¨¨¨O H-bond strength is in fact approximately doubled in III relative to I and II,
and the AIM density grows to 0.017 au. Note also that the removal of the methyl
group has little effect upon the geometry of the CHC1¨¨¨O H-bond, or its value of
E(2) in Table 3. The first two columns of Table 4 show that this replacement does not
perturb the orientations of the two amide groups very much, less than 2˝. On the
other hand, there is a noticeable alteration in the angle between the planes of the two
amides, as θ(a–a’) drops from 74˝ to 66˝. This small increase in the deviation from
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perpendicularity may reflect the increased importance of the NH¨¨O H-bond. The
rigidity parameters in Table 5 are virtually unaffected by removal of the CHC2¨¨¨O
H-bond. One might conclude, then, that this particular CHC2¨¨¨O H-bond in and
of itself has little influence upon the conformation; any loss is compensated by a
strengthening of the other interamide H-bond, of the conventional NH¨¨¨O type.
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Figure 2. Optimized geometries. Distances in Å. Densities at AIM bond critical
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It is reasonable to presume that the isopropyl group of I has little effect upon
the preferred orientations of the two amide groups, or the energetics of twisting
them. When the isopropyl group was replaced by H, in addition to the removal
of the CF3 group, the geometrical parameters reported for IV in Tables 2 and 4
(see Figure 2) indicate only minor changes. There are short elongations of three
H-bonds, accompanied by small reductions in E(2) and ρBCP, but the orientations
of the two amides remain unchanged. With regard to energetics of distortion, there
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are only small differences caused by removal of the isopropyl group, on the order
of 0.3 kcal/mol, which confirms the small changes of the structure, and the lack of
influence of the isopropyl group.

One might anticipate that the largest contribution of the aromatic ring to the
orientations of the two amide groups is associated with the presence of a possible
CHC1¨¨¨O H-bond. Removing the phenyl group, and its potential H-bond entirely,
replacing the aromatic linkage by a simple HC=CH linkage, leads to structure V
illustrated in Figure 2. The dihedral angles that describe the orientations of the
two amide groups relative to the backbone remain unchanged. The removal of
a possible CHC1¨¨¨O H-bond elongates the other CH¨¨¨O H-bond between the two
amides, while shortening the NH¨¨¨O H-bond to the same O atom. The E(2) and ρBCP

values reflect these changes in H-bond length; indeed, the magnitude of E(2) for the
CHC2¨¨¨O HB drops below the 0.5 kcal/mol threshold. At the same time, both of these
H-bonds become a little less linear, differing from I by 7–11˝. These small changes are
accompanied by a very nearly perfectly perpendicular arrangement of the two amide
planes with a θ(a–a’) angle of 90.5˝ As may be seen in Table 5, this simplification
has little effect on the energetics of rotation of the lower amide, but would appear to
make it a bit more difficult to rotate the upper amide. This observation implies that,
rather than holding the upper amide in place, any CHC1¨¨¨O H-bond involving the
phenyl CH adds a small amount of flexibility, perhaps by countering the interactions
with the lower amide.

The entire system can be made more symmetric by replacing the alkenyl spacer
by alkane only, with a CH2CH2OCH2CH2 spacer, as in structure VI. This change
leads to a small stretch in the NH¨¨¨O H-bond which is accompanied by a contraction
in the CH¨¨¨O bond. But these changes have no substantive effect on the H-bond
strengths relative to V as measured by ρBCP. There is also a 43˝ change in the
dihedral angle associated with the upper amide, some of which arises from the
different hybridization around the Ca and Cb atoms to which it is attached. This
rotation of the upper amide group takes the two amide planes back to an angle which
more closely approximates the value of θ(a–a’) in the parent molecule I. However,
the alkane spacer causes a 23˝ reduction in the relative positions of the two amides
around the backbone axis, with ϕ(a–a’)= 34˝. The change from alkene to alkane
spacer has minimal effect upon the energetics of rotating the lower amide, but does
flatten out the potential for the upper amide, albeit in only one direction, toward
positive direction of rotation.

Finally, in order to examine the possible effects of the CHC2¨¨¨O H-bond on this
scaled down version of the molecule in VI, the methyl group was removed from
the upper amide, replaced by a H atom. After reoptimization of this structure VII,
the geometry obtained is illustrated in Figure 2, where a small contraction of the
remaining NH¨¨¨O H-bond may be seen, along with a growth in ρBCP. As in the
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earlier case of methyl replacement, the remaining H atom is too far from the O to
pose a significant attraction, leaving NH¨¨¨O as the only interamide attractive force.
Nonetheless, there is only a small change in one of the dihedral angles, in that the
upper amide rotates 5˝ relative to VI. The energetics of rotation of the two amide
groups, reported in the last row of Table 5 are only slightly changed from VI. The
data would thus support the supposition that it is primarily the NH¨¨¨O H-bond,
rather than either possible CH¨¨¨O that is responsible for the mutual arrangements
of the two amide groups in I, as well as for the energetics holding the two amide
groups in place.

3.2. Direct Evaluation of H-Bond Energies

Given the foregoing findings, it would be desirable to have a more direct
estimate of the energetics of each type of H-bond. However, there is no clear
means of computing an interaction energy for an intramolecular interaction. In
order to provide some estimate of the strength of the individual NH¨¨¨O and CH¨¨¨O
interactions between the two amide units, a philosophy was followed that was used
earlier for a similar problem involving amide units in the β-sheet of proteins [80,90]
and other systems [91]. The fully optimized geometry of molecule I was taken
as a starting point, Figure 3a, and the two amide units were extracted, leaving
their relative orientations unchanged from that in Figure 3a. The amide dimer
Figure 3b contains both the NH¨¨¨O and CH¨¨¨O interactions. In order to compute
each separately, the replacement of the upper CH3 group in Figure 3b by a H atom,
leads to the pair in Figure 3c which leaves only the NH¨¨¨O interaction. Likewise,
the replacement of the upper NH2 group in Figure 3b by H leads to dimer Figure 3d
which contains only CH¨¨¨O. It should be reiterated that the geometries of the
subunits in each case were held in the structures in the full molecule Figure 3a,
so the interaction energies of Figure 3c,d ought to represent at least a reasonable
approximation of the NH¨¨¨O and CH¨¨¨O H-bond energies, respectively. These
quantities were corrected for basis set superposition error [92] by the counterpoise
procedure [93]. They were computed to be ´4.74 kcal/mol for NH¨¨¨O and ´2.06
kcal/mol for CH¨¨¨O, a little less than half the NH¨¨¨O value. These values correspond
nicely with other calculations designed to compute these HB energies in other
systems [60,68,81,94–96].
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Figure 3. Scheme for partitioning total interaction energy between pair of amides
into separate contributions from NH¨¨¨O and CH¨¨¨O.

The substantial interaction energy for NH¨¨¨O comes even at the expense of
a H-bond that suffers certain distortions from the intermolecular orientation it would
adopt in the absence of intramolecular constraints associated with the full molecule I.
The θ(NH¨¨¨O) angle is fairly close to linearity, at 165˝, which should not induce
too much distortion energy. On the other hand, the bridging NH proton lies well
out of the plane of the other amide which contains the two carbonyl O lone pairs.
Specifically, its 78˝ deviation from this plane is largely responsible for reducing the
H-bond energy from what it might be otherwise. In contrast, the bridging CH proton
is only 40˝ from this same plane, although the θ(CH¨¨¨O) angle is 28˝ from linearity.
But the bottom line is that the CH¨¨O H-bond energy is estimated to be roughly
40% of the NH¨¨¨O interaction, a proportion that conforms to a number of other
calculations of these two quantities [57,60,97–99].

3.3. Consideration of Other Possible Minima

In any study of this type, there is always the question as to whether the X-ray
structure, which pertains to one molecule surrounded by others, which can interact
with it in numerous ways, also represents the global minimum on the surface of a
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single molecule. In other words, are there other minima on the surface of the single
molecule which might be lower in energy than that which closely resembles the X-ray
geometry? In order to test this notion, a number of different structures were taken as
starting points, from which a geometry optimization was carried out.

The first candidate was one in which both the upper and lower amide groups
were rotated by roughly 180˝, around the Cb–N and Cb’–N bonds, respectively.
The structure contains a NH¨¨O H-bond between the two amides, but this H-bond
involves a C=O from the upper amide, and N–H from the lower, opposite to
that in I above. Geometry optimization yielded a minimum which retains this
H-bond, but this structure was 4.8 kcal/mol higher in energy than conformation I.
A second possible starting point orients the two amide groups parallel to one
another in a stacked arrangement, with no interamide H-bond, a structure which
prior calculations have indicated might represent a minimum [100]. The minimum
obtained for this structure was 6.0 kcal/mol higher in energy than I. Also explored
was the possibility of a reorientation within the backbone. A ~120˝ rotation
around the Ca’–Cb’ bond removes the two amide groups from the vicinity of one
another, eliminating any interamide H-bonds. The optimized structure was found
to be 2.1 kcal/mol higher than I. Likewise for a rotation around the Oe–Ca’ bond:
a 120˝ rotation, followed by optimization, leads to a higher energy, in this case by
5.3 kcal/mol.

The probing for a possibly lower energy structure was not limited to rotations of
only one bond at a time. For example, the rotations were also considered around the
Cb–N and Ca’–Cb’ bonds, and in each case a range of different starting angles were
considered. Also considered were different starting points for the Cb–N and Ca’–Oe

dihedral angles. In all cases, the optimized structures were of higher energy than I.
These various attempts lead to the conclusion that the X-ray structure represents the
global minimum of this molecule.

3.4. Nature and Length of Spacer Group

Another question relates to the nature of the backbone that lies between the
two amide groups. As described above, changing the alkene group of I to an alkane
(VÑVI) has only a modest effect on the system, the primary influence being a 40˝

change in the ϕ(CaCbNCc) dihedral angle between the chain and the upper amide.
However, this change is due in part to the change in hybridization of the related C
atoms, and does not reflect as much of a change in the relative orientation of the
two amide units which readjusts by some 13–17˝. Importantly, there are only small
changes in the two H-bond geometries.

There are five atoms that separate the two amide groups in I; the central atom is
an ether-type O atom. Changing that O atom to a CH2 group takes the spacer to a
simple alkane of length 5. The conformation of this molecule, denoted 5, is illustrated
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in Figure 4, where it may be seen that the replacement of O by CH2 causes the two
amide groups to separate from one another, breaking any interamide H-bonds. The
reason for this separation would appear to be that the replacement of O by CH2

places one of the methylene H atoms in close coincidence, ~1.7 Å, with the NH
proton of the upper amide. The steric repulsion between these two atoms outweighs
any attraction of the NH to the lower carbonyl O, causing the geometry to move
off to structure 5. However, this factor is eliminated when the central methylene
group is removed. Substitution of the 5-carbon spacer group in 5 by the shorter 4-C
chain leads to geometry 4 in Figure 4, from which it may be seen that the two amide
groups once again reestablish their H-bonds, both NH¨¨O and CH¨¨O, although the
latter bond is long enough that one may question its contribution to the stability. The
problem arising from overly short H¨¨¨H contacts in 5 when the two amide groups
lie within H-bonding distance is eliminated in 4: The NH proton lies no closer than
2.3 Å to any of the methylene H atoms of the spacer chain.Crystals 2015, 5 338 
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Figure 4. Optimized geometries of derivatives of I, where spacer groups consist of
simple alkane chains of various lengths. Number of molecule is equal to number of
methylene groups in spacer chain. Distances in Å. Densities at AIM bond critical
points are reported in red, in units of 10´3 au.
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The orientation of 4 remains, albeit with some small changes when the number
of links goes down to 3 and 2, although the CH¨¨¨O distance of >3.3 Å in 2 and 3
suggests the absence of a pertinent H-bond. Leaving only a single C link changes
the structure a great deal. The very short spacer no longer allows the two amides to
approach one another. The only options remaining in the way of H-bonds are the
very strained geometries depicted for 1 in Figure 4, which may be categorized as
6-membered rings. The θ(NH¨¨¨O) angles of 95˝ push the limits of allowable deviation
from linearity for a true H-bond. Moreover, the H and O atoms are separated by
nearly 3 Å, quite long for a H-bond.

Given the dramatic transition from VII to 5, wherein the two amide groups
separate from one another when the ether Oe is replaced by a methylene group, it
would be natural to wonder if perhaps this O atom holds the two amide groups
together by virtue of interaction with NH of the upper amide. However, there are
two factors that argue against this idea. In the first place, any such NH¨¨¨O H-bond is
highly distorted. The θ(NH¨¨¨O) angles in structures I-VII vary from 95˝ to 107˝, all
quite far from the optimal 180˝ of a linear H-bond. In the second place, if the loss
of this putative NH¨¨¨O H-bond were indeed the cause of the amide separation in
5, then it is difficult to explain why the two amides are able to come together again
in 4, 3 and 2, none of which contain an ether O atom. It is concluded that while one
cannot argue with a certain amount of attraction between an ether O and the NH
proton of the upper amide which is lost when the Oe is replaced by CH2, the driving
force for the amide separation in 5 is more likely to be steric repulsion between this
NH proton and the methylene hydrogens.

4. Summary and Conclusions

The geometry of molecule I contains a pair of amide units that interact directly
with one another. The upper amide is approximately coplanar with the neighboring
phenyl ring, and the lower amide is roughly perpendicular to the first. The
conformation is stabilized by a pair of HBs, an interamide NH¨¨¨O, supplemented by
a CH¨¨¨O to the same O proton acceptor by the terminal methyl group. The latter HB
prevents the normal HB between this methyl group and the adjacent O atom.

The optimized conformation, and its associated interamide HBs, are not
significantly affected by the removal of the CF3 group from the phenyl ring, nor is
there an appreciable change in the rigidity with which the amide groups are held.
Another group with little influence upon the molecular geometry is the pendant
isopropyl group. Removal of the entire aromatic ring, on the other hand, induces a
shortening of NH¨¨O and a concomitant lengthening of CH¨¨¨O. A small perturbation,
opposite to that associated with removal of the phenyl ring, is introduced by
saturation of the alkenyl spacer with a simple alkyl chain of the same length.
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A direct evaluation of the interaction energies associated with the pertinent
interamide NH¨¨O and CH¨¨O HBs yielded values of 4.7 and 2.1 kcal/mol,
respectively. If the CH¨¨¨O HB is destroyed by eliminating the proton donor methyl
group, the remaining NH¨¨¨O HB compensates by strengthening its own interaction
with the O proton acceptor of the lower amide and shortening R(NH¨¨¨O). This trend
is true whether it is the entire molecule I under consideration, or the scaled down
model lacking CF3, the phenyl ring, or the alkenyl spacer.

If the ether O atom that separates the two amide units is replaced by a CH2

methylene group, interatomic repulsions force the two amide groups to separate
from one another, breaking their HBs. But these interamide HBs return when this
methylene spacer group is removed, shortening the spacer group to four atoms.
This same interamide conformation, with its NH¨¨¨O and CH¨¨¨O HBs persists when
the spacer chain is shortened further, to three and even to two atoms, although the
CH¨¨¨O HB is somewhat longer in the latter two cases.

In summary, it appears that the CH¨¨¨O HB is a real contributor to the geometry
adopted by this molecule. This HB, along with the stronger NH¨¨¨O HB, is not an
artifact of the particular substituents, persisting even when the molecule is stripped
down to its bare essentials.
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Very Strong Parallel Interactions between
Two Saturated Acyclic Groups Closed with
Intramolecular Hydrogen Bonds Forming
Hydrogen-Bridged Rings
Jelena P. Blagojević, Goran V. Janjić and Snežana D. Zarić

Abstract: Saturated acyclic four-atom groups closed with a classic intramolecular
hydrogen bond, generating planar five-membered rings (hydrogen-bridged
quasi-rings), in which at least one of the ring atoms is bonded to other non-ring atoms
that are not in the ring plane and, thus, capable to form intermolecular interactions,
were studied in this work, in order to find the preferred mutual positions of these
species in crystals and evaluate strength of intermolecular interactions. We studied
parallel interactions of these rings by analysing crystal structures in the Cambridge
Structural Database (CSD) and by quantum chemical calculations. The rings can
have one hydrogen atom out of the ring plane that can form hydrogen bonds
between two parallel rings. Hence, in these systems with parallel rings, two types
of hydrogen bonds can be present, one in the ring, and the other one between two
parallel rings. The CSD search showed that 27% of the rings in the crystal structures
form parallel interactions. The calculations at very accurate CCSD(T)/CBS level
revealed strong interactions, in model systems of thiosemicarbazide, semicarbazide
and glycolamide dimers the energies are ´9.68, ´7.12 and ´4.25 kcal/mol. The
hydrogen bonds between rings, as well as dispersion interactions contribute to the
strong interaction energies.

Reprinted from Crystals. Cite as: Blagojević, J.P.; Janjić, G.V.; Zarić, S.D. Very
Strong Parallel Interactions between Two Saturated Acyclic Groups Closed with
Intramolecular Hydrogen Bonds Forming Hydrogen-Bridged Rings. Crystals 2016,
6, 34.

1. Introduction

The stacking interactions between aromatic rings are one of the well examined
non-covalent interactions [1–21]. However, not only aromatic, but other planar
molecules and fragments can also form stacking (parallel) interactions [22–46].
Interestingly, several studies showed that stacking interactions of other planar
molecules can be even stronger than stacking between aromatic molecules [22–46],
indicating the importance of these interactions. Analysis of the crystal structures
from Cambridge Structural Database (CSD) have shown that planar chelate rings
with delocalized π-bonds can form stackinginteractions with C6-aromatic rings,
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and with other chelate rings [24–27]. The interaction energies of nickel and copper
six-membered chelate rings with benzene, calculated at very acurate CCSD(T)/CBS
level, are ´4.77 and ´6.39 kcal/mol respectively [43,44], remarkably stronger than
stacking interaction between two benzene molecules, ´2.73 kcal/mol [10].

Supramolecular chemistry of hydrogen-bridged quasi-ring species becomes
very interesting from the fundamental point of view, however, it could be also
useful in molecular recognition, crystal engineering or biochemistry. Interactions of
hydrogen-bridged rings in supramolecular arrangements are similar to interactions
of classical rings formed by covalent bonding. For example, quasi-chelate rings can
participate in C–H¨ ¨ ¨π interactions similar to aromatic organic molecules [47]. Rings
formed by resonance-assisted hydrogen bonding [45,48–50] can form π-stacking
interactions. Moreover, hydrogen-bridged rings with saturated bonds can also
form stacking interactions [46]. In our previous study, it was shown that, in
crystal structures from Cambridge Structural Database (CSD), 27% of five-membered
hydrogen-bridged rings form intermolecular stacking interactions [46]. Interaction
energy calculated at very accurate CCSD(T)/CBS level are ´4.89 kcal/mol and
´2.95 kcal/mol, dependent on ring structure. These interactions are stronger than
stacking between two benzene molecules (´2.73 kcal/mol) [10].

The aim of this work was to deepen the knowledge about intermolecular
interactions of hydrogen-bridged rings by analyzing interaction of the saturated
acyclic four-atom groups closed by a classic intramolecular hydrogen bond,
generating planar five-membered quasi-rings, with at least one non-ring atom
attached to the ring and situated out of the ring plane. This type of rings is
observed quite frequently in crystal structures from the CSD. One example of such
ring is presented in Figure 1a. The rings can have one hydrogen atom out of the
ring plane that can form hydrogen bonds between two parallel rings. Hence, in
these systems, two types of hydrogen bonds can be present, one in the ring, and
the other one between two parallel rings. The parallel interactions of the rings
were studied by searching Cambridge Structural Database (CSD) and by quantum
chemical calculations.
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Rings formed by resonance-assisted hydrogen bonding [45,48–50] can form π-stacking interactions. 
Moreover, hydrogen-bridged rings with saturated bonds can also form stacking interactions [46]. In 
our previous study, it was shown that, in crystal structures from Cambridge Structural Database 
(CSD), 27% of five-membered hydrogen-bridged rings form intermolecular stacking interactions [46]. 
Interaction energy calculated at very accurate CCSD(T)/CBS level are −4.89 kcal/mol and −2.95 kcal/mol, 
dependent on ring structure. These interactions are stronger than stacking between two benzene 
molecules (−2.73 kcal/mol) [10]. 

The aim of this work was to deepen the knowledge about intermolecular interactions of 
hydrogen-bridged rings by analyzing interaction of the saturated acyclic four-atom groups closed by 
a classic intramolecular hydrogen bond, generating planar five-membered quasi-rings, with at least 
one non-ring atom attached to the ring and situated out of the ring plane. This type of rings is 
observed quite frequently in crystal structures from the CSD. One example of such ring is presented 
in Figure 1a. The rings can have one hydrogen atom out of the ring plane that can form hydrogen 
bonds between two parallel rings. Hence, in these systems, two types of hydrogen bonds can be 
present, one in the ring, and the other one between two parallel rings. The parallel interactions of the 
rings were studied by searching Cambridge Structural Database (CSD) and by quantum chemical 
calculations.  

2. Results 

2.1. Search and Analysis of Crystal Structures from the CSD 

To get an insight into the interactions of the hydrogen-bridged rings without multiple bonds 
that also have non-planar groups in the ring (Figure 1a), search and analysis of the data in crystal 
structures from the CSD were performed. Structures studied in this work are not limited to small 
molecules similar to the one presented in Figure 1a, but larger molecules which have structural 
fragments, as shown in Figure 1b, are included. 

(a) (b)

Figure 1. (a) An example of a molecule with non–planar groups in the ring, that have hydrogen 
capable for hydrogen bond between two parallel rings. (b) Geometric parameters and atom labeling 
scheme used for the description of intermolecular interactions of saturated hydrogen-bridged rings, 
studied in this work; Ω marks the centroid of the ring, X and Y letters stand for any atoms adjacent to 
acceptor (A) and donor (D) atoms, respectively, R and r mark normal distance and offset value, 
respectively, θ1 and θ2-torsion angles H1Ω1Ω2H2 and A1Ω1Ω2A2, respectively; non–planar groups are 
omitted for simplicity. 

There are 1068 rings that satisfy Criteria 1–6, listed below in the Materials and Methods Section. 
There are 352 (33%) contacts of the two hydrogen-bridged quasi-rings that have distances between 
two centroids 4.5 Å or less, while 289 contacts (27%) have parallel orientation of the rings (interplanar 
angles smaller than 10°). Interestingly, in our previous search of hydrogen-bridged rings, with all 
planar groups in the ring, we found 978 rings in the CSD, while 27% (264) of the rings also formed 
parallel interactions [46].  

The interplanar angle (π) distribution for contacts that have distances between two centroids less 
than 4.5 Å, indicating preferred parallel orientation of the middle ring planes, is given in Figure 2. 

Figure 1. (a) An example of a molecule with non–planar groups in the ring,
that have hydrogen capable for hydrogen bond between two parallel rings.
(b) Geometric parameters and atom labeling scheme used for the description of
intermolecular interactions of saturated hydrogen-bridged rings, studied in this
work; Ω marks the centroid of the ring, X and Y letters stand for any atoms adjacent
to acceptor (A) and donor (D) atoms, respectively, R and r mark normal distance
and offset value, respectively, θ1 and θ2-torsion angles H1Ω1Ω2H2 and A1Ω1Ω2A2,
respectively; non–planar groups are omitted for simplicity.

2. Results

2.1. Search and Analysis of Crystal Structures from the CSD

To get an insight into the interactions of the hydrogen-bridged rings without
multiple bonds that also have non-planar groups in the ring (Figure 1a), search and
analysis of the data in crystal structures from the CSD were performed. Structures
studied in this work are not limited to small molecules similar to the one presented
in Figure 1a, but larger molecules which have structural fragments, as shown in
Figure 1b, are included.

There are 1068 rings that satisfy Criteria 1–6, listed below in the Materials
and Methods Section. There are 352 (33%) contacts of the two hydrogen-bridged
quasi-rings that have distances between two centroids 4.5 Å or less, while 289 contacts
(27%) have parallel orientation of the rings (interplanar angles smaller than 10˝).
Interestingly, in our previous search of hydrogen-bridged rings, with all planar
groups in the ring, we found 978 rings in the CSD, while 27% (264) of the rings also
formed parallel interactions [46].

The interplanar angle (π) distribution for contacts that have distances between
two centroids less than 4.5 Å, indicating preferred parallel orientation of the middle
ring planes, is given in Figure 2.
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Figure 2. Interplanar angle distributions of five-membered saturated
hydrogen-bridged rings with non-planar groups in the rings in crystal structures.
N—number of contacts.

The data in Figure 3 show that most of the parallel contacts have the normal
distances between 3.0 and 3.5 Å. These are distances typical for stacking of
organic aromatic rings (3–4 Å) [17–22] and other planar rings that form stacking
interactions [24–27,43–46].

Crystals 2016, 6, 34 3 of 14 

 

 
Figure 2. Interplanar angle distributions of five-membered saturated hydrogen-bridged rings with 
non-planar groups in the rings in crystal structures. N—number of contacts. 

The data in Figure 3 show that most of the parallel contacts have the normal distances between 
3.0 and 3.5 Å. These are distances typical for stacking of organic aromatic rings (3–4 Å) [17−22] and 
other planar rings that form stacking interactions [24−27,43−46]. 

 
Figure 3. Interplanar distances (R) of contacts having parallel ring planes, plotted as a function of 
offset values.  

Analysis of distributions of torsion angles H1Ω1Ω2H2 (θ1) and A1Ω1Ω2A2 (θ2) (Figure 1) shows 
that the large majority of contacts has absolute torsion angles around 180° (Figure 4), indicating that 
the “head to tail” orientations are preferred. 

 
Figure 4. Absolute torsion angle θ1 (H1Ω1Ω2H2) and θ2 (A1Ω1Ω2A2) distributions. Centroid and atom 
labeling is consistent with the scheme given in Figure 1. N—number of contacts. 

Statistical analysis of elemental composition of the hydrogen-bridged rings studied in this work 
is given in Table 1. 
  

0
50

100
150
200
250
300
350

0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90

N

π (°)

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5

R (Å)

r (Å)

0

50

100

150

200

250
N

|θ| (°)

|θ₁| |θ₂|

Figure 3. Interplanar distances (R) of contacts having parallel ring planes, plotted
as a function of offset values.

Analysis of distributions of torsion angles H1Ω1Ω2H2 (θ1) and A1Ω1Ω2A2 (θ2)
(Figure 1) shows that the large majority of contacts has absolute torsion angles around
180˝ (Figure 4), indicating that the “head to tail” orientations are preferred.

Statistical analysis of elemental composition of the hydrogen-bridged rings
studied in this work is given in Table 1.
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Table 1. Statistical analysis of elemental composition; the mark Z stands
for halogen.

D,Y,X,A Percentage of Total
Number of Contacts

N,C,N,N 49.1
N,C,C,O 18.8
N,C,C, Z 8.0
N,C,N,O 4.3

other 19.8

Many contacts (49.1%, or 173 contacts) involve rings containing N (as D,
donor atom), C (as Y, atom adjacent to the donor), N (as X, atom adjacent to the
acceptor), and N (as A acceptor atom), using atom labeling given in Figure 1. The
majority of the contacts are between aminoguanidinium cation derivatives (55.5%, or
96 contacts), but crystal structures of aminoguanidinium salts are largely affected by
ionic forces, so model systems containing aminoguanidinium cation were not used
in the calculations.

Among the structures with NCNN sequence, relatively abundant are
thiosemicarbazide derivatives (31.8%, or 55 contacts), with a sulfur atom doubly
bonded to the carbon atom and semicarbazide derivatives (8.7%, or 15 contacts),
with an oxygen atom doubly bonded to the carbon atom. In all contacts of these
two groups, coordination number of D and X atoms is 3, i.e., these atoms belong
to the planar groups (Figure 5). If a coordination number of D, Y or X atoms is 3,
it means that these atoms belong to planar groups, since the ring itself is defined
to be planar by constraints applied in CSD search (Materials and Methods Section).
Coordination numbers of D, Y or X atoms larger than 3 indicate that these atoms
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belong to non-planar groups, mostly tetrahedral (or other geometries when Y or X
are metals). Coordination number of A larger than 2 indicates that A belongs to the
non-planar group, as well as in structures where coordination number of A is 2, A
is oxygen atom and the substituent is hydrogen atom. Molecules 4 and 5, shown in
Figure 5, are studied in our previous work, where all atoms in the ring belong to
planar groups. In this work, however, at least one, or more, atoms in the ring should
belong to non-planar groups. In molecules 1 and 2, A is part of non-planar group,
while in 3, X is part of non-planar group.
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calculations of parallel interaction energies; 1–3 systems studied in this work;
4–5 similar systems from our previous work.

When A belongs to a non-planar group (Figure 1), it has a hydrogen atom as a
substituent in almost all cases (98% of contacts of thiosemicarbazide (1) derivatives
and 93% of contacts of semicarbazide (2) derivatives).

Another relatively numerous group of rings that form parallel interactions
(18.8% of total number of contacts, or 66 contacts) has N, C, C and O atoms as
D, X, Y and A atoms, respectively (Table 1). Most of them (87.9% or 58 contacts)
are glycolamide (3) derivatives. In these structures, D atom always belongs to a
planar group (coordination number is always 3), while X atom always belongs to
a non-planar group with coordination number 4. Both substituents at X atom are
hydrogen atoms in 79% of contacts. A large majority of contacts of this group (98%)
has an A atom that belongs to a planar group or hydrogen atom as a substituent on
A atom. This hydrogen atom is directed away from the area of the other molecule in
the dimer, so it is not capable to form hydrogen bond with it (Figure 5).

It should be noted that D and A are donor and acceptor for intramolecular
hydrogen bond, while they can have different roles in intermolecular hydrogen
bonds between two rings (Figures 5–7).

2.2. Quantum Chemical Calculations

Hydrogen-bridged rings, thiosemicarbazide (1), semicarbazide (2) and
glycolamide (3), presented in Figure 5, were used in model systems to calculate
stacking interactions. These rings were chosen since their derivatives occur quite
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frequently in crystal structures (Table 1). In order to show that these rings are
appropriate representatives for whole set of rings studied in this work, we analyzed
geometric parameters for derivatives of thiosemicarbazide, semicarbazide and
glycolamide rings separately.

Crystals 2016, 6, 34 5 of 14 

 

2.2. Quantum Chemical Calculations 

Hydrogen-bridged rings, thiosemicarbazide (1), semicarbazide (2) and glycolamide (3), 
presented in Figure 5, were used in model systems to calculate stacking interactions. These rings were 
chosen since their derivatives occur quite frequently in crystal structures (Table 1). In order to show 
that these rings are appropriate representatives for whole set of rings studied in this work, we 
analyzed geometric parameters for derivatives of thiosemicarbazide, semicarbazide and glycolamide 
rings separately. 

Trends concerning interactions of their derivatives in crystal structures are the same (Figures 
S1–S4) as overall trends (Figures 2–4), justifying the use of these molecules in model system for 
quantum chemical calculations. Geometries of optimized dimers of thiosemicarbazide, 
semicarbazide and glycolamide in the gas phase, as well as some typical structural patterns in the 
crystals of thiosemicarbazide and derivatives of semicarbazide and glycolamide are also given in ESI 
(Figures S5 and S6). 

In Figure 5, structures of two hydrogen-bridged rings, 4 and 5, that we used as model systems 
to calculate interaction energies in our previous study [46] are also presented. Model systems used 
for calculations are composed of two quasi-cyclic molecules in the antiparallel position (parallel 
alignment of the ring planes and torsion angles H1Ω1Ω2H2 and A1Ω1Ω2A2 of 180°) since data from the 
crystal structures showed antiparallel orientation of interacting rings (Figure 4).  

Potential curves of interaction energies are obtained by moving molecules along two directions. 
The first is Ω-Ω’ direction, where Ω represents the centroid of the molecule, while Ω’ represents the 
centroid of the hydrogen-acceptor bond (Figure 6).  

  
r = −2.0 Å r = 0.0 Å r = 2.0 Å 

(a)

   
r = −2.0 Å r = 0.0 Å r = 2.0 Å 

(b)

   
r = −2.0 Å r = 0.0 Å r = 2.0 Å 

(c)

Figure 6. Parallel interactions of (a) thiosemicarbazide, (b) semicarbazide and (c) glycolamide dimers, 
at three offset values along Ω-Ω’direction. 

Figure 6. Parallel interactions of (a) thiosemicarbazide, (b) semicarbazide and
(c) glycolamide dimers, at three offset values along Ω-Ω’direction.

Trends concerning interactions of their derivatives in crystal structures are the
same (Figures S1–S4) as overall trends (Figures 2–4), justifying the use of these
molecules in model system for quantum chemical calculations. Geometries of
optimized dimers of thiosemicarbazide, semicarbazide and glycolamide in the gas
phase, as well as some typical structural patterns in the crystals of thiosemicarbazide
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and derivatives of semicarbazide and glycolamide are also given in ESI (Figures S5
and S6).
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(c) glycolamide dimers, at three offset values along direction orthogonal to Ω-Ω’.

In Figure 5, structures of two hydrogen-bridged rings, 4 and 5, that we used as
model systems to calculate interaction energies in our previous study [46] are also
presented. Model systems used for calculations are composed of two quasi-cyclic
molecules in the antiparallel position (parallel alignment of the ring planes and
torsion angles H1Ω1Ω2H2 and A1Ω1Ω2A2 of 180˝) since data from the crystal
structures showed antiparallel orientation of interacting rings (Figure 4).

Potential curves of interaction energies are obtained by moving molecules along
two directions. The first is Ω-Ω’ direction, where Ω represents the centroid of the
molecule, while Ω’ represents the centroid of the hydrogen-acceptor bond (Figure 6).
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The second direction is orthogonal to the Ω-Ω’ direction. Representative
geometries are shown in Figure 7.

The potential curves were calculated by varying offset values (r) in steps of
0.5 Å, while normal distances (R) were varied for every particular offset value in
order to obtain the strongest energy.

For calculating potential curves, we used DFT methods, which are in good
agreement with very accurate CCSD(T)/CBS method. Benchmark calculations are
presented in Tables S1–S5. Model systems used for the benchmark analysis are shown
in Figure S7. Potential curves are shown in Figure 8, while corresponding normal
distances are shown in Figure S8, ESI.

Potential curves in the Ω-Ω’ direction show minima for thiosemicarbazide,
semicarbazide and glycolamide model systems at negative offset values of ´1.5,
´2.0, and ´3.5 Å, respectively, with interaction energies, calculated at CCSD(T)/CBS
level, of ´7.66, ´4.90 and ´4.25 kcal/mol, respectively. The minima on potential
curves orthogonal to the Ω-Ω’ direction are at positive offset values of 2.5 Å for
thiosemicarbazide and semicarbazide model systems with energies of ´9.68 and
´7.12 kcal/mol, respectively (Figure 8, Table 2). The minimum for glycolamide
model system is at offset of ´2.0 Å with the energy of ´2.21 kcal/mol.
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Figure 8. (a) Potential curves for offset values varied in the Ω-Ω’direction;
(b) Potential curves for offset values varied orthogonal to Ω-Ω’ direction. The
interactions energies for each offset value r were calculated by varying the normal
distance (R) between two molecules in a series of single point calculations. The
strongest calculated energy for each offset value is presented. The selected
geometries are shown in Figures 6 and 7.
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Table 2. Interaction energies and offsets of potential curves minima for molecules
in Figure 5. Energies are in kcal/mol, distances are in Å.

Model System
Ω-Ω’ Direction Orthogonal to Ω-Ω’ Direction

r Em CCSD(T)/CBS r Em CCSD(T)/CBS

1 ´1.5´8.19 ´7.66 2.5 ´9.27 ´9.68
2 ´2.0´4.79 ´4.90 2.5 ´7.07 ´7.12
3 ´3.5´4.09 ´4.25 ´2.0 ´2.33 ´2.21
4 0.0 ´4.49 ´4.84 ´1.0 ´4.91 ´4.89
5 0.0 ´2.88 ´2.95 ´1.0 ´3.19 ´2.95

Note: Em—interaction energy at minima on potential curve in Ω-Ω’ direction
calcualated at: 1: BP86-d3/6-31++G**; 2: M052X-d3/cc-pVTZ; 3: BLYP-d3/aug-cc-pVDZ;
4: blyp-d3/cc-pVTZ; 5: blyp-d3/cc-pVTZ levels. Em—interaction energy at minima on
potential curve orthogonal to Ω-Ω’ direction calculated at: 1: tpss-d3/aug-cc-pVDZ;
2: tpss-d3/cc-pVTZ; 3: BLYP-d3/aug-cc-pVDZ; 4: M06HF-d3/cc-pVDZ;
5: M052X-d3/6-31++G** levels.

Potential curves for thiosemicarbazide and semicarbazide model systems have
similar shape, because of the similar molecular structure, however, the interaction
energies are stronger for thiosemicarbazide, for almost all offsets. For all three
model systems, the most stable interactions are calculated for the geometries with
very favorable hydrogen bonds between rings, as shown in Figure 9. In dimers of
thiosemicarbazide and semicarbazide (Figure 9a,b) intermolecular hydrogen bonds
are bifurcated. Nitrogen atoms in position A (Figure 1b) are acceptor atoms of
intramolecular hydrogen bonds and donors for the intermolecular hydrogen bonds.
Acceptor atoms for the intermolecular hydrogen bonds are sulfur (Figure 9a) or
oxygen atoms (Figure 9b), as well as nitrogen atoms in the position X (Figures 1b
and 9a,b). In the case of glycolamide, tetrahedral carbon atoms (position X, Figure 1b)
are donors, while oxygen atoms of carbonyl groups are acceptors (Figure 9c) for
intermolecular hydrogen bonds.

The data of potential curves and interaction energies calculated at very
accurate CCSD(T)/CBS level show that interactions are quite strong (Figure 8,
Table 2). The strongest are interactions in thiosemicarbazide dimer ´9.68 kcal/mol,
while interaction in semicarbazide dimer is weaker, however, still quite strong,
´7.12 kcal/mol. Among the model systems used in this study, the weakest interaction
was calculated in glycolamide dimer, ´4.25 kcal/mol.

In the geometries of the minima on potential curves, there are two simultaneous
hydrogen bonds between two quasi-rings that are in dimers of thiosemicarbazide
and semicarbazide bifurcated (Figure 9). In order to evaluate the contribution of
single hydrogen bond to the interaction energies, we performed calculations on
model systems: thiosemicarbazide and semicarbazide molecules with ammonia
and of glycolamide molecule with methanol (Figure 10). The position of NH
and CH bonds that form intermolecular hydrogen bonds are the same as the
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position of the corresponding NH and CH bonds in geometries of minima shown
in Figure 9, with identical bond lengths and valence angles. Energies are calculated
using the same methods that are used for calculating potential curves (Figure 8),
i.e., tpss-d3/aug-cc-pVDZ for thiosemicarbazide/ammonia, tpss-d3/cc-pVTZ for
semicarbazide/ammonia, and blyp-d3/aug-cc-pVDZ for glycolamide/methanol.
Evaluated energies of hydrogen bonds are ´3.89, ´1.80 and ´1.67 kcal/mol,
respectively. Although contributions of intermolecular hydrogen bonds to total
interaction energies are considerable, the total interaction energies in Table 2 are
more than energies of two hydrogen bonds, indicating the existence of additional
contributions to total energies.
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Figure 9. Geometries of the strongest calculated interactions of (a) thiosemicarbazide,
(b) semicarbazide and (c) glycolamide dimers, with presented intermolecular
hydrogen bonds and CH–O interactions.
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Maps of electrostatic potentials for thiosemicarbazide, semicarbazide and glycolamide 
molecules (Figure 11) show that electron density is more localized on oxygen atom of semicarbazide 
than on the sulfur atom of thiosemicarbazide. In addition, the hydrogen atom in tiosemicarbazide is 
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hydrogen and oxygen involved in intermolecular interactions are less positive and less negative, 
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Figure 10. Model systems for evaluating energies of hydrogen bonds
(a) thiosemicarbazide and ammonia, (b) semicarbazide and ammonia, and
(c) glycolamide and methanol. Positions and geometries of intermolecular hydrogen
bonds are identical as in Figure 9. The calculated energies are (a) ´3.89 kcal/mol,
(b) ´1.80 kcal/mol and (c) ´1.67 kcal/mol.
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Maps of electrostatic potentials for thiosemicarbazide, semicarbazide and
glycolamide molecules (Figure 11) show that electron density is more localized
on oxygen atom of semicarbazide than on the sulfur atom of thiosemicarbazide.
In addition, the hydrogen atom in tiosemicarbazide is more positive than in
semicarbazide. Electrostatic potential maps of glycolamide molecule show that
hydrogen and oxygen involved in intermolecular interactions are less positive
and less negative, respectively, than hydrogens and sulfur/oxygen atoms in
thiosemicarbazide and semicarbazide.Crystals 2016, 6, 34 9 of 14 
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(b) semicarbazide and (c) glycolamide molecules. The values of ESP maxima
and minima in hartrees are indicated onto the surfaces of the maps.

3. Discussion

Orientations of the rings in crystal structures correspond to antiparallel
arrangement (Figures 4, 6 and 7). In our previous work, we studied interactions of
similar hydrogen-bridged rings, however, with all planar groups in the ring [46], as
was mentioned above. The analysis of the data from crystal structures showed very
similar trends as observed in this study.

Stacking interactions of similar systems without intermolecular hydrogen bonds
(model systems of molecules 4 and 5, Figure 5) that were calculated in our previous
work, ´4.89 and ´2.95 kcal/mol [46], are significantly weaker than interactions
in model systems 1 and 2, studied in this work, ´9.68 and ´7.12 kcal/mol, at
CCSD(T)/CBS level (Table 2). The geometries in the dimers are also quite different
because of the hydrogen bonds. This indicates that the presence of hydrogen atoms
between the ring planes that form hydrogen bonds, significantly influence the
geometries and strengthen interactions between two parallel rings. In systems 1 and 2,
there are double bifurcated intermolecular hydrogen bonds, NH–N and NH–S in
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the case of thiosemicarbazide (1) and NH–N and NH–O in case of semicarbazide (2)
(Figure 9), which contribute to the strength of the interactions.

Evaluated energies of single hydrogen bonds (Figure 10) indicate significant
contribution of hydrogen bonds to total interaction energy between two quasi-rings,
however, indicate also other contributions to total energy. Namely total interaction
energies for thiosemicarbazide, semicarbazide, and glycolamide (´9.27, ´7.07 and
´4.09 kcal/mol respectively) are larger than energies of two hydrogen bonds (´7.78,
´3.60 and ´3.34 kcal/mol, respectively). One can also notice that interaction energy
in thiosemicarbazide and semicarbazide dimers is less than sum of hydrogen bonds
(Figure 10) and interaction energies in dimers of 4 and 5 (Figure 5, Table 2), without
intermolecular hydrogen bonds between quasi-rings.

The dimers of thiosemicarbazide and semicarbazide have similar geometries,
so energy differences can be attributed mostly to the nature of sulfur and oxygen
atoms. Stronger interaction in case of thiosemicarbazide is probably a consequence
of stronger dispersion component that can be anticipated for larger sulfur atom.
Indeed, electrostatic potential maps, discussed above, show larger sulfur atom with
more delocalized negative charge (Figure 11). Besides, hydrogen atom involved
in intermolecular interaction is slightly more acidic (more partially positive) in
thiosemicarbazide than in semicarbazide (Figure 11), so that also contributes to the
energy difference. Electrostatic potential maps can explain weaker interactions in
glycolamide dimer. One reason for weaker interaction in the case of glycolamide is
the type of hydrogen bonds between rings, which are in this case relatively weak
CH–O interactions (Figure 10). Another reason is that CH–O bonds in glycolamide
dimer are not bifurcated as in dimers of thiosemicarbazide and semicarbazide.

Curves of changing normal distances for various offset values presented in
Figure S8, show that normal distances are shorter for thiosemicarbazide rings, in
accordance with the strongest interaction energies.

The calculations on correlation energies show that correlation component is
higher for thiosemirarbazide than for semicarbazide (Table S6), indicating that
dispersion is also important in these interactions.

4. Materials and Methods

A CSD search (CSD version 5.35, November 2013. and updates, May 2014)
is performed by using ConQuest 1.16 [51]. Constraints applied in search were:
(1) distances between donor (D) and acceptor (A) atoms within the ring less than
4.0 Å; (2) angles between donor (D), hydrogen, and acceptor (A) atoms within
the ring from 90˝ to 180˝; (3) absolute torsions AXYD and XYDH (Figure 1) from
0 to 10˝; (4) donor and acceptor atoms include N, O, Cl, S and F atoms, due to
their considerable electronegativities; (5) all covalent bonds within the ring are set
to be single acyclic; (6) structures where all atoms in the ring belong to planar
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groups (coordination number of D, Y and X atoms less than four and coordination
number of A atom less than three are excluded from further considerations, since
noncovalent interactions of these species were analyzed in our previous work [46]);
and (7) intermolecular contacts having distances between two centroids 4.5 Å or
less are considered in this work. The crystallographic R factor is set to be less than
10%, the error-free coordinates according to the criteria used in the CSD, the H-atom
positions were normalized using the CSD default X–H bond lengths (O–H = 0.983 Å;
C–H = 1.083 Å and N–H = 1.009 Å), no polymer structures and no powder structures
were included.

Single-point calculations were used to evaluate interaction energy between
two rings. Optimizations of monomers, thiosemicarbazide, semicarbazide, and
glycolamide, are done at MP2/cc-pVTZ [52,53] level. The methods for calculation
of interaction energy potential curves were chosen based on good agreement with
CCSD(T)/CBS method [54] (Tables S1–S5, ESI). Interaction energy was determined
as a difference of the dimer energy and the sum of energies of monomers, having
included correction of basis set superposition error (BSSE) [55]. All calculations are
done by using Gaussian09 series of programs [56].

Maps of electrostatic potentials for thiosemicarbazide, semicarbazide and
glycolamide molecules, calculated and visualized from wavefunction files using
the Wavefunction Analysis Program (WFA-SAS) [57,58]. The wavefunctions were
calculated on MP2/cc-pVTZ level of theory.

5. Conclusions

Search and analysis of the crystal structures in the Cambridge Structural
Database (CSD) show that saturated acyclic four-atom groups closed with a
classic intramolecular hydrogen bond, generating planar five-membered rings
(hydrogen-bridged quasi-rings), in which at least one of the ring atoms is bonded
to other non-ring atoms that are not in the ring plane and, thus, capable to form
intermolecular interactions, were observed quite frequently in crystal structures from
the CSD. In the crystal structures, we found 1068 rings, while 289 (27%) of them form
parallel interactions.

The rings can have one hydrogen atom out of the ring plane that gives possibility
for hydrogen bonds between two parallel rings. Hence, in these systems, two types
of hydrogen bonds can be present, one in the ring, and the other one between two
parallel rings.

The strongest interaction energies, calculated at very accurate CCSD(T)/CBS
level, are ´9.68 and ´7.12 kcal/mol for thiosemicarbazide and semicarbazide
interactions, respectively. Similar rings that do not have possibility for hydrogen
bonds between rings have significantly weaker interaction energies of ´4.89 and
´2.95 kcal/mol [46], indicating the importance of hydrogen bonds for the strength
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of the interactions. Evaluated energies of hydrogen bonds in thiosemicarbazide and
semicarbazide are ´7.78 and ´3.60 kcal/mol, respectively.

The results presented in this paper recognize that interactions, and their strong
interaction energies, can be important in all supramolecular systems.
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Acknowledgments: This work was supported by the Serbian Ministry of Education, Science
and Technological Development (Grant 172065). The HPC resources and services used in this
work were partially provided by the IT Research Computing group in Texas A&M University
at Qatar. IT Research Computing is funded by the Qatar Foundation for Education, Science
and Community Development (http://www.qf.org.qa).
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between chelate and aryl rings in crystal structures of square-planar transition metal
complexes. CrystEngComm 2007, 9, 793–798.
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46. Blagojević, J.P.; Zarić, S.D. Stacking interactions of hydrogen-bridged rings—Stronger
than the stacking of benzene molecules. Chem. Commun. 2015, 51, 12989–12991.

173



47. Yeo, C.I.; Halim, S.N.A.; Ng, S.W.; Tan, S.L.; Zukerman-Schpector, J.; Ferreira, M.A.B.;
Tiekink, E.R.T. Investigation of putative arene-C-H¨ ¨ ¨π(quasi-chelate ring) interactions
in copper(I) crystal structures. Chem. Commun. 2014, 50, 5984–5986.

48. Sobczyk, L.; Grabowski, S.J.; Krygowski, T.M. Interrelation between H-bond and
Pi-electron delocalization. Chem. Rev. 2005, 105, 3513–3560.

49. Lyssenko, K.A.; Antipin, M.Y. The nature and energy characteristics of intramolecular
hydrogen bonds in crystals. Russ. Chem. Bull. 2006, 55, 1–15.

50. Sanz, P.; Mó, O.; Yañez, M.; Elguero, J. Resonance-assisted hydrogen bonds: A critical
examination. Structure and stability of the enols of beta-diketones and beta-enaminones.
J. Phys. Chem. A 2007, 111, 3585–3591.

51. Bruno, I.J.; Cole, J.C.; Edgington, P.R.; Kessler, M.; Macrae, C.F.; McCabe, P.; Pearson, J.;
Taylor, R. New software for searching the Cambridge Structural Database and visualizing
crystal structures. Acta Cryst. Sect. B—Struct. Sci. 2002, 58, 389–397.

52. Møller, C.; Plesset, M.S. Note on an Approximation Treatment for Many-Electron Systems.
Phys. Rev. 1934, 46, 618–622.

53. Kendall, R.A.; Dunning, T.H., Jr.; Harrison, R.J. Electron affinities of the first-row atoms
revisited. Systematic basis sets and wave functions. J. Chem. Phys. 1992, 96, 6796–6806.

54. Raghavachari, K.; Trucks, G.W.; Pople, J.A.; Head-Gordon, M. A fifth-order perturbation
comparison of electron correlation theories. Chem. Phys. Lett. 1989, 157, 479–483.

55. Boys, S.F.; Bernardi, F. The calculation of small molecular interactions by the differences
of separate total energies. Some procedures with reduced errors. Mol. Phys. 1970, 19,
553–566.

56. Frisch, M.J.; Trucks, G.W.; Schlegel, H.B.; Scuseria, G.E.; Robb, M.A.; Cheeseman, J.R.;
Scalmani, G.; Barone, V.; Mennucci, B.; Petersson, G.A.; et al. Gaussian 09 (Revision D.01);
Gaussian, Inc.: Wallingford, CT, USA, 2013.

57. Bulat, F.A.; (Fable Theory & Computation LLC, Washington, DC, USA);
Toro-Labbe, A.; (Pontificia Universidad Católica de Chile, Santiago, Chile). Personal
communication, 2013.

58. Bulat, F.A.; Toro-Labbé, A.; Brinck, T.; Murray, J.S.; Politzer, P. Quantitative analysis of
molecular surfaces: Areas, volumes, electrostatic potentials and average local ionization
energies. J. Mol. Model. 2010, 16, 1679–1691.

174



Comparisons between Crystallography Data
and Theoretical Parameters and the
Formation of Intramolecular Hydrogen
Bonds: Benznidazole
Boaz G. Oliveira, Edilson B. Alencar Filho and Mário L. A. A. Vasconcellos

Abstract: The conformational preferences of benznidazole were examined through
the application of DFT, PCM and QTAIM calculations, whose results were compared
with crystallography data. The geometries were fully optimized with minimum
potential energy surface by means of the Relaxed Potential Energy Surface Scan
(RPESS) at AM1, followed by the B3LYP/6-311++G(d,p) theoretical level. As a result,
the s-cis conformation (1C) was shown to be more stable (4.78 kcal¨mol´1) than s-trans
(1T). The Quantum Theory Atoms in Molecules (QTAIM) was applied in order to
characterize the (N–H¨¨¨O=N) and (C–H¨¨¨=N) intramolecular hydrogen bonds. The
simulation of solvent effect performed by means of the implicit Polarized Continuum
Model (PCM) revealed great results, such as, for instance, that the conformation 1W
is more stable (23.17 kcal¨mol´1) in comparison to 1C. Our main goal was stressed in
the topological description of intramolecular hydrogen bonds in light of the QTAIM
approach, as well as in the solvent simulation to accurately obtain an important
conformation of benznidazole.

Reprinted from Crystals. Cite as: Oliveira, B.G.; Filho, E.B.A.; Vasconcellos, M.L.A.A.
Comparisons between Crystallography Data and Theoretical Parameters and the
Formation of Intramolecular Hydrogen Bonds: Benznidazole. Crystals 2016, 6, 56.

1. Introduction

In medicinal chemistry, the studies of new compounds with high biological
activities and less toxic effects have attracted the attention of many researchers
around the world [1]. This scientific interest concerns the potential of several
compounds in treating serious diseases, ranging from “neglected” diseases such as
Schistosoma mansoni [2] to disorders such as cancer [3]. In the context of neglected
diseases, for which big pharmaceutical companies are not investing in the search
for therapeutic alternatives, Chagas disease, also called American trypanosomiasis,
is considered the most important parasitic infection of Latin America [4]. Chagas
disease is manifested in humans and domestic animals living in extreme poverty
and rural areas [5]. In practice, the infection is caused by the Trypanosoma cruzi
protozoan although it is transmitted by the Triatoma infestans insect. In the actual
treatment, basically two drugs have been widely used: Benznidazole (Rochagan®,
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Basel, Switzerland) and Nifurtimox (Lampit®, Leverkusen, Germany). Due to the
possibility to obtain new compounds to be used in the treatment against Chagas
disease, a lot of studies have been conducted in order to improve the potentiality
of benznidazole.

Some time ago, a theoretical conformational study of benznidazole was
performed [6]. The results point to the existence of local minima in the potential
energy surface, whose structures were compared with some active compounds
against T. cruzi: derivatives of tetrahydro-β-carboline. This study was carried out
in gas phase by using the AM1 semi empirical Hamiltonian, whose application was
conditioned to the modeling of the Potential Energy Surface Scan (PESS). Only then,
the optimized geometry in each point of minimum has been determined through
the B3LYP functional jointly with the 6-311+G(d) basis set. From an experimental
viewpoint, Soares Sobrinho et al. [7] have published a crystallography study about
the benznidazole structure based on X-ray diffraction, whose results were very
different from those in gas phase, including the formation of intermolecular hydrogen
bonds on the crystal packaging. In molecular modeling [8], it is well established
that the identification of hydrogen bonds is one of the most important criteria in
analysis of biological compounds [9]. These studies may be performed by virtual
screening [10] or quantum chemical calculations [11,12] in the pursuit of achieving
structure-activity relationships. Historically, the formation of intermolecular or
intramolecular hydrogen bonds has been discussed by taking into account the van
der Waals radii of the electron donor-acceptor. If we consider this statement [5],
the distance values for typical hydrogen bonds should be exactly the same as or
shorter than 2.6 Å, of course regarding the F, O and N atoms, or even the π cloud as
proton-acceptor centers [13–16]. In fact, the characterization of hydrogen bonds is
not just dependent on structural parameters, actually, the application of quantum
mechanical criteria is feasible in this regard.

The Quantum Theory of Atoms in Molecules (QTAIM) [17] represents a useful
tool in studies of molecular stability and strength of chemical bonds [18], but is also
widely applied in investigations of hydrogen bonds through the analysis of electronic
density and its topological parameters [19]. According to some publications [20], the
QTAIM approach has been also useful in studies of biological systems [21], mainly
to characterize the intramolecular hydrogen bonds of compounds with biological
activity [22]. In this sense, we are convinced that QTAIM can be decisive in our
investigation not only regarding the intramolecular hydrogen bonds [23–31], but
also to unveil the most stable conformation of benznidazole. Another interesting
viewpoint is that the solvent effect may be responsible for drastic changes in
several molecular properties, e.g., geometrical deformations; increase in the reaction
rate; control of products along the reaction paths, for instance [32,33]. If we
consider that intramolecular hydrogen bonds can be formed in the minimum
structure of benznidazole, the specialized literature informs us that the application
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of the Polarized Continuum Model (PCM) [34] to evaluate the solvent effect is
recommended [35–39]. By taking into account the importance of drug action in
human organisms, that are predominantly aqueous, this article also presents a
theoretical investigation of the solvent effect on the benznidazole structure through
the application of PCM protocol, demonstrating the importance of solvation in the
conformational study of this bioactive molecule [40]. In the context of molecular
stabilization, a topological description of intramolecular hydrogen bonds using the
QTAIM approach is another important contribution of this work.

2. Computational Procedure

The procedure of Relaxed Potential Energy Surface Scan (RPESS) was performed
by taking particular care with the dihedral angles (θ1, θ2, θ3, and θ4), which
are illustrated in Figure 1. These calculations were executed by using the AM1
semiempirical level with angle variations from 0˝ to 360˝, in intervals of 10˝. After
that, the minimum conformation was fully optimized by the B3LYP/6-311++G(d,p)
level of calculation without any symmetry constraint and with all geometries
modeled at a minimum of potential energy because no imaginary frequencies were
found. As a result, the conformation recognized as 1C was generated.
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The crystal structure (1K) was optimized using the same level of calculation
presented above. The conformation 1T was obtained from an arbitrary variation in
the geometry of 1C, corresponding to a previously reported geometry [6], which
remains as a minimum conformation (less stable than 1C) after B3LYP/6-311++G(d,p)
optimization. The solvent effect was evaluated on both 1K and 1C through the
arguments of the Polarized Continuum Model (PCM) both providing 1W. All these
calculations were carried out by GAUSSIAN 03W quantum suite of codes [41]. Both
the nature of electronic density and the characterization of intramolecular hydrogen
bonds were investigated through the QTAIM formalism, whose calculations were
performed by the AIM 2000 1.0 software package [42].
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3. Results and Discussion

3.1. Minimum Structure, Bond Lenghts and Vibration Modes

Particularly, the study of dihedral θ3 (Figure 1) is important due to the high
energetic barrier of amide group (HN–C=O) [43]. In line with this, it is worthy to
assume that two conformations (s-trans and s-cis) must coexist (Figure 2) when the
energetic interconversion between them is about 20–22 kcal¨mol´1. The terminology
of s-cis and s-trans (s means to conformation into N–C single bond) was used to
describe the relative positioning between the R (RNH) and C=O groups when
they are in the same direction (s-cis) or even in an opposite alignment (s-trans),
respectively. From RPESS protocol, the lowest energy conformation was selected,
and after undergoing an optimization procedure at the B3LYP/6-311++G(d,p) level
of theory, the conformation symbolized as 1C was obtained (Figure 3). As such, 1C
shows both RN and C=O groups in s-cis position. Moreover, the conformation 1T
(Figure 4) was also obtained from the geometry described previously [6] through the
optimization at B3LYP/6-311++G(d,p) level of theory. Note that the groups (R–N
and C=O) are in s-trans position in 1T.
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By analyzing Figure 3, it can be seen that 1C leads to the formation of two
intramolecular hydrogen bonds (N–Ha¨¨¨Ob=N) and (C–Hc¨¨¨Ob=N) with respective
distance values of 2.125 Å and 2.287 Å, which contributes to a substantial stabilization
of this conformation. In 1T, however, the C–Hd¨¨¨Ob=N and C–He¨¨¨Ob=N hydrogen
bonds were considered, but their lengths of 2.347 Å and 2.562 Å are longer than
those results of 1C. From a structural viewpoint, this discovery provides solid
evidence about the preferential conformation of 1C, s-cis, as has already been
demonstrated in many similar works [21,44–47]. Regarding 1K and 1W (see Figures 3
and 4), B3LYP/6-311++G(d,p) calculations revealed that 1K presents the same
intramolecular C–Hc¨¨¨Ob=N hydrogen bond of 1C, once the distance values of
2.340 Å (1K) differ slightly from the value of 2.287 Å (1C). At last, 1W presents only
one hydrogen bond, C–Hc¨¨¨Ob=N, whose distance value of 2.468 Å is much longer
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than C–Hd¨¨¨Ob=N and N=Ob¨¨¨C–He. Although it should be expected that the most
stable conformation must be the solvated structure [48,49], geometrically the strength
of the intramolecular N=Ob¨¨¨Hc–C hydrogen bond is not sufficient evidence for that.
The strongest statement regarding the hydrogen bonds’ formation, either intra or
intermolecular, actually has its basis in the deformations of the bond lengths that
compose it.Crystals 2016, 6, 56 4 of 11 
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precise measurement of the bond length variation is not allowed because the monomer 
configuration of the proton donors cannot be attained, it can be seen that the HBond distances are 
not in agreement with the bond length variations of X–H as well as of Y, whose values are quite 
similar. Regarding the characterization of the infrared vibration modes as one of the preconditions to 
recognize the most stable conformation, the values of stretch frequencies and absorption intensities 
are invariable, even though a slight difference of 97.3 (1C) and 107.6 km∙mol−1 (1K) for IN–Ha has 
been observed. Nevertheless, the new vibration modes could not be unveiled, although by taking 
into account the long values of the HBond distances beyond 2.000 Ǻ, their stretch frequencies and 
absorption intensities must be active in an infrared region lower than 50 cm−1. 
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Besides the intramolecular hydrogen bonds, Table 1 also enumerates the bond
length results of the donors X–H (N–Ha, C–Hc, C–He and C–Hd) and acceptors Y
(Ob=N) of protons. Although a precise measurement of the bond length variation
is not allowed because the monomer configuration of the proton donors cannot be
attained, it can be seen that the HBond distances are not in agreement with the bond
length variations of X–H as well as of Y, whose values are quite similar. Regarding the
characterization of the infrared vibration modes as one of the preconditions to
recognize the most stable conformation, the values of stretch frequencies and
absorption intensities are invariable, even though a slight difference of 97.3 (1C) and
107.6 km¨mol´1 (1K) for IN–Ha has been observed. Nevertheless, the new vibration
modes could not be unveiled, although by taking into account the long values of the
HBond distances beyond 2.000 Å, their stretch frequencies and absorption intensities
must be active in an infrared region lower than 50 cm´1.
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Table 1. Values of HBond distances and bond lengths of donors and acceptors of
protons in the 1C, 1T, 1K and 1W conformations of benznidazole.

HBonds and Bonds *
Conformations

1C 1T 1K 1W

RN–Ha¨¨¨Ob=N 2.125 - - -
RC–Hc¨¨¨Ob=N 2.287 - 2.340 2.468
RC–Hd¨¨¨Ob=N - 2.347 - -
RC–He¨¨¨Ob=N - 2.562 - -

rN–Ha 1.012 - 1.013 -
rC–Hc 1.085 - 1.086 1.085
rC–He - 1.084 - -
rC–Hd - 1.085 - -
rOb=N 1.243 1.239 1.243 1.242
υN–Ha 3570.1 - 3562.7 -
IN–Ha 97.3 - 107.6 -
υC–Hc 3172.3 - 3172.4 3172.3
IC–Hc 0.70 - 0.20 0.40
υC–He - 3183.0 - -
IC–He - 8.0 - -
υC–Hd - 3160.0 - -
IC–Hd - 2.4 - -

* Values of R (Intramolecular hydrogen bonds) and r (bond lengths) are given in Å; Values
of υ (stretch frequencies) and I (absorption intensity) are given in cm´1 and km¨mol´1.
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3.2. PCM Calculations

The stabilization of 1C, 1T and 1W can be discussed on the basis of
thermodynamic properties, whose results organized in Table 2 represent the sum
of electronic and zero-point energies (ε0 + ZPE), sum of electronic and thermal
free energies (ε0 + Gcorr) and ∆G, obtained from the difference between (e0 + Gcorr)
for conformation and the corresponding value for 1C. The PCM calculations were
performed on 1C, although this procedure has been based on the X-Ray crystal
structure (1K), which both culminated with the development of the 1W conformation.
Regarding Figure 3, there is less tendency to form an intramolecular hydrogen bond,
which can be explained by the solvent effect in the stabilization of benznidazole,
although the structural interaction strength recommended by the RC–Hc¨¨¨Ob=N
contact points out that 1K is slightly more strongly bonded than 1C. The value
of ´23.17 kcal¨mol´1 may mean that 1W is the most stable structure. However, this
HBond presents a distance of 2.468 Å, which, being one of the longest interactions,
which seems to conflict with the stabilization statement presented above. It is
important to point out that the solvent effect should reveal electronic energy values
that may differ from a hypersurface investigated in the gas phase. Thus, the displayed
geometry is consistent with the weakening of the intramolecular interaction favoring
the influence of the external environment (aqueous). Really, the solvent effect should
be carefully used to explain the additional molecular stabilization, depending on
the type of system studied [50], including drug molecules that act in predominantly
aqueous environments.

Table 2. Thermochemical parameters calculated at B3LYP/6-311++G(d,p) level
(298.15 K and 1 atm) obtained from gas phase and PCM solvent model a.

Conformations
Parameters

(ε0 + ZPE) (ε0 + Gcorr) ∆G

1C ´909.100529 ´909.149975 -
1T ´909.093925 ´909.142360 4.78
1W ´909.138240 ´909.186911 ´23.17

a 1C is the reference minimum.

3.3. QTAIM Parameters and Intramolecular Hydrogen Bonds

Bond pathways, Bond Critical Points (BCP), and values of ρ followed by ∇2ρ

were characterized in terms of the QTAIM topological integrations of the electronic
density. We can see, in Figures 5 and 6 the presence of a Bond Critical Point
(BCP) between (N–Ha¨¨¨Ob=N), indicating the formation of intramolecular hydrogen
bonds, corroborating therefore the formulated hypothesis in this work. The same
conformation shows a BCP between (C–Hc¨¨¨Ob=N) groups, forming a ring of six
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members [9]. The participation of the C–H group in intramolecular hydrogen bonds
has been established [51]. In our current case, the simultaneous positions of the
α-carbonyl and α-nitrogen-hydrogen can contribute to a peculiar acidity of C–H
and also lead to the formation of an intramolecular hydrogen bond. The values of ρ
and ∇2ρ that characterize these interactions can be visualized in Table 3. By taking
into account the virial theorem [17], G and U idealize the kinetic (always positive)
and potential (always negative) energy density functions. Then, positive values of
∇2ρ indicate a depletion of electronic potential energy density at BCP in favor of the
kinetic energy because it outweighs the potential one, showing a concentration of
electronic charge in separated nuclei [51–53].
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These values also indicate intramolecular hydrogen bonds with a significant
covalent character, as argued by Gilli et al. [54] and Siskos et al. [55]. All these
considerations can also be visualized in terms of the Resonance Assisted Hydrogen
Bond phenomenon (RAHB) [56,57], in which the π electrons of the pirazole system
are in resonance with the NO2 group, increasing the electron density at the BCP
and decreasing the bond lengths, that are considerably smaller than sum of van der
Walls radii. On the other hand, it is important to be highlighted that the values of
∇2ρ, ρ presented here are much smaller than the ones obtained at BCP for common
covalent interactions.
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Table 3. Topological parameters obtained from QTAIM calculations.

QTAIM Parameters * Conformations

1C 1T 1K 1W

N–Ha¨¨¨Ob=N

ρ (∇2ρ) 0.0169 (0.0634) - - -
U (G) ´0.0114 (0.0136) - - -
´G/U 1.192 - - -

C–Hc¨¨¨Ob=N

ρ (∇2ρ) - - 0.0164 (0.0645) 0.0147 (0.0561)
U (G) - - ´0.0191 (0.0140) ´0.0168 (0.0124)
´G/U - - 0.733 0.738

C–He¨¨¨Ob=N

ρ (∇2ρ) - 0.0059 (0.0213) - -
U (G) - ´0.0036 (0.0044) - -
´G/U - 1.222 - -

C–Hd¨¨¨Ob=N

ρ (∇2ρ) - 0.0168 (0.0648) - -
U (G) - ´0.0121 (0.0141) - -
´G/U - 1.165 - -

C–Hd¨¨¨Hf–C

ρ (∇2ρ) - 0.0130 (0.0570) - -
U (G) - ´0.0074 (0.0096) - -
´G/U - 1.297 - -

* All values are given in electronic units (e.u.).
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Regarding the interaction strength, the ´G/U ratio is a qualitative manner to
express the appearing of covalent effect [32]. According to values of 0.733 and 0.738
gathered in Table 3, the C–Hc¨ ¨ ¨ Ob=N intramolecular hydrogen bonds behave with
a trend of covalence in 1K and 1W, although the electronic density values are not the
largest, and the bond lengths are not the shortedones, as demonstrated in Figure 7.
This can be stated once these results are smaller than 1.0 [32,58]. In regards to the
remaining hydrogen bonds, all of them are non-covalent. However, besides the
hydrogen bonds, 1T also reveals the formation of a dihydrogen bond [59–61], namely
C–Hd¨ ¨ ¨ Hf–C, wherein by means of the values of ρ and ∇2ρ as well as ´G/U, this
interaction is also non-covalent.
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4. Conclusions

In this work, we observed that intramolecular hydrogen bonds can control the
conformations of benznidazole. The structural parameters embodied as bond lengths
and intermolecular distances revealed unsystematic tendencies in comparison with
the stabilization criteria. Also, the new vibration modes of the intramolecular
hydrogen bonds could not be unveiled, and in addition, the difficulties in identifying
the frequency shifts of the proton donors prevent us from correlating this parameter
with the stabilization criteria. The QTAIM calculations were able to characterize
classical and non-classical intramolecular hydrogen bonds by means of the values of
electronic density and Laplacian. Also, the appearance of a partial covalent character
was observed in the C–Hc¨¨¨Ob=N links of 1K and 1W. Approaches considering
solvent or gas phase effect can lead to deviations of the crystal structure, but they
are all s-cys and not s-trans. This must be taken into account in studies of the
structure-activity relationships of benznidazole.
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H2XP:OH2 Complexes: Hydrogen vs.
Pnicogen Bonds
Ibon Alkorta, Janet E. Del Bene and Jose Elguero

Abstract: A search of the Cambridge Structural Database (CSD) was carried
out for phosphine-water and arsine-water complexes in which water is either
the proton donor in hydrogen-bonded complexes, or the electron-pair donor in
pnicogen-bonded complexes. The range of experimental P-O distances in the
phosphine complexes is consistent with the results of ab initio MP2/aug’-cc-pVTZ
calculations carried out on complexes H2XP:OH2, for X = NC, F, Cl, CN,
OH, CCH, H, and CH3. Only hydrogen-bonded complexes are found on the
H2(CH3)P:HOH and H3P:HOH potential surfaces, while only pnicogen-bonded
complexes exist on H2(NC)P:OH2, H2FP:OH2, H2(CN)P:OH2, and H2(OH)P:OH2

surfaces. Both hydrogen-bonded and pnicogen-bonded complexes are found on the
H2ClP:OH2 and H2(CCH)P:OH2 surfaces, with the pnicogen-bonded complexes
more stable than the corresponding hydrogen-bonded complexes. The more
electronegative substituents prefer to form pnicogen-bonded complexes, while
the more electropositive substituents form hydrogen-bonded complexes. The
H2XP:OH2 complexes are characterized in terms of their structures, binding energies,
charge-transfer energies, and spin-spin coupling constants 2hJ(O-P), 1hJ(H-P), and
1J(O-H) across hydrogen bonds, and 1pJ(P-O) across pnicogen bonds.

Reprinted from Crystals. Cite as: Alkorta, I.; Del Bene, J.E..; Elguero, J. H2XP:OH2

Complexes: Hydrogen vs. Pnicogen Bonds. Crystals 2016, 6, 19.

1. Introduction

Chloroform, dichloromethane, and water have been observed as solvent
molecules in X-ray structures of crystals [1–6]. Such structures have long been
used as a tool for identifying and confirming the presence of weak intermolecular
interactions. The most prevalent intermolecular interaction in the Cambridge
Structural Database (CSD) is the X-H . . . Y hydrogen bond, which has been at
the forefront of intermolecular interactions since Pimentel’s book “The Hydrogen
Bond” [7]. The hydrogen bond is defined as an attractive interaction between a
hydrogen atom from a molecule or a molecular fragment X–H in which X is more
electronegative than H, and an atom or a group of atoms in the same or a different
molecule, in which there is evidence of bond formation [8,9]. Of particular interest
are the hydrogen bonds in the X-ray structures of organic hydrates. Hydrogen bonds
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involving water molecules interacting with different chemical groups have been
identified and classified [3–6].

A relatively new intermolecular interaction, the pnicogen bond, was initially
detected in the crystal structures of 1,2-dicarba-closo-dodecaboranes [10,11] and
aminoalkyl-ferrocenylphosphanes [12]. The structures of two of these complexes are
illustrated in Figure 1. A large number of intermolecular and intramolecular pnicogen
interactions have also been observed in the solid phase [13–15]. Pnicogen bonds were
first described theoretically for model complexes [16,17], and subsequent studies
confirmed the stabilizing nature of pnicogen interactions [18–20]. The pnicogen bond
is a Lewis acid-Lewis base interaction in which the Lewis acid is a group 15 element
(N, P, As, or Sb) acting as an electron-pair acceptor.
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Figure 1. X-ray structure of Cambridge Structural Database (CSD) Refcodes (a)
XEBBEM01 and (b) QEZDOP. The pnicogen bond interaction is indicated with dots.

In the present article, we present the results of our search of the CSD
for phosphine-water and arsine-water complexes in which water is either the
proton donor in hydrogen-bonded complexes, or the electron-pair donor in
pnicogen-bonded complexes. We also report the results of ab initio calculations
on a series of complexes H2XP:OH2, for X = NC, F, Cl, CN, OH, CCH, H, and CH3,
stabilized by either hydrogen bonds or pnicogen bonds. We present and discuss the
structures, binding energies, and charge-transfer energies of these complexes, as well
as equation-of-motion coupled cluster singles and doubles (EOM-CCSD) spin–spin
coupling constants across hydrogen bonds and pnicogen bonds.
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2. Methods

2.1. Cambridge Structural Database Search

The Cambridge Structural Database [21] version 5.36 with updates from
November 2014, February 2015, and May 2015 was searched for complexes that
contain P(III) and As(III) with water molecules. Included structures have a distance
of 2.0 to 4.0 Å between the pnicogen atom and the oxygen atom of water.

2.2. Ab Initio Calculations

The structures of the isolated monomers and the binary complexes H2XP:OH2

were optimized at second-order Møller-Plesset perturbation theory (MP2) [22–25]
with the aug'-cc-pVTZ basis set [26]. This basis set is derived from the Dunning
aug-cc-pVTZ basis set [27,28] by removing diffuse functions from H atoms.
Frequencies were computed to establish that the optimized structures correspond
to equilibrium structures on their potential surfaces. Optimization and frequency
calculations were performed using the Gaussian 09 program [29]. The binding
energies (∆E) of all complexes have been calculated as the total energy of the complex
minus the sum of the total energies of the corresponding isolated monomers.

The electron densities of complexes have been analyzed using the Atoms in
Molecules (AIM) methodology [30–33] employing the AIMAll [34] program. The
topological analysis of the electron density produces the molecular graph of each
complex. This graph identifies the location of electron density features of interest,
including the electron density (ρ) maxima associated with the various nuclei, and
saddle points which correspond to bond critical points (BCPs). The zero gradient
line which connects a BCP with two nuclei is the bond path.

The Natural Bond Orbital (NBO) [35] method has been used to analyze the
stabilizing charge-transfer interactions using the NBO6 program [36]. Since MP2
orbitals are nonexistent, the charge-transfer interactions have been computed
using the B3LYP functional [37,38] with the aug’-cc-pVTZ basis set at the
MP2/aug’-cc-pVTZ complex geometries, so that at least some electron correlation
effects could be included.

Spin-spin coupling constants were evaluated using the EOM-CCSD method
in the CI (configuration interaction)-like approximation [39,40], with all electrons
correlated. For these calculations, the Ahlrichs [41] qzp basis set was placed on
13C, 15N, 17O, and 19F, and the qz2p basis set on 31P, 35Cl, and hydrogen-bonded
1H atoms. The Dunning cc-pVDZ basis set was placed on all other 1H atoms. All
terms, namely, the paramagnetic spin-orbit (PSO), diamagnetic spin orbit (DSO),
Fermi contact (FC), and spin dipole (SD), have been evaluated. The EOM-CCSD
calculations were performed using ACES II [42] on the IBM Cluster 1350 (Glenn) at
the Ohio Supercomputer Center.
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3. Results and Discussion

3.1. CSD Search

The CSD search found only three water-phosphine complexes and seven
water-arsine complexes that have a distance of 2.0 to 4.0 Å between the pnicogen
atom and the oxygen atom of water. Two of the water–phosphine complexes are
hydrogen bonded (CSD Refcodes: AGAHIB and BEZTOR) with P¨ ¨ ¨H distances
of 2.48 and 2.72 Å, and P¨ ¨ ¨O distances of 3.315 and 3.465 Å, respectively.
The third structure (NOPYEX) corresponds to a pnicogen-bonded complex between
a triphenylphosphine derivative and water with a longer P¨ ¨ ¨O distance of
3.76 Å. Four of the water-arsine complexes (TELFAR, NOPYAT, FUTDUU, and
IBAKIH) are pnicogen-bonded, and three (NIVWAQ, FUTDUU, and HAVKEW) are
hydrogen-bonded. The pnicogen-bonded complex TELFAR which is illustrated in
Figure 2 has a short As-O pnicogen bond distance of 2.56 Å. The O-As-O angle is
171˝, which allows for the interaction of the O of water with the σ-hole of As. The
short distance for this bond suggests that it has significant covalent character. The
As¨ ¨ ¨O distances in the other pnicogen-bonded complexes range between 3.61 and
3.78 Å. The hydrogen-bonded complexes have As¨ ¨ ¨H distances between 2.81 and
3.22 Å, and As¨ ¨ ¨O distances between 3.70 and 3.96 Å.
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3.2. Computational Results

We have attempted to optimize eight complexes H2XP:HOH with O-H . . . P
hydrogen bonds, and eight complexes with P . . . O pnicogen bonds, with X = NC,
F, Cl, CN, OH, CCH, H, and CH3. However, only four hydrogen-bonded (HB) and
six pnicogen-bonded (ZB) equilibrium complexes have been found on the potential
surfaces. The structures, total energies, and molecular graphs of these complexes
are reported in Table S1 of the Supporting Information, and their binding energies
are given in Table 1. ZB complexes have binding energies which vary from –11.3
to –21.1 kJ¨mol´1, while HB complexes have binding energies between –9.4 and
–15.4 kJ¨mol´1. The absolute values of the binding energies of the ZB complexes
decrease in the order

NC ą F ą Cl ą CN ą OH ą CCH

while those of the HB complexes decrease in the reverse order

CH3 ą H ą CCH ą Cl.

It is apparent from Table 1 that the more electronegative substituents prefer to
form pnicogen-bonded complexes, while the more electropositive substituents form
hydrogen-bonded complexes. This trend follows the general trend of the Molecular
Electrostatic Potential (MEP) values around the phosphorous atom [43]. H2ClP and
H(CCH)P form both hydrogen-bonded and pnicogen-bonded complexes with H2O,
with the latter more stable by 7.9 and 0.5 kJ¨mol´1, respectively.

Table 1. Binding energies of equilibrium pnicogen-bonded (ZB) and hydrogen-bonded
(HB) complexes of H2XP with H2O.

H2XP, X =
Binding Energies (∆E, kJ¨mol´1)

ZB HB

NC –21.1
F –19.5
Cl –17.3 –9.4

CN –16.9
OH –12.8

CCH –11.3 –10.8
H –11.1

CH3 –15.4

3.2.1. Hydrogen-Bonded Complexes

Only four equilibrium hydrogen-bonded complexes have been found on
the H2XP:HOH surfaces; namely, H2ClP:HOH, H2(CCH)P:HOH, H3P:HOH, and
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H2(CH3)P:HOH. The binding energies of these are given in Table 1, and selected
structural parameters are reported in Table 2. The shortest intermolecular O¨ ¨ ¨P
and H¨ ¨ ¨P distances are 3.360 and 2.536 Å, respectively, in H2(CH3)P:HOH. The
remaining three complexes have O¨ ¨ ¨P distances between 3.55 and 3.59 Å, and
H¨ ¨ ¨P distances between 2.62 and 2.66 Å. These distances are consistent with the
experimental distances from the CSD. As evident from Table 2, the hydrogen bonds
in H2(CCH)P:HOH and H3P:HOH are close to linear, with H-O-P angles of 7˝,
while these bonds in H2ClP:HOH and H2(CH3)P:HOH are nonlinear with values
of 19 and 27˝, respectively. Moreover, the H2O molecule is positioned similarly in
H2ClP:HOH and H2(CCH)P:HOH, but has a different orientation in H3P:HOH and
H2(CH3)P:HOH, as illustrated in Figure 3. In these two complexes, but particularly
H2(CH3)P:HOH, there appears to be an attractive interaction between the water
oxygen and the hydrogens of the substituent. All of these differences lead to a lack of
correlation between the binding energies of these complexes and the O¨ ¨ ¨P distances.
However, the electrostatic minimum associated with the lone pair of the phosphorous
atom [43] and the H¨ ¨ ¨P distances do correlate. Although not included in Tables 1
and 2 there is an equilibrium hydrogen-bonded complex formed between H2(OH)P
and H2O with a binding energy of –28.5 kJ¨mol´1. However, it is stabilized by an
O-H . . . O hydrogen bond with the substituent O-H as the proton donor to H2O.

Table 2. O¨ ¨ ¨P, H¨ ¨ ¨P, and O-H distances, and H-O-P angles for hydrogen-bonded
complexes H2XP:HOH with Cs symmetry.

H2XP,
X =

Distance (R, Å)
Angles
(<, ˝)

R(O¨ ¨ ¨P) R(H¨ ¨ ¨P) R(O-H) a <H-O-P

Cl 3.553 2.656 0.965 19
CCH 3.585 2.629 0.966 7

H 3.575 2.620 0.966 7
CH3 3.360 2.536 0.967 27

(a) The O-H distance in isolated H2O is 0.961 Å.

Table 3 presents the stabilizing NBO PlpÑσ*H-O charge-transfer energies for
the four hydrogen-bonded complexes. These energies range from 9 kJ¨mol´1 for
H2ClP:HOH to between 14 and 15 kJ¨mol´1 for the remaining complexes. The
charge-transfer energies do not correlate with either the O¨ ¨ ¨P or the H¨ ¨ ¨P distances.
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Figure 3. The hydrogen-bonded complexes H2ClP:HOH (a) and H2(CH3)P:HOH
(b). The orientation of the H2O molecule in H2(CCH)P:HOH is similar to that
in H2ClP:HOH, while the orientation of H2O in H3P:HOH is similar to that in
H2(CH3)P:HOH.

Table 3. Charge-transfer energies (PlpÑσ*H-O) and coupling constants 2hJ(O-P),
1hJ(H-P), and 1J(O-H) for hydrogen-bonded complexes H2XP:HOH.

H2XP, X =

Charge-Transfer
Energies (kJ¨mol´1) Coupling Constants (Hz)

PlpÑσ*H-O a 2hJ(O-P) 1hJ(H-P) 1J(O-H) b

Cl 9.0 –18.2 –12.9 –78.0
CCH 13.8 –14.4 –13.0 –77.9

H 14.0 –14.0 –13.5 –78.1
CH3 15.0 –24.1 –15.0 –78.4

a The OlpÑσ*H-O charge-transfer energy in the complex of H2(OH)P with H2O that
has the substituent O-H as the proton donor is 41.0 kJ¨mol´1; b 1J(O-H) in isolated H2O
is –77.0 Hz.

The two-bond coupling constant 2hJ(O-P) and the one-bond coupling constant
1hJ(H-P) across the hydrogen bonds, and the one-bond coupling constant 1J(O-H)
for the hydrogen-bonded O-H group are also reported in Table 3. The components
of these coupling constants are reported in Table S2 of the Supporting Information.
Values of 2hJ(O-P) vary from –14 to –24 Hz, while values of 1hJ(H-P) lie between –13
and –15 Hz. The dependence of these two coupling constants on the corresponding
O¨ ¨ ¨P and H¨ ¨ ¨P distances is shown graphically in Figure 4. Since there are only
4 points in each set and at least two of them have similar values of the coupling
constant and the corresponding distance, only linear trendlines were used to illustrate
the distance dependence. The correlation coefficients of these trendlines are 0.915
for 2hJ(O-P) and 0.973 for 1hJ(H-P). The third coupling constant, 1J(O-H) has a value
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of –77.0 Hz in the isolated H2O molecule, and increases in absolute value only
slightly upon complex formation to between –77.9 and –78.4 Hz. The O-H distance
of 0.961 Å in the monomer also increases only slightly upon complexation, with
values between 0.965 and 0.967 Å. The one-bond coupling constant 1J(O-H) for the
non-hydrogen-bonded O-H decreases to about –62 Hz.
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for HB complexes H2XP:HOH.

3.2.2. Pnicogen-Bonded Complexes

Three of the six equilibrium pnicogen-bonded H2XP:OH2 complexes have
Cs symmetry with the H2O molecule in the symmetry plane, and three have C1

symmetry. For reasons of computational efficiency, particularly for the coupling
constant calculations, we have re-optimized the C1 structures under the constraint
of Cs symmetry with an in-plane H2O molecule. The binding energies of C1 and
Cs structures are compared in Table 4. The Cs structures of H2FP:OH2, H2ClP:OH2,
and H2(OH)P:OH2 with H2O in the Cs symmetry plane are only 0.1 to 0.4 kJ¨mol´1

less stable than the C1 equilibrium structures. Moreover, the ordering of complexes
according to decreasing binding energy is the same for the equilibrium structures and
those with Cs symmetry, and the structures of C1 and corresponding Cs complexes
are very similar. To ensure that there are no other pnicogen-bonded complexes
with P¨ ¨ ¨O pnicogen bonds, we also optimized a set of these complexes with Cs

symmetry in which the H2O molecule does not lie in the symmetry plane. All of
these complexes have one imaginary frequency, and smaller absolute values of the
binding energies than the complexes with in-plane H2O molecules, as evident from
Table 4. The two types of Cs complexes are illustrated in Figure 5.
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The structures, total energies, and molecular graphs of the three pnicogen-bonded
ZB complexes H2XP:OH2 with Cs symmetry, one imaginary frequency, and in-plane
H2O molecules are reported in Table S3 of the Supporting Information. This table
also provides these data for the six less-stable ZB complexes with Cs symmetry, one
imaginary frequency, and out-of-plane H2O molecules. Table 5 presents selected data
for the more stable Cs complexes with in-plane H2O molecules. The P¨ ¨ ¨O distances
in these complexes range from 2.755 Å in H2FP:OH2 to 3.036 Å in H2(CCH)P:OH2.
Their binding energies do not correlate well with the P¨ ¨ ¨O distances, as indicated
by correlation coefficients of 0.7 for linear, quadratic, and exponential trendlines. The
O-P-A angles, with A the atom of X directly bonded to P, are also reported in Table 5.
These angles vary between 161 and 168˝, indicating that the O-P-A arrangement
approaches linearity. These values are consistent with the values of the P-P-A and
N-P-A angles in the pnicogen-bonded complexes (H2XP)2 [44] and H2XP:NXH2 [45].

Table 4. Binding energies of pnicogen-bonded complexes with C1 and
Cs symmetries.

H2XP, X = Equilibrium
Symmetry

∆E (kJ¨mol´1) for
Equilibrium

Structures

∆E (kJ¨mol´1) for
Cs Structures with

H2O in-Plane

∆E (kJ¨mol´1) for
Cs Structures with
H2O out-of-Plane

NC Cs –21.1 –21.1 –19.9b

F C1 –19.5 –19.2a –18.5b

Cl C1 –17.3 –17.2a –16.3b

CN Cs –16.9 –16.9 –15.7b

OH C1 –12.8 –12.4a –12.1b

CCH Cs –11.3 –11.3 –10.1b

a These Cs structures with water in-plane have one imaginary frequency; b These
complexes with out-of-plane H2O molecules have one imaginary frequency.

Crystals 2016, 6, 19 7 of 11 

 

Table 4. Binding energies of pnicogen-bonded complexes with C1 and Cs symmetries 

H2XP,  
X = 

Equilibrium 
symmetry 

ΔE (kJ·mol−1) for
equilibrium 

structures 

ΔE (kJ·mol−1) for
Cs structures with 

H2O in-plane 

ΔE (kJ·mol−1) for Cs

structures with H2O 
out-of-plane 

NC Cs –21.1 –21.1 –19.9b 
F C1 –19.5 –19.2a –18.5b 
Cl C1 –17.3 –17.2a –16.3b 

CN Cs –16.9 –16.9 –15.7b 
OH C1 –12.8 –12.4a –12.1b 

CCH Cs –11.3 –11.3 –10.1b 
a These Cs structures with water in-plane have one imaginary frequency. b These complexes with out-
of-plane H2O molecules have one imaginary frequency. 

(a) (b) 

Figure 5. The pnicogen-bonded complexes H2ClP:OH2 (a) with the H2O molecule in the Cs symmetry 
plane, and H2FP:OH2 (b) with Cs symmetry and an out-of-plane H2O molecule. 

Table 5 also presents the NBO Olp→σ*P-A charge-transfer energies in these pnicogen-bonded 
complexes. Charge-transfer energies vary from 8 kJ.mol−1 in H2(CCH)P:OH2 to 20 kJ.mol−1 in 
H2(NC)P:OH2. They exhibit an exponential dependence on the P···O distance, with a correlation 
coefficient of 0.949. 

Table 5. P···O distances, O-P-A angles, charge-transfer energies, and 1pJ(P-O) coupling constants for 
pnicogen-bonded complexes H2XP:OH2 with Cs symmetry and in-plane H2O molecules. 

H2XP,  
X = 

Distance (R, Å) Angles (<, °) 
charge-transfer 

energies (kJ.mol−1) 
coupling 

constants (Hz) 

R(P···O) <O-P-Aa Olp→σ*P-A 1pJ(P-O) 
NCb 2.800 165 20.3 –62.5 

F 2.755 167 19.5 –69.8 
Cl 2.835 166 17.4 –61.2 

CNb 2.944 161 12.3 –41.9 
OH  2.919 166 11.6 –46.7 

CCH 3.036 167 8.0 –36.7 
a A is the atom of X directly bonded to P. b The atom written first is directly bonded to P. 

Table 5 also reports the spin–spin coupling constants 1pJ(P-O) across the pnicogen bonds. The 
components of these coupling constants are reported in Table S4 of the Supporting Information.  
1pJ(P-O) values are dominated by the Fermi-contact terms, and vary from –37 Hz in H2(CCH)P:OH2 
to –70 Hz in H2FP:OH2. Figure 6 illustrates the second-order dependence of 1pJ(P-O) on the P···O 
distance, with a correlation coefficient of 0.979. 

Figure 5. The pnicogen-bonded complexes H2ClP:OH2 (a) with the H2O molecule
in the Cs symmetry plane; and H2FP:OH2 (b) with Cs symmetry and an out-of-plane
H2O molecule.

Table 5 also presents the NBO OlpÑσ*P-A charge-transfer energies in these
pnicogen-bonded complexes. Charge-transfer energies vary from 8 kJ¨mol´1 in
H2(CCH)P:OH2 to 20 kJ¨mol´1 in H2(NC)P:OH2. They exhibit an exponential
dependence on the P¨ ¨ ¨O distance, with a correlation coefficient of 0.949.
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Table 5. P¨ ¨ ¨O distances, O-P-A angles, charge-transfer energies, and 1pJ(P-O)
coupling constants for pnicogen-bonded complexes H2XP:OH2 with Cs symmetry
and in-plane H2O molecules.

H2XP, X =

Distance
(R, Å)

Angles
(<, ˝)

Charge-Transfer
Energies

(kJ¨mol´1)

Coupling
Constants

(Hz)

R(P¨ ¨ ¨O) <O-P-Aa OlpÑσ*P-A 1pJ(P-O)

NCb 2.800 165 20.3 –62.5
F 2.755 167 19.5 –69.8
Cl 2.835 166 17.4 –61.2

CNb 2.944 161 12.3 –41.9
OH 2.919 166 11.6 –46.7

CCH 3.036 167 8.0 –36.7
a A is the atom of X directly bonded to P. b The atom written first is directly bonded to P.

Table 5 also reports the spin–spin coupling constants 1pJ(P-O) across the
pnicogen bonds. The components of these coupling constants are reported in Table S4
of the Supporting Information. 1pJ(P-O) values are dominated by the Fermi-contact
terms, and vary from –37 Hz in H2(CCH)P:OH2 to –70 Hz in H2FP:OH2. Figure 6
illustrates the second-order dependence of 1pJ(P-O) on the P¨ ¨ ¨O distance, with a
correlation coefficient of 0.979.

1 
 

 

Figure 6. 1pJ(P-O) versus the P¨ ¨ ¨O distance for pnicogen-bonded complexes
H2XP:OH2 with Cs symmetry and in-plane and out-of-plane H2O molecules.
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A second reason for optimizing the set of complexes with Cs symmetry and
out-of-plane H2O molecules is to examine the coupling constants of these structures,
the components of which are reported in Table S5. Since 1pJ(P-O) values are also
dominated by the Fermi-contact terms, it is expected that the s electron densities
at O and at P interacting with O will be very different in the ground state and the
excited states which couple to the ground state for these two orientations of H2O
molecules. It is apparent from Figure 6 that such is the case, since at the same P¨ ¨ ¨O
distances, the points for structures with out-of-plane H2O molecules lie below those
for in-plane H2O molecules.

Finally, a plot of 2hJ(O-P) for hydrogen-bonded complexes and 1pJ(P-O) for
pnicogen-bonded complexes with Cs symmetry and in-plane H2O molecules versus
the P¨ ¨ ¨O distance is reported as Figure S1 of the Supporting Information. At the
shorter P¨ ¨ ¨O distances, the absolute values of 2hJ(O-P) are greater than the values
of 1pJ(P-O) at longer distances, but a single second-order trendline with a correlation
coefficient of 0.981 describes the distance dependence of both coupling constants.

4. Conclusions

Crystal structures have long been used as a tool for identifying and confirming
the presence of weak intermolecular interactions, including hydrogen bonds and
pnicogen bonds. A search of the CSD for complexes of water with phosphine and
arsine identified two water–phosphine complexes stabilized by hydrogen bonds and
one stabilized by a pnicogen bond, as well as three water–arsine complexes with
hydrogen bonds and four with pnicogen bonds. The range of P¨ ¨ ¨O distances in the
phosphine complexes is consistent with the results of ab initio MP2/aug’-cc-pVTZ
calculations carried out on complexes H2XP:OH2, for X = NC, F, Cl, CN, OH, CCH,
H, and CH3. Only hydrogen-bonded complexes are found on the H2(CH3)P:OH2

and H3P:OH2 potential surfaces, while only pnicogen-bonded complexes exist on
the H2(NC)P:OH2, H2FP:OH2, H2(CN)P:OH2, and H2(OH)P:OH2 surfaces. Both
hydrogen-bonded and pnicogen-bonded complexes are found on the H2ClP:OH2

and H2(CCH)P:OH2 surfaces, with the pnicogen-bonded complexes more stable
than the corresponding hydrogen-bonded complexes. It is apparent that the more
electronegative substituents prefer to form pnicogen-bonded complexes, while the
more electropositive substituents form hydrogen-bonded complexes. The binding
energies of pnicogen-bonded complexes range from –11 to –21 kJ¨mol´1, while the
pnicogen-bonded complexes have binding energies from –9 to –15 kJ¨mol´1. The
hydrogen-bonded complexes are stabilized by charge transfer from the lone pair on P
to the antibonding σ* H-O orbital, while pnicogen-bonded complexes are stabilized
by charge transfer from the lone pair on O to the antibonding σ* P-A orbital, with
A the atom of X directly bonded to P.

200



Spin-spin coupling constants 2h(O-P) and 1hJ(H-P) correlate with the O¨ ¨ ¨P and
H¨ ¨ ¨P distances, respectively, while 1J(O-H) for the hydrogen-bonded O-H group
increases in absolute value only slightly upon complex formation. 1pJ(P-O) coupling
constants were computed for two sets of pnicogen-bonded complexes, one with Cs

symmetry and the H2O molecule in the symmetry plane, and the other also with
Cs symmetry but with an out-of-plane H2O molecule. 1pJ(P-O) for both sets are
quadratically dependent on the P¨ ¨ ¨O distance. The different orientations of the H2O
molecule in these two sets alter the s electron densities at O and P, and lead to greater
absolute values of 1pJ(P-O) for complexes with in-plane H2O molecules compared to
those with out-of-plane H2O molecules.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.
com/2073-4352/6/ 2/19/s1.
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13. Politzer, P.; Murray, J.; Janjić, G.; Zarić, S. σ-Hole interactions of covalently-bonded
nitrogen, phosphorus and arsenic: A survey of crystal structures. Crystals 2014, 4, 12–31.

14. Sánchez-Sanz, G.; Alkorta, I.; Trujillo, C.; Elguero, J. Intramolecular pnicogen interactions
in PHF-(CH2)n-PHF (n = 2–6) systems. ChemPhysChem 2013, 14, 1656–1665.

15. Sánchez-Sanz, G.; Trujillo, C.; Alkorta, I.; Elguero, J. Intramolecular pnicogen interactions
in phosphorus and arsenic analogues of proton sponges. Phys. Chem. Chem. Phys. 2014,
16, 15900–15909.

16. Scheiner, S. A new noncovalent force: Comparison of P¨ ¨ ¨N interaction with hydrogen
and halogen bonds. J. Chem. Phys. 2011, 134, 094315.

17. Zahn, S.; Frank, R.; Hey-Hawkins, E.; Kirchner, B. Pnicogen bonds: A new molecular
linker? Chem. Eur. J. 2011, 17, 6034–6038.

18. Scheiner, S. The pnicogen bond: Its relation to hydrogen, halogen, and other noncovalent
bonds. Acc. Chem. Res. 2012, 46, 280–288.

19. Scheiner, S. Detailed comparison of the pnicogen bond with chalcogen, halogen, and
hydrogen bonds. Int. J. Quantum Chem. 2013, 113, 1609–1620.

20. Del Bene, J.E.; Alkorta, I.; Elguero, J. The pnicogen bond in review: Structures, binding
energies, bonding properties, and spin-spin coupling constants of complexes stabilized
by pnicogen bonds. In Noncovalent Forces; Challenges and Advances in Computational
Chemistry and Physics Series; Scheiner, S., Ed.; Springer: Gewerbestrasse, Switzerland,
2015; Volume 19, pp. 191–263.

21. Allen, F. The Cambridge Structural Database: A quarter of a million crystal structures
and rising. Acta Crystallogr. Sect. B 2002, 58, 380–388.

22. Pople, J.A.; Binkley, J.S.; Seeger, R. Theoretical models incorporating electron correlation.
Int. J. Quantum Chem. Quantum Chem. Symp. 1976, 10, 1–19.

23. Krishnan, R.; Pople, J.A. Approximate fourth-order perturbation theory of the electron
correlation energy. Int. J. Quantum Chem. 1978, 14, 91–100.

24. Bartlett, R.J.; Silver, D.M. Many-body perturbation theory applied to electron pair
correlation energies. I. Closed-shell first-row diatomic hydrides. J. Chem. Phys. 1975, 62,
3258–3268.

202



25. Bartlett, R.J.; Purvis, G.D. Many-body perturbation theory, coupled-pair many-electron
theory, and the importance of quadruple excitations for the correlation problem. Int. J.
Quantum Chem. 1978, 14, 561–581.

26. Del Bene, J.E. Proton affinities of ammonia, water, and hydrogen fluoride and their anions:
A quest for the basis-set limit using the dunning augmented correlation-consistent basis
sets. J. Phys. Chem. 1993, 97, 107–110.

27. Dunning, T.H. Gaussian Basis Sets for Use in Correlated Molecular Calculations. I. The
Atoms Boron through Neon and Hydrogen. J. Chem. Phys. 1989, 90, 1007–1023.

28. Woon, D.E.; Dunning, T.H. Gaussian Basis Sets for Use in Correlated Molecular
Calculations. V. Core-Valence Basis Sets for Boron Through Neon. J. Chem. Phys. 1995,
103, 4572–4585.

29. Frisch, M.J.; Trucks, G.W.; Schlegel, H.B.; Scuseria, G.E.; Robb, M.A.; Cheeseman, J.R.;
Scalmani, G.; Barone, V.; Mennucci, B.; Petersson, G.A.; et al. Gaussian–09, Revision D.01;
Gaussian, Inc.: Wallingford, CT, USA, 2009.

30. Bader, R.F.W. A quantum theory of molecular structure and its applications. Chem. Rev.
1991, 91, 893–928.

31. Bader, R.F.W. Atoms in Molecules, A Quantum Theory; Oxford University Press: Oxford,
UK, 1990.

32. Popelier, P.L.A. Atoms in Molecules. An Introduction; Prentice Hall: Harlow, UK, 2000.
33. Matta, C.F.; Boyd, R.J. The Quantum Theory of Atoms in Molecules: From Solid State to DNA

and Drug Design; Wiley-VCH: Weinheim, Germany, 2007.
34. Keith, T.A. AIMALL; Version 15.09.27. TK Gristmill Software: Overland Park, KS, USA,

2011. Available online: http://aim.tkgristmill.com (accessed on 31 December 2015).
35. Reed, A.E.; Curtiss, L.A.; Weinhold, F. Intermolecular interactions from a Natural Bond

Orbital, donor-acceptor viewpoint. Chem. Rev. 1988, 88, 899–926.
36. Glendening, E.D.; Badenhoop, J.K.; Reed, A.E.; Carpenter, J.E.; Bohmann, J.A.;

Morales, C.M.; Landis, C.R.; Weinhold, F. NBO 6.0; University of Wisconsin: Madison,
WI, USA, 2013.

37. Becke, A.D. Density functional thermochemistry. III. The role of exact exchange.
J. Chem. Phys. 1993, 98, 5648–5652.

38. Lee, C.; Yang, W.; Parr, R.G. Development of the Colle-Salvetti correlation-energy formula
into a functional of the electron density. Phys. Rev. B 1988, 37, 785789.

39. Perera, S.A.; Nooijen, M.; Bartlett, R.J. Electron correlation effects on the theoretical
calculation of Nuclear Magnetic Resonance spin–spin coupling constants. J. Chem. Phys.
1996, 104, 3290–3305.

40. Perera, S.A.; Sekino, H.; Bartlett, R.J. Coupled–cluster calculations of indirect nuclear
coupling constants: The importance of non–Fermi-contact contributions. J. Chem. Phys.
1994, 101, 2186–2196.

41. Schäfer, A.; Horn, H.; Ahlrichs, R. Fully optimized contracted Gaussian basis sets for
atoms Li to Kr. J. Chem. Phys. 1992, 97, 2571–2577.

203



42. Stanton, J.F.; Gauss, J.; Watts, J.D.; Nooijen, M.; Oliphant, N.; Perera, S.A.; Szalay, P.S.;
Lauderdale, W.J.; Gwaltney, S.R.; Beck, S.; et al. ACES II; University of Florida: Gainesville,
FL, USA, 2014.

43. Del Bene, J.E.; Alkorta, I.; Elguero, J. Characterizing Complexes with Pnicogen Bonds
Involving sp2 Hybridized Phosphorus Atoms: (H2C=PX)2 with X = F, Cl, OH, CN,
NC,CCH, H, CH3, and BH2. J. Phys. Chem. A 2013, 117, 6893–6903.

44. Del Bene, J.E.; Alkorta, I.; Sanchez-Sanz, G.; Elguero, J. 31P-31P Spin-spin coupling
constants for Pnicogen Homodimers. Chem. Phys. Lett. 2011, 512, 184–187.

45. Del Bene, J.E.; Alkorta, I.; Sanchez-Sanz, G.; Elguero, J. Structures, Energies, Bonding,
and NMR Properties of Pnicogen Complexes H2XP:NXH2 (X = H, CH3, NH2, OH, F, Cl).
J. Phys. Chem. A 2011, 115, 13724–13731.

204



Theoretical Studies on Hydrogen Bonds in
Anions Encapsulated by an
Azamacrocyclic Receptor
Jing Wang, Jiande Gu, Md. Alamgir Hossain and Jerzy Leszczynski

Abstract: Hydrogen bonds in two halides encapsulated by an azamacrocyclic
receptor were studied in detail by the density functional theory (DFT) approaches
at B3LYP/6-311++G(d,p) and M06-2X/6-311++G(d,p) levels. The atoms in
molecules (AIM) theory and the electron density difference maps were applied
for characterizing the hydrogen bond patterns. The results suggest that the fluoride
complex has a unique binding pattern which shows a hydrogen bond augmented
with ionic bond characteristics.

Reprinted from Crystals. Cite as: Wang, J.; Gu, J.; Hossain, M.A.; Leszczynski, J.
Theoretical Studies on Hydrogen Bonds in Anions Encapsulated by an
Azamacrocyclic Receptor. Crystals 2016, 6, 31.

1. Introduction

The specific interactions between anions and their supramolecular receptors
have been widely studied [1–4]. Among the various anions, halides play an important
role in environments and life [5]. Interactions between halides and synthetic receptors
have been broadly investigated both experimentally and theoretically [2,6–12].
Studies indicate that these interactions are mainly attributed to hydrogen bonding
and electrostatic attractions. The binding patterns and selectivity vary with different
spacers and the linking amine groups [13–16].

A simple monocyclic polyamine incorporated with N-methyl-2,21-
diaminodiethylamine may selectively encapsulate a sulfate anion through
multiple hydrogen bonds [17]. Studies reported that this receptor was able
to encapsulate two chlorides in its macrocyclic cavity as well [18]. The X-ray
crystallography structure of the charge-assisted two chlorides encapsulated by
a hexaprotonated azamacrocycle ([H6L]6+) demonstrates that two chlorides are
located on the opposite side of the macrocycle through trigonal recognition by
hydrogen-bonding interactions [19]. Hence, the interactions for this receptor and
halides were further investigated by experiments and theoretical methods [20].
The binding between halide and a p-xylyl-based azamacrocycle was studied
experimentally by 1H-NMR titrations and single crystal X-ray diffraction analysis.
Meanwhile, the binding properties and the hydrogen bonds in the complexes were
studied by density functional theory (DFT) at the M06-2X/6-311G(d,p) level. Both
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1:1 and 1:2 complexes of [H6L(X)2]4+ with halides were investigated. The 1:2 binding
mode was found to be energetically favorable [19]. The structural analysis reveals
that each halide forms three hydrogen bonds with the neighboring protonated
amine nitrogen for each 1:2 halides binding complex. However, the predicted
binding energies for complexes of [H6L(F)2]4+ (´158.5 kcal/mol) are too strong for
characterizing six hydrogen bonds. Considering that there are six H-F bonds in this
complex and each H-F bonding energy amounts to 26.4 kcal/mol [19], it is clear
that these H-F bonds should not be classified as normal H bonds. To understand
the selectivity of the azamacrocycle it is necessary to explore the nature of these
halide-amine interactions.

To further understand and shed a light on such strong interactions between
fluoride anions and the binding center (amine), their binding patterns have been
analyzed based on the electron density formation approach. This approach is proved
to be able to reveal the binding patterns at the very basic electron density level of
theory. For comparison, the atom in molecule (AIM) approach has also been applied
to compensate the quantitating the binding patterns [21,22]. To avoid the bias of
the specific DFT functional, both B3LYP/6-311++G(d,p) and M06-2X/6-311++G(d,p)
methods were applied for all the structure optimizations and the electron density
calculations and analysis.

2. Computational Methods

The density functional theory (DFT)-based calculations were carried out for the
anion-bound azamacrocycle compounds. The DFT approach through Becke’s three
parameter (B3) exchange functional along with the Lee-Yang-Parr (LYP) nonlocal
correlation functional B3LYP [20,23–25] with an optimized weight of the exact HF
exchange was applied in the present study. The Minnesota density functional
M06-2X [26–28] level calculations were also performed. The pseudopotential basis
set LanL2DZ was applied for iodine. The standard valence triple zeta basis set,
augmented with d-type polarization and diffuse functions for heavy elements,
and p-type polarization and diffuse functions for H, 6-311++G(d,p) was used
for all the other elements [29]. The Barone-Tomasi polarizable continuum model
(PCM) [30] with the standard dielectric constant of water (ε = 78.39) was applied to
simulate the solvated environment of an aqueous solution. The force constants were
determined analytically in the analysis of harmonic vibrational frequencies for all
of the complexes. The GAUSSIAN 09 system of DFT programs [31] was used for
all computations.

To analyze the H-bonding pattern in the anion-bonded azamacrocycle systems,
the atoms-in-molecules (AIM) theory of Bader [21,22] was applied, and the analysis
was performed by the AIM2000 program [32]. The AIM analysis is based upon the
density obtained at the B3LYP/6-311++G(d,p) level. Hydrogen bonding can also
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be characterized by the change of the electron density for the bonded moiety. The
electron density around the proton and the proton acceptor decreases, while the
density between the proton and its acceptor increases as the results of the formation
of a hydrogen bond [33].

3. Results and Discussions

The present studied models of [H6L(X)2]4+ have multiple charges. The
interactions in the gas phase are mainly caused by the strong static electronic
interactions between [H6L]6+ and the anions. In order to eliminate the influences of
the static electronic interactions and reveal, more accurately, the hydrogen bonding,
all the models were fully optimized including the solvent effects through the PCM
model in which water is applied as the solvent. All the discussions will be focused
on the results with solvent obtained using PCM models. The optimized structural
parameters indicate that there is no significant difference between the structures
predicted by the B3LYP method and those predicted by the M06-2X method (the
largest deviations in the hydrogen bonding atomic distances are less than 0.02 Å,
except for HB2 of [H6L(F)2]4+, which is 0.09 Å longer in the prediction with B3LYP
than that with M06-2X)). Therefore, the following discussion is mainly based on the
results of the B3LYP/6-311++G(d,p) level of theory.

The azamacrocycle ring shows an ellipsoid structure, of which two methyl
groups are trans-orientated. As shown in Figure 1, all six nitrogen atoms (from N1 to
N6) are fully protonated. Studies show that two halide anions can be encapsulated
in the azamacrocyclic cavity, forming stable 1:2 (ligand:anion) complexes [13]. Here
we use the width and height values to describe the approximate size of the cavity.
The atomic distance between N2 and N5 is used to represent the width of the
azamacrocycle. The two aromatic benzene planes are parallel. The distance between
the two parallel planes is used to describe the height of the cavity. The optimized
cavity of the azamacrocycle has the width of 9.966 Å and height of 6.838 Å. The
fully-optimized structures of the halide-encapsulated azamacrocyclic complexes
display symmetric geometry (C2h). Six related hydrogen bonds are formed between
the halides and the six neighboring protonated amine nitrogen for the complex, HB1,
HB2, HB3, HB4, HB5, and HB6. Due to the structural symmetry, hydrogen bonds
(HB4, HB5, HB6) have the same properties as hydrogen bonds of HB1 HB2, and HB3
(Figure 1). Therefore, in the following discussions, only HB1, HB2, and HB3 will be
discussed in detail to avoid redundancy.
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Figure 1. The scheme of the [H6L(X)2]4+ structure. (X = F´, Cl´, Br´, I´).

3.1. Two Chlorides Encapsulated in [H6L]6+

The crystallography data of the chloride azamacrocyclic compound reveals
that the host’s cavity keeps the two chlorides inside with six hydrogen bonds [16].
Figure 2a shows the optimized structure resulted from the computations, which is
highly consistent with that obtained from the X-ray data (see Supporting Information).
In the theoretical structure, the width and the height of the cavity are calculated to be
10.768 Å and 7.927 Å, compared to the width and the height of 10.338 Å and 7.842 Å
in the crystal structure (Table 1). The atomic distance of the chlorides is predicted to
be around 5.628 Å, while in X-ray data the two chlorides are apart by about 4.433 Å.
The atomic distance between N1 and Cl1 is predicted to be 3.172 Å (3.146 Å in crystal
structure). In addition, the atomic distance between N2 and Cl1 is calculated to
be 3.117 Å while the X-ray data reveals that the distance amounts to 3.067 Å. The
binding energy for the chlorides with the azamacrocycle cavity is predicted to be
´52.2 kcal/mol.
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Figure 2. Two chlorides encapsulated by the azamacrocyclic compound (H6L]6+). (a) Optimized 
[H6LCl2]4+ structure; (b) electron density differences (Δρ) maps of HB1 in the plane of N1-H-Cl1; (c) 
electron density differences (Δρ) maps of HB2 in the plane of N2–H–Cl1; and (d) electron density 
differences (Δρ) maps of HB3 in the plane of N3–H–Cl1. Contours in the deformation density map 
are shown at ± 0.001 au. Grey lines indicate deficiency of density, and blue lines indicate increasing 
density. (Δρ) = ρ[H6LCl2]4+ − ρ[H6L]6+ − ρ(Cl2)2−. 

Table 1. Parameters for the hydrogen bonds at the B3LYP/6-311++G(d,p) level and AIM analysis 
(results at M06-2X/6-311++G(d,p) level are listed in parenthesis). 

 
Hydrogen 

Bonds 
NH…X 

(Ǻ) 
ρ(BCPs) 

(au) 
∇2ρ 
(au) 

X…X 
(Å) 

N2…N2’ 
(Ǻ) 

H (Ǻ) 
ΔE 

(kcal/mol) 

logK2

(Reference 
[19]) 

[H6L]F2 

HB1 
1.612  

(1.627) 
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(11.106) 
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−95.9  
(−108.9) 
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Notes: ρ(BCPs): density of the bond critical points. ∇2ρ: Laplacian of the density at the bond critical 
points. H: the distance between the two benzene planes. ΔE: binding energies of the complex 
[H6L(X)2]4+, ΔE = E([H6L(X)2]4+) − E([H6L]6+) − 2E(X)−. logK2: binding data of the ligand for halides in 
D2O at 298K. (Reference [19]). 

The atomic distance of N1H…Cl1 and N3H…Cl1 for HB1 and HB3 is both calculated to be 2.147 
Å. Their density of the BCP is 0.0296 au while the Laplacian of the density is about 0.0171 au. HB2 
reveals a shorter atomic distance of 2.068 Å. The density of the BCP and the Laplacian of the density 
are larger than those of HB1 and HB3, which read as 0.0368 au and 0.0181 au, respectively. These 
values are typical for the descriptions of hydrogen bonding [34,35]. HB2 is characterized by a 

Figure 2. Two chlorides encapsulated by the azamacrocyclic compound (H6L]6+).
(a) Optimized [H6LCl2]4+ structure; (b) electron density differences (∆ρ) maps of
HB1 in the plane of N1-H-Cl1; (c) electron density differences (∆ρ) maps of HB2
in the plane of N2–H–Cl1; and (d) electron density differences (∆ρ) maps of HB3
in the plane of N3–H–Cl1. Contours in the deformation density map are shown
at ˘ 0.001 au. Grey lines indicate deficiency of density, and blue lines indicate
increasing density. (∆ρ) = ρ[H6LCl2]4+ ´ ρ[H6L]6+ ´ ρ(Cl2)2´.

Table 1. Parameters for the hydrogen bonds at the B3LYP/6-311++G(d,p) level and
AIM analysis (results at M06-2X/6-311++G(d,p) level are listed in parenthesis).

Hydrogen
Bonds

NH . . . X
(Å)

ρ(BCPs)
(au) ∇2ρ (au) X . . . X

(Å)
N2 . . . N2’

(Å) H (Å)
∆E

(kcal/mol)
logK2

(Reference [19])

[H6L]F2

HB1 1.612 (1.627) 0.0514 0.0414

6.563
(6.502)

11.314
(11.106)

7.119
(7.172)

´95.9
(´108.9)

HB2 1.510 (1.413) 0.0691 0.0485 2.82

HB3 1.612 (1.627) 0.0514 0.0414

[H6L]Cl2

HB1 2.147 (2.130) 0.0296 0.0171

5.628
(5.628)

10.768
(10.678)

7.927
(7.736)

´52.2
(´66.5)

HB2 2.068 (2.049) 0.0368 0.0181 2.70

HB3 2.147 (2.130) 0.0296 0.0171

[H6L]Br2

HB1 2.311 (2.312) 0.0261 0.0135

5.683
(4.831)

10.705
(10.344)

8.054
(7.952)

´45.5
(´60.4)

HB2 2.233 (2.233) 0.0319 0.0143 2.28

HB3 2.311 (2.312) 0.0261 0.0135

[H6L]I2

HB1 2.571 (2.548) 0.0209 0.0128

5.435
(4.821)

10.502
(10.252)

8.347
(8.102)

´45.7
(´63.8)

2.20

HB2 2.509 (2.493) 0.0245 0.0134

HB3 2.571 (2.548) 0.0209 0.0128

Notes: ρ(BCPs): density of the bond critical points. ∇2ρ: Laplacian of the density at
the bond critical points. H: the distance between the two benzene planes. ∆E: binding
energies of the complex [H6L(X)2]4+, ∆E = E([H6L(X)2]4+) ´ E([H6L]6+) ´ 2E(X)´. logK2:
binding data of the ligand for halides in D2O at 298K. (Reference [19]).

The atomic distance of N1H . . . Cl1 and N3H . . . Cl1 for HB1 and HB3 is both
calculated to be 2.147 Å. Their density of the BCP is 0.0296 au while the Laplacian of
the density is about 0.0171 au. HB2 reveals a shorter atomic distance of 2.068 Å. The
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density of the BCP and the Laplacian of the density are larger than those of HB1 and
HB3, which read as 0.0368 au and 0.0181 au, respectively. These values are typical
for the descriptions of hydrogen bonding [34,35]. HB2 is characterized by a stronger
hydrogen bond than HB1 and HB3, which is also confirmed by X-ray data where the
Cl ion is closer to N2 than to N1 and N3.

The deformation electron density maps for the three H bonds (Figure 2b–d)
clearly demonstrate the typical characteristics of the H bonds. The electron density
increases between the donating protons and the chloride anion. The electron density
increase along HB2 is larger than that of the HB1 and HB3, indicating that hydrogen
bond HB2 is strong than the other two. This observation is consistent to the shorter
H . . . Cl atomic distance in HB2 than that in HB1 and HB3. The electron density
difference map of [H6LCl2]4+ also shows a decrease in density at the proton position
H and at the lone electron pair of N for all three hydrogen bonds. The binding energy
in [H6LCl2]4+ suggests that the average H bonding amounts to 8~9 kcal/mol.

3.2. Two Bromides Encapsulated in [H6L]6

It should be noted here that the crystallography results are available only for
[H4L(Br)2]2+ and [H4LI2]2+ where N2 and N5 are not protonated. The experimental
data reveal that bromides and iodides are not encapsulated in the azamacrocyclic
cavity (see supplementary materials). For comparison and consistency purposes, in
the present study, we consider the six protonated azamacrocyclic cavity for all the
models as those in reference [19].

As depicted in Figure 3a, the optimized structure of compound [H6LBr2]4+ has
a C2h symmetric geometry. The size of the azamacrocycle cavity in this compound is
measured by width of 10.705 Å and height of 8.054 Å, which show that the paralleled
aromatic benzene planes are parted farther, and N2 and N5 becomes closer with a
shorter atomic distance when comparing to those of [H6LCl2]4+ complexes. The two
bromides are separated by about 5.683 Å. The atomic distance of N1H . . . Br and
N3H . . . Br for HB1 and HB3 are calculated to be 2.311 Å and 2.309 Å, respectively.
Both of the corresponding densities of BCPs is ~0.026 au and the Laplacian of density
through AIM analysis is around 0.013 au. Comparison with HB1 and HB3, HB2
demonstrates a shorter atomic distance for N2H . . . Br (2.233 Å) and a larger density
of BCP (0.0319 au) and a larger Laplacian of density (0.0143). This implies that
hydrogen bond HB2 is stronger than hydrogen bonds of HB1 and HB3. The electron
density differences maps also reveal a stronger HB2, where the electron density
increases along N2H . . . Br of HB2 (Figure 4c) more than those along N1H . . . Br of
HB1 and N3H . . . Br of HB3 (Figure 3b,d).

The binding energies for the two bromides in [H6LBr2]4+ is calculated to be
´45.5 kcal/mol in the solvent, which is about 7 kcal/mol weaker than the binding
of [H6LCl2]4+.
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density differences (Δρ) maps of HB2 in the plane of N2-H-Br1; and (d) electron density differences 
(Δρ) maps of HB3 in the plane of N3-H-Br1. Contours in the deformation density map are shown at ± 
0.001 au. Grey lines indicate deficiency of density, and blue lines indicate increasing density. (Δρ) = 
ρ[H6LBr2]4+ − ρ[H6L]6+ − ρ(Br2)2−. 
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Figure 4. Two iodides encapsulated by the azamacrocyclic compound. (a) Optimized [H6LI2]4+ 
structure; (b) electron density differences (Δρ) maps of HB1 in the plane of N1-H-I1; (c) electron 
density differences (Δρ) maps of HB2 in the plane of N2–H–I1; and (d) electron density differences 
(Δρ) maps of HB3 in the plane of N3–H–I1. Contours in the deformation density map are shown at ± 
0.001 au. Grey lines indicate deficiency of density, and blue lines indicate increasing density. (Δρ) = 
ρ[H6LI2]4+ − ρ[H6L]6+ − ρ(I2)2−. 

Figure 3. Two bromides encapsulated by the azamacrocyclic compound.
(a) Optimized [H6LBr2]4+ structure; (b) electron density differences (∆ρ) maps
of HB1 in the plane of N1–H–Br1; (c) electron density differences (∆ρ) maps of HB2
in the plane of N2-H-Br1; and (d) electron density differences (∆ρ) maps of HB3
in the plane of N3-H-Br1. Contours in the deformation density map are shown
at ˘ 0.001 au. Grey lines indicate deficiency of density, and blue lines indicate
increasing density. (∆ρ) = ρ[H6LBr2]4+ ´ ρ[H6L]6+ ´ ρ(Br2)2´.

3.3. Two Iodides Encapsulated in [H6L]6

The azamacrocycle cavity which encapsulates two iodide anions has a size
characterized by a width of 10.502 Å and a height of 8.347 Å. The atomic distance
between the two iodides is 5.435 Å. The bond distances for NH . . . I are predicted to
be 2.573 Å, 2.509 Å, and 2.571 Å for HB1, HB2, and HB3, respectively. This shows
that HB2 is stronger than HB1 and HB2. The same feature can also be seen in the
related electron density difference maps (Figure 4b–d). The density of BCP for HB2
is 0.0245 au, which is about 0.004 au larger than those of HB1 and HB3, while the
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Laplacian of density for HB2 is 0.0134 au, which is slightly larger than those of HB1
and HB2.
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Figure 4. Two iodides encapsulated by the azamacrocyclic compound. (a) Optimized [H6LI2]4+ 
structure; (b) electron density differences (Δρ) maps of HB1 in the plane of N1-H-I1; (c) electron 
density differences (Δρ) maps of HB2 in the plane of N2–H–I1; and (d) electron density differences 
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Figure 4. Two iodides encapsulated by the azamacrocyclic compound.
(a) Optimized [H6LI2]4+ structure; (b) electron density differences (∆ρ) maps of
HB1 in the plane of N1-H-I1; (c) electron density differences (∆ρ) maps of HB2
in the plane of N2–H–I1; and (d) electron density differences (∆ρ) maps of HB3
in the plane of N3–H–I1. Contours in the deformation density map are shown
at ˘ 0.001 au. Grey lines indicate deficiency of density, and blue lines indicate
increasing density. (∆ρ) = ρ[H6LI2]4+ ´ ρ[H6L]6+ ´ ρ(I2)2´.

The binding energy of ´45.7 kcal/mol characterizes complexes between iodides
and the azamacrocycle. This shows similar binding strength as that predicted for
analogous complex with bromide anions, while it has weaker binding characteristics
than those of chloride anions.

3.4. Two Fluorides Encapsulated in [H6L]6

The PCM model optimized structure of model [H6LF2]4+ complex is shown in
Figure 5a. For this compound, the width of the azamacrocycle cavity is calculated
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to be 11.314 Å. The height is predicted to be 7.119 Å. The overall shape is elongated
for the [H6LF2]4+ complex, as compared to the other complexes. This elongation is
partly due to the stronger charge repulsion between the F anions. This can be further
confirmed by the significant separation of the two F anions in the complex. The two
fluoride anions are encapsulated inside the cavity at the two corners. The atomic
distance between the two anions is estimated to be 6.563 Å. For the comparison, the
other halide anions in the cavity are separated by less than 5.7 Å. As depicted in
Figure 5, each fluoride anion is bounded within the cavity through three hydrogens
of the nearby protonated amine nitrogens. Compared to the other halide complexes,
the HBs in [H6LF2]4+ complex are significantly shorter than those found in other
halides complexes. For hydrogen bonds 1 and 3 (HB1 and HB3), the atomic distances
of N1H . . . F1 is 1.612 Å.

Based upon the AIM analysis, the density of the bond critical point (BCP) for
HB1 (or HB3) is about 0.0514 au and the corresponding Laplacian of the density is
predicted to be 0.0414 au. This suggests that HB1 is a strong hydrogen bond. The
atomic distance of N2H . . . F1 of HB2 is measured to be 1.510 Å, which is about 0.1 Å
shorter than that of HB1. The density of BCP and the Laplacian of the density of HB2
are calculated to be 0.0691 au and 0.0485 au, respectively (Table 1). Here one can see
that the density of BCP of HB2 is about 0.018 au larger than that of HB1 or HB3. This
large BCP density suggests that the corresponding bond should not be attributed to
the H bond only.

To explore the nature of this extraordinary N–H–F interaction the analysis of the
electron density differences of this complex has been performed. The deformation
density maps for the three hydrogen bonds (HB1, HB2, and HB3) are depicted
in Figure 5. The electronic structures of the H-bond reveal themselves in the
deformation density map of [H6LF2]4+. For HB1 and HB3 (Figure 5b,d), it can
be seen that the concentration of electron density arises between the proton H and
the proton acceptor (fluoride) with a corresponding electron density deficiency at the
positions of the proton H and the acceptor lone pair of nitrogen. For HB2, the electron
density deformation map (Figure 5c) shows an inescapable different as compared to
those of HB1 and HB3. The electron density increase on the N–H–F plane is not just
limited to the space between H and F atomic centers. The electron density increase
is surrounding the fluoride center in this HB2 bond plane. Moreover, the electron
density increase along H-bond HB2 is much larger compared to that of the H bonds
of HB1 and HB3. This implies that HB2 is a much stronger hydrogen bond than HB1
and HB3. These differences are well correlated with the notable short atomic distance
of 1.510 Å for HB2. The density of BCP (around 0.07) also shows a bigger density
than the regular hydrogen bonds. Considering these factors, one can describe HB2
as a hybrid hydrogen bond combined with some character of ionic bonding between
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the proton and the fluoride. Therefore, HB2 contributes to the binding more than
HB1 and HB3.

The binding energies for the two fluorides anions with [H6L]6+ are calculated
to be about ´95.9 kcal/mol in polarizable environments, suggesting a very strong
binding for the fluorides and the azamacrocycle cavity. This provides further proof
that HB2 is not just a pure hydrogen bond, but a hybrid hydrogen bond augmented
with ionic binding which shows a much stronger binding than those of HB1 and HB3.
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(a) Optimized [H6LF2]4+ structure; (b) electron density differences (∆ρ) maps of
HB1 in the plane of N1–H–F1; (c) electron density differences (∆ρ) maps of HB2
in the plane of N2–H–F1; and (d) electron density differences (∆ρ) maps of HB3
in the plane of N3–H–F1. Contours in the deformation density map are shown
at ˘ 0.001 au. Grey lines indicate deficiency of density, and blue lines indicate
increasing density. ∆ρ = ρ([H6LF2]4+ ´ ρ[H6L]6+ ´ ρ(F2)2´.
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As shown in the binding ligand–halides data for the 1:2 binding complexes
at 298K in D2O (Table 1), the calculated binding strength of the studies species
has the same trend as observed in experiments. The fluorides have the strongest
binding of all the considered species and the chlorides have the less pronounced
binding potential.

There is significant influence of the complexation of halide ions on the structure
of azamacrocycle. It is noted that the cavity of azamacrocycle ring becomes larger
in order to accommodate the halides. The fluorides complex is characterized by the
longest width and the shortest height of the cavity, while in the iodides complex has
the narrowest width and the longest height. Due to the strong charge repulsion, the
two fluoride ions are located at the largest distance apart, about 1 Å farther than the
other three halides species. The binding energy suggests that the fluorides have the
strongest binding affinity to the receptor’s cavity.

4. Conclusions

The structural and bonding characteristics of halide ion complexes with
an azamacrocycle have been investigated using a computational, DFT-based
approach. We observed that the cavity of an azamacrocycle ring expands in order
to accommodate the halides. The fluoride complex has the longest width and
the shortest height of the cavity while the iodide complex is characterized by the
narrowest width and the longest height. Due to the strong charge repulsion, the two
fluorides are located at the largest distance apart, about 1 Å farther than the other
three halides species. The values of binding energy suggest that the fluorides have the
strongest interactions with the azamacrocycle. As investigated by the electron density
analysis, the interaction between NH–F is not limited to traditional H bonding, but
it could be described as a hybrid hydrogen bond mixed with contributions of ionic
bonding between the proton and the fluoride. On the other hand, the binding
strength of the chloride, bromide, and iodide complexes is only half (or less) of that
of the fluorides. The electron density analysis indicates that the halides in these
complexes are stabilized through the normal hydrogen bonds.
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RCH3¨ ¨ ¨ O Interactions in Biological
Systems: Are They Trifurcated H-Bonds or
Noncovalent Carbon Bonds?
Antonio Bauzá and Antonio Frontera

Abstract: In this manuscript, we combine high-level ab initio calculations on some
model systems (XCH3 σ-hole/H-bond donors) and a Protein Data Bank (PDB)
survey to distinguish between trifurcated H-bonds and noncovalent carbon bonds in
XCH3¨ ¨ ¨O complexes (X = any atom or group). Recently, it has been demonstrated
both experimentally and theoretically the importance of noncovalent carbon bonds
in the solid state. When an electron-rich atom interacts with a methyl group, the role
of the methyl group is commonly viewed as a weak H-bond donor. However, if the
electron-rich atom is located equidistant from the three H atoms, the directionality
of each individual H-bond in the trifurcated binding mode is poor. Therefore, the
XCH3¨ ¨ ¨O interaction could be also defined as a tetrel bond (C¨ ¨ ¨O interaction). In
this manuscript, we shed light into this matter and demonstrate the importance of
XCH3¨ ¨ ¨O noncovalent carbon bonding interactions in two relevant protein-substrate
complexes retrieved from the PDB.

Reprinted from Crystals. Cite as: Bauzá, A.; Frontera, A. RCH3¨ ¨ ¨O Interactions in
Biological Systems: Are They Trifurcated H-Bonds or Noncovalent Carbon Bonds?
Crystals 2016, 6, 26.

1. Introduction

Supramolecular chemistry is a multidisciplinary field of research that develops
very fast and has a deep impact [1,2] in the scientific community. Undoubtedly,
the comprehension of the great deal of noncovalent forces, which are the basis of
highly specific recognition, is crucial for the chemists working in this discipline. For
instance, interactions between hosts and guests govern the creation of assemblies
with high affinities even in highly competitive media [3–6]. For this reason, the correct
description and understanding of noncovalent interactions between molecules is
essential for being successful in this field of research. In general, strong and highly
directional interactions, such as hydrogen bonding and σ-hole bonding [7–17], and
less directional forces like ion pairing are used for this purpose.

The allocation of a hydrogen atom between a donor (D) and acceptor (A) moiety,
D–H¨ ¨ ¨A hydrogen bonding [18] is a particularly well studied and established
supramolecular interaction ranging in strength from very weak (~1 kcal/mol) [19]
to very strong (~40 kcal/mol) [20]. The weakest H-bonding interactions are
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established between weakly polarized D–H bonds (e.g., aliphatic CH) and mildly
electron-rich H-acceptor moieties (e.g., alkene π-electrons) [21–23]. While a single
interaction is energetically insignificant, when several weak H-bonds coexist they
can stabilize protein structures [24–26] and contribute to the binding of proteins to
carbohydrates [27–31]. Apart from this weak bonding interaction, recent theoretical
explorations have suggested that pnicogen and tetrel atoms in their sp3 hybridized
form can act as electron poor entities suitable to accommodate an electron-rich
guest [16,32–37]. Surprisingly few studies have been dedicated to studying the most
abundant of these atoms, namely, the carbon atom. As a matter of fact, it has recently
been reported that strong complexes are formed between electron-rich entities and
1,1,2,2-tetracyanocyclopropane [38–40]. Moreover, the ability of the carbon atom
in a methyl group or in an aliphatic chain (sp3 hybridized) to participate in σ-hole
interactions (as a σ-hole donor, i.e. electron acceptor) has been explored by Mani
and Arunan [41]. They demonstrated that the carbon atom in fact could act as an
electrophilic center which can non-covalently bond with electron-rich entities leading
to noncovalent carbon bonding, following a nomenclature analogous to other σ-hole
interactions [7–17]. The theoretical predictions were confirmed experimentally by
Guru Row’s group [42], thus validating the existence of this type of bonding by means
of X-ray charge density analysis. Electron density topologies in two prototypical
crystal structures with potential carbon bonding motifs (R3N+–CH3¨ ¨ ¨O/Cl) were
reported and revealed two distinct features of bond paths. That is, for the X-ray
structure with the R3N+–CH3¨ ¨ ¨ Cl motif, the bond path revealed a C–H¨ ¨ ¨Cl
hydrogen bond and for the other motif the bond path connected the electron-rich
oxygen atom with the –CH3 carbon atom; remarkably, no other bond paths connected
the oxygen atom to the C–H hydrogen atoms. More recently, cooperativity effects
involving carbon bonding interactions, and other noncovalent interactions have been
analyzed in several theoretical studies [43–45].

The presence of methyl groups is abundant in many biologically relevant ligands
and electron-rich O atoms are ubiquitous in proteins. Therefore, we wondered if
perhaps weak non-covalent bonding with sp3 hybridized carbon could have some
relevance in ligand-protein complexes. Our approach was to conduct a rigorous
statistical survey of the PDB together with quantum mechanical computations on
the RI-MP2/aug-cc-pVTZ level of theory on some model systems. For the present
theoretical study, we considered the sp3 C-atom in several exemplifying molecules
(1–3, see Figure 1) and computed their complexes with the electron-rich O atom
of two molecules (formaldehyde and HO´). In addition, using Bader’s theory of
“atoms in molecules” [46], we analyzed the bond path connecting the O atom with the
CH3 group in several complexes with the purpose of differentiating the H-bonding
from the carbon bonding. From the PDB search, we analyzed the impact of the
X–CH3¨ ¨ ¨O interactions in biologically relevant protein-ligand complexes.
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Figure 1. Compounds and complexes 1–12 studied in this work.

2. Results and Discussion

2.1. Preliminary MEP Analysis

We firstly computed the molecular electrostatic potential (MEP) mapped onto
the van der Waals surface in very simple compounds (XCH3) to explore the
existence/absence of a σ-hole in the carbon atom (along the extension of the X–C
bond) and to compare its electrostatic potential to that measured along the C–H bonds
of the methyl group. In particular we computed the MEP surfaces of fluoromethane,
dimethylether, dimethylthioether, dimethylformamide (DMF), acetonitrile, and
methylamine, and the results are shown in Figure 2. In fluoromethane and
dimethylether, an evident σ-hole is observed (see Figure 2a,b) in the C atom with
a MEP value that is comparable to that observed in the H atoms. Therefore, either
the carbon or the hydrogen bonding interactions should be equally favored, at
least electrostatically, in both molecules. For the DMF and acetonitrile molecules,
a perfectly defined σ-hole is not observed; however, both molecules present a
significantly positive value of MEP at the C atom. Finally, the methylamine and
dimethylthioether molecules (see Figure 2d,e) do not present a σ-hole at the C atom,
although the electrostatic potential is slightly positive. Consequently, both molecules
are better H-bond donors than carbon bond donors in terms of electrostatic effects.
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dimethylthioether (d); methylamine (e); and acetonitrile (f). The MEP values
at selected points are indicated.

2.2. Energetic and Geometric Results

Table 1 reports the interaction energies and equilibrium distances of the optimized
complexes 4–12 (see Figures 1 and 3) computed at the RI-MP2/aug-cc-pVTZ level
of theory. In complexes 7 and 10, where the OH´ anion interacts with charged
carbon bond donors, the noncovalent complex was not found; instead, a nucleophilic
SN2 reaction occurs in the optimization. In formaldehyde complexes, we studied
the influence of the orientation of the lone pairs of the O atom on the interaction
energy and equilibrium distance. At this point, it should be noted that we used
two charged carbon bond donors for the following reasons. First, the utilization of
trimethylsulfonium was chosen to mimic the SAM cofactor (important in methyl
transfer enzymatic processes). Second, we used methanaminium because, at
physiological conditions, the amine groups are likely protonated.

From the inspection of the results summarized in Table 1 and Figure 3, several
points are worth discussing. First, in the fluoromethane complexes, the interaction
energy with the charged OH´ guest is large and negative (´12.9 kcal/mol), modest
for the complex with the neutral formaldehyde guest (´1.9 kcal/mol). Interestingly,
the carbon bonding complexes (or trifurcated H-bonded) were found to be minima
on the potential hypersurface. Moreover, the orientation of the oxygen lone pairs
in the formaldehyde in its complexes with fluoromethane does not influence either
the interaction energy or the equilibrium distance (complexes 5 and 6). Second,
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the trimethylsulfonium and methanaminium complexes with neutral formaldehyde
present large interaction energies, being more favorable with the protonated amine.
Third, the interaction energies are identical for both orientations of formaldehyde;
however, in the case of trimethylsulfonium, the C¨ ¨ ¨O equilibrium distance is longer
in complex 8 than in 9 and the S–C¨ ¨ ¨O angle is smaller (172.0˝ in 8 and 178.6˝ in 9,
see Figure 3b). This behavior is not observed in methanaminium complexes 11 and
12, and both present almost identical geometric and energetic features.

Table 1. Interaction energies (BSSE corrected, ∆EBSSE, kcal/mol) and equilibrium
distances (R1 and R2, Å) for complexes 4-12 at the RI-MP2/aug-cc-pVTZ level
of theory.

Complex ∆EBSSE R1 (C¨ ¨ ¨ O) R2 (C¨ ¨ ¨ H)

4 –12.9 2.654 2.521
5 –1.9 2.993 2.829
6 –1.9 2.993 2.830
7 – 1 – 1 – 1

8 –8.5 2.822 2.502
9 –8.5 2.803 2.665

10 – 1 – 1 – 1

11 –9.7 2.746 2.600
12 –9.7 2.746 2.614

1 SN2 attack.
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2.3. AIM Analysis

We used Bader’s theory of “atoms in molecules” (AIM) to characterize the
noncovalent bonds in complexes 4–12 and to differentiate the type of interaction
(carbon or hydrogen bonding). A bond critical point (CP) and a bond path connecting
two atoms is unambiguous evidence of interaction. The AIM distribution of critical
points and bond paths computed for the complexes is shown in Figure 4. In all
CH3F complexes (Figure 4a), the interaction is characterized by the presence of a
bond CP that connects the O atom with the carbon atom, thus confirming the carbon
bonding nature of this interaction. The value of ρ at the bond CP that emerges upon
complexation is larger in complex 4 than in either complex 5 or 6, in agreement with
the interaction energies and equilibrium distances. In trimethylsulfonium complex 9,
where the S–C¨ ¨ ¨O angle is close to 180˝, the AIM analysis shows a bond CP and
bond path unambiguously connecting the C and O atoms. In complex 8, where
the S–C¨ ¨ ¨O angle is 172˝, the bond path presents a different trajectory and, at first
sight, seems to connect the O atom of formaldehyde to the C–H bond critical point.
However, a closer look reveals that the bond path suddenly deviates when it reaches
the C–H bond critical point and finally connects to the C atom. The distribution in
methanaminium complexes 11 and 12 (see Figure 4c) clearly shows a bond CP and
bond path connecting the C and O atoms, thus confirming the carbon bonding nature
of the interaction. In all cases, the Laplacian of ρ at the bond CP that connects the O
and C atoms is positive, as is common in closed shell interactions. Interestingly, for
the whole series of complexes, the value of ρ strongly correlates with the interaction
energies. Therefore, the value of ρ can be used as a measure of bond order in this
type of noncovalent bonding.

We also analyzed the effect of the X–C¨ ¨ ¨O angle on the interaction to find the
value that causes a change from carbon bonding to hydrogen bonding. For this study,
we progressively changed the F–C¨ ¨ ¨O angle (α) starting from 180˝ and moving
the O atom in two opposite directions (see Figure 5a): (i) toward a single H atom
(α < 180˝ values) and (ii) toward the middle of two H atoms (α > 180˝ values). In
each point, we optimized the geometry and simply froze the angle to the desired
value. Moreover, we analyzed the distribution of critical points in order to find
the value of α where the interaction changes from carbon to hydrogen bonding. If
the OH´ moves to a single C–H bond (Figure 5b), the interaction rapidly changes
from carbon bonding to hydrogen bonding; therefore, the critical angle is close to
170˝. This result agrees with the behavior observed for complex 8 (see Figure 4)
that presents an S–C¨ ¨ ¨O angle of 172˝, and the bond path trajectory reveals that
it is in the borderline between both interactions. When the OH´ moves to the
opposite direction (toward the middle of two C–H bonds), the behavior is different:
For α = 190˝ a bond path connects the C and O atoms similarly to fully optimized
complex 4. Curiously, and for α = 200˝ and 210˝, two bond paths connect the C and
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O atoms, forming a bifurcated carbon bonding. As a consequence, a ring CP (yellow
sphere) is also generated. Finally, at 220˝, the carbon bonding changes to a bifurcated
H-bonding interaction.
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3.2 Å and the X–C···O angle (A) >170°; (iii) only X-ray solid state structures are considered (no NMR 
resolved); and (iv) a resolution factor <10 Å. The search was performed using the freely available 
Relibase software [47]. As a result, we found 459 protein-ligand complexes exhibiting this type of 
bonding (see ESI for the full list of hits and their geometrical features, Table S1). The histograms plots 
for the angle and distance are represented in Figure 6. The importance of this result should be 
emphasized since we found a large number of hits, taking into consideration the tight geometric 
criteria used and that only one electron-rich element was used in the search (O). Therefore, carbon 
bonding interaction in general has a bright future in this field and will likely become a prominent 
player for explaining some biological processes, either controlling or fine-tuning the binding of 
substrates to enzymes. 

 

Figure 6. Histograms obtained directly from the Relibase software. Distance distribution is shown on 
the left and the angle distribution on the right of the figure. Inset figure: definition of d and A 
parameters; the protein is represented in blue and the ligand in red. 

Figure 5. (a) Schematic representation of the angle and both directions;
(b) distribution of critical points (red spheres) and bond paths for complexes of
fluoromethane with OH´ using F–C¨ ¨ ¨ O angles <180˝ at the RI-MP2/aug-cc-pVTZ
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This analysis is useful for defining the search criteria of carbon bonding
complexes in X-ray structure databases (CSD, PDB, etc.). Since the H atoms bonded
to C are usually not experimentally located, there is some uncertainty regarding their
real position in the CH3 group. Therefore, it is recommended that a tight criterion
regarding the X–C¨ ¨ ¨O angle (i.e., α > 170˝) is used when searching for this type of
noncovalent carbon bonding X-ray structures.

2.4. PDB Search

We explored the PDB in order to prove the importance of carbon bonding
interactions in biologically relevant molecules. The following criteria were used
for the search: (i) The CH3 donor group belongs to the ligand and the O atom is
part of the protein; (ii) C¨ ¨ ¨O distance (d) is shorter than 3.2 Å and the X–C¨ ¨ ¨O
angle (A) >170˝; (iii) only X-ray solid state structures are considered (no NMR
resolved); and (iv) a resolution factor <10 Å. The search was performed using the
freely available Relibase software [47]. As a result, we found 459 protein-ligand
complexes exhibiting this type of bonding (see ESI for the full list of hits and their
geometrical features, Table S1). The histograms plots for the angle and distance
are represented in Figure 6. The importance of this result should be emphasized
since we found a large number of hits, taking into consideration the tight geometric
criteria used and that only one electron-rich element was used in the search (O).
Therefore, carbon bonding interaction in general has a bright future in this field
and will likely become a prominent player for explaining some biological processes,
either controlling or fine-tuning the binding of substrates to enzymes.

In the original manuscripts where the protein-ligand complexes were reported,
the X–CH3¨ ¨ ¨O interaction was either overlooked or considered as an H-bonding by
the original authors. We selected two examples from this search to further illustrate
the importance of this interaction. For the first example [48], we selected a very
well resolved X-ray structure (PDB ID: 4NSY, resolution 1.1 Å. see Figure 7a) that is
a covalent complex between a trypsin-type serine protease (lysyl endoproteinase,
LysC) and its inhibitor Nα-p-tosyl-lysyl chloromethylketone (TLCK). Chloromethyl
ketones such as TLCK (Figure 7b) are well-known covalent inhibitors of cysteine
and serine proteases [49]. Two covalent bonds are formed with serine proteases,
each one to the active-site serine and histidine. Similarly, in the LysC enzyme, the
TLCK inhibitor is attacked by SER194 and by nucleophilic substitution of the Cl
atom by HIS57. This covalently bonded inhibitor interacts with the other subunit by
means of a noncovalent carbon bonding interaction (see Figure 7a). We constructed
a model to energetically evaluate this interaction. We substituted the SER193 and
HIS47 that are covalently bonded to the inhibitor by C–H bonds in order to keep
the size of the system computationally approachable. The model also includes the
alanine residue and part of the peptide backbone (see Figure 7c). The interaction
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energy is ´1.8 kcal/mol that is similar to that obtained for neutral complexes 5 and
6 (see Table 1). Remarkably, the distribution of CPs shows a bond critical point and
a bond path connecting the O atom of the amide group to the carbon atom of the
inhibitor, thus confirming the existence of the carbon bonding interaction in 4NSY.
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The second example we selected [50] corresponds to the structure of a M3 muscarinic 
acetylcholine receptor bound to tiotropium (PDB ID: 4U14, resolution 2.5 Å. see Figure 8a). 
Tiotropium is a muscarinic receptor antagonist (anticholinergic bronchodilator) used in the 
management of chronic obstructive pulmonary disease [51]. The presence of a dimethylammonium 
group in the structure ensures their ability to form electrostatically assisted carbon (or hydrogen) 
bonding interactions using the R3N+–CH3 groups. As a matter of fact, an aspartate residue of the active 
site is very close to a carbon atom belonging to one of both methyl groups (2.935 Å) with an almost 
linear N–C···O angle (177.4°). We used a theoretical model derived from the crystallographic 
coordinates that includes the antagonist and the aspartate bonded to a fragment of the peptide 
backbone. The AIM analysis confirms the existence of a carbon bonding interaction (see bond path in 
Figure 8a). The ASP147 residue is likely deprotonated in the X-ray structure, since both C–O distances 
are very similar (1.248 and 1.250 Å). In any case, we evaluated the interaction energy considering 
both possibilities. The interaction energy of the carbon bonding complex using the protonated 
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227



The second example we selected [50] corresponds to the structure of a M3
muscarinic acetylcholine receptor bound to tiotropium (PDB ID: 4U14, resolution
2.5 Å. see Figure 8a). Tiotropium is a muscarinic receptor antagonist (anticholinergic
bronchodilator) used in the management of chronic obstructive pulmonary disease [51].
The presence of a dimethylammonium group in the structure ensures their ability
to form electrostatically assisted carbon (or hydrogen) bonding interactions using
the R3N+–CH3 groups. As a matter of fact, an aspartate residue of the active site
is very close to a carbon atom belonging to one of both methyl groups (2.935 Å)
with an almost linear N–C¨ ¨ ¨O angle (177.4˝). We used a theoretical model derived
from the crystallographic coordinates that includes the antagonist and the aspartate
bonded to a fragment of the peptide backbone. The AIM analysis confirms the
existence of a carbon bonding interaction (see bond path in Figure 8a). The ASP147
residue is likely deprotonated in the X-ray structure, since both C–O distances are
very similar (1.248 and 1.250 Å). In any case, we evaluated the interaction energy
considering both possibilities. The interaction energy of the carbon bonding complex
using the protonated ASP147 is –9.0 kcal/mol. Moreover, the value of the density
at the bond critical point is ρ = 0.0093 a.u. These values strongly agree with those
previous ones computed for methanaminium (see Table 1 and Figure 4 (complexes
11 and 12)). Considering the deprotonated ASP147, the interaction energy is very
large (´73.9 kcal/mol) due to the strong electrostatic contribution. Therefore, this
charge-assisted carbon bonding interaction has a strong influence on the binding of
tiotropium in the muscarinic acetylcholine receptor.

2.5. NBO Analysis

To find out whether orbital effects are important to explain the carbon bonding
interactions described above, we performed natural bond orbital (NBO) calculations
focusing our attention on the second order perturbation analysis, due to its usefulness
for studying donor-acceptor interactions [52]. We carried out the NBO calculations
for complex 4 and for the theoretical model used to characterize the interaction
in the PDB ID 4U14 (see Figure 8c). The results of the second order perturbation
analysis are summarized in Table 2. For complex 4, we found an important orbital
contribution that consists in the interaction of the lone pair orbital (LP) of the donor
with the C–F antibonding orbital (BD*) of the acceptor. This interaction is significant
(3.5 kcal/mol) since it accounts for approximately 27% of the total interaction energy
and further confirms that the interaction in complex 4 is with the σ-hole of the
carbon atom. Moreover, the expected LPÑBD*(C–H) orbital contribution that is
typical of a hydrogen bond is less than 0.1 kcal/mol. Similarly, in the PDB 4U14, we
found an interesting LP(O)ÑBD*(C–N) contribution that is 2.0 kcal/mol and that the
LP(O)ÑBD*(C–H) interaction is less than 0.1 kcal/mol, in sharp agreement with the
AIM analysis commented above.
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Figure 8. (a) X-ray structure of 4U14 with indication of the carbon
bonding interaction (distance in Å); (b) chemical drawing of the tiotropium
antagonist; (c) AIM distribution of critical points of a model retrieved from the
X-ray coordinates.

Table 2. Donor and acceptor NBOs with indication of the second-order interaction
energy E(2) and donor and acceptor orbitals for complexes 4 and PDB ID 4U14.
Energy values are in kcal/mol.

Complex Donor 1 Acceptor E(2)

4
LP (O) BD* (C–H) <0.1
LP(O) BD* (C–F) 3.5

4U14
LP (O) BD* (C–H) <0.1
LP(O) BD* (C–N) 2.0

1 LP stands for lone pair orbital and BD* for antibonding orbital.

2.6. SAPT Analysis

In Table 3, we summarize the DF-DFT-SAPT energy values relative to some of the
carbon bonding complexes showed above in order to show the relative importance
of the electrostatic contribution to the total interaction energies, especially those
involving charged carbon bonding donors. The total SAPT interaction energies for
these three complexes are similar to those obtained using the RI-MP2/aug-cc-pVTZ
level of theory (see Table 1), attributing reliability to the partition method and the level
of theory used to compute the SAPT. The energetic contributions (Table 3) indicate
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that the cationic complexes 9 and 12 are clearly dominated by the electrostatic term.
Moreover, the contributions of induction and dispersion terms are also important. In
the neutral complex 6, the electrostatic and dispersion terms equally contribute to the
total interaction energy.

Table 3. SAPT interaction energies (Etotal, kcal/mol) and their partitioning into
the electrostatic, exchange, induction, dispersion, and contributions (Eee, Eex, Eind,
Edisp, respectively, kcal/mol) at the RI-DFT/aug-cc-pVTZ level of theory using the
DF-DFT-SAPT approach.

Complex Eee Eex Eind Edisp Etotal

6 –1.8 2.1 –0.2 –1.6 –1.5
9 –8.3 4.4 –1.3 –2.4 –7.6

12 –9.5 4.8 –1.7 –2.3 –8.7

To further demonstrate the importance of electrostatic forces in the interaction
energies of compounds 9 and 12, we computed the carbon bonding interaction of their
equivalent neutral complexes where methylamine and dimethylthioether are used
as carbon bond donors. The results are gathered in Figure 9, and it can be observed
that the interaction energies are very small (–0.7 kcal/mol for 13 and ´1.1 kcal/mol
for 14), in agreement with the MEP surfaces of methylamine and dimethylthioether
shown in Figure 2. Moreover, the localization of the minima corresponding to the
carbon bonding complexes 13 and 14 (see Figure 9) on the potential surface is worth
emphasizing, since the MEP value at the H-atoms is considerably more positive than
that at the C atom in both neutral molecules.
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3. Theoretical Methods

The geometries of the complexes studied herein have been fully optimized at
the RI-MP2/aug-cc-pVTZ level of theory. Cartesian coordinates of the optimized
complexes are given in the supplementary material file (Tables S2–S8). The
calculations have been performed by using the program TURBOMOLE version
7.0 [53]. The interaction energies were calculated with correction for the basis set
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superposition error (BSSE) by using the Boys–Bernardi counterpoise technique [54].
The Cs symmetry point group has been used in the optimization of the complexes.
The minimum nature of the complexes has been confirmed by carrying out frequency
calculations. For the theoretical analysis of the noncovalent interactions present
in PDB structures 4NSY and 4U14, the BP86-D3/aug-cc-pVTZ level of theory was
used; the position of the hydrogen atoms present in these structures was optimized
prior to the evaluation of the binding energy values. For the hereoatoms we
used the crystallographic coordinates, we used the DFT-D functional with the
latest available correction for dispersion (D3) [55]. Bader’s “atoms in molecules”
theory was used to study the interactions discussed herein by means of the AIMall
calculation package [56]. Finally, the partitioning of the interaction energies into the
individual electrostatic, induction, dispersion, and exchange-repulsion components
was carried out with the symmetry adapted intermolecular perturbation theory
approach DFT-SAPT at the BP86/aug-cc-pVTZ level of theory using the aug-cc-pVQZ
basis set for the MP2 density fitting [57] by means of the MOLPRO program [58,59].

4. Conclusions

In this manuscript, we analyzed the dual ability of the methyl group (XCH3) to
act as either H-bond or carbon bond donor in complexes with electron-rich oxygen
atoms by means of high-level ab initio calculations and using Bader’s theory of
atoms in molecules. For X–C¨ ¨ ¨O complexes exhibiting angles close to linearity, a
carbon bonding interaction instead of H-bonding is established as confirmed by AIM
and NBO analyses. The importance of electrostatic and dispersion contributions
to the interaction energy of the carbon bonding complexes was shown using the
SAPT partition scheme. We demonstrated the importance of latter interactions
in biological systems by examining the PDB and illustrated this in two selected
examples. Since –CH3 groups are commonplace, non-covalent carbon bonding
involving this group might turn out to be as functionally relevant as other σ-hole
and hydrogen bonding interactions.

Supplementary Materials: The following are available online at http://www.mdpi.com/
2073-4352/6/3/26/s1. Table S1: Results from the PDB search. Distances in Å. Angles in
degrees. Table S2: Cartesian coordinates of the complexes 4. Table S3: Cartesian coordinates
of the complexes 5. Table S4: Cartesian coordinates of the complexes 6. Table S5: Cartesian
coordinates of the complexes 8. Table S6: Cartesian coordinates of the complexes 9. Table S7:
Cartesian coordinates of the complexes 11. Table S8: Cartesian coordinates of the complexes 12.
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Effect of Intra- and Intermolecular
Interactions on the Properties of
para-Substituted Nitrobenzene Derivatives
Halina Szatylowicz, Olga A. Stasyuk, Célia Fonseca Guerra and
Tadeusz M. Krygowski

Abstract: To study the influence of intra- and intermolecular interactions on
properties of the nitro group in para-substituted nitrobenzene derivatives, two sources
of data were used: (i) Cambridge Structural Database and (ii) quantum chemistry
modeling. In the latter case, “pure” intramolecular interactions were simulated by
gradual rotation of the nitro group in para-nitroaniline, whereas H-bond formation at
the amino group allowed the intermolecular interactions to be accounted for. BLYP
functional with dispersion correction and TZ2P basis set (ADF program) were used to
perform all calculations. It was found that properties of the nitro group dramatically
depend on both its orientation with respect to the benzene ring as well as on the
substituent in the para-position. The nitro group lies in the plane of the benzene ring
for only a small number of molecules, whereas the mean value of the twist angle
is 7.3 deg, mostly due to intermolecular interactions in the crystals. This distortion
from planarity and the nature of para-substituent influence the aromaticity of the
ring (described by HOMA index) and properties of the nitro group due to electronic
effects. The results obtained by QM calculations fully coincide with observations
found for the data set of crystal structures.

Reprinted from Crystals. Cite as: Szatylowicz, H.; Stasyuk, O.A.; Guerra, C.F.;
Krygowski, T.M. Effect of Intra- and Intermolecular Interactions on the Properties of
para-Substituted Nitrobenzene Derivatives. Crystals 2016, 6, 29.

1. Introduction

The nitro group is one of the most frequently encountered substituents in
organic chemistry [1]. In the Cambridge Structural Database (CSD) [2], 38406 crystal
structures of chemical compounds containing the NO2 group are reported, whereas
considering more precise measurements—the numbers are 36030 and 20662 with
R-factor equal to or less than 0.10 and 0.05, respectively. This particular interest
in nitro-compounds is due to their very important properties. The nitro group
is one of the most typical electron-accepting substituents with the substituent
constant σp = 0.78 [3]. Recently, we analyzed the effect of the nitro group
with Kohn-Sham molecular orbital theory to separate inductive and resonance
effects [4]. Its electron-accepting power (EAP) originates via two mechanisms.

236



There is a strong inductive activity due to a combined effect of three electronegative
atoms (the group electronegativity χNO2 is equal to 4.00 for coplanar and 4.19 for
perpendicular orientation with respect to the benzene ring [5]). Furthermore, the
two electronegative oxygen atoms cause an electron deficiency on the nitrogen atom
and hence the nitro group may also act as a strong π-electron acceptor; the resonance
power of the nitro group becomes significant when the electron-donating substituent
is present in the para-position, as documented by the σp

´ constants being equal to
1.27 [3,6]. It is important to note that rotation of this group around the C-N bond
with respect to the benzene ring decreases the efficiency of the through-resonance
interactions and the substituent constant σp

´ reduces by almost a half, from 1.27 for
planar conformation to 0.72 for the perpendicular one [7].

Understanding of structural aspects of this group is very important because
nitro-compounds belong to very important chemicals applied in medicinal and
pharmaceutical chemistry [8], used as explosives [9,10] and fertilizers [11] as well as
in other fields of chemistry [1].

Deformations in geometric and electronic structure of the nitro group as well
as the deviation from coplanarity with the aromatic moiety are of great importance,
since these effects may change significantly both the nature of the group as well
as the effect on the substituted system. To study these effects we have chosen
para-substituted nitrobenzene derivatives, since one can expect in these systems
a substantial variability of aforementioned properties [12]. To this end, we have
undertaken detailed studies on: (i) deformations of para-substituted nitrobenzene
derivatives found in the solid state; (ii) controlled deformations carried out by
rotation of the nitro group in para-nitroaniline (PNA), Scheme 1; (iii) the influence of
intermolecular hydrogen (H-) bonding of the amino group on properties of the nitro
group in PNA.
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Scheme 1. Labeling of atoms in the p-nitroaniline.

2. Experimental and Computational Section

Geometries of the studied derivatives were retrieved from CSD [2] with the
following restrictions:

(1) The search was performed for organic compounds containing para-substituted
nitrobenzene fragment(s).
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(2) The search was restricted to structure measurements with the reported mean
estimated standard deviation (esd) for the CC bond ď 0.005 Å, with 3D
coordinates determined, not disordered, without errors, polymeric, ions and
powder structures, and with R ď 0.05. Sometimes solvent molecules were also
present in the crystal latice.

For the analysis of the retrieved data Vista v2.1 [13] was used.
All quantum chemical calculations were carried out using the Amsterdam

Density Functional (ADF) program [14,15]. Geometries and energies were calculated
using the generalized gradient approximation (GGA) with BLYP functional [16,17]
and DFT-D3 correction [18] as the best correction for non-covalent interactions [19].
The MOs were expanded in uncontracted sets of Slater type orbitals (STOs) containing
diffuse functions with two sets of polarization functions [20] (TZ2P).

To investigate the effect of the intermolecular H-bond on the NO2 group
properties, two types of H-bonded complexes were studied: (i) with neutral and
(ii) charge-assisted hydrogen bonds (Scheme 2). In the first case, N¨ ¨ ¨HF and H¨ ¨ ¨ FH
interactions were considered. In the second one, N´¨ ¨ ¨HF and NH¨ ¨ ¨ F´ interactions
were taken into account.
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Scheme 2. Schematic presentation of the studied H-bonded interactions of the
amino group.

The total energy of the H-bond consists of two major components: the
deformation (∆Edef) and interaction (∆Eint) energies.

∆Etot “ ∆Edef ` ∆Eint (1)

The first term represents the amount of energy required to deform the
equilibrium geometries (E1) of two fragments into their geometries in the complex (E).

∆Edef “ pEA´EA
1q ` pEB´EB

1q (2)

The second term of Equation (1) corresponds to the actual energy change when
the two distorted fragments are combined in the final structure. According to
Ziegler-Rauk method [21–23], ∆Eint can be decomposed into a number of chemically
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meaningful components representing different steps toward the formation of a
complex from two selected fragments:

∆Eint “ ∆Velstat ` ∆EPauli ` ∆Eoi ` ∆Edisp (3)

The term ∆Velstat corresponds to the classical electrostatic interaction between
the unperturbed charge distributions of the distorted fragments and is usually
attractive. The Pauli repulsion energy, ∆EPauli, comprises the destabilizing
interactions between occupied orbitals and is responsible for the steric repulsion. The
orbital interaction energy, ∆Eoi, represents the donor–acceptor interactions between
the occupied molecular orbitals on one fragment with the unoccupied molecular
orbitals of the other fragment, as well as the mixing of occupied and virtual orbitals
within the same fragment (intrafragment polarization). The term ∆Edisp accounts for
the dispersion corrections as introduced by Grimme and co-workers [18,24,25].

The changes in the H-bond strength were achieved by elongation of the distance
between N and F atoms from equilibrium to 4.0 Å with step of 0.3 Å. In all H-bonded
complexes a linearity of N¨ ¨ ¨H¨ ¨ ¨F atoms was imposed (to maintain the same
settings during the modeling of the H-bonded complexes). It is well known that this
angle is usually close to 180 deg for strong hydrogen bonds [26,27]. The calculated
differences in interaction energies for linear and bent bonding in equilibrium
complexes are less than 0.1 kcal/mol. To estimate the effect of para-substitution on the
benzene ring the same types of H-bonded complexes for aniline and p-nitroaniline
were studied.

The electron-accepting properties of the nitro group were modified with the
rotation of this group from coplanar to perpendicular orientation with respect to
the benzene ring. This angle ϕ (0 ď ϕ ď 90) was changed with step of 10 and
30 degrees for intra- and intermolecular interactions, respectively (the NH2 group
remains fixed).

The electron density distribution was analyzed using the Voronoi deformation
density (VDD) method [28,29], which is an independent basis set and yields
chemically meaningful atomic charges.

The charge of the substituent active region, cSAR, [30–32] was used to
characterize the substituent. It is defined as the sum of atomic charges of the
substituent X and the ipso carbon atom:

cSARpXq “ qpXq ` qpCipsoq (4)
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π-Electron delocalization [33] of the phenyl ring was estimated applying the
aromaticity index HOMA (Harmonic Oscillator Model of Aromaticity) [34,35]
which reads:

HOMA “ 1´
1
n

n
ÿ

i“1

α
`

Ropt´ Riq
2 (5)

where n is the number of CC bonds taken into account when carrying out the
summation, α is a normalization constant (αCC = 257.7) fixed to give HOMA = 0 for
a model nonaromatic system and HOMA = 1 for the system with all bonds equal to
the optimal value Ropt,CC = 1.388 Å, and Ri denotes the computed bond lengths.

3. Results and Discussion

Three sources of molecular geometry deformations in para-substituted
nitrobenzene derivatives are discussed: (i) substituents; (ii) intermolecular
interactions when the molecule is subjected to chemical reactions, e.g., by protonation
process; and (iii) interactions in crystals. The first two cases are relatively simple.
The reason for the perturbation is known and its magnitude may be qualitatively
estimated by applying the standard rules used for evaluation of substituent effects
or by estimation of the rate/equilibrium constants or H-bond energy. In the third
case, deformation of every symmetrically independent molecule in the elementary
crystal cell may be different even for the same crystal. Consequently, for a data set
taken for various para-substituted nitrobenzene derivatives in the crystalline state,
the source of the structural deformation is the so-called crystal packing forces and
hence presents a collection of chaotically acting reasons.

On these grounds our discussion is carried out in two parts. The first one deals
with deformations observed for various para-substituted nitrobenzene derivatives in
the crystalline state taken from CSD as a source of information. Then the application
of the quantum chemical modeling (QM) enables us to enlighten the experimental
data with some controlled quantitative descriptions.

3.1. Analyses of Molecular Geometry Deformations Based on the Cambridge
Structural Database

Two kinds of deformations are considered: (i) changes in geometry of the
nitro groups, as ONO angle and NO bond lengths; and (ii) changes in the adjacent
parts, as the linking the CN bond length as well as the dihedral angle between
the C-NO2 and phenyl ring planes. Figures 1–4 represent the above-mentioned
characteristics obtained from CSD (1750 hits with 2071 structural studied fragments)
for para-substituted nitrobenzene derivatives; phenyl ring aromaticity is shown in
Figure 5. All these histograms were prepared using Vista v2.1 [13].
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When the ONO angle is considered (Figure 1), the distribution is very
symmetrical with a mean value of 123.446 deg. The value of the angle greater than
120 deg, as expected for sp2 hybridization, may result from repulsion forces due to
the interactions between two N(+)O(–) bond dipoles. Low temperature (104K) X-ray
determination found this ONO angle equal to 123.2(1) deg [36], whereas 125.3(2)
deg from gas phase electron diffraction determination [37] and 124.35(1) deg from
microwave determination [37] were determined. It seems probable that the greater
angles estimated for free molecules are due to there being more space around the
nitro group than in the crystal state.
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Figure 1. Distribution of ONO angles for para-substituted nitrobenzene derivatives. Figure 1. Distribution of ONO angles for para-substituted nitrobenzene derivatives.

A similar analysis was carried out for the NO bond lengths; the difference
between them, d(N1O2)-d(N1O3) (labeling of atoms in Scheme 1), is presented by
histogram (Figure 2). The maximum value of these differences amounts to 0.134 Å,
whereas the range in their variability is equal to 0.193 Å for the retrieved data set.
The observed changes seem to be mostly associated with intermolecular interactions
between the neighboring molecules, the lengths of both NO bonds can be unequal
depending on the surroundings (Figure 3).
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Figure 3. Intermolecular interactions (red or blue dot lines) in crystals of
1,3-thiazolium-5-thiolate derivatives (a) MAGTEV, twist angle of the NO2 group
equal to 6.22 deg; and (b) MAGTIZ, twist angle = 41.06 deg. The p-nitrophenyl
part is presented by sticks, red lines show intermolecular interactions while not
showing neighboring molecules, whereas bolls (very small and larger) indicate
atoms of the molecule.
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The distribution of the dihedral angle between the NO2 group and phenyl ring
planes is illustrated in the histogram in Figure 4. The maximum twist (observed
for one structure, MAGTIZ) is 41.06 deg and, surprisingly, the smallest twist of
the range 0–1 deg was found for ~120 hits. That is only for ~6% of all cases!
This means that coplanarity of the nitro group with the aromatic ring can be very
easily broken. This is understandable if one takes into account that even in so
weakly interacting molecules as those in crystals of nitrobenzene a very weak
O¨ ¨ ¨H-C bond with a neighboring nitrobenzene molecule causes a dihedral angle of
1.7 deg [36]. Additionally, for both oxygen atoms of the nitro group participating
in a similar number of intermolecular interactions, the dihedral angle is close to
the one found for the mean value; in the case of para-dinitrobenzene it amounts
to ca. 10 deg [38,39]. However, if due to intermolecular interactions, the two
oxygen atoms significantly differ from each other, then the nitro group becomes
much more twisted. Good illustrations are 1,3-thiazolium-5-thiolate derivatives:
4-(4-methoxyphenyl)-3-methyl-2-(4-nitrophenyl)-1,3-thiazolium-5-thiolate (MAGTIZ)
and 2-(4-methoxyphenyl)-3-methyl-4-(4-nitrophenyl)-1,3-thiazolium-5-thiolate
(MAGTEV) [40], see Figure 3. In the first case the maximum twist angle is observed,
whereas for MAGTEV the angle amounts to 6.22 deg.
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Changes in CN bond lengths are worthy of deeper analysis because of the
large range in their variations, between 1.410 and 1.535 Å. It is well known that the
lengths of the exocyclic CN or CC bonds in para-substituted benzene derivatives
are good estimators of the aromatic character of the ring described by the HOMA
index [41]. Shortening of this bond indicates a large contribution of the quinoid
structure of the ring and hence a decrease in its aromatic character. Distribution
of the CN bond lengths, shown in Figure 5, suggests a significant variability in
aromaticity of para-substituted nitrobenzene derivatives. The length of the CN bond
in nitrobenzene is 1.467 Å [36], which is very close to the mean value (1.469 Å).
Thus, one can assume that the great range of CN bond lengths results from the
intramolecular interactions (electronic effects) between the electron-accepting NO2

group and counter-substituents located in the para-position. Moreover, it illustrates
indirectly the changes in aromaticity due to these influences.Crystals 2016, 6, 29 7 of 17 
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The obtained results for the retrieved data set (Figure 6) confirm this suggestion, showing the 
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It is important to note that histograms of the data sets for para-substituted nitrobenzene 
derivatives and measurements with R ≤ 0.075 or 0.1 are characterized by similar shapes and 
statistical parameters as shown above; only a slightly greater range of variability of the studied 
parameters and their esds were observed. 
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nitrobenzene derivatives.

The obtained results for the retrieved data set (Figure 6) confirm this suggestion,
showing the range of HOMA values from 0.826 and in a more regular way between
0.88 and 1.00. A relatively small decrease in the aromatic character of the phenyl
ring as an effect of the substituent is in line with more detailed studies based on QM
modeling of this problem [42,43].
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nitrobenzene derivatives.

It is important to note that histograms of the data sets for para-substituted
nitrobenzene derivatives and measurements with R ď 0.075 or 0.1 are characterized
by similar shapes and statistical parameters as shown above; only a slightly greater
range of variability of the studied parameters and their esds were observed.

Therefore, the aromatic character of the ring in para-substituted nitrobenzene
derivatives depends on at least two factors: (i) the twist around the CN bond and
(ii) the above-mentioned substituent effect. Figure 7 illustrates a direct dependence
of the HOMA index on the angle between planes for NO2 and carbon atoms of
the benzene ring. Taking into account that in the HOMA formula (Equation (5)),
differences between the dopt and the measured bond lengths are considered, with
relatively low accuracy of estimation of the latter, then the obtained HOMA values are
biased with a large error. Despite this disadvantage, Figure 7 shows some regularity.
The lowest values of the HOMA increase with an increase in the dihedral angle. This
means that in this direction the possible contribution of the quinoid form decreases
and hence the aromatic character increases.
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Figure 7. Dependence of HOMA on angle between planes for NO2 and carbon
atoms of the benzene ring for para-substituted nitrobenzene derivatives.

3.2. Quantum Chemistry Modeling

For clarity, this section is divided into two parts. The first one deals with
consequences of “pure” intramolecular interactions where changes are modeled by
gradual rotation of the nitro group in p-nitroaniline. The second part presents effects
of intermolecular interactions that are realized by involving the amino group in
H-bond formation. The main object of the study, p-nitroaniline (PNA), is presented
in Scheme 1 (including numbering of atoms).

3.2.1. Consequences of the Nitro Group Rotation in p-Nitroaniline

PNA can be considered as a derivative of aniline, nitrobenzene, and benzene.
To visualize how the substitution of the benzene ring affects the distribution of
charges, we computed the VDD charges of the atoms in benzene (see Figure 8) for the
nitro and amino derivatives, and finally in PNA with the planar and perpendicular
conformation (PNA90) of the nitro group. To compare the substituent effects, Cs

symmetry for all systems has been imposed (energy differences between planar and
non-planar conformations of the amino group in aniline and PNA are equal to 0.75
and 0.14 kcal/mol, respectively).

For nitrobenzene derivatives presented in Figure 8, the charge at the nitrogen
atom of the nitro group changes less (0.010 e) than at the oxygen atoms (0.028 e).
Similar modifications are observed for the amino group of aniline derivatives, where
the change in the nitrogen atom charge is smaller (0.017 e) than in hydrogen atoms
(0.020 e). In the perpendicular PNA conformation, the acidity of hydrogens in the
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amino group is clearly less than in a coplanar one (with charges of 0.139 e and 0.149 e,
respectively), but in the unsubstituted aniline the H atoms are still less acidic (0.129 e).
Conversely, the basicity of the nitrogen atom in the amino group is the largest in
aniline (q(N) = ´0.185 e), and the smallest one in the coplanar conformation of PNA
(q(N) = ´0.168 e).
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cSAR(H)
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Notes: 1 The cSAR(NO2) and cSAR(NH2) values taken from [44]; 2 Two numbers correspond to 
different ortho- positions in anions; second number characterizes the position closer to H from NH−. 

The changes in cSAR(X) values as a result of NO2 rotation in PNA are almost equivalent for the 
NO2 and NH2 groups. The nitro group loses 0.049 e whereas the amino group only 0.042 e. When 
absolute cSAR(X) values of these groups in coplanar PNA are compared with the data for 
nitrobenzene and aniline, then there results a difference of 0.082 e for the NO2 group, whereas for 
the amino group this is 0.069 e. Thus, both groups have comparable flexibility in their 
accepting/donating properties upon activity of another group located in the para position 
in benzene. 

The dependence of cSAR(X) values on the Hammett sigma constants for different 
p-nitrobenzene-X derivatives has a negative slope with correlation coefficient cc = −0.985 [44] 
indicating that the more negative cSAR(X), the higher the electron-accepting power of X. It should 
be stressed that cSAR(X) describes the electronic state of the C-X fragment representing the state 
after the substituent effect has acted. As can be seen from Table 1, the nitro group has more 

Figure 8. Voronoi deformation density (VDD) atomic charges (in electrons) for
benzene and its derivatives (Cs symmetry for all systems has been imposed).

The use of the idea of cSAR(X) enables a deeper look at the substituent
effects [44,45]. The application of this concept makes the comparison of group
characteristics available and easier to understand. Table 1 presents the cSAR(X)
data for all groups (nitro, amino and CH fragments) in the studied nitro and amino
benzene derivatives.

The changes in cSAR(X) values as a result of NO2 rotation in PNA are almost
equivalent for the NO2 and NH2 groups. The nitro group loses 0.049 e whereas the
amino group only 0.042 e. When absolute cSAR(X) values of these groups in coplanar
PNA are compared with the data for nitrobenzene and aniline, then there results a
difference of 0.082 e for the NO2 group, whereas for the amino group this is 0.069 e.
Thus, both groups have comparable flexibility in their accepting/donating properties
upon activity of another group located in the para position in benzene.
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Table 1. cSAR(X) values (in electrons) for substituents in ortho-, meta- and para-
positions of benzene and its nitro and amino derivatives 1.

Molecule cSAR(H)
(ortho-, meta- and para-Positions) cSAR(NO2) cSAR(NH2)

benzene 0.0 - -
nitrobenzene 0.033, 0.022, 0.036 ´0.146 -

aniline ´0.044, ´0.001, ´0.039 - 0.129
p-nitroaniline 0 ´0.017, 0.032, - ´0.219 0.198

p-nitroaniline 90 ´0.019, 0.029, - ´0.170 0.156
p-nitroanilide anion ´0.063/´0.085, 2 ´0.026, - ´0.509 -

p-nitroanilide anion 90 ´0.080/´0.104, 2 ´0.045, - ´0.348 -

Notes: 1 The cSAR(NO2) and cSAR(NH2) values taken from [44]; 2 Two numbers
correspond to different ortho- positions in anions; second number characterizes the
position closer to H from NH´.

The dependence of cSAR(X) values on the Hammett sigma constants for different
p-nitrobenzene-X derivatives has a negative slope with correlation coefficient
cc = ´0.985 [44] indicating that the more negative cSAR(X), the higher the
electron-accepting power of X. It should be stressed that cSAR(X) describes the
electronic state of the C-X fragment representing the state after the substituent effect
has acted. As can be seen from Table 1, the nitro group has more electron-attracting
power in coplanar PNA, then in its perpendicular conformation and finally in
nitrobenzene, with cSAR(NO2) equal to ´0.219, ´0.170 and ´0.146, respectively.

As stated above, rotation of the NO2 group around the C-N bond in PNA
modifies the accepting/donating character of both substituents. Figure 9 shows
how the rotation of the nitro group increases the relative energy, Erel, of the system.
Interestingly, in the range 30 < ϕ < 70 degrees the changes in energy are larger than
for small and large values of the rotation angle.
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Modification of the nitro substituent properties, due to its rotation, causes appropriate changes 
in cSAR(X) values of both substituents in the para position (Figure 10). Changes in cSAR(NO2) and 
cSAR(NH2) correlate well with cc = −0.985, see Figure S1. This means that the increase in the 
electron-accepting ability of the NO2 group is directly associated with an increase in 
electron-donating ability of NH2 group. Therefore, an augmentation of the aromaticity of the ring 
with an increase of φ may be expected. In this direction, the contribution of the quinoid form of 
PNA decreases, and hence an increase of the HOMA index is observed (Figure 11), in line with the 
results obtained for the data retrieved from CSD for para-substituted nitrobenzene derivatives. 
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The characteristics of both substituents obtained for the fully applied range of
the rotation angle ϕ are collected in Table S1, whereas the relationships between
cSAR(NO2), cSAR(NH2) and ϕ are shown in Figure 10. Rotation of the NO2 group in
PNA leads to a decrease in both the electron-accepting and electron-donating power
of the nitro and amino groups, respectively (see also [44]).

Modification of the nitro substituent properties, due to its rotation, causes
appropriate changes in cSAR(X) values of both substituents in the para position
(Figure 10). Changes in cSAR(NO2) and cSAR(NH2) correlate well with cc = ´0.985,
see Figure S1. This means that the increase in the electron-accepting ability of the
NO2 group is directly associated with an increase in electron-donating ability of NH2

group. Therefore, an augmentation of the aromaticity of the ring with an increase of
ϕmay be expected. In this direction, the contribution of the quinoid form of PNA
decreases, and hence an increase of the HOMA index is observed (Figure 11), in
line with the results obtained for the data retrieved from CSD for para-substituted
nitrobenzene derivatives.
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3.2.2. Consequences of the H-Bond Formation at the Amino Group in p-Nitroaniline 

Four types of intermolecular interactions of the amino group with F− and HF were taken into 
account, see Scheme 2. However, for the studied complexes, only three of them (a, b and d) exist in 
equilibrium systems since in the fourth one (c) the proton transfer reaction (HNH···F− → HN−···HF) 
occurs and another kind of equilibrium system appears. Therefore, in the case of interaction c 
(Scheme 2) complexes can only be modeled by gradually varying the distance between the heavy 
atoms of H-bond from 2.65 Å up to 4.0 Å (in this way, the strength of H-bonding is gradually 
changed). Data for the strongest studied complexes of aniline and PNA are collected in Table 2, 
whereas dependences of H-bond energy on elongation of H-bond length are presented in Figure S2. 
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An interesting effect is observed for dependence of EHB on the rotation angle φ. For the 
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3.2.2. Consequences of the H-Bond Formation at the Amino Group in p-Nitroaniline

Four types of intermolecular interactions of the amino group with F´ and
HF were taken into account, see Scheme 2. However, for the studied complexes,
only three of them (a, b and d) exist in equilibrium systems since in the fourth one
(c) the proton transfer reaction (HNH¨ ¨ ¨ F´Ñ HN´¨ ¨ ¨HF) occurs and another kind
of equilibrium system appears. Therefore, in the case of interaction c (Scheme 2)
complexes can only be modeled by gradually varying the distance between the heavy
atoms of H-bond from 2.65 Å up to 4.0 Å (in this way, the strength of H-bonding is
gradually changed). Data for the strongest studied complexes of aniline and PNA
are collected in Table 2, whereas dependences of H-bond energy on elongation of
H-bond length are presented in Figure S2.

Table 2. Energy decomposition analysis (∆E in kcal/mol) for H-bonded complexes
of aniline and p-nitroaniline (X = F for N¨ ¨ ¨ H interactions, X = N for H¨ ¨ ¨ F ones).
For HNH¨ ¨ ¨ F´ interactions dN¨¨¨F = 2.65 Å (no proton transfer).

Complex Angle
ϕ/deg dX´H /Å ∆Edef ∆Eint ∆EPauli ∆Velstat ∆Edisp ∆Eoi ∆Eoi

σ ∆Eoi
π ∆EHB

H2N¨ ¨ ¨ HF

aniline 0.971 1.37 ´12.72 21.14 ´17.91 ´1.55 ´14.40 ´11.35
PNA 0 0.967 1.42 ´9.67 17.49 ´13.42 ´1.58 ´12.16 ´8.25

30 0.967 1.41 ´9.87 17.78 ´13.76 ´1.58 ´12.31 ´8.46
60 0.968 1.36 ´10.43 18.53 ´14.66 ´1.58 ´12.71 ´9.07

PNA90 90 0.970 1.29 ´10.97 19.20 ´15.52 ´1.58 ´13.06 ´9.68

HN´¨ ¨ ¨ HF

aniline 1.069 8.70 ´40.69 31.63 ´41.29 ´1.48 ´29.54 ´27.48 ´2.07 ´31.99
PNA 0 1.065 8.43 ´35.61 50.65 ´45.59 ´1.54 ´39.12 ´36.02 ´3.10 ´27.18

30 1.067 8.50 ´36.07 51.26 ´46.05 ´1.54 ´39.74 ´27.57
60 1.075 9.42 ´37.65 53.46 ´47.61 ´1.53 ´41.98 ´28.23

PNA90 90 1.175 22.26 1 ´53.60 78.08 ´61.37 ´1.47 ´68.86 ´63.72 ´5.14 ´31.34

HNH¨ ¨ ¨ F´

aniline 1.174 12.24 ´54.36 64.88 ´58.37 ´0.97 ´59.90 ´51.22 ´8.67 ´42.12
PNA 0 1.180 12.82 ´67.83 34.89 ´54.94 ´0.98 ´46.80 ´37.55 ´9.25 ´55.01

30 1.174 12.32 ´66.68 34.36 ´54.08 ´0.98 ´45.97 ´54.36
60 1.161 11.30 ´63.51 33.19 ´51.71 ´0.98 ´44.01 ´52.21

PNA90 90 1.133 8.08 ´56.37 30.90 ´46.72 ´0.99 ´39.56 ´32.61 ´6.95 ´48.29

HNH¨ ¨ ¨ FH

aniline 1.007 0.01 ´1.94 1.78 ´2.22 ´0.64 ´0.86 ´0.79 ´0.07 ´1.93
PNA 0 1.009 0.01 ´2.91 2.11 ´3.20 ´0.69 ´1.12 ´1.02 ´0.10 ´2.90

30 1.012 0.00 ´2.78 2.09 ´3.09 ´0.71 ´1.08 ´2.78
60 1.013 0.00 ´2.63 2.07 ´2.96 ´0.71 ´1.04 ´2.63

PNA90 90 1.008 0.01 ´2.54 1.95 ´2.82 ´0.67 ´1.01 ´0.92 ´0.09 ´2.53

Note: 1 Proton transfer takes place: HN´¨ ¨ ¨HFÑ HNH¨ ¨ ¨ F´.

An interesting effect is observed for dependence of EHB on the rotation angle
ϕ. For the HNH¨ ¨ ¨F´ interactions, the H-bond becomes weaker with an increase
of ϕ, since weakening of the electron-attracting power of the NO2 group due to its
rotation causes a decrease in N-H acidity (see Figure 12). Conversely, for HN´¨ ¨ ¨HF
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and H2N¨ ¨ ¨HF interactions, an increase of ϕ is associated with an increase of the
H-bonding strength. A similar situation is observed for the dependence of EHB on
σp
´ constants of the NO2 group estimated for various twist angles of the group [7].
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for the complexes of PNA, its derivative PNA90 and aniline. The effect of the substituent on the 
strength of intermolecular interactions is consistent with the above-described substituent influence 
on acidity and basicity of the amino group. For complexes with N···HF interactions, both neutral 
and charge-assisted, the strongest H-bonds are observed for aniline and the weakest one for PNA. 
The opposite changes are found in the case of NH···F H-bonds. 

The presence of electron-accepting substituents in the para-position to the amino group leads to 
a decrease in the strength of the N···HF hydrogen bond in comparison with aniline by 3.1 and 4.8 
kcal/mol for the equilibrium structure of neutral and charged complexes, respectively (a, d in 
Scheme 2, Table 2). At the same time, if the amino group acts as a proton donor (b, c in Scheme 2), 
then NH···F bond becomes stronger by 1.0 and 13.0 kcal/mol for HNH···FH and HNH···F− 
interactions, respectively. These differences decrease (almost half) when the NO2 group is turned 
90 degrees out of the ring plane because π-electron delocalization is partly switched off as we 
computed previously [4]. Since the rotation decreases the resonance effect between NO2 and NH2 
groups, HN−···HF interaction will become stronger, whereas HNH···F− one will weaken. This is 
illustrated by Figure 12, σp− taken from ref [7]. Interestingly, the slopes of the regressions in Figure 
12 are the steepest for stronger interactions and much less steep for the weaker ones. 

To investigate the nature of the hydrogen bonds in the studied complexes the decomposition 
of the interaction energy into different components is very helpful. We performed the EDA of the 
interaction energy to determine information about the importance of specific energy terms 
(electrostatic, Pauli repulsion, orbital interaction, and dispersion). The results for H-bonded 
complexes of aniline and PNA are presented in Table 2. It is obvious that for all complexes the most 
important stabilizing term is the electrostatic one, showing more than 50% of total attractive 
interactions (i.e., ΔEoi + ΔVelstat + ΔEdisp), followed by the orbital interaction and dispersion. For all 
complexes of PNA, the contribution of the orbital interaction term, ΔEoi, is also very important 
(more than 40%), except for the weakest H-bonding, HNH···FH, where the percentage of ΔEoi is 
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Figure 12. Dependences of H-bond energy, EHB, on (a) rotation of NO2

group and (b) its σp
´ constants [7] (for equilibrium complexes, except for

HNH¨ ¨ ¨ F´ interactions).

Figure S2 presents typical, close to the linear, dependences of H-bond strength
on its distance for the complexes of PNA, its derivative PNA90 and aniline. The effect
of the substituent on the strength of intermolecular interactions is consistent with the
above-described substituent influence on acidity and basicity of the amino group. For
complexes with N¨ ¨ ¨HF interactions, both neutral and charge-assisted, the strongest
H-bonds are observed for aniline and the weakest one for PNA. The opposite changes
are found in the case of NH¨ ¨ ¨ F H-bonds.

The presence of electron-accepting substituents in the para-position to the amino
group leads to a decrease in the strength of the N¨ ¨ ¨HF hydrogen bond in comparison
with aniline by 3.1 and 4.8 kcal/mol for the equilibrium structure of neutral and
charged complexes, respectively (a, d in Scheme 2, Table 2). At the same time, if the
amino group acts as a proton donor (b, c in Scheme 2), then NH¨ ¨ ¨F bond becomes
stronger by 1.0 and 13.0 kcal/mol for HNH¨ ¨ ¨FH and HNH¨ ¨ ¨F´ interactions,
respectively. These differences decrease (almost half) when the NO2 group is turned
90 degrees out of the ring plane because π-electron delocalization is partly switched
off as we computed previously [4]. Since the rotation decreases the resonance effect
between NO2 and NH2 groups, HN´¨ ¨ ¨HF interaction will become stronger, whereas
HNH¨ ¨ ¨ F´ one will weaken. This is illustrated by Figure 12, σp

´ taken from ref. [7].
Interestingly, the slopes of the regressions in Figure 12 are the steepest for stronger
interactions and much less steep for the weaker ones.
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To investigate the nature of the hydrogen bonds in the studied complexes the
decomposition of the interaction energy into different components is very helpful.
We performed the EDA of the interaction energy to determine information about the
importance of specific energy terms (electrostatic, Pauli repulsion, orbital interaction,
and dispersion). The results for H-bonded complexes of aniline and PNA are
presented in Table 2. It is obvious that for all complexes the most important stabilizing
term is the electrostatic one, showing more than 50% of total attractive interactions
(i.e., ∆Eoi + ∆Velstat + ∆Edisp), followed by the orbital interaction and dispersion. For
all complexes of PNA, the contribution of the orbital interaction term, ∆Eoi, is also
very important (more than 40%), except for the weakest H-bonding, HNH¨ ¨ ¨FH,
where the percentage of ∆Eoi is only 22% and is comparable to the magnitude of
the dispersion term (15%). For the planar complexes, further decomposition of ∆Eoi

into σ and π components shows that ∆Eoi
σ provides the main contribution, thereby

indicating a partially covalent character of the corresponding H-bonds.
Variation of VDD charges at nitrogen and hydrogen atoms participating in

H-bonding on rotation angleϕ is presented in Figure S3. For comparison, appropriate
values for “free” PNA and HF are added. It was shown that the rotation of the NO2

group increases the negative charge at the nitrogen atom in the amino group. This
effect depends on the strength of H-bonding: H2N¨ ¨ ¨HF vs. HN´¨ ¨ ¨HF (10 kcal/mol
vs. 30 kcal/mol). In a stronger H-bonded system, the VDD(N) charge becomes more
negative. A similar picture (decrease of the positive charge as the angle ϕ increases)
is observed for VDD charges at the hydrogen atom of amino group involved in
the interaction. Moreover, participation of this atom in intermolecular interaction
increases its positive charge in comparison with free PNA and this effect depends
also on the H-bond strength. The same is observed for the HF molecule participating
in H-bonding and the free HF.

Due to the rotation of the NO2 group, the atoms of the amino group involved in
H-bonding become more negative (N) or less positive (H) (Figure S3). In the case of
the N¨ ¨ ¨H hydrogen bond, the increase of negative charge at the N atom causes a
slight strengthening of the H-bond improving the electrostatic attraction between the
PNA fragment and HF (∆Q(N) = 0.010 for neutral complexes and 0.057 for charged
ones). However, for the H¨ ¨ ¨F hydrogen bond, a reverse situation is observed.
The H-bond weakens because of the positive charge at H atom of the PNA fragment
and the electrostatic contribution is reduced (∆Q(H) « ´0.01 for both systems).

The electron-accepting ability of the substituent and the strength of H-bonding
have both a significant impact on π-electron delocalization and hence on the
aromaticity of the phenyl ring (as it is the transmitting moiety), expressed by the
HOMA index (Figure 13 and Figure S4, respectively). The changes in the aromaticity
are due to changes of the quinoid-like structure contribution and depend on the
charge transfer from the electron-donating amino group involved in intermolecular
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interactions (H-bonding) and on the electron-attracting power of NO2 which is
governed by the rotation angle ϕ.

For equilibrium complexes, the HOMA values increase with the rotation of the
NO2 group for all types of H-bonded complexes of p-nitroaniline (Figure 13). For
all PNA complexes with the NO2 group in the plane of the ring, the values of the
HOMA index are lower than those for aniline complexes (∆HOMA ~ 0.02 for neutral
system and 0.10 for charged ones). When this resonance effect is broken by rotation
of the NO2 group, an increase of aromaticity is observed. HOMA values for systems
with a perpendicular NO2 group are higher or similar to those for aniline complexes.
Furthermore, it should also be noted that, as illustrated in Figure 13, the changes in
aromaticity are consistent with those obtained for experimental data retrieved from
CSD (Figure 7).
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When considering the effect of H-bonding on π-electron delocalization of the
ring, it can be seen that the aromaticity behaves in two different ways: (i) the
formation of H-bond promotes the increase of aromaticity only for complexes
with H2N¨ ¨ ¨HF and HN´¨ ¨ ¨HF interactions whereas (ii) for HNH¨ ¨ ¨F´ charged
complexes the HOMA values are much lower. Finally, the very weak HNH¨ ¨ ¨FH
bonds almost do not affect the aromaticity (Figure S4).

Furthermore, in cases of PNA and anilines involved in H-bonding, one may
expect changes in pyramidality of the NH2 group and also changes in the C7-N14
bond length due to resonance effect, similarly as in the case of para-substituted aniline
derivatives [46]. Indeed, Figure S5 shows the dependence of pyramidality of the NH2

group on the C7-N14 bond length, which follows a linear relation with the correlation
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coefficient cc = 0.998 for H-bonded complexes of aniline and p-nitroaniline. Moreover,
the pyramidality of the NH2 group depends also on the rotation angle of the nitro
group in PNA complexes, as presented in Figure S6. As a result of the H2N¨ ¨ ¨HF
bond formation, the deformation (pyramidalization) of the NH2 group becomes
larger from 10.2 to 23.9 degrees when the NO2 group is coplanar and from 16.3 to
26.4 degrees when the NO2 group is perpendicular to the plane of the phenyl ring.

4. Conclusions

The nitro group is one of the most common substituents. Results of the
analyses of geometrical and electronic parameters of the group extracted from
CSD for para-substituted nitrobenzene derivatives as well as results obtained
quantum chemically reveal a sensitivity of the properties of this group to intra-
and intermolecular interactions. It has been shown that:

(1) Considering CSD data, deformations of the ONO angle are small, with the mean
value (123.4 deg) close to the value for nitrobenzene in the crystal (123.2(1) deg)
with a small value of esd (ca. 0.7). This indicates a rather small effect of the
chaotic action of the neighboring molecules in the crystal lattice on this angle of
the NO2 group. Similar results are found for the NO bond lengths.

(2) Much stronger deformations are observed for the twist angle, with a maximum
value of ~40 deg, but a mean value of 7.3 deg with a rather large esd (5.6 deg).
This is in line with QM results for PNA showing that rotation of the NO2 group
with respect to the benzene ring up to 30 degrees is associated with very small
changes in energy of the system, namely less than 2.0 kcal/mol, whereas to
achieve a perpendicular orientation ca. 8.0 kcal/mol is required.

(3) Substantial range of the CN bond length is observed in the crystals of
nitrobenzene derivatives (from 1.410 to 1.535 Å). Shortening of the CN bond
length indicates an increased contribution of the quinoid structure and as a
consequence a lower aromaticity of the ring. Such changes can be caused
either by distortion from coplanar orientation between the NO2 group and the
phenyl ring or by the effect of a substituent located in the para-position, as was
confirmed by QM results for PNA and its H-bonded complexes.

(4) Energy decomposition analysis of the H-bonds in the modeled complexes of
aniline and PNA revealed that the amino group can form hydrogen bonds in
a wide range of strengths (from ´2.0 to ´55.0 kcal/mol). The results support
the view that these interactions are mostly provided by electrostatic attraction,
however a significant covalent contribution has to be considered.

(5) Application of the VDD atomic charges and the cSAR concept allows an
estimation of the magnitude of the intramolecular charge transfer. For all
of the studied systems, a mutually dependent change in characteristics of both
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groups (NO2 and NH2) was observed. It was shown that the electron-attracting
ability of the nitro group dramatically depends on the moiety to which it is
attached (see Table 1) as well as on intermolecular interactions occurring even
at distant parts of the studied systems.

Supplementary Materials: The following are available online at
http://www.mdpi.com/2073-4352/6/3/29/s001. Table S1: Characteristics of substituents in
p-nitroaniline. Figure S1: Dependence of cSAR(NO2) on cSAR (NH2) for free PNA. Figure
S2: Relation between hydrogen bond energy, EHB, and its length, dHB, for the H-bonded
complexes of aniline and p-nitroaniline (NO2 group is coplanar and perpendicular to the ring
plane) with HF or F´. Figure S3: Dependences of VDD atomic charge at N and H atoms of
amino group on NO2 rotation, ϕ, for fragment of p-nitroaniline. Figure S4: Dependences of
HOMA values on H-bond length for different types of aniline and p-nitroaniline complexes.
Figure S5: Correlation between angle of pyramidality of NH2 group, Φ, and C7-N14 bond
length, dCN. Figure S6: Dependence of pyramidality angle, Φ, of NH2 group on rotation of
NO2 group, ϕ, for H2N¨ ¨ ¨ HF interactions.
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Non-Covalent Interactions in Hydrogen
Storage Materials LiN(CH3)2BH3 and
KN(CH3)2BH3
Filip Sagan, Radosław Filas and Mariusz P. Mitoraj

Abstract: In the present work, an in-depth, qualitative and quantitative description
of non-covalent interactions in the hydrogen storage materials LiN(CH3)2BH3 and
KN(CH3)2BH3 was performed by means of the charge and energy decomposition
method (ETS-NOCV) as well as the Interacting Quantum Atoms (IQA) approach.
It was determined that both crystals are stabilized by electrostatically dominated
intra- and intermolecular M¨¨¨H–B interactions (M = Li, K). For LiN(CH3)2BH3 the
intramolecular charge transfer appeared (B–HÑLi) to be more pronounced compared
with the corresponding intermolecular contribution. We clarified for the first time,
based on the ETS-NOCV and IQA methods, that homopolar BH¨¨¨HB interactions
in LiN(CH3)2BH3 can be considered as destabilizing (due to the dominance of
repulsion caused by negatively charged borane units), despite the fact that some
charge delocalization within BH¨¨¨HB contacts is enforced (which explains H¨¨¨H
bond critical points found from the QTAIM method). Interestingly, quite similar
(to BH¨¨¨HB) intermolecular homopolar dihydrogen bonds CH¨¨¨HC appared to
significantly stabilize both crystals—the ETS-NOCV scheme allowed us to conclude
that CH¨¨¨HC interactions are dispersion dominated, however, the electrostatic and
σ/σ*(C–H) charge transfer contributions are also important. These interactions
appeared to be more pronounced in KN(CH3)2BH3 compared with LiN(CH3)2BH3.

Reprinted from Crystals. Cite as: Sagan, F.; Filas, R.; Mitoraj, M.P. Non-Covalent
Interactions in Hydrogen Storage Materials LiN(CH3)2BH3 and KN(CH3)2BH3.
Crystals 2016, 6, 28.

1. Introduction

An increase in energy consumption as well as the environmental harmfulness
of current coal or hydrocarbon based fuels has led to intensive search for alternative
energy sources [1–3]. Therefore, various hydrogen storage materials, that contain
significant amounts of hydrogen, have been recently proposed. Boranes are probably
one of the best known group among numerous hydrogen storage materials [4–10].
For example one can present ammonia borane (NH3BH3) [4–10]—the attractiveness
of this material stems from its high stability, even at higher temperature (the melting
point is 104 ˝C), as well as its large hydrogen storage capacity (19.6 wt% H2). It has
been demonstrated that the former feature of ammonia borane crystal originates
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predominantly from the existence of polar dihydrogen bonds N–Hδ`¨¨¨´δH–B
between monomers [11–16]. Furthermore, it has been proven that the presence
of N–Hδ`¨¨¨´δH–B as well as other non-covalent interactions not only determines
the stability, but it can also facilitate various steps of dehydrogenation [5–8,11–23].

It has been shown that incorporation of alkali metals into boranes might
accelerate thermolitic dehydrogenation as well as reduce formation of volatile
byproducts [24–26]. Therefore various hybrid type materials have also been proposed
and extensively studied—as examples one can present LiBH4/NH3BH3 [27],
M[Zn(BH4)3], M = Li, Na, K [28] or Al(BH4)3¨NH3BH3 [25].

Quite recently McGrady and coworkers published the cutting-edge article in
which they had synthesized and characterized two further hydrogen rich crystals
LiN(CH3)2BH3 and KN(CH3)2BH3 [29]. They are depicted in Figure 1. In addition,
the authors performed topological electron density based study by means of the
QTAIM method of Bader [30]—it was reported that mainly M¨¨¨H–B (M = Li,
K) interactions stabilize the crystals. Remarkably, the authors also emphasized
that, apart from the mentioned non-covalent interactions, one observes untypical
homopolar dihydrogen interactions of the types BH¨¨¨HB and CH¨¨¨HC which are
found to determine the chain-like 1D architecture of LiN(CH3)2BH3 and 2D layers in
KN(CH3)2BH3 crystal [29], Figure 1 and Figure S1. It is noteworthy that these types of
connections are intuitively considered as destabilizing due to the lack of electrostatic
attraction between hydrogen atoms—homopolar dihydrogen interactions (especially
the intramolecular ones) are still a matter of debate in the literature [31–46]. Very
recently more and more evidence has been reported in the literature that highlight
the stabilizing nature of homopolar dihydrogen interactions [17,21,29,36–46].

Accordingly, in this work we provide complementary results which shed
light on energetic, quantitative and qualitative characteristics of non-covalent
interactions that contribute to the stability of LiN(CH3)2BH3 and KN(CH3)2BH3

crystals. It is an important goal as it is known that purely topological QTAIM
analysis might provide bond paths between atoms (or fragments) even in situations
where the overall interaction energies are positive (destabilizing) [36]. Therefore, we
applied the charge and energy decomposition scheme (ETS-NOCV) [47–49] which
has been proven to provide compact, qualitative and quantitative, descriptions
of various types of chemical bonds starting from strong covalent bonds, going
through dative connections [47–49] and ending up at various non-covalent
interactions [7,8,37,50,51]. We applied the ADF program [52–54] in which the
ETS-NOCV scheme is implemented. In order to achieve our goal we chose two
types of cluster models—the first type (containing four monomers), marked by a
blue dashed line in Figure 1A, is suitable for extraction of M¨¨¨H–B (M = Li, K), and
BH¨¨¨HB interactions, whereas the second one (containing eight monomers), depicted
by a red dashed line (Figure 1B), contains the CH¨¨¨HC contacts. For selected models
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we also plotted the reduced density gradient of the NCI (Non-Covalent Index)
method [55] in order to qualitatively characterize non-covalent interactions. In
addition, the Interacting Quantum Atoms (IQA) energy decomposition scheme [56]
was applied for a quantitative description of selected non-covalent interactions
in LiNMe2BH3.
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Figure 1. The crystal structures of LiN(CH3)2BH3 and KN(CH3)2BH3. In
addition the cluster models used in the charge and energy decomposition method
(ETS-NOCV) analysis are marked by blue (part A) and red dotted lines (part B).
The unit cell is also highlighted in the part A.

2. Materials and Methods

Our calculations were performed by means of the Amsterdam Density
Functional (ADF) program [52–54]. We used DFT/BLYP-D3/TZP because it has been
proven many times in the past that they provide satisfactory results for non-covalent
interactions [57–59]. The empirical Grimme correction (D3) [60] was used as
implemented in the ADF program. We did not calculate basis set superposition
errors (BSSE) because these effects are captured in the empirical correction D3 [60].
It is important to emphasize that we also performed additional test calculations for
the tetrameric cluster of LiN(CH3)2BH3 using the following methods: PBE-D3/TZP,
BP86-D3/TZP (ADF program) as well as MP2/6-311 + G**, PBE-D3/6-311 + G**,
BP86-D3/6-311 + G**, MO6-2X/6-311 + G**, wB97XD/6-311 + G** (based on the
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Gaussian package) [61]—the results of total bonding energies appeared to be very
similar among all these methods, Tables S1,S2 in ESI file. Accordingly, in the main
text we have only discussed the results from ADF/DFT/BLYP-D3/TZP.

In the next paragraph the main formulas of charge and energy decomposition
scheme ETS-NOCV are outlined.

2.1. ETS-NOCV

ETS-NOCV method [49] is a merger of the energy decomposition scheme by
Ziegler-Rauk [53,62] with the Natural Orbitals for Chemical Valence (NOCV) [47,48].

The natural orbitals for chemical valence (NOCV) are eigenvectors that
diagonalize the deformation density matrix:

∆PCi “ viCi, Ψi “
ÿN

j
Ci,jλj (1)

where Ci is a vector of coefficients, expanding Ψi in the basis of fragment orbitals
λj; N is a total number of fragment λj orbitals. It was shown that the natural
orbitals for chemical valence pairs (ψ´k,ψk) decompose the differential density ∆ρ

into NOCV-contributions (∆ρk):

∆ρprq “
M{2
ÿ

k“1

vk

”

´ψ2
´kprq ` ψ2

kprq
ı

“

M{2
ÿ

k“1

∆ρkprq (2)

where vk and M stand for the NOCV eigenvalues and the number of basis functions,
respectively. Visual inspection of deformation density plots (∆ρk) helps to attribute
symmetry and the direction of the charge flow. In addition, these pictures are
enriched by providing the energetic estimations, ∆Eorb(k), for each ∆ρk within the
ETS-NOCV scheme.

The exact formula, which links the ETS and NOCV methods, is given in the
next paragraph, after we briefly present the basic concept of the ETS scheme. In this
method the total bonding energy, ∆Etotal, between interacting fragments is divided
into four components:

∆ Etotal “∆Edist`∆Eelstat`∆EPauli`∆Eorb “∆Edist`∆Eint (3)

One could add that the negative value –∆Etotal is a bond dissociation energy. The
first contribution of Equation (3), ∆Edist, describes the amount of energy required to
promote fragments from their equilibrium geometry to the conformations they adopt
in the final optimized molecule. The second term, ∆Eelstat, corresponds to the classical
electrostatic interaction between the promoted fragments as they are brought to their
positions in the final complex. The third term, ∆EPauli, accounts for the repulsive
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Pauli interaction between occupied orbitals on the two fragments in the combined
molecule. Finally, the last stabilizing term, ∆Eorb, represents interactions between
the occupied molecular orbitals of one fragment with the unoccupied molecular
orbitals of the other fragment as well as mixing of occupied and virtual orbitals
within the same fragment (inner-fragment polarization). This energy term is linked
to the electronic bonding effect coming from the formation of a chemical bond. In the
combined ETS-NOCV scheme [49] the orbital interaction term (∆Eorb) is expressed
in terms of NOCV’s eigenvalues (vk) as:

∆Eorb “
ÿ

k

∆Eorbpkq “
M{2
ÿ

k“1

vk

”

´FTS
´k,´k ` FTS

k,k

ı

(4)

where FTS
i,i are diagonal Kohn-Sham matrix elements defined over NOCV with

respect to the transition state (TS) density at the midpoint between the density of
the molecule and the sum of fragment densities. The above components ∆Eorb(k)
provide the energetic estimation of ∆ρk that may be related to the importance of a
particular electron flow channel for the bonding between the considered molecular
fragments. Finally, in this work we applied a dispersion corrected functional, so
this term (∆Edisp) enters additionally into Equation (3). The ETS-NOCV analysis
was done based on the Amsterdam Density Functional (ADF) package in which this
scheme was implemented.

For ETS-NOCV analyses the crystal coordinates (not reoptimized) have been
predominantly used in order to reflect the real structures of LiN(CH3)2BH3 and
KN(CH3)2BH3. Accordingly, the distortion energy term, ∆Edist (Equation (3)), was
not calculated. Hence, an interaction energy ∆Eint was mostly analyzed in this
work. We found for the tetrameric lithium model that the reoptimized geometry as
well as bonding properties corresponds well to the crystal structure—accordingly,
for this system we also considered the ∆Edist term (Figure 2A) and discussed
the corresponding total bonding ∆Etotal and interaction ∆Eint energies. It needs
to be added that our efforts to reoptimize the remaining models provided
geometries which do not correspond to the crystal structures of LiN(CH3)2BH3

and KN(CH3)2BH3. For monomers the optimized structures are considered for
ETS-NOCV analysis as they are similar to crystal geometries—in addition, it allows
for discussion of the overall stability of monomers (∆Etotal values).
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Figure 2. The optimized tetrameric cluster model of LiN(CH3)2BH3 along with
energy decomposition results describing the interaction between two dimeric
fragments in LiN(CH3)2BH3 (A). The fragmentation pattern used in ETS-NOCV
analysis is indicated by black dashed line. (B) displays the most relevant
deformation density contributions describing Li¨¨¨H–B interactions. The red color
of deformation densities shows charge depletion, whereas the blue an electron
accumulation due to Li¨¨¨H–B interaction.
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2.2. NCI Technique

It has been shown that the reduced density gradient:

s “
1

2p3π2q
1{3

|∇ρ|

ρ4{3
(5)

appeared to be a useful quantity for a description of non-covalent interactions. In
order to obtain information about the type of bonding, plot of reduced density
gradient s against molecular density ρ is very often examined. When a weak inter-
or intramolecular interaction is present, there exists a characteristic spike lying
at low values of both density ρ and reduced density gradient s. To distinguish
between attractive and repulsive interactions the eigenvalues (λi) of the second
derivative of density (Hessian, ∇2ρ) are used, ∇2ρ = λ1 + λ2 + λ3. Namely, bonding
interactions are characterized by λ2 < 0, whereas λ2 > 0 indicates that the atoms
are in non-bonded contact. Therefore, within the NCI technique, one can draw
information about non-covalent interactions from the plots of sign(λ2)ρ vs. s. In
such plots the low gradient spike, an indicator of stabilizing interaction, is located
within the region of negative values of the density. On the contrary, the repulsive
interactions are characterized by positive values of sign(λ2)ρ. One can also plot the
contour of s colored by the value of sign(λ2)ρ providing a pictorial representation of
non-covalent interactions.

2.3. IQA (Interacting Quantum Atoms) Energy Decomposition Scheme

The Interacting Quantum Atoms (IQA) approach of Blanco and coworkers [56]
allows to partition an electronic energy E into atomic (EA

self) and diatomic
contributions (EAB

int ):

E “
ÿ

A

EA
self `

1
2

ÿ

A

ÿ

B‰A

EAB
int (6)

The interatomic interaction energy EAB
int covers all inter-particle interactions:

nucleus-nucleus, VAB
nn , nucleus-electron, VAB

ne , electron-nucleus, VAB
en , and

electron-electron, VAB
ee , coming from interatomic interaction energies of particles

ascribed to atom A with particles ascribed to atom B:

EAB
int “ VAB

nn `VAB
en `VAB

ne `VAB
ee “ VAB

nn `VAB
en `VAB

ne `VAB
eeC `VAB

eeX (7)

The VAB
ee term can be further divided into exchange (VAB

eeX) and Coulomb (VAB
eeC)

contributions. The AIMALL program was used for the IQA calculations [63]. Due
to the fact that we are interested in interaction energies in crystals we focused our
attention on EAB

int . More details and numerous applications of the IQA technique can
be found in Reference [56].
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2.4. Molecular Electrostatic Potential (MEP)

The electrostatic potential V(r) of a molecule at point “r”, due to nuclei and
electrons, is defined as:

Vprq “
ÿ

A

ZA
|RA ´ r|

´

ż

ρpr1qdr1
|r´ r1|

(8)

where ZA is the charge of nucleus at position RA and ρ (r) is the total electronic
density. The sign of V(r) depends upon whether the positive contribution of the
nuclei or negative from the electrons is dominant. Negative values of V(r) correspond
to nucleophilic areas of the molecule, whereas the positive to electrophilic regions. It
has been demonstrated in numerous works that MEP is a very useful quantity for in
depth description of electron density distribution [64–67].

3. Results and Discussion

Let us start by discussing factors determining the stability of LiN(CH3)2BH3. It
can be seen from Figure 2A that the overall interaction energy between fragments,
each consisting of the two LiN(CH3)2BH3 monomers, is ∆Eint = ´35.63 kcal/mol
(´17.81 kcal/mol permonomer-monomer interaction). This is in very good
agreement with ∆Eint obtained for the crystal (non-optimized) geometry, Figure
S2. An inclusion of the geometry distortion term leads to an overall bonding energy,
∆Etotal = ´29.57 kcal/mol. It is noteworthy that other computational protocols
provide very similar ∆Etotal values, Tables S1 and S2.

The dominating contribution (55%) to ∆Etotal stems from the electrostatic
stabilization ∆Eelstat =´35.56 kcal/mol, followed by the orbital interaction
∆Eorb =´18.17 kcal/mol (28%) and the dispersion components ∆Edisp =´11.38 kcal/mol
(17%), Figure 2A. The molecular electrostatic potential (MEP) of the monomer
demonstrates (Figure 3A) that the borane group is negatively charged, whereas
the electrophilic region (positive MEP values) is seen around Li which explains the
dominance of the electrostatic term in the intermolecular stabilization of LiN(CH3)2BH3.

Further decomposition of ∆Eorb into deformation density contributions
according to the ETS-NOCV scheme is shown in Figure 2B. It can be seen that the
leading deformation densities, ∆ρ1 and ∆2, depict the formation of Li¨¨¨H–B bonds.
They originate from an outflow of electron density from σ (B–H) bonds to Li+ ions,
Figure 2B, and correspond to the following stabilization, ∆Eorb(1) = ´11.91 kcal/mol,
∆Eorb(2) = ´3.47 kcal/mol, respectively. Such outflow leads to the elongation of
B-H bonds by ~0.1 Å (as compared with non-bonding monomers). It is important to
emphasize that Li¨¨¨H–B interactions also lead to some charge delocalization within
the “bay” containing two Li ions and two borane units, see ∆ρ2 in Figure 2B. This is
fully consistent with the presence of QTAIM bond critical points between hydrogen
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atoms in homopolar bridges BH¨¨¨HB as found by McGrady and coworkers [29].
However, an interesting question emerges at this point: is the LiN(CH3)2BH3 dimer
consisting of two monomers exposed to each other via pure BH¨¨¨HB interaction
stable? Such a situation, i.e., the dimer in the geometry of the optimized tetrameric
cluster model, is depicted in Figure 4B. Our results clearly indicate that in such a case
the overall monomer-monomer interaction energy is positive due to significant
Pauli and electrostatic repulsions (with total of +9.06 kcal/mol) that overcome
subtle stabilization from charge transfer ∆Eorb and dispersion ∆Edisp (summing
up to ´4.16 kcal/mol)—accordingly, pure BH¨¨¨HB interactions would destabilize
the LiN(CH3)2BH3 crystal. The same conclusions are valid when considering the
dimer in crystal geometry, Figure S3.
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Figure 4. Dimer of LiN(CH3)2BH3 consisting of BH¨¨¨HB interactions together with
results of ETS-NOCV analysis (B). The dimer was cut from the optimized tetramer
model and it is marked with black dotted lines (A).

Furthermore, we have not found any local minimum energy structure on the
potential energy surface for a dimer that would contain solely BH¨¨¨HB interaction
(a dimer where BH3 units are exposed to each other). Summarizing, the major
stabilization in the LiN(CH3)2BH3 crystal arises from electrostatically dominated
intermolecular Li¨¨¨H–B interactions, as previously reported by McGrady et al. [29].
The formation of such bonds additionally enforce some charge delocalization within
BH¨¨¨HB contacts (∆ρ2 in Figure 2B), however, the overall BH¨¨¨HB interaction
is destabilizing. Our conclusions are fully in line with the other, mostly
experimental studies, in which the destabilizing role of BH¨¨¨HB interactions were
also suggested [68–72]. McGrady and coworkers reported the opposite in their series
of recent articles [17,20,21,29]. Due to the fact that such interactions are clearly a
matter of debate, in addition, we performed the Interacting Quatum Atoms (IQA)
based study for the tetrameric models of LiNMe2BH3. The results are gathered
in Table 1.
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Table 1. The interacting quatum atoms (IQA) energy decomposition results
(in kcal/mol) describing the two atomic interactions X¨¨¨Y (X=Li, H; Y=H) in
LiNMe2BH3.

IQA(X¨¨¨Y) VAB
ne VAB

en VAB
nn VAB

ee VAB
eeC VAB

eeX VAB
int

*

Li¨¨¨H(B) –805.9 –338.4 480.1 565.4 568.2 –2.8 –98.8
(C)H¨¨¨H(C) –140.6 –138.2 130.8 147.2 148.6 –1.4 –0.80
(B)H¨¨¨H(B) –198.9 –198.6 119.7 327.2 330.0 –2.7 +49.4

* EAB
int “ VAB

nn `VAB
en `VAB

ne `VAB
ee “ VAB

nn `VAB
en `VAB

ne `VAB
eeC `VAB

eeX.

It is visible from Table 1 that the overall diatomic interaction energies, EAB
int , for

Li¨¨¨H(B) and (C)H¨¨¨H(C) are negative, ELi¨¨¨H(B)
int “ ´98.8 kcal{mol, E(C)H¨¨¨H(C)

int “

´0.80 kcal{mol, which indicates the stabilizing interactions as opposed to the
homopolar (B)H¨¨¨H(B) contacts which appeared to be significantly destabilizing,
E(B)H¨¨¨H(B)

int “ `49.4 kcal{mol. This is due to the significantly positive electron-electron
repulsion term, VAB

ee “ 327.2 kcal{mol, caused in turn by the Coulomb contribution
VAB

eeC “ 330.0 kcal{mol, Table 1. We also looked at the partial charges in the monomer
and tetramer of LiN(CH3)2BH3 and found that in both cases the borane units are
negatively charged, which conforms to the significant value of the Coulomb repulsion
VAB

eeC found from the IQA analysis, Figure S4 and Table 1. We further calculated
the electrostatic interaction between the monomers bonded via BH¨¨¨HB contacts in
the presence of the two other monomers (Figure S5). Interestingly, we found the
electrostatic repulsion, ca. 15.6 kcal/mol, which is even more pronounced than the
repulsion noted for the dimer without the neighboring monomers, 7.08 kcal/mol,
Figures S3,S5—we determined that it is due to the closely located Li ions which act as
electron density attractors making BH3 units more nucleophilic compared with the
monomer, Figure S6. All these results based on the ETS-NOCV, IQA methods, atomic
charges and molecular electrostatic potentials allow to conclude on the destabilizing
nature of BH¨¨¨HB contacts in LiN(CH3)2BH3—it is important to admit that our results
are based on cluster models which might lead to omission of some bonding features
in real crystals especially as far as weak non-covalent interactions are taken into
account—accordingly, further studies based on other methods within the periodic
calculations are necessary in order to fully delineate the nature of homopolar BH¨¨¨HB
interactions. Unfortunately, the ETS-NOCV and IQA schemes are not yet available
for public use in periodic calculations codes. On the other hand, it seems rational to
comment, based on the very huge positive value of the (B)H¨¨¨H(B) interaction energy
E(B)H¨¨¨H(B)

int “ `49.4 kcal{mol in the tetrameric Li-model, that it is to be expected that
in the real Li-crystal the BH¨¨¨HB interactions are likely to be destabilizing.

It is probably important to add that the electron density accumulation in
the inter-hydrogen region of BH¨¨¨HB is indeed sufficient to observe a bond path
(as it has been noted by McGrady et al. [29])—however, it does not necessarily
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imply the overall stabilizing interactions: for example, as nicely demonstrated by
Cukrowski et al. [36], two water molecules enforced to approach each other via
oxygen atoms leads to formation of the oxygen-oxygen bond critical point, however,
the overall binding energy is as expected positive (destabilizing) due to the fact that
some subtle stabilization arising from the electron-exchange channel (resulting also
in the negative ∆Eorb values) is diminished by the Pauli and electrostatic repulsion. A
similar situation is observed in dimers of M2X2 (for M = Li, K, X = H, Cl) where M-X
stabilization outweighs the repulsion stemming from M-M and X-X interactions [73].

In Figure 3A the structure of the LiN(CH3)2BH3 monomer is presented. It
can be seen that lithium ion forms a chemical bond not only with the nitrogen
atom, but also with the BH3 unit through intramolecular Li¨¨¨H–B interactions. The
binding energy of BH3 to NMe2Li appears to be significant, ∆Etotal =´63.99 kcal/mol,
Figure 3B. Just for comparison, the binding energy of BH3 to ammonia in NH3BH3 is
only ´30.3 kcal/mol [13]. Such a difference is related to the existence of strong
intramolecular Li¨¨¨H–B interactions. ETS-NOCV allowed us to conclude that,
apart from strong dative bonds, described by ∆ρ(N-B) and the corresponding
∆Eorb(B–N) = ´105.63 kcal/mol, additional intramolecular Li¨¨¨H–B interactions are
formed, ∆ρ(Li¨¨¨H–B). The latter component corresponds to significant charge transfer
stabilization, ∆Eorb(Li¨¨¨H–B) = ´20.94 kcal/mol, Figure 3B. It is noteworthy that the
intramolecular Li¨¨¨H–B charge transfer component (Figure 3B) appears to be stronger
than the intermolecular one, ∆Eorb(Li¨¨¨H–B) = ´15.38 kcal/mol (Figure 2B)—this is
related to the fact that in the latter case B–H bonds interact with the single Li ion,
whereas in the former one with multiple Li ions.

We further performed similar calculations for the tetrameric model of
KN(CH3)2BH3 as well as for the monomer—the results of ETS-NOCV calculations are
shown in Figures 5 and 6 . Similarly to LiN(CH3)2BH3, intermolecular interactions
in the tetramer of KN(CH3)2BH3 are dominated by electrostatic forces (60% of
total stabilizing contributions), followed by dispersion (22%) and orbital interaction
components (18%), Figure 5. The overall intermolecular K¨¨¨H–B interaction energy
is slightly less pronounced compared to the corresponding Li¨¨¨H–B due to the larger
size of potassium compared to lithium. One should point out the lack of BH¨¨¨HB
electron delocalization within the “bay” between the two potassium atoms and BH3

groups, which is present in LiN(CH3)2BH3 (∆ρ2 in Figure 2b). It has been already
noted by McGrady and coworkers [29]. The B–N dative bond in KN(CH3)2BH3

monomer is of similar strength ∆Eorb(B–N) = ´104.30 kcal/mol with respect to
LiN(CH3)2BH3. The intramolecular K¨¨¨H–B charge delocalization is of similar
magnitude to the intermolecular-one, Figures 5B and 6B. Finally, the overall bonding
energy of BH3 to KN(CH3)2 in the monomer, ∆Etotal = ´67.34 kcal/mol, appeared
to be more negative compared to the corresponding ∆Etotal = ´63.99 kcal/mol for
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LiN(CH3)2BH3 predominantly due to a lower Pauli repulsion contribution, Figures 3
and 6.
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decomposition results describing the interaction between two dimeric fragments
in KN(CH3)2BH3 (A). The fragmentation pattern used in ETS-NOCV analysis is
indicated by a black line. Part (B) displays the most relevant deformation density
contributions describing K¨¨¨H–B interactions. The red color of the deformation
densities shows charge depletion, whereas the blue an electron accumulation due
toK¨¨¨H–B interaction.

Finally, we consider the two remaining cluster models of LiN(CH3)2BH3 and
KN(CH3)2BH3 where homopolar CH¨¨¨HC interactions are involved, Figures 1B, 7A
and 8A.

The results of energy decomposition analyses demonstrate the stabilizing
nature of CH¨¨¨HC interactions in both crystals—the overall interaction energy
is ∆Eint = ´17.45 kcal/mol for KN(CH3)2BH3, whereas it is only ∆Eint = ´4.34
kcal/mol for LiN(CH3)2BH3, Figures 7A and 8A. Significantly more pronounced
stabilization in potassium crystal originates from larger number of CH¨¨¨HC contacts
as compared to the lithium analog. It constitutes the 2D layers architecture of the
potassium crystal as compared to rather 1D chain-like structure in LiN(CH3)2BH3.
In both cases the main contribution (64%–68%) to overall stabilization is dispersion,
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∆Edisp = ´4.63 kcal/mol for LiN(CH3)2BH3 and ∆Edisp = ´18.78 kcal/mol for
KN(CH3)2BH3, Figures 7A and 8A. The same has been already suggested by
McGrady and coworkers [29]. We found in addition that the electrostatic ∆Eelstat
and orbital interaction ∆Eorb terms are also important, Figures 7A and 8A. Figures
7B and 8B shows that the formation of the CH¨¨¨HC interactions is accompanied
by a charge outflow from the occupied σ(C–H) bonds and the electron density
accumulation is visible in the inter-hydrogen region of CH¨¨¨HC units. Considering
the classical language of a molecular orbital theory one can summarize that the
“electronic” part of the CH¨¨¨HC bonding is based on both donation from the occupied
σ (C–H) bonds into the empty σ*(C–H) of methyl groups as well as polarization
of the C–H bonds (mixing of σ/σ*(C–H)). These stabilizing contributions (the
polarization and charge transfer) are clearly mixed—at this point one can reference
other important and interesting works in which the meaning of both contributions is
debated in terms of non-covalent interactions [67,68,74–76].
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It is important to reference other works where dispersion dominated CH¨¨¨HC
interactions have been found—Echeverría and coworkers found, based on MP2
studies, the “subtle but not faint” stabilizing CH¨¨¨HC interactions between
alkanes [77]. Further Valence Bond studies have revealed [78], in line with our
conclusions, that, apart from the crucial dispersion term, also the σ/σ*(C–H)
polarization/charge transfer and electrostatic contributions are important. Recently,
numerous reports are present in the literature on the stabilizing nature of CH¨¨¨HC
interactions in various types of hydrocarbons [37,38,79–85], as well as their
importance in catalysis [42,43,86].

In order to complement and confirm the conclusions obtained by the ETS-NOCV
method we additionally plotted the contour of the reduced density gradient of
the NCI (Non-Covalent Index) method [55] for KN(CH3)2BH3, Figure 9. It was
demonstrated that this method is well suited for visualization of non-covalent
interactions [55]. It is clearly seen, in line with ETS-NOCV based study, that the
crystal of KN(CH3)2BH3 is stabilized by numerous inter and intramolecular K¨¨¨H–B
as well as additionally by CH¨¨¨HC interactions. The same is valid for LiN(CH3)2BH3.
It is to be anticipated that the existence of strong M¨¨¨H–B interactions in both crystals
might affect the mechanism of dehydrogenation similarly as has been already shown
for the parent compound LiNH2BH3 for which dehydrogenation is initiated by
Li¨¨¨H–B interactions and proceeds further through formation of LiH hydride and
NH2BH2 as intermediates [87–89].
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4. Conclusions

In the present study non-covalent interactions in the hydrogen storage
materials LiN(CH3)2BH3 and KN(CH3)2BH3 are for the first time quantitatively
(and qualitatively) described by means of the charge and energy decomposition
method ETS-NOCV as well as the Interacting Quantum Atoms (IQA) approach.

It was found, in line with the pioneering work of McGrady et al. [29], that both
crystals are stabilized by numerous intra- and intermolecular M¨¨¨H–B interactions
(M = Li, K). The ETS-NOCV calculations indicated that these bonds are electrostatically
dominated, followed by charge transfer and dispersion contributions. Interestingly,
the intramolecular charge transfer contributing to Li¨¨¨H–B interaction appeared to be
more pronounced than the corresponding intermolecular delocalization. We further
noticed in LiN(CH3)2BH3 that formation of intermolecular Li¨¨¨H–B interactions
enforces charge delocalization within the homopolar BH¨¨¨HB contacts which explains
the presence of the QTAIM bond critical points between clashing hydrogen atoms
as was found by McGrady et al. [29]. In contrast, our investigations allowed us to
conclude that monomers of LiN(CH3)2BH3 are not likely to spontaneously form any
stable aggregates via “pure” stabilizing BH¨¨¨HB interactions (BH3 to BH3 orientation)
due to the presence of negatively charged borane units—from a fundamental point
of view it demonstrates that BH¨¨¨HB interactions can be rather considered as
destabilizing in this type of compounds. We further confirmed this conclusion by
the Interacting Quantum Atoms (IQA) energy decomposition calculations—namely,
the dihydrogen interaction energy in BH¨¨¨HB appared to be significantly positive
(destabilizing), EBpHq¨¨¨HpBq

int “ `49.4 kcal{mol as opposed to Li¨¨¨H–B interactions,

ELi¨¨¨HpBq
int “ ´98.8 kcal{mol.

Contrary to homopolar BH¨¨¨HB interactions, the ETS-NOCV and IQA methods
allowed us to identify stabilizing homopolar dihydrogen interactions CH¨¨¨HC in
both LiN(CH3)2BH3 and KN(CH3)2BH3—the presence of such stabilization has
already been suggested by McGrady and coworkers based on a topological QTAIM
study [29]. We found herein quantitatively that these interactions are dispersion
dominated (64% for LiN(CH3)2BH3 and 69% for KN(CH3)2BH3), followed by charge
transfer (13% for both LiN(CH3)2BH3 and KN(CH3)2BH3) and electrostatic (23%
for LiN(CH3)2BH3 and 17% for KN(CH3)2BH3) terms. It was confirmed that these
interactions are far stronger in the potassium crystal due to the larger number of
CH¨¨¨HC contacts compared to the lithium analogue. Moreover, the NOCV-based
deformation density contributions allowed to state that the “electronic” part of the
CH¨¨¨HC interaction is based on both donation from the occupied σ(C–H) bonds
into the empty σ*(C–H) of methyl groups as well as polarization of the C–H bonds
(mixing of σ/σ*(C–H)).
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Briefly summarizing, our in-depth theoretical investigations performed by
means of the ETS-NOCV and IQA energy decomposition methods, electrostatic
potentials and charges, allowed us to confirm most of the findings that have been
already reported in the pioneering work of McGrady et al. [29]. Furthermore, we
provided for the first time the energetic description of non-covalent interactions
contributing to the stability of LiNMe2BH3 and KNMe2BH3 as well demonstrating,
contrary to McGrady et al. [29], the repulsive nature of the homopolar interactions
BH¨¨¨HB. The latter is in line with numerous experimental papers [68–72]. Due to
the fact that our calculations are based on the cluster approach as well as the fact
that all theoretical methods are not free from approximations and very often not
from arbitrariness, we believe that further works are needed from both theoretical
and experimental laboratories in order to fully uncover the nature of homopolar
BH¨¨¨HB interactions.
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[FHF]´—The Strongest Hydrogen Bond
under the Influence of External Interactions
Sławomir J. Grabowski

Abstract: A search through the Cambridge Structural Database (CSD) for crystal
structures containing the [FHF]´ anion was carried out. Forty five hydrogen
bifluoride structures were found mainly with the H-atom moved from the mid-point
of the F . . . F distance. However several [FHF]´ systems characterized by D8h
symmetry were found, the same as this anion possesses in the gas phase. The
analysis of CSD results as well as the analysis of results of ab initio calculations on
the complexes of [FHF]´ with Lewis acid moieties show that the movement of the
H-atom from the central position depends on the strength of interaction of this anion
with external species. The analysis of the electron charge density distribution in
complexes of [FHF]´ was performed with the use of the Quantum Theory of Atoms
in Molecules (QTAIM) approach and the Natural Bond Orbitals (NBO) method.

Reprinted from Crystals. Cite as: Grabowski, S.J. [FHF]´—The Strongest Hydrogen
Bond under the Influence of External Interactions. Crystals 2016, 6, 3.

1. Introduction

The [FHF]´ system has been the subject of numerous studies [1–3] since it is an
example of one of the strongest hydrogen bonds (if not the strongest known) [4–7];
it is often classified as a short strong hydrogen bond (SSHB) [5,8]. The electronic
structure of the [FHF]´ anion and of other hydrogen bihalides, [XHX]´, is often
interpreted in terms of a three-center four-electron bond [9]; these bihalides are
linear with a symmetrically shared proton [10]. In numerous studies the bond
dissociation energy, D0, of the reaction [FHF]´ Ñ F´ + HF was evaluated and is
located over a broad range between 35 and 60 kcal/mol [3,10]. Recent benchmark
fc-CCSD(T) calculations with aug-cc-pVnZ basis sets up to cardinal number n = 7
and followed by extrapolation to the complete basis set limit, with the consideration
of zero point vibration energy and contribution of the mass-dependent diagonal
Born-Oppenheimer correction, results in D0 value of 43.39 kcal/mol [3].

It seems that the hydrogen bihalides, [XHX]´, described briefly here, are the
only well documented systems with a symmetrical position of the H-atom, exactly
in the middle of X . . . X distance. The H5O2

+ and (N2)H+(N2) species, or others
often known as proton-bound homodimers [11], were analyzed and the high level
calculations show that the H-atom is slightly moved from the mid-point of the
distance between the neighboring heavier centers [12]. It is situated closer to one
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of the neighboring electronegative centers but the potential barrier height for the
proton transfer process is very low, even negligible [12]. This explains why studies
on the symmetrical and unsymmetrical [FHF]´ systems are very interesting. The
latter anion is characterized by the D8h symmetry in a gas phase [1–3] but in crystal
structures shifts of the proton from the mid-point are often observed [4,13].

A brief survey of the properties of the [FHF]´ anion and the corresponding
deuterated species, [FDF]´, was performed by Jeffrey [4]—these anions possess D8h
symmetry in crystal structures containing Na+ and K+ cations. However for the
crystal structure with the pCH3C6H5NH2

+ cation the H-atom is shifted from the
centric position which results in the F-H distances for the [FHF]´ ion amounting
1.025 and 1.235 Å. Analysis on the NMR and neutron diffraction data for the [FHF]´

anion was performed by Panich [13]. The shorter fluorine-hydrogen distance in this
species is designated as F-H, the longer one as H . . . F while the distance between
fluorine atoms as F-F. These designations are retained for the results discussed by
Panich as well as for the results of this study discussed herein. The relationship
between the F-H and F-F distances was found and discussed [13]; one can observe
shortening of the F-H distance with elongation of the F-F distance; i.e., a greater
H-atom shift from the central position for longer F-F distances is observed. It is
worth mentioning that systems containing [FHF]´ ions of the D8h symmetry have
been observed in LiHF2, NaHF2, KHF2, CsHF2, and Ca(HF2)2 structures [13].

The similar relationships between the A-H bond length and the A . . . B distance
were found in numerous samples of the A-H . . . B hydrogen bonds analyzed both
experimentally and theoretically [4]. Such relationships were described early for the
O-H . . . O hydrogen bonded systems in crystal structures [14–17]. It is interesting
that the correlations between A-H and H . . . B (or A . . . B) distances are often
in agreement with the simple model known as the bond number conservation
rule [18,19] which is based on adaptation for triatomic systems of the concept of bond
number introduced early by Pauling [20]. Numerous studies on the interrelation
between this rule for triatomic A-H . . . B hydrogen bonded systems and experimental
or theoretical dependencies have been reported [21–25]. The rule may be briefly
described for hydrogen bonds in the following way; for the A-H single bond not
involved in any interaction the bond number of A-H is equal to unity; for the
A-H . . . B systems, the A-H bond is elongated and its bond number decreases.
However the latter is compensated by H . . . B contact because the sum of the A-H
and H . . . B bond numbers is equal to unity (the bond number conservation rule).
It is worth mentioning that the bond number conservation rule was also applied to
systems which are the subject of this study, i.e., for the FHF hydrogen bonds [26]; the
dependence derived from this rule is in excellent agreement with the geometrical
experimental parameters [26].
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Numerous other important studies on the [FHF]´ systems may be mentioned.
For example, liquid state 1H and 19F NMR studies were performed at different
temperatures for hydrogen bonded complexes of the fluoride anion, F´, with HF
molecules (from one to four HF molecules) [27]. At low concentration of the HF
species the bifluoride ion, [FHF]´, was observed, while at higher concentration of
HF, [F(HF)n]´ complexes (n = 2, 3, 4), are formed [27]. The low-temperature (the
temperature range 94–170 K) 1H, 19F, and 15N NMR spectra were also measured
for collidine-HF mixtures in CDF3/CDF2Cl solvent [26]. The chemical shifts and
scalar coupling constants were measured for the analyzed species which led to the
determination of their composition [26]; one can mention that collidinium hydrogen
difluoride is an ionic salt linked through a strong hydrogen bond [26].

The FHF hydrogen bonds were also analyzed in clusters of [F(HF)n]´, [RF(HF)n],
and [XF(HF)n] where R is alkyl while X = H, Br, Cl, and F [28]. The MP2/6-31++G(d,p)
calculations were performed on twenty five such complexes and it was found that
the bonding character in the complexes changes from covalent to van der Waals
interaction [28]. Of note is the study on the H/D isotope effects on the hydrogen
bond geometries of [F(HF)n]´ complexes [29], or the studies on the significance
of the hydrogenic zero-point vibrations which give rise to structural changes and
to geometric H/D isotope effects in the [FHF]´ ion [30,31], the latter effects were
analyzed also for the low barrier N-H . . . N hydrogen bonds [25]. In the study
mentioned earlier [27] one-bond couplings between a hydrogen bond proton and two
heavy atoms (fluorine atoms) of a hydrogen bridge were observed in the [F(HF)n]´

clusters. Further analyses of spin-spin coupling constants were performed for the
[F(HF)n]´ species [32] as well as for the [FHF]´ and [FDF]´ ions [33].

It can be seen that there are numerous experimental and theoretical studies on
the [FHF]´ ion and the related complexes and clusters. For the purposes of this
study the most interesting are those where changes of the geometry of the hydrogen
bifluoride are considered; related studies were mentioned earlier here [26–31]. The
other example concerns the CID level calculations with a [3s2pld/2slp] basis set
where the transition from a centrosymmetric single minimum to a pair of equivalent
minima as the inter-fluorine distance increases was observed; this transition occurs
at the F-F distance approximately equal to 2.4 Å [34]. Similar conclusions were
stated in the other study where the proton transfer process was also analyzed [35].
More recently the (ROH)n . . . [FHF]´ clusters (n = 1, 2 and R = H, CH3, C2H5) were
analyzed theoretically and the influence of the external O-H . . . F hydrogen bonds on
the position of H-atom in [FHF]´ was observed [36]. The other recent and interesting
theoretical study is concerned with the interrelations between the [FHF]´ system
and the pnicogen bonded complex [37].

The aim of this study is to analyze the geometry of the [FHF]´ anion, particularly
the factors influencing the asymmetry of the H-atom position are considered. There
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have been earlier studies where the symmetric and asymmetric hydrogen bifluoride
anions were considered [26–37]. However in this study the emphasis is put on
electron charge redistribution being the result of complexation. That is why the
Quantum Theory of Atoms in Molecules (QTAIM) [38] and the Natural Bond Orbitals
(NBO) method [39,40] have been applied here. The parameters which may be treated
as indicators of the hydrogen bifluoride anion asymmetry are also discussed and
the examples of the crystal structures containing [FHF]´ anion are presented for
comment. However the main topic not analyzed previously which concerns this
study, is the decomposition of the [FHF]´ anion due to its strong, covalent in nature
interactions with Lewis acid centers.

2. Experimental and Computational Section

The Cambridge Structural Database (CSD) [41] search was performed to find
structures containing the [FHF]´ anion. The following search criteria were used: no
disordered structures, no structures with unresolved errors, no powder structures,
no polymeric structures, e.s.d.’s ď 0.005 Å, R ď 7.5% and geometrical restrictions of
F-F distance less than 2.6 Å and the F-H-F angle in the range (140˝–180˝). Thirty four
crystal structures containing 45 unique [FHF]´ geometries were found. Additionally
the search was performed for the sample mentioned above of crystal structures to
find the Lewis acid—fluorine (F-atom belongs to the [FHF]´ anion) contacts, shorter
than the corresponding sum of the van der Waals radii. Two hundred and ninety
H . . . F contacts were found corresponding to the hydrogen bond interactions and
34 other contacts (for details see the next section).

MP2/aug-cc-pVTZ calculations were performed with the Gaussian09 set of
codes [42] on the [FHF]´ anion and its complexes with the HF, HCl, H2O, C2H2,
HCN, and H2S species. The complexes with the NH4

+, PH4
+, H3O+, and H3S+

cations were also calculated since strong hydrogen bonds between them and [FHF]´

are expected. Additionally interactions with Li+ and Na+ cations are considered
for comparison with the sample of the H-bonded systems. Figure 1 presents the
molecular graphs (based on the electron charge distributions derived from the Bader
theory [38]) of selected complexes considered in this study; the molecular graph of
the [FHF]´ ion not involved in any interaction is included for comparison.

The geometry optimizations performed on these moieties as well as on the
monomeric Lewis acids led to energetic minima since no imaginary frequencies were
observed for them. The interaction energies and binding energies were calculated
for the complexes analyzed. The interaction energy, Eint, of the A . . . B complex
is usually defined according to the supermolecular approach [43] by the following
expression—Equation (1).

Eint “ EA . . . BpA . . . BqAYB´EA . . . BpAqA´EA . . . BpBqB (1)
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The designations in parentheses correspond to systems for which energies are
calculated, the superscripts correspond to the basis sets used and the subscripts relate
to the optimized geometry. Thus the interaction energy is the difference between
the energy of the A . . . B complex and the energies of the A and B monomers. The
geometry for the complex was optimized with the use of the complex AYB basis set.
The monomers are characterized by geometries taken from the complex—energies
for them were calculated with the A and B monomers’ basis sets.Crystals 2016, 6, 3 
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Figure 1. Molecular graphs of selected systems analyzed here, big circles correspond to atoms, 
continuous and broken lines to bond paths while small, green circles to bond critical points. 

The binding energy, Ebin, takes into account the deformation energy (Edef) being the result  
of complexation. 

Ebin = Eint + Edef = EA…B(A…B)AB − EA(A)A − EB(B)B (2) 

For the binding energy (Equation (2)) the energies of separately optimized monomers are 
considered (see the appropriate subscripts). The deformation energy defined by Equation (3) is 
positive since the separate molecules having geometries taken from the complex are not in  
energetic minima. 

Edef = EA…B(A)A + EA…B(B)B − EA(A)A − EB(B)B (3) 

The Counterpoise (CP) correction is applied here to calculate the basis set superposition errors 
(BSSE) [44]. Hence the BSSE corrected interaction and binding energies, EintBSSE and EbinBSSE, for 
complexes analyzed here are also presented. 

The Natural Bond Orbitals (NBO) method [39,40] implemented in the NBO 5.0 program [45] and 
incorporated into GAMESS set of codes [46] was applied. The NBO method was used to calculate the 
atomic charges of the systems considered. The Quantum Theory of “Atoms in Molecules” (QTAIM) [38] 
was applied for the localization of bond paths and corresponding critical points in the species analyzed. 
The following characteristics of BCPs corresponding to the intermolecular interactions are considered 
here; the electron density at BCP (ρBCP), its Laplacian (2ρBCP) and the total electron energy density at BCP 
(HBCP). The QTAIM calculations were carried out with the use of the AIMAll program [47]. 

3. Results and Discussion 

3.1. [FHF]− Anion in Crystal Structures 

Figure 2 presents two crystal structures of bis(tetramethylammonium) di-fluoro-dioxoiodide 
hydrogen difluoride, and tetramethylammonium hydrogen difluoride (refcodes: FAJHAA and 
KELRIC01, respectively) where the D∞h symmetry of the [FHF]− anion results from the crystal 
symmetry. It means that the symmetrical environment of the fluorine atoms of the hydrogen 
difluoride does not enforce the change of the D∞h anion symmetry. Another situation is observed in 
the crystal structure of diphenylguanidinium hydrogen difluoride (Figure 3, refcode: IBOWOL) 
where the non-symmetrical environment of the [FHF]− anion results in the break of the D∞h symmetry 
since the F-H and H…F distances are equal to 1.14 and 1.17 Å, respectively, and the F-H-F angle 
amounts to 165.9°.  

Figure 1. Molecular graphs of selected systems analyzed here, big circles
correspond to atoms, continuous and broken lines to bond paths while small,
green circles to bond critical points.

The binding energy, Ebin, takes into account the deformation energy (Edef) being
the result of complexation.

Ebin “ Eint ` Edef “ EA . . . BpA . . . BqAYB´EApAqA´EBpBqB (2)

For the binding energy (Equation (2)) the energies of separately optimized
monomers are considered (see the appropriate subscripts). The deformation energy
defined by Equation (3) is positive since the separate molecules having geometries
taken from the complex are not in energetic minima.

Edef “ EA . . . BpAqA ` EA . . . BpBqB´EApAqA´EBpBqB (3)

The Counterpoise (CP) correction is applied here to calculate the basis set
superposition errors (BSSE) [44]. Hence the BSSE corrected interaction and binding
energies, EintBSSE and EbinBSSE, for complexes analyzed here are also presented.

The Natural Bond Orbitals (NBO) method [39,40] implemented in the NBO 5.0
program [45] and incorporated into GAMESS set of codes [46] was applied. The
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NBO method was used to calculate the atomic charges of the systems considered.
The Quantum Theory of “Atoms in Molecules” (QTAIM) [38] was applied for
the localization of bond paths and corresponding critical points in the species
analyzed. The following characteristics of BCPs corresponding to the intermolecular
interactions are considered here; the electron density at BCP (ρBCP), its Laplacian
(∇2ρBCP) and the total electron energy density at BCP (HBCP). The QTAIM
calculations were carried out with the use of the AIMAll program [47].

3. Results and Discussion

3.1. [FHF]´ Anion in Crystal Structures

Figure 2 presents two crystal structures of bis(tetramethylammonium)
di-fluoro-dioxoiodide hydrogen difluoride, and tetramethylammonium hydrogen
difluoride (refcodes: FAJHAA and KELRIC01, respectively) where the D8h symmetry
of the [FHF]´ anion results from the crystal symmetry. It means that the symmetrical
environment of the fluorine atoms of the hydrogen difluoride does not enforce the
change of the D8h anion symmetry. Another situation is observed in the crystal
structure of diphenylguanidinium hydrogen difluoride (Figure 3, refcode: IBOWOL)
where the non-symmetrical environment of the [FHF]´ anion results in the break of
the D8h symmetry since the F-H and H . . . F distances are equal to 1.14 and 1.17 Å,
respectively, and the F-H-F angle amounts to 165.9˝.Crystals 2016, 6, 3 
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Figure 2. The fragments of the crystal structures of (a) bis(tetramethylammonium) di-fluoro-dioxoiodide 
(FAJHAA); (b) tetramethylammonium hydrogen difluoride (KELRIC01). 

IBOWOL 

Figure 3. The fragment of the crystal structure of diphenylguanidinium hydrogen difluoride (IBOWOL). 

Deviations from the above-mentioned D∞h symmetry are observed for other crystal structures; 
Forty five different hydrogen bifluoride structures in 34 crystal structures were found through the 
Cambridge Structural Database (CSD) [41] search (see details in the former section). For example, for 
tetramethylammonium dihydrogen trifluoride (Figure 4, refcode: GIBGOB01) the F-H and H…F 
distances are equal to 0.89 and 1.43 Å, respectively, and the F-H-F angle amounts to 177.9°. X-ray 
crystal structures are considered here since only one structure of the search used results from neutron 
diffraction measurement. For the X-ray crystal structures the positions of the H-atoms are not as 
accurate as the positions of heavier atoms. It is worth mentioning that several neutron diffraction 
[FHF]− structures [4,13] discussed briefly in the introduction are usually not classified as organic or 
organometallic structures and thus not inserted in the CSD [41].  

One can see that for the GIBGOB01 structure (Figure 4) one of the F-centers of the [FHF]− anion 
is strongly affected by the proximity of the HF molecule. In principle the [FHF]−…HF system may be 
treated as an F3H2− anion since it is characterized by C2v symmetry with symmetry equivalent 
positions of the H-atoms. 
  

Figure 2. The fragments of the crystal structures of (a) bis(tetramethylammonium)
di-fluoro-dioxoiodide (FAJHAA); (b) tetramethylammonium hydrogen
difluoride (KELRIC01).

Deviations from the above-mentioned D8h symmetry are observed for other
crystal structures; Forty five different hydrogen bifluoride structures in 34 crystal
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structures were found through the Cambridge Structural Database (CSD) [41]
search (see details in the former section). For example, for tetramethylammonium
dihydrogen trifluoride (Figure 4, refcode: GIBGOB01) the F-H and H . . . F distances
are equal to 0.89 and 1.43 Å, respectively, and the F-H-F angle amounts to 177.9˝.
X-ray crystal structures are considered here since only one structure of the search
used results from neutron diffraction measurement. For the X-ray crystal structures
the positions of the H-atoms are not as accurate as the positions of heavier atoms. It is
worth mentioning that several neutron diffraction [FHF]´ structures [4,13] discussed
briefly in the introduction are usually not classified as organic or organometallic
structures and thus not inserted in the CSD [41].
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Figure 4. The fragment of the crystal structure of tetramethylammonium dihydrogen  
trifluoride (GIBGOB01). 

For the 45 hydrogen bifluoride anions found in the crystal structures the F-centers’ 
intermolecular contacts were analyzed here; the rough criterion for contacts to be shorter than the 
sum of the corresponding van der Waals radii was applied. It is interesting that 290 F…H contacts 
were found and only 34 contacts between fluorine centers and the other non-hydrogen atoms  
(Z-atoms). However for the latter F…Z contacts, Z is mainly nitrogen or oxygen belonging to O-H or 
N-H proton donating bond or a cation of a transition metal. Only in one case, an F…S interaction 
with a positively charged sulfur atom is observed. The contacts with the N or O centers result from 
the N-H…F and O-H…F hydrogen bonds being far from linearity thus they correspond to the sample 
of 290 F…H interactions mentioned earlier. One can see that all short intermolecular contacts of the 
[FHF]− ions concern interactions with the Lewis acid centers, mainly with H-atoms. It means that in 
crystal structures the [FHF]− anion forms mainly hydrogen bonds with proton donating moieties and 
interactions with other Lewis acid centers are rather rare. The strong Lewis base properties of the 
[FHF]− anion may be explained by the negative electrostatic potential of the whole isosurface of this 
anion (0.001 au electron density isosurface is considered). A minimum electrostatic potential for this 
isosurface is equal to −0.234 hartrees, i.e., −614.4 kJ/mol (calculated at MP2/aug-cc-pVTZ level). 

3.2. The Geometry of the [FHF]− Anion 

The results of the CSD search presented in the former section show that in the crystal structures 
the [FHF]− anion interacts with the Lewis acid centers, in particular through the hydrogen bonds since 
F…H contacts are most often observed. This is why the MP2/aug-cc-pVTZ calculations were 
performed here on the [FHF]− complexes with the proton donating species; the interactions with the 
Li+ and Na+ cations are also considered for comparison (Figure 1). If in the complexes only the 
geometry of the hydrogen bifluoride is considered, one can consequently divide them into three 
groups. Equal distances between the H-atom and the fluorine atoms are observed for the first group 
containing the isolated [FHF]− anion and its two complexes with Li+ and Na+ (Figure 1). It was 
mentioned earlier that free [FHF]− is characterized by the D∞h symmetry; however in the complexes 
with lithium and sodium cations this anion is not linear and it possesses C2v symmetry, the same as 
for the whole corresponding complexes. 

For the second group of complexes the hydrogen bifluoride anion preserves its identity since it 
may be treated as an integral unit. These are the complexes with H2O, C2H2, HCN, and HF which act 
as Lewis acids but particularly they may be considered here as Brønsted acids since they are the 
proton donating species in the hydrogen bonds formed. The [FHF]− structure for the latter complexes 
is not destroyed since interactions between the hydrogen bifluoride and the Brønsted acid moieties 
occurring here are not so strong—discussed in the next sections. One can see that the [FHF]−…HF 

Figure 4. The fragment of the crystal structure of tetramethylammonium
dihydrogen trifluoride (GIBGOB01).
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One can see that for the GIBGOB01 structure (Figure 4) one of the F-centers
of the [FHF]� anion is strongly affected by the proximity of the HF molecule. In
principle the [FHF]� . . . HF system may be treated as an F3H2

� anion since it is
characterized by C2v symmetry with symmetry equivalent positions of the H-atoms.

For the 45 hydrogen bifluoride anions found in the crystal structures the
F-centers’ intermolecular contacts were analyzed here; the rough criterion for contacts
to be shorter than the sum of the corresponding van der Waals radii was applied.
It is interesting that 290 F . . . H contacts were found and only 34 contacts between
fluorine centers and the other non-hydrogen atoms (Z-atoms). However for the
latter F . . . Z contacts, Z is mainly nitrogen or oxygen belonging to O-H or N-H
proton donating bond or a cation of a transition metal. Only in one case, an
F . . . S interaction with a positively charged sulfur atom is observed. The contacts
with the N or O centers result from the N-H . . . F and O-H . . . F hydrogen bonds
being far from linearity thus they correspond to the sample of 290 F . . . H interactions
mentioned earlier. One can see that all short intermolecular contacts of the [FHF]�

ions concern interactions with the Lewis acid centers, mainly with H-atoms. It means
that in crystal structures the [FHF]� anion forms mainly hydrogen bonds with proton
donating moieties and interactions with other Lewis acid centers are rather rare. The
strong Lewis base properties of the [FHF]� anion may be explained by the negative
electrostatic potential of the whole isosurface of this anion (0.001 au electron density
isosurface is considered). A minimum electrostatic potential for this isosurface is
equal to �0.234 hartrees, i.e., �614.4 kJ/mol (calculated at MP2/aug-cc-pVTZ level).

3.2. The Geometry of the [FHF]� Anion

The results of the CSD search presented in the former section show that in the
crystal structures the [FHF]� anion interacts with the Lewis acid centers, in particular
through the hydrogen bonds since F . . . H contacts are most often observed. This
is why the MP2/aug-cc-pVTZ calculations were performed here on the [FHF]�

complexes with the proton donating species; the interactions with the Li+ and Na+

cations are also considered for comparison (Figure 1). If in the complexes only the
geometry of the hydrogen bifluoride is considered, one can consequently divide
them into three groups. Equal distances between the H-atom and the fluorine atoms
are observed for the first group containing the isolated [FHF]� anion and its two
complexes with Li+ and Na+ (Figure 1). It was mentioned earlier that free [FHF]�

is characterized by the D8h symmetry; however in the complexes with lithium and
sodium cations this anion is not linear and it possesses C2v symmetry, the same as
for the whole corresponding complexes.

For the second group of complexes the hydrogen bifluoride anion preserves its
identity since it may be treated as an integral unit. These are the complexes with
H2O, C2H2, HCN, and HF which act as Lewis acids but particularly they may be
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considered here as Brønsted acids since they are the proton donating species in
the hydrogen bonds formed. The [FHF]´ structure for the latter complexes is not
destroyed since interactions between the hydrogen bifluoride and the Brønsted acid
moieties occurring here are not so strong—discussed in the next sections. One can
see that the [FHF]´ . . . HF complex of the C2V symmetry (Figures 1 and 4) may be
also treated as interaction of two HF molecules with the central F´ anion.

The strong [FHF]´–Brønsted acid interactions enforce great structural changes
of the [FHF]´ moiety for the third group of complexes. These are complexes with
HCl, H2S, NH4

+, PH4
+ H3O+ and H3S+ which may be also considered as clusters

where the HF . . . HF dimer interacts with the Cl´, SH´, NH3, PH3, H2O, and H2S
species, respectively (Figure 1 presents the complexes with H3O+ and HCl). In this
group of complexes the [FHF]´ ion does not preserve its identity.

Table 1 presents the geometrical parameters of the [FHF]´ anion in the
analyzed complexes. The linearity of the hydrogen bifluoride is only slightly
disturbed by external interactions with neutral species; in the case of interactions
with cations there are greater deviations from linearity because the F-H-F angle
amounts here to ~151–167˝. Figure 5 presents the relation between the F-H and
H . . . F distances; there is a second order polynomial regression for the theoretical
results (R2 = 0.983). The experimental results taken from CSD are included for
comparison (the geometrical parameters of [FHF]´ anion in the crystal structures
are collated in the Supplementary Material, Table S1). In general, the experimental
results are in agreement with the results of the calculations. One can see that a
greater disagreement between experimental and theoretical results occurs for greater
F . . . H distances. It may be an effect of packing forces; intermolecular distances
in crystals are usually shorter than in a gas phase [48,49] and this effect may
result in the compression of the [FHF]´ anion. Additionally the X-ray results are
analyzed here and the X-ray bonds containing H-atoms are shorter than the neutron
diffraction counterparts [50]. In the former case the bond length is determined as the
distance between electron density maxima while in the latter case as the distance
between nuclei [50], thus these experimental techniques present different physical
properties of the structures analyzed. One can see that the neutron diffraction
bond length is in accordance with the accepted understanding of the chemical bond
length. However the X-ray results are presented in Figure 5 only to show that the
experimental tendency is roughly in agreement with the theoretical relationship.
Figure 5 presents also the continuous line passing through the points corresponding
to the hydrogen bifluoride anions possessing D8h and C2v symmetries; theoretical
results are presented (free [FHF]´ anion and its complexes with Na+, Li+ cations) as
well as species found in the crystal structures.
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Table 1. The geometrical parameters (Å, degrees), F-H and H . . . F are distances
within [FHF]´ anion, F-H-F is the angle of this anion, F . . . H(Li+,Na+) is the
distance between the F-center of the anion and the external Lewis acid center.

Complex F-H H . . . F F-F F-H-F F . . . H(Li+, Na+)

[FHF]´ 1.143 1.143 2.286 180.0 -
[FHF]´ . . . H2O 1.036 1.284 2.320 179.1 1.565
[FHF]´ . . . C2H2 1.049 1.263 2.311 179.7 1.672
[FHF]´ . . . HCN 1.013 1.333 2.345 179.5 1.469
[FHF]´ . . . HF 1.008 1.343 2.351 178.4 1.343
[FHF]´ . . . HCl 0.956 1.535 2.488 174.6 1.026
[FHF]´ . . . H2S 0.963 1.499 2.460 176.2 1.077

[FHF]´ . . . NH4
+ 0.943 1.648 2.555 160.2 0.995

[FHF]´ . . . H3O+ 0.939 1.721 2.593 152.9 0.959
[FHF]´ . . . PH4

+ 0.933 1.734 2.651 167.0 0.947
[FHF]´ . . . H3S+ 0.935 1.744 2.641 159.7 0.947
[FHF]´ . . . Li+ 1.148 1.148 2.224 151.2 1.801
[FHF]´ . . . Na+ 1.151 1.151 2.274 162.4 2.289

Table 1 shows the F . . . H contacts corresponding to the interactions of
the [FHF]´ anion with Brønsted acids. The cation . . . .F distances for complexes with
Li+ and Na+ are also presented, they are equal to 1.80 and 2.29 Å, respectively and
are greater than the F . . . H distances. This may be connected with the greater radii
of these cations than of the H-atom. However it may also result from the nature of
interactions; for complexes with Li+ and Na+ cations electrostatic interactions are the
most important attractive ones while for the remaining complexes charge transfer
and polarization interactions play the major role.

The external F . . . H distance is situated between 0.95 Å and 1.67 Å. For the
third sub-group of complexes mentioned earlier the F . . . H distances are close to
1 Å (or even less). It means that for this group two HF molecules are formed—the
hydrogen bifluoride does not preserve its identity. It also means that for this group
of complexes the F . . . H external distance is just the H-F bond length for the newly
formed hydrogen fluoride molecule. Such short distances were not detected for
290 F . . . H contacts found here in the crystal structures. Only in four cases were the
F . . . H distances situated in the (1.20 Å; 1.43 Å) range. However these distances
are observed in the [FHF]´ . . . HF complex. This complex was observed in earlier
studies [27–29] and is also analyzed here; it possesses C2v symmetry and may be
considered as the F3H2

´ anion. The (MP2/aug-cc-pVTZ level) F-H and H . . . F
distances calculated here for this complex are equal to 1.008 and 1.343 Å, respectively
(Table 1) which is in agreement with the previous MP2/6-31+G** calculations where
1.012 and 1.349 Å distances were found [27].
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Figure 5. The dependence between the F-H and H...F distances in the [FHF]− species interacting with 
Lewis acid centers; open circles—theoretical results, full circles—experimental data taken from the 
Cambridge Structural Database (CSD); R2 is the squared correlation coefficient (for this figure and 
other ones presented in this study). The solid line passing through the structures of the D∞h and C2v 
symmetries is presented. 

3.3. Interactions of the [FHF]− Anion 

Table 2 presents the binding energies and interaction energies, defined earlier, for the analyzed 
complexes; these energies corrected for BSSE are also included as well as the deformation energies. 
The deformation energy is the loss of energy from the result of the change of geometries of the 
interacting species after complexation [51,52]. This loss of energy is compensated by the stabilizing, 
attractive interaction in the complex which as a whole is in the energetic minimum.  

One can see (Table 2) that the strongest interactions (characterized by “the most negative 
values”) exist for the mentioned earlier third group of complexes as well as for complexes with Li+ 
and Na+ cations. However for the former complexes the interactions correspond to the F…H contacts 
which possess characteristics of covalent bonds (the F…H distances of ~1Å); the [FHF]− anions are 
destroyed here followed by the formation of two HF molecules. This formation is connected with the 
large deformation energies between 137 and 355 kJ/mol (Table 2). The structural changes observed 
are connected with large electron density redistributions which usually correspond to large attractive 
charge transfer and polarization interactions. The latter interactions are often attributed in the 
literature to covalency [53]. For complexes with sodium and lithium cations much lower deformation 
energies are observed, 9.6 and 26.8 kJ/mol, respectively, and the structure of hydrogen bifluoride is 
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Figure 5. The dependence between the F-H and H...F distances in the [FHF]´

species interacting with Lewis acid centers; open circles—theoretical results, full
circles—experimental data taken from the Cambridge Structural Database (CSD);
R2 is the squared correlation coefficient (for this figure and other ones presented
in this study). The solid line passing through the structures of the D8h and C2v

symmetries is presented.

3.3. Interactions of the [FHF]´ Anion

Table 2 presents the binding energies and interaction energies, defined earlier, for
the analyzed complexes; these energies corrected for BSSE are also included as well
as the deformation energies. The deformation energy is the loss of energy from the
result of the change of geometries of the interacting species after complexation [51,52].
This loss of energy is compensated by the stabilizing, attractive interaction in the
complex which as a whole is in the energetic minimum.

One can see (Table 2) that the strongest interactions (characterized by “the most
negative values”) exist for the mentioned earlier third group of complexes as well
as for complexes with Li+ and Na+ cations. However for the former complexes
the interactions correspond to the F . . . H contacts which possess characteristics of
covalent bonds (the F . . . H distances of ~1Å); the [FHF]´ anions are destroyed here
followed by the formation of two HF molecules. This formation is connected with
the large deformation energies between 137 and 355 kJ/mol (Table 2). The structural
changes observed are connected with large electron density redistributions which
usually correspond to large attractive charge transfer and polarization interactions.
The latter interactions are often attributed in the literature to covalency [53]. For
complexes with sodium and lithium cations much lower deformation energies are
observed, 9.6 and 26.8 kJ/mol, respectively, and the structure of hydrogen bifluoride
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is preserved; it may be connected with much lower contributions to the interaction
energies coming from the polarization and charge transfer effects. Hence for the
two latter complexes, with Li+ and Na+ cations, electrostatic interactions should be
dominant. For the remaining complexes the interaction energy (corrected for BSSE)
is situated approximately in the range between ´57 kJ/mol to ´144 kJ/mol; thus
these interactions are not so weak. One can see (Table 2) that the binding energies are
“less negative” than the corresponding interaction energies. The latter results from
the positive deformation energies’ contributions included in the binding energies.

Table 2. The interaction and binding energies, Eint’s and Ebin’s, for complexes
analyzed here, the basis set superposition errors (BSSE) corrected values are also
given, EintBSSE’s and EbinBSSE’s, respectively; the deformation energies, Edef’s, are
included (all energies in kJ/mol).

Complex Eint EintBSSE Ebin EbinBSSE Edef

[FHF]´ . . . H2O ´80.8 ´77.4 ´72.4 ´69.0 8.8
[FHF]´ . . . C2H2 ´60.7 ´57.3 ´54.4 ´50.6 6.7
[FHF]´ . . . HCN ´124.7 ´120.1 ´106.3 ´101.7 18.4
[FHF]´ . . . HF ´148.1 ´143.5 ´121.8 ´117.2 26.4
[FHF]´ . . . HCl ´332.2 ´324.3 ´146.9 ´139.3 184.9
[FHF]´ . . . H2S ´212.1 ´204.6 ´74.9 ´67.4 137.2

[FHF]´ . . . NH4
+ ´860.6 ´852.3 ´592.9 ´584.5 267.8

[FHF]´ . . . H3O+ ´1077.4 ´1068.6 ´741.8 ´733.0 335.6
[FHF]´ . . . PH4

+ ´975.8 ´967.4 ´620.7 ´612.4 355.1
[FHF]´ . . . H3S+ ´1021.7 ´1012.9 ´708.6 ´699.7 313.2
[FHF]´ . . . Li+ ´701.7 ´698.7 ´674.9 ´672.0 26.8
[FHF]´ . . . Na+ ´566.5 ´564.8 ´556.9 ´554.8 9.6
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Figure 6. The second order polynomial relationship between the F-H distance and the deformation 
energy. Two cases of [FHF]−…Li+ and [FHF]−…Na+ are not included in this relation, however they are 
presented in the figure (squares). 

Figure 6 presents the second order polynomial relationship between the F-H length in the [FHF]− 
anion and the deformation energy. The F-H geometrical parameter shows the movement of the H-
atom from its central position, this distance is shorter for stronger interactions of the hydrogen 
bifluoride ion with the Brønsted acids (Table 1). The greater H-atom movement, i.e., the shorter F-H 
distance, is connected with the greater deformation of this anion. In extreme cases of very strong 
hydrogen bonds, such as complexes with HCl, NH4+ or other complexes of this group, this movement 
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Figure 6. The second order polynomial relationship between the F-H distance and
the deformation energy. Two cases of [FHF]´ . . . Li+ and [FHF]´ . . . Na+ are not
included in this relation, however they are presented in the figure (squares).
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Figure 6 presents the second order polynomial relationship between the F-H
length in the [FHF]´ anion and the deformation energy. The F-H geometrical
parameter shows the movement of the H-atom from its central position, this distance
is shorter for stronger interactions of the hydrogen bifluoride ion with the Brønsted
acids (Table 1). The greater H-atom movement, i.e., the shorter F-H distance, is
connected with the greater deformation of this anion. In extreme cases of very strong
hydrogen bonds, such as complexes with HCl, NH4

+ or other complexes of this
group, this movement leads to the destruction of the anion and to the formation
of two HF molecules. Extremely short F-H distances in the latter complexes are
typical for covalent bonds. Hence the relationship presented in Figure 6 illustrates
the nature of the above mentioned deformation in that it is connected mainly with
the position of the H-atom within the [FHF]´ anion. Two complexes with Na+ and
Li+ are presented in Figure 6 for comparison with the H-bonded systems. They are
characterized by the central position of the H-atom (only the F-H-F angle is slightly
out of linearity) thus the deformation energy is low as was described earlier.

3.4. The Electron Charge Redistribution

Table 3 presents the Natural Bond Orbitals (NBO) [39,40] atomic charges as well
as the NBO electron charge, Eltrans, transferred in complexes from the [FHF]´ anion
to the Lewis acid. One can see that the lowest Eltrans values occur for complexes
with lithium and sodium cations, values of 22 and 9 milielectrons, respectively. It
means that the charge transfer and polarizations effects for these complexes are not
as important as for the remaining complexes; the latter confirms the conclusions
from the previous sections. The greatest Eltrans values, between 230 and 380
milielectrons, are observed for those complexes where the hydrogen bifluoride
structure is not preserved.

Table 3 shows that for the [FHF]´ anion the fluorine atom being in contact
with the Lewis acid is “more negative” than the further placed F-atom. The greater
differences between F-atom charges occur for the group of complexes with weaker
interactions where the structure of [FHF]´ is preserved; the greatest difference of
100 milielectrons occurs for the complex with water. For the group of complexes
with stronger interactions, there the fluorine being in contact with the H-atom
Brønsted acid center practically belongs to the new HF molecule, formed as a result
of complexation. The symmetrical distribution of the electron density is observed for
complexes with Li+ and Na+ thus the F-atoms’ charges are equal to each other, and
there is only a slight electron charge shift, Eltrans, from [FHF]´ thus the Li+ and Na+

ions possess charges very close to unity, +0.978 au and +0.991 au, respectively. Hence
for the latter complexes the interactions may be classified as those between ions:
between the [FHF]´ anion and the sodium or lithium cation. It is worth mentioning
that for all [FHF]´ species (Table 3) the H-atom charge is situated in the range
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between +0.572 and +0.602 au, this means that the hydrogen bifluoride does not
have the composition of two fluorine anions and a proton since within this species
the large electron charge density shift is observed; from the terminal F-atoms to the
H-atom center.

Table 3. The Natural Bond Orbitals (NBO) atomic charges (in au) in the [FHF]´

anion, QF1, QH and QF2 (free anion and its complexes are presented); QF2 designates
the charge of fluorine being in contact with external Lewis acid, QHext is the charge
of the external H-atom (or the charge of the Li+, Na+ ion), Eltrans is the electron
charge transfer from [FHF]´ to the Lewis acid (in au).

Complex QF1 QH QF2 QHext Eltrans

[FHF]´ ´0.790 0.581 ´0.790 - 0.000
[FHF]´ . . . H2O ´0.725 0.595 ´0.825 0.544 0.045
[FHF]´ . . . C2H2 ´0.733 0.593 ´0.820 0.323 0.040
[FHF]´ . . . HCN ´0.706 0.598 ´0.805 0.341 0.088
[FHF]´ . . . HF ´0.702 0.599 ´0.794 0.599 0.103
[FHF]´ . . . HCl ´0.644 0.601 ´0.688 0.533 0.269
[FHF]´ . . . H2S ´0.654 0.602 ´0.711 0.492 0.237

[FHF]´ . . . NH4
+ ´0.617 0.590 ´0.657 0.574 0.316

[FHF]´ . . . H3O+ ´0.608 0.591 ´0.626 0.596 0.357
[FHF]´ . . . PH4

+ ´0.598 0.581 ´0.616 0.569 0.367
[FHF]´ . . . H3S+ ´0.599 0.583 ´0.608 0.575 0.377
[FHF]´ . . . Li+ ´0.775 0.572 ´0.775 0.978 0.022
[FHF]´ . . . Na+ ´0.782 0.573 ´0.782 0.991 0.009

3.5. The Analysis of QTAIM Parameters

The Quantum Theory of Atoms in Molecules (QTAIM) [38] calculations were
performed here. Table 4 presents characteristics of the bond critical points of the
analyzed complexes. The bond critical points (BCPs) within the [FHF]´ anion
are analyzed; for the F-H and H . . . F interactions, as well as the critical point
corresponding to the interaction with the Lewis acid, i.e., corresponding to the
F . . . H contact (or to the contacts with Na+ and Li+). All F-H interactions within
anions, that is those which concern the shorter fluorine-hydrogen distances, may be
treated as covalent bonds. The latter is supported by the characteristics of the F-H
BCP; large values of the electron density at BCP, ρBCP, as well as negative values of
the laplacian of the electron density at BCP, ∇2ρBCP. The negative value of ∇2ρBCP is
connected with the concentration of the electron density in the interatomic region [38]
thus it is often treated as a signature of the covalent character of interaction. In the
case of free [FHF]´ and complexes with monatomic cations the same characteristics
of the second interaction are observed due to the symmetry of the anion. For the
remaining systems the further H . . . F interaction in the anion is characterized by the
positive value of ∇2ρBCP; however the total electron energy density at BCP, HBCP,
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is negative in this case. It means that these interactions may be classified at least as
partly covalent in nature [54,55].

Table 4. The Quantum Theory of Atoms in Molecules (QTAIM) characteristics of
bond critical points (BCPs) (in au). The ρ, ∇2ρ and H values designate the electron
density at the BCP, its laplacian and the total electron energy density at the BCP,
respectively. F-H and H . . . F subscripts correspond to distances within the [FHF]´

anion, F . . . H subscript stands for the contact between the F-atom and the external
Lewis acid center (H, Li+ or Na+).

Complex ρF´H ∇2ρF´H HF´H ρH . . . F ∇2ρH . . . F HH . . . F ρF . . . H ∇2ρF . . . H HF . . . H

[FHF]´ 0.176 ´0.572 ´0.257 0.176 ´0.572 ´0.257 - - -
[FHF]´ . . . H2O 0.241 ´1.537 ´0.489 0.116 0.047 ´0.086 0.055 0.145 ´0.015
[FHF]´ . . . C2H2 0.232 ´1.412 ´0.460 0.124 0.000 ´0.102 0.043 0.137 ´0.006
[FHF]´ . . . HCN 0.261 ´1.807 ´0.552 0.101 0.112 ´0.061 0.074 0.157 ´0.026
[FHF]´ . . . HF 0.264 ´1.870 ´0.567 0.098 0.121 ´0.057 0.098 0.121 ´0.057
[FHF]´ . . . HCl 0.318 ´2.706 ´0.767 0.056 0.146 ´0.016 0.250 ´1.680 ´0.516
[FHF]´ . . . H2S 0.309 ´2.581 ´0.737 0.063 0.150 ´0.020 0.217 ´1.191 ´0.400

[FHF]´ . . . NH4
+ 0.335 ´2.889 ´0.815 0.043 0.129 ´0.008 0.280 ´2.008 ´0.605

[FHF]´ . . . H3O+ 0.340 ´2.952 ´0.829 0.036 0.120 ´0.004 0.316 ´2.622 ´0.749
[FHF]´ . . . PH4

+ 0.348 ´3.022 ´0.850 0.033 0.113 ´0.003 0.331 ´2.754 ´0.783
[FHF]´ . . . H3S+ 0.346 ´3.000 ´0.843 0.033 0.113 ´0.003 0.332 ´2.769 ´0.786
[FHF]´ . . . Li+ 0.178 ´0.540 ´0.253 0.178 ´0.540 ´0.253 0.038 0.340 0.013
[FHF]´ . . . Na+ 0.174 ´0.539 ´0.248 0.174 ´0.539 ´0.248 0.020 0.153 0.007

It is interesting that for complexes with NH4
+, PH4

+, H3S+ and H3O+ cations,
the HBCP values for H . . . F are still negative but very close to zero, between ´0.008
and ´0.003 au. The latter shows the interaction possesses low covalent character.
In fact for these complexes the strongest interactions of hydrogen bifluoride with
Lewis acid moieties are observed (Table 2) and the H . . . F BCPs discussed here are
concerned rather with the intermolecular H . . . F contacts between two HF molecules
since the complexation leads to the decomposition of the [FHF]´ species.

For the BCPs corresponding to the F . . . Li+ and F . . . Na+ interactions in the
[FHF]´ . . . Li+ and [FHF]´ . . . Na+ complexes, the HBCP values are positive which
indicate interactions between closed-shell systems. The lack of covalency for these
interactions (or only its low contribution) and the strong total interactions (see Table 2
where interaction energies corrected for BSSE are equal to ´699 and ´565 kJ/mol)
suggest a great contribution of electrostatic interactions to the stabilization of these
systems. For the remaining complexes the HBCP values of F . . . H contacts are
negative thus these interactions are at least partly covalent in nature. In the case of
the [FHF]´ . . . HCCH complex a rather low 0.043 au value of ρBCP is observed for
the external F . . . H interaction. The corresponding HBCP value is very close to zero,
´0.006 au which may suggest the weakest interaction occurs here. It is supported
by a still strong interaction but the weakest interaction in the sample analyzed; the
energy of interaction amounts to ´57 kJ/mol (Table 2).
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Figure 7 shows how the electron charge transfer, Eltrans, from the [FHF]´ anion
to the Brønsted acid influences the electron density at the BCPs discussed above. The
complexes with Na+ and Li+ are excluded from the relationships but the free [FHF]´

anion is included in Figure 7 for comparison.
Crystals 2016, 6, 3 
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Figure 7. The relationships between the electron shift, Eltrans (in au), and (a) ρFH—electron density at 
the BCP of the F-H of [FHF]−; (b) ρH…F—electron density at BCP of the H…F of [FHF]−;  
(c) ρF…H—electron density at BCP of the external [FHF]−—Brønsted acid contact.  
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Figure 7. The relationships between the electron shift, Eltrans (in au), and
(a) ρFH´´´electron density at the BCP of the F-H of [FHF]´; (b) ρH . . . F—electron
density at BCP of the H . . . F of [FHF]´; (c) ρF . . . H—electron density at BCP of the
external [FHF]´—Brønsted acid contact.
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It was discussed earlier that a greater Eltrans is connected with a greater
deformation of the hydrogen bifluoride structure, thus the greatest Eltrans values
are observed for those systems where the [FHF]� anion structure is destroyed.
Figure 7a shows that for the F-H interaction the greater ρBCP value is observed
for greater Eltrans (second order polynomial correlation); this is connected with the
strengthening of the F-H interaction and the shortening of the corresponding F-H
distance. The further interaction in the anion, i.e., the H . . . F one, is weakened
for greater Eltrans which is reflected by the lower values of ρBCP (Figure 7b, second
order polynomial relationship). Finally greater Eltrans is connected with stronger
F . . . H interactions between the [FHF]� anion and the external Brønsted acid, the
ρBCP value increases for such interactions with the increase of Eltrans (Figure 7c, linear
correlation) up to such cases where F-H covalent bonds are formed (complexes with
H2S, HCl, NH4

+, PH4
+, H3O+or H3S+).

Figure 8 shows the molecular graphs of the selected species analyzed in this
study; the isolines of laplacian of electron density are also presented, positive values
of laplacian are depicted in solid lines and negative values in broken lines. The
negative laplacian values show the regions of concentration of electron density while
the positive values of its depletion [38]. It can be seen that for the [FHF]� anion
the electron density concentration occurs around the fluorine and hydrogen atoms’
nuclei. The concentration of the electron charge close to the H-atom nucleus confirms
the earlier observations performed here of the electron charge shifts from F-atoms
to the center of the hydrogen bifluoride anion. Besides, both BCPs are situated
in the region of negative laplacian which confirms the covalent character of both
fluorine-hydrogen interactions in the [FHF]� ion. A similar situation is observed for
the [FHF]�...Li+ complex (and [FHF]�...Na+ not presented in Figure 8). However, as
it was mentioned earlier, the [FHF]� anion is not linear in the latter complexes due
to electrostatic interactions with the Li+ (or Na+) cation, and it is characterized by
C2v symmetry.

The movement of the H-atom to one of the fluorine centers in the [FHF]� ion
is observed for its complex with acetylene (Figure 8). This movement is connected
with the strengthening of one of the interactions (F-H) and the weakening of the
second one (H...F). The linearity of the [FHF]� ion is preserved in this complex. A
slightly different situation is observed for the [FHF]�...HF complex. Figure 8 shows
that the species may be considered as the symmetrical (C2v symmetry) F3H2

� anion;
two H-atoms are moved to the terminal fluorines while the central F-atom may be
treated as an F� ion; in other words this system may be considered as a F�...(HF)2

cluster. A quite different situation is observed for the [FHF]� . . . H3O+ complex
where the hydrogen bifluoride structure is completely destroyed and the whole
system may be considered as a H2O . . . HF . . . HF cluster. Even continuous areas
of negative laplacian values for H-F bonds of the hydrogen fluoride molecules are
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observed (Figure 8). A similar situation occurs for complexes with the H2S, HCl,
PH4

+, and H3S+ Brønsted acids as well as for the [FHF]´ . . . NH4
+ complex which

may be considered as complexes with a separated HF . . . HF system. It is worth
mentioning that the H3N . . . HF . . . HF cluster was analyzed both experimentally
by rotational spectroscopy and theoretically by ab initio calculations [56]. Two well
defined HF molecules were found for this system [56]; additionally this cluster
was compared with the H3N . . . HF complex since the cooperativity effects were
analyzed. It was found that the H3N . . . HF interaction is stronger in the triad than
in the corresponding diad [56].
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Figure 8. The molecular graphs of [FHF]´, [FHF]´...Li+, [FHF]´...HCCH,
[FHF]´...HF and [FHF]´...H3O+. Solid and broken lines correspond to bond paths,
big circles to attractors, and small green circles to BCPs, isolines of laplacian of
electron density are presented; positive values are depicted in solid lines and
negative values in broken lines.
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4. Conclusions

It was confirmed in this work that the [FHF]´ anion, which is linear and
centrosymmetric in the gas phase, is often deformed in crystal structures due to
interactions with Lewis acids, mainly from external hydrogen bonds. The asymmetry
of the hydrogen bifluoride anion has been observed and discussed in numerous
earlier studies. Such deformation is characterized mainly by the movement of the
H-atom in the anion towards one of the fluorine atoms situated further from the
Lewis acid than the other F-center of the anion. This movement is accompanied by a
slight deformation of the F-H-F angle from the linear.

It was found here that in the case of very strong interactions with an external
moiety the decomposition of the [FHF]´ anion is observed with the creation of two
HF molecules interacting with the deprotonated species; the following systems are
observed in such a case; FH . . . FH . . . B, where B designates the Lewis base center
(N, P, O or S in this study). The interaction of hydrogen bifluoride with HF leads
to system which may be considered as [FHF]´ . . . HF on the one hand and as a
F´ . . . (HF)2 cluster on the other hand. Such a system has been analyzed previously
both experimentally and theoretically [27–29].

Numerous interrelations between energetic, geometrical, and topological
parameters were found for the species considered here. The electron
charge distribution, described by the QTAIM and NBO parameters, follows
geometrical dependencies.

It is interesting that the decomposition described here of hydrogen bifluoride
is typical for some moieties commonly known as super-acids [57,58]. For example
HBF4, HSbF6, HPF6 or HB(C6F5)4 acids do not exist because of such decomposition,
for the HB(C6F5)4 moiety the cleavage of a B-C bond is observed, similarly HBF4

should be treated as a HF . . . BF3 complex linked through a strong F . . . B interaction.
For the complexes analyzed here the decomposition of the hydrogen bifluoride anion
followed by the formation of two HF molecules is connected with large electron
charge density shifts from this anion to the Lewis acid moiety.

Supplementary Materials: The following are available online at www.mdpi.com/
2073-4352/6/1/3/s001, Table S1: Geometrical parameters (Å, degrees) for the [FHF]´ anions
found in crystal structures through the CSD search; refcodes and R-factors for the crystal
structures are included in the table.
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