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1. Introduction

The needs of society are often a driving force for engineering research. We live in an era in which
global warming and atmospheric pollution are of great concern to the extent that they are stimulating
research on energy efficiency and means to reduce pollution processes. This is a significant challenge
that, if addressed wisely, will have far-reaching effects on sustainable life on our planet. To meet these
dual challenges, consideration needs to be given to energy efficiency and pollution reduction through
the development of new ideas, processes, and practices that can minimize the limitations imposed by
the second law of thermodynamics and of optimisation processes that can extract the largest useful
return for energy utilisation.

Heat and mass transfer together with fluid dynamics are three related topics that frequently occur
simultaneously in many situations. In fact, the occurrence of only one of these phenomena alone is the
exception rather than the rule. The basic equations that describe these phenomena are closely related,
and the mathematical techniques for understanding them are very similar. It is therefore sensible to
consider these topics together as a unitary subject. This is the approach we have adopted for this
Special Issue.

In this Special Issue on “Optimization of Heat and Mass Exchange”, we have accepted and
published 10 high-quality and original articles. These research papers cover theoretical, numerical,
or experimental approaches on heat and mass transport phenomena. The Special Issue operates a
rigorous peer-review process with a single-blind assessment and at least two independent reviewers,
hence our final acceptance of these published high-quality papers.

2. Papers Presented in the Special Issue

The first paper presented by Sun et al. [1] offers an insight into the compression absorption cascade
refrigeration system. The operating conditions are found to have a significant effect on the coefficient
of performance, and these parameters are optimized simultaneously in their study. The results show
significant quantity of waste heat is recovered to produce a cooling effect required by the system.

Martinez et al. [2] present the application of a mathematical model to temperature and viscosity
in a mixture during the crystallization process in a scraped surface heat exchanger. The results are a
coupled model based on these parameters of the heat exchanger that allow online estimation with
errors below 10% for crystallized system.

Quan et al. [3] performed an analysis on the flow field of port plate pair of an axial piston pump
for different piston speeds and inlet fluid velocities with the use of CFD software. It was found that the
scale and strength of vortex reduced with an increase in the piston speed. Hence, the energy loss was
also reduced and the efficiency was improved.

Processes 2020, 8, 314; doi:10.3390/pr8030314 www.mdpi.com/journal/processes1
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Su et al. [4] develop a two-dimensional two-channel model to simulate the process of heat transfer
during phase change in an unsteady flow passage. The relative parameters of the heat flow inlet
section of the corrugated passage are found to reach stability before those of the cold flow inlet section.
The simulation reflects the heat transfer mechanism well during phase change in a corrugated flow
passage of a plate heat exchanger.

Wang et al. [5] present synergy analysis that reveals the enhancement of heat transfer from the
fluid circulation is the most significant at the center of the vortices and at the boundary between them.
The work is a numerical investigation of natural convection in a circular enclosure with an internal flat
plate with various orientations and aspect ratios. The numerical results show that the width of the
plate has almost no effect on the horizontally placed plate.

Faraz et al. [6] apply the similarity transformation technique to a nonlinear partial differential
system into a system of order differential equation. The objective is to investigate therm-diffusion
effect and multislip effect on an asymmetric casson flow in the presence of chemical reaction. A
strong numerical correlation is found from the results with published work in skin-friction-factor and
Nusselt number.

Lee et al. [7] investigate forced convection on a plate-fin heat sink in an experimental study. The
heat transfer performance and the effect spatial characteristics rate are investigated. They report that
the 1-D numerical model with empirical coefficients provide good predicted trends in temperature
profiles, thermal resistances and optimal heating length. The characteristics of optimal heating position
for both laminar and turbulent flow are investigated in this study.

Alic et al. [8] introduce the computational intelligence methods to estimate heat flux at pool boiling
processes in the isolated bubble regime. The performance of computational intelligence methods is
determined according to the results of error analysis. The support vector machine regression method
is found to perform better than the other methods used for pool boiling heat flux estimation.

Zhou et al. [9] provide an experimental and numerical study in an ice storage tank with finned
tubes. The objective is to enhance the performance of the solidification process with the application of
axially arranged fins and tubes. The results indicate a remarkable improvement in the performance.
Benefits are observed with decreasing initial temperature in refrigerant and water as well.

Lu et al. [10] present a mathematical model and simulation of thermal fields of a large canned
induction motor by different calculation methods in the effect of water friction loss. The results are
compared with the measurements, obtained from the total losses using the loss separation method. The
peak temperature and the temperature distribution of windings are not affected by the water friction
loss. This paper will be of special interest to those involved in electrical machines cooling design.

3. Conclusions

We believe that the papers in this Special Issue reveal an exciting area that can be expected to
continue to grow in near future, namely, the optimization of mass and heat exchange. The pursuit
of work in this area requires expertise in thermal and fluid dynamics, system design, and numerical
analysis. We hope that this Issue helps to bring the research community into closer contact with each
other. Finally, we would like to thank our authors, reviewers, and editorial staff who have contributed
to this Special Issue. I am sure all readers of this Special Issue of Processes will find these scientific
manuscripts interesting and beneficial to their research work in the coming years.

Author Contributions: All authors contribute equally in this manuscript. All authors have read and agreed to the
published version of the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Compression–absorption cascade refrigeration system (CACRS) is the extension of
absorption refrigeration system, which can be utilized to recover excess heat of heat exchanger
networks (HENs) and compensate refrigeration demand. In this work, a stage-wise superstructure is
presented to integrate the generation and evaporation processes of CACRS within HEN, where the
generator is driven by hot process streams, and the evaporation processes provide cooling energy to
HEN. Considering that the operating condition of CACRS has significant effect on the coefficient of
performance (COP) of CACRS and so do the structure of HEN, CACRS and HEN are considered as
a whole system in this study, where the operating condition and performance of CACRS and the
structure of HEN are optimized simultaneously. The quantitative relationship between COP and
operating variables of CACRS is determined by process simulation and data fitting. To accomplish
the optimal design purpose, a mixed integer non-linear programming (MINLP) model is formulated
according to the proposed superstructure, with the objective of minimizing total annual cost (TAC). At
last, two case studies are presented to demonstrate that desired HEN can be achieved by applying the
proposed method, and the results show that the integrated HEN-CACRS system is capable to utilize
energy reasonably and reduce the total annualized cost by 38.6% and 37.9% respectively since it could
recover waste heat from hot process stream to produce the cooling energy required by the system.

Keywords: HEN synthesis; CACRS; operating condition; MINLP; optimization

1. Introduction

Exchanging heat between cold and hot process streams through heat exchangers is an effective
form of waste heat recovery. A great many of researches have been undertaken, such as the optimization
design of heat exchanger, and the synthesis of heat exchanger networks. For the optimization design
of heat exchanger, the nanomaterials were mixed in the pure fluid since the nanoparticles have higher
thermal conductivity and can give greater characteristics of carrier fluid [1]. In addition, the turbulent
flow of nanofluid in a pipe has been modeled in order to reach better design in view of second
law [2]. Also, the researches on heat exchanger network (HEN) synthesis have received considerable
development, and still bolstered by new ideas. Mathematical programming approach based on
superstructure is one of the most widely used methods for HEN synthesis. In recent years, the original
stage-wise superstructure proposed by Yee and Grossmann [3] has been improved and perfected. Such
as the assumption of isothermal mixing was shattered [4], and the superstructure was enhanced to
contain more possibilities [5], as well as to consider the parallel connection of utilities in stream split
branches [6] and series connection of utilities in substages [7].

Processes 2020, 8, 210; doi:10.3390/pr8020210 www.mdpi.com/journal/processes5
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Absorption refrigeration cycle (ARC) is a high-efficiency energy cycle for heat recovery from
middle- and low-temperature heat sources in term of generating cooling energy, and many researches
have been conducted [8,9]. For greater energy-saving potential, some studies have also been launched
on the integration of ARC with HEN. Ponce-Ortega et al. [10] investigated the combination of ARC and
HEN by using Pinch-based and mathematical programming methods, which can recycle heat below the
pinch point for refrigerating. Lira et al. [11] presented a superstructure having heat exchange system
combined with solar absorption refrigeration system, for the sake of reaching the optimal configuration
of the whole system, but the placement of generation process of ARC and the selection of evaporation
temperature were not well investigated. This work was later extended by taking Organic Rankine
Cycle into consideration for process heat recovery in 2014 [12], but the ARC was still supposed to work
at certain conditions rather than its optimal interior behavior accompanying with the system synthesis.

Although ARC is an effective technology, it cannot achieve a very low evaporation temperature [13],
and the energy efficiency drops quickly with decreasing evaporation temperature and generation
temperature [14,15]. By contrast, the electrical compression refrigeration (ECR) can reach much
lower refrigerating temperature and usually has higher efficiency, whereas consuming expensive
electricity [16]. Compression–absorption cascade refrigeration system (CACRS) retains the advantages
of both ARC and ECR, as being able to achieve lower evaporation temperature with relatively high
efficiency and less electricity consumption by recovering waste heat [17].

In last several years, the increasing researches on CACRS have been reported. Some studies
investigated the optimal selection and combination of working fluids so that better performance can be
achieved. Cimsit et al. [18] and Colorado et al. [19] made a thermodynamic analysis and comparison of
the CACRS with various couples of working fluids in the absorption and vapor compression sections.
According to the study, the highest performance was associated with the R134a–LiBr/H2O based
system. The earlier literature studies dealing with the performance improvement of CACRS are mainly
investigated based on the first and second laws, such as Cimsit et al. [20]. Subsequently, the economic
factor was taken into consideration in Cimsit’s study [21], the exergy-based thermoeconomic analyses
has been carried out and the best operating conditions can be determined with exergetic efficiency
and minimum cost as objectives. The structural development of CACRS is also involved in relevant
studies. Jain et al. [22] and Xu et al. [23] proposed the configurations of combined series-parallel and
with evaporator-subcooler for cascade refrigeration system respectively and the energetic, exergetic,
economic, and environmental analyses were conducted on different configurations.

In addition to above, some attention has been also concentrated to the optimal design of CACRS,
in which parametric analysis on design variables are of great significance in pointing the direction for
system design and optimization. According to Jain et al. [24], the change of operating temperatures
contributes to significant changes in overall system performance. Jain et al. [25] established the model
of CACRS, the effect of operating condition on the evaluation indicators are analyzed, based on which
the study is extended to system optimization and design covering thermal and economical aspects [26].
Considering the conflict between maximizing exergetic efficiency and minimizing total cost rate,
multi-objective optimization of CACRS is performed by Aminyavari et al. [27]. And the multi-objective
optimization problem is solved with NSGA-II technique by Jain et al. [28].

As mentioned, previous researches only focused on the incorporation of ARC with HEN for heat
recovery while without optimizing operating condition, and the coefficient of performance (COP) of
ARC was also assumed to be constant. Considering that CACRS combines the advantages of ARC and
ECR, it is meaningful to integrate HEN with CACRS, however no study has been launched. Therein,
considering the coupling relationship between HEN and CACRS, the operating condition of CACRS
will significantly affect the structure of HEN and the performance (COPar1 for the absorption subsystem
and COPec2 for the compression subsystem are used as indicators to evaluate the performance) of
CACRS. Therefore, in this paper, CACRS and HEN are considered as a whole system to recover heat
for refrigeration, where the operating parameters and COPs of CACRS and the structure of HEN are
optimized simultaneously.
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The challenge of HEN synthesis with CACRS integrated is how to describe the coupling relationship
between HEN and CACRS quantitatively, for which the COPs affected by operating condition are the
crucial parameters to quantify the relationship. This paper handles the problem by means of discretizing
the evaporation temperatures of two subsystems. At each evaporation temperature, the quantitative
relationships between COPar1 and heat source temperature, the quantitative relationships between
COPec2 and condensation temperature, are both obtained by simulating and data fitting. Therefore,
the CACRS can be integrated into HEN in the form of a more detailed mathematic formulation. With
this method, the optimal integrated system can be obtained with better performance and higher energy
efficiency, large amount of excess heat can be recovered to minimize the economic cost.

This paper is organized as follows. The problem to be addressed in this paper is stated as Section 2.
The simulation and model formulation are conducted in Section 3, wherein the two subsystems of
CACRS are simulated, and the quantitative relationship between COPs and the operating variables of
CACRS is determined with the simulation results, and the synthesis method for HEN integrated with
CACRS is presented, which includes the superstructure composed of plentiful network alternatives and
the detailed mathematical description for optimization purpose. The proposed method is demonstrated
through two case studies in Section 4, and the discussion is presented in Section 5. Finally, conclusions
are drawn in Section 6.

2. Problem Statement

Figure 1 shows the schematic representation of the CACRS synthesized with heat source. The
system is composed of an absorption subsystem and a single stage electrical compression subsystem.
These two subsystems share a heat exchanger which operates as the evaporator of absorption section
meanwhile the condenser of compression section simultaneously. The generator of absorption
subsystem is heated by heat sources either waste heat of hot process streams or external steam, and
the evaporators of two subsystems provide process streams with cooling energy. The absorber and
condenser are cooled down with cooling water. Here it should be noted that, when the required
refrigerating temperature, lower than room temperature while no less than 0 ◦C, can be achieved by
the evaporator of absorption subsystem, electrical compression subsystem is not needed any more.
When the refrigerating temperature is too low to be achieved by ARC, below 0 ◦C, the demand of
refrigeration is satisfied by compression subsystem’s evaporation process of CACRS.

 
Figure 1. Schematic representation of the compression–absorption cascade refrigeration system
(CACRS).

The COPs are crucial parameters to establish the relationship between the cold energy requirements
in the evaporator and heat required by the generator (or the electricity consumed by the compressor).
The mathematical expressions of COPar1 for ARC and COPec2 for ECR are in Equations (1) and (2),
respectively. Whereas, COPar1 and COPec2 are reflected by the operating condition of ARC and ECR

7
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subsystems. Thus, in addition to exploring the structural integration of HEN and CACRS (or ARC or
ECR if only one subsystem left), the COP related operational parameters, are also optimized with in
this study.

COPar1 =
cooling output

heat input
(1)

COPec2 =
cooling output

power input
(2)

The synthesis problem to be addressed in this paper can be stated as follows.
A set of hot process streams (some are below room temperature or below 0 ◦C), and a set of

cold process streams are given with their heat capacity flow rates, supply and target temperatures.
Parameters of utilities, such as their inlet temperatures, outlet temperatures and unit costs are also
given. Other parameters given include the cost coefficients of heat transfer units, the minimum
approach temperatures and so on. Then, the problem consists in determining the optimal design of
HEN coupled with CACRS including the optimal design of HEN structure and the operating condition
of CACRS, as well as the trade-off between the efficiency and amount of heat recovery, with the aim of
minimizing the total annual cost (TAC). Thus, to solve the problem, the relationship between COPs
and operating condition is simulated in this paper and based on which, the mathematical model of
HEN integrated with CACRS is established for optimal design.

3. Simulation and Model Formulation

3.1. Simulation of Compression–Absorption Cascade Refrigeration System

The CACRS is modelled and simulated with the process modelling software Aspen Plus. Two
steady state simulation models for the two subsystems have been structured and implemented based
on sequential modular approach in the computer program. The simulation used LiBr-H2O fluid
pairs within absorption subsystem and R134a within compression subsystem. The ELECNRTL and
STEAMNBS property methods in Aspen Plus are chosen for LiBr-H2O solution and pure water. The
RK-SOAVE property method is used for R134a. It is assumed that the pressure and heat losses are
neglectable, working fluid at the exits of generator, absorber, evaporator, cascaded evaporator-condenser
and condenser are all in saturation state. The model is validated by comparing with the data presented
by Cimsit et al. [21].

In this study, the condensation temperature is set as 45 ◦C and the concentration of solution is set
as 0.58 for absorption section, referring to Wang’s work [29]. A series of evaporation temperatures
alternatives (5 ◦C, 7 ◦C, 9 ◦C, 11 ◦C, 13 ◦C, 15 ◦C) are given for choosing, and the heat source temperature
will be varied in certain range (from 105 ◦C to 175 ◦C). For the compression section, the optional
evaporation temperatures are optimized in a series of values (−25 ◦C, −21 ◦C, −17 ◦C, −13 ◦C, −9 ◦C,
−5 ◦C) according to refrigeration demands, and the corresponding condensation temperature are 10 ◦C,
12 ◦C, 14 ◦C, 16 ◦C, 18 ◦C, and 20 ◦C when the temperature difference of cascaded evaporator-condenser
is supposed to be 5 ◦C. Figure 2a,b present the variation of COP with heat source temperature and
condensation temperature at certain evaporation temperature for absorption and compression section
separately. Obviously, COPar1 is improved with the increase of heat source temperature (t) and
evaporation temperature. Higher evaporation temperature (te) and lower condensation temperature
(tc) contribute to higher COPec2. The corresponding functional relationship between COPar1 and heat
source temperature can be obtained in form of fitting curve, which is performed within MATLAB. The
values calculated according to fitting function are compared with the simulated value to examine the
accuracy, and the maximum error is less than 2%. In the same way, the matrix COPec2 determined by
evaporation and condensation temperatures can be also established.
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(a) (b) 

Figure 2. (a) Effect of heat source temperature on coefficient of performance (COP) of absorption
refrigeration cycle (ARC); (b) Effect of evaporation temperature and condensation temperature on COP
of electrical compression refrigeration (ECR).

3.2. Superstructure Presentation

A stage-wise superstructure is proposed to present the configuration of HEN incorporated with the
generation and evaporation processes of CACRS in Figure 3. The cooperation of HEN and CACRS can
be performed in two parts: (i) Hot process streams provide heat to drive the generators of absorption
subsystem at the inner stage, (ii) low-temperature cooling energy produced in evaporators of absorption
and compression subsystems are used to cool hot process streams to sub-ambient temperature or below
0 ◦C at the stream ends after the use of cooling water.

Figure 3. Superstructure of the heat exchanger network (HEN) integrated with CACRS.

As indicated, the generation (CACRSGE) and evaporation processes of absorption (ARCEV) and
compression (ECREV) subsystems are implemented cooperatively with the heat exchange of mentioned
process streams. Also, low-pressure steam (LPS) can be used as heat source to motivate CACRS for
producing cooling energy when hot process streams can’t provide enough heat. The corresponding
generation and evaporation process are LPSCACRSGE, LPSARCEV, and LPSECREV. Each hot process
stream can be cooled down by cold process stream, cooling water and/or the generation process
(CACRSGE) and evaporation processes (ARCEV, ECREV, LPSARCEV, and LPSECREV) of CACRS, and
each cold process stream can be heated by hot process stream, LPS and/or high-pressure steam (HPS).

9
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In addition, a two-stage structure of heat exchange between hot process stream and the evaporation
processes of CACRS are performed at the stream end in order to include more matching possibilities.

3.3. Model Formulation

A MINLP model consisting of HEN and CACRS is formulated according to the superstructure
proposed in this paper. The following sets are defined before presenting the model formulation: I, J, ST,
ST’ represent the sets for hot process streams, cold process streams, stage numbers of heat exchange
inside the superstructure, and stage numbers of heat exchange at end of the superstructure, S and L are
the sets for temperature grades of evaporation processes for CACRS.

3.3.1. Model for Heat Exchanger Network Synthesis

• Total energy balances for process streams(
Tin

i − Tout
i

)
FCpi =

∑
k

∑
j

qi, j,k +
∑

k

qCACRSGE
i,k +

∑
k

qCW
i,k + qCW′

i +
∑

k′
qCACRSEV

i,k′ ∀i ∈ I (3)

(
Tout

j − Tin
j

)
FCpj =

∑
k

∑
i

qi, j,k +
∑

k

qLPS
j,k + qLPS′

j + qHPS
j ∀ j ∈ J (4)

Equations (3) and (4) represent the total energy balances for hot stream i and cold stream j.
qCACRSGE

i,k denotes the heat load provided by hot process stream i in generator of CACRS within stage k,

qCACRSEV
i,k′ denotes the cooling energy provided by the evaporation processes of CACRS within stage k’

at the stream end. qCW
i,k and qCW′

i denote the use of cooling water inner stage and at the stream end of

the superstructure. qLPS
j,k and qLPS′

j denote the similar position of LPS as the placement of cooling water.
• Energy balance for each match inner stage of the superstructure

qi, j,k = f cpi, j,k

(
tin
i, j,k − tout

i, j,k

)
∀i ∈ I,∀ j ∈ J,∀k ∈ ST (5)

qCACRSGE
i,k = f cpCACRSGE

i,k

(
tCACRSGEin
i,k − tCACRSGEout

i,k

)
∀i ∈ I,∀k ∈ ST (6)

qCW
i,k = f cpCW

i,k

(
tCWin
i,k − tCWout

i,k

)
∀i ∈ I,∀k ∈ ST (7)

qi, j,k = f cpj,i,k

(
tout

j,i,k − tin
j,i,k

)
∀i ∈ I,∀ j ∈ J,∀k ∈ ST (8)

qLPS
j,k = f cpLPS

j,k

(
tLPSout

j,k − tLPSin
j,k

)
∀ j ∈ J,∀k ∈ ST (9)

It should be note that tin
i, j,k, tCACRSGEin

i,k , tCWin
i,k all equal to ti,k, tin

j,i,k and tLPSin
j,k equal to tj,k+1, on

account that the inlet temperature of stage k is the outlet temperature after mixing in previous stage.
• Non-isothermal mixing for each inner stage

FCpi =
∑

j

f cpi, j,k + f cpCACRSGE
i,k + f cpCW

i,k ∀i ∈ I,∀k ∈ ST (10)

(
ti,k − ti,k+1

)
FCpi =

∑
j

qi, j,k + qCACRSGE
i,k + qCW

i,k ∀i ∈ I,∀k ∈ ST (11)

FCpj =
∑

i

f cpj,i,k + f cpLPS
j,k ∀ j ∈ J,∀k ∈ ST (12)

(
tj,k − tj,k+1

)
FCpj =

∑
i

qi, j,k + qLPS
j,k ∀ j ∈ J,∀k ∈ ST (13)

10
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For process streams, the mass balances and energy balances for internal stages of the superstructure
are shown as Equations (10)–(13). With these equations, the outlet temperature of stage k after mixing
can be calculated.
• Energy balances for matches of evaporation processes at the stream ends(

tCACRSEVin
i,k′ − tARCEVout

i,k′
)

f cpARCEV
i,k′ = qARCEV

i,k′ ∀i ∈ I,∀k′ ∈ ST′ (14)

(
tCACRSEVin
i,k′ − tECREVout

i,k′
)

f cpECREV
i,k′ = qECREV

i,k′ ∀i ∈ I,∀k′ ∈ ST′ (15)(
tCACRSEVin
i,k′ − tLPSARCEVout

i,k′
)

f cpLPSARCEV
i,k′ = qLPSARCEV

i,k′ ∀i ∈ I,∀k′ ∈ ST′ (16)(
tCACRSEVin
i,k′ − tLPSECREVout

i,k′
)

f cpLPSECREV
i,k′ = qLPSECREV

i,k′ ∀i ∈ I,∀k′ ∈ ST′ (17)

The heat removed by the evaporation processes of CACRS in any stage k’ which is at the ends
of hot streams are given by Equations (14)–(17). qARCEV

i,k′ and qLPSARCEV
i,k′ denote the heat removed by

the evaporation process of absorption section motivated by hot process streams and LPS at stage k’ of
hot process stream end, likewise, qECREV

i,k′ and qLPSECREV
i,k′ have the similar meaning with qARCEV

i,k′ and

qLPSARCEV
i,k′ , but the evaporation process belongs to the compression section of CACRS.
• Energy balance of non-isothermal mixing for evaporation processes at the stream ends

FCpi = f cpARCEV
i,k′ + f cpECREV

i,k′ + f cpLPSARCEV
i,k′ + f cpLPSECREV

i,k′ ∀i ∈ I,∀k′ ∈ ST′ (18)

qCACRSEV
i,k′ = qARCEV

i,k′ + qECREV
i,k′ + qLPSARCEV

i,k′ + qLPSECREV
i,k′ ∀i ∈ I,∀k′ ∈ ST′ (19)

• Energy balances for utilities at the stream ends(
ti,NOK+1 − tCACRSin

i,1

)
FCpi = qCW′

i ∀i ∈ I (20)

(
tCACRSin
i,k′ − tCACRSout

i,k′
)
FCpi = qCACRSEV

i,k′ ∀i ∈ I (21)(
tHPSin

j − tj,1

)
FCpj = qLPS′

j ∀ j ∈ J (22)(
Tout

j − tHPSin
j

)
FCpj = qHPS

j ∀ j ∈ J (23)

At the end of the superstructure, the heat removed by cooling water is determined by Equation
(20), and the heat removed by the evaporation processes of CACRS are given by Equation (21). With
Equations (22) and (23), the heating requirement of each cold process stream at the stream end are
satisfied by LPS and HPS are determined.
• Feasibility constraints of temperature

tin
i,M ≥ tout

i,M ∀i ∈ I (24)

tin
j,N ≤ tout

j,N ∀ j ∈ J (25)

Tin
i ≥ ti,k ≥ ti,k+1 ≥ Tout

i ∀i ∈ I (26)

Tout
j ≥ tj,k ≥ tj,k+1 ≥ Tin

j ∀ j ∈ J (27)

Equation (24) denotes the temperature of hot process stream i will decrease after exchanging
heat with M, M is the set including cold process stream, generator of CACRS, cooling water, and
evaporators of CACRS. Similarly, Equation (25) denotes the temperature of cold process stream j will
increase after exchanging heat with N which contains hot process stream, LPS and HPS. Equations (26)
and (27) are used to ensure the monotonic decrease of temperature from the left side to the right side of
the superstructure.

11
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• Constraints on binary variables of CACRS∑
s

ZCACRSGE
i,k,s ≤ 1 ∀i ∈ I,∀k ∈ ST (28)

∑
s

ZARCEV
i,k′,s ≤ 1 ∀i ∈ I,∀k′ ∈ ST′ (29)

∑
s

∑
l

ZECREV
i,k′,s, l ≤ 1 ∀i ∈ I,∀k′ ∈ ST′ (30)

∑
s

ZLPSARCEV
i,k′,s ≤ 1 ∀i ∈ I,∀k′ ∈ ST′ (31)

∑
s

∑
l

ZLPSECREV
i,k′,s, l ≤ 1 ∀i ∈ I,∀k′ ∈ ST′ (32)

ZCACRSGE
i,k,s is the binary variable denoting the existence of generator of CACRS in stage k with the

temperature of cooling energy produced in the evaporator belongs to grade s. ZARCEV
i,k′,s and ZLPSARCEV

i,k′,s
are binary variables that denote the cooling energy produced in grade s by absorption subsystem is
used to cool hot process stream i at stage k’. ZECREV

i,k′,s, l and ZLPSECREV
i,k′,s, l are binary variables which denote

hot process streams are cooled down by the evaporation processes of CAVRS’s compression section in
stage k’, of which s and l are the evaporation temperature grades of absorption section and compression
section respectively.

The constraints on binary variable of CACRS are given by Equations (28)–(32). Equation (28)
means that for the generation process of CACRS, there is at most one corresponding evaporation
temperature of certain grade. Equations (29)–(32) indicate that for evaporation processes of CACRS,
only one grade of evaporation temperature is considered so as to simplify the model and shorten
computing time.

3.3.2. Model for CACRS

In the CACRS, condensation temperature and absorption temperature can be regarded as constants
since the absorber and condenser are cooled down with cooling water which is used as cold utility in
HEN with given inlet and outlet temperatures.
• The determination of matrix COP

copar1(s) = f (tCACRSGEin
i,k ) COPec2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
copec2

s1,l1
· · · copec2

s1,L
... copec2

s,l

...
copec2

S,l1
· · · copec2

S,L

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (33)

In the case that condensation and absorption temperatures of absorption section are defined,
COPar1 is only related to the inlet temperature of generator (heat source temperature) tCACRSGEin

i,k and

the evaporation temperature TARCEV for ARC, COPec2 can be determined by the condenser temperature
(equal to TARCEV + ΔTmin2) and evaporation temperature TECREV for ECR. Evaporation temperature
of two subsystems are graded by discretizing into several values. Once the grades of these two
evaporation temperatures are determined, copar1(s) can be expressed as the function of tCACRSGEin

i,k and
the matrix of COPec2 can be established. The functional relation and values in matrix are obtained
through process simulation and data fitting which are presented in Section 3.1.
• Energy balance for CACRS

∑
i

∑
k

qCACRSGE
i,k ZCACRSGE

i,k,s × copar1(s) =
∑
i

∑
k′
(ZARCEV

i,k′,s qARCEV
i,k′ ) +

∑
i

∑
l

∑
k′
(ZECREV

i,k′,s, l qECREV
i,k′ ) × (1 + 1/copec2(s, l)) (34)

qLPSCACRSGE
s × copar1(s) =

∑
i

∑
k′
(ZLPSARCEV

i,k′,s qLPSARCEV
i,k′ ) +

∑
i

∑
k′

∑
l
(ZLPSECREV

i,k′,s, l qLPSECREV
i,k′ ) × (1 + 1/copec2(s, l)) (35)

12
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qLPSCACRSGE
s denotes the heat input from LPS to generator. Equations (34) and (35) give the energy

balances of the CACRS, which means that the evaporator of absorption subsystem get heat from hot
process stream and the condenser of compression subsystem.

3.3.3. Objective Function

The heat exchanging area can be calculated with Equation (36), herein, hM and hN represent the film
heat transfer coefficients, dt1 and dt2 are the temperature differences before and after heat exchanging,
the mean temperature difference is approximated according to Chen [30]. Objective of the optimization
is to minimize the TAC, considering both the expenditures of capital and operation for HEN and CACRS.
The corresponding cost representations are given in Equations (38)–(40). HEN cost is the summation
of capital cost for heat exchangers and operating cost for utility consumption. CACRS cost is deduced
from the investment of absorption subsystem (containing generator, evaporator, condenser and
absorber) and compression subsystem (cascaded evaporation-condenser, compressor and evaporator
are included), as well as the cooling water consumption in the absorber and condenser which belong
to absorption subsystem and the electricity consumption of compressor in compression subsystem.

A =
q× ( 1

hM
+ 1

hN
)

(dt1 × dt2 × dt1+dt2
2 )

1
3

(36)

Object f unction = minTAC = TACHEN + TACCACRS (37)

TACHEN =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

K f × αfixed
HEN × (

∑
i

∑
j

∑
k

Zi, j,k +
∑
i

∑
k

ZCW
i,k +

∑
i

ZCW′
i +

∑
j

∑
k

ZLPS
j,k +

∑
j
(ZLPS′

j + ZHPS
j ))

+K f × αarea
HEN × (

∑
i

∑
j

∑
k
(Ai, j,k)

βarea
HEN +

∑
i

∑
k
(ACW

i,k )
βarea

HEN

+
∑
i
(ACW′

i )
βarea

HEN +
∑
j

∑
k
(ALPS

j,k )β
area
HEN +

∑
j
((ALPS′

j )
βarea

HEN + (AHPS
j )

βarea
HEN)

+Ccw × (∑
i

qCW′
i +

∑
i

∑
k

qCW
i,k ) + Chps ×∑

j
qHPS

j + Clps × (∑
j

∑
k

qLPS
j,k +

∑
j

qLPS′
j )

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(38)

TACCACRS =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

K f × αfixed
CACRS × (

∑
i

∑
k

∑
s

ZCACRSGE
i,k,s +

∑
i

∑
k′

∑
s

ZARCEV
i,k′,s +

∑
i

∑
k′

∑
s

∑
l

ZECREV
i,k′,s,l + ZCACRSCON

+ZCACRSABS +
∑
s

ZLPSCACRSGE
s +

∑
i

∑
k′

∑
s

ZLPSARCEV
i,k′,s +

∑
i

∑
k′

∑
s

∑
l

ZLPSECREV
i,k′,s,l ) + ZLPSCACRSCON

+ZLPSCACRSABSK f × αarea
CACRS × (

∑
i

∑
k

∑
s

ACACRSGE
i,k,s +

∑
i

∑
k′

∑
s

AARCEV
i,k′,s +

∑
i

∑
k

∑
s

∑
l

AECREV
i,k′,s,l

+ACACRSCON + ACACRSABS +
∑
s

ALPSCACRSGE
s ++

∑
i

∑
k′

∑
s

ALPSARCEV
i,k′,s +

∑
i

∑
k

∑
s

∑
l

ALPSECREV
i,k′,s,l

+Aabsorber) + ALPSCACRSCON + ALPSCACRSABS + Ccomp + (Ccw × (qcondenser + qabsorber)

+Clps ×∑
s

qLPSCACRSGE
s + HY ×Celec ×Wele)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(39)

4. Case Study

In this section, the proposed model is demonstrated through two case studies. To make comparison,
a base case is set to cool down process streams by employing electrical compression refrigeration
(R134a), which produces cooling energy by consuming electricity rather than process heat. Analogously,
for the HEN integrated with ECR, each hot process stream is allowed to be cooled down by multiple
parallel evaporation processes belonging to different grades after the using of cooling water. In
the absorption subsystem of CACRS, LiBr/H2O is used as the working fluid. For single LiBr/H2O
absorption refrigeration, the temperature of heat source is not allowed to be lower than 80 ◦C or higher
than 180 ◦C. In this paper, the COPar1 lower than 0.5 is not considered, so the designated range of
heat source temperature is 105 ◦C to 175 ◦C. The minimum approach temperature for process stream
matching and CACRS matching are stipulated to be ΔTmin1= 10 ◦C, ΔTmin2= 5 ◦C respectively. The
inlet and outlet temperatures of cooling water are 30 ◦C and 40 ◦C, temperatures of LPS and HPS are
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158 ◦C and 255 ◦C respectively. Similar to CACRS, the condenser of ECR is also cooled down by cooling
water, and accordingly, the COP of ECR (COPec) can be determined by the selectable evaporation
temperatures TECREV′ (denoted by s and l) which are identical to CACRS.

The data of the involved process streams for the two cases are shown in Tables 1 and 2. In case 2,
one more hot process stream is added into the HEN, which means more heat available, meanwhile
more demand for cooling.

Table 1. Stream data for case 1.

Streams Inlet Temperature Tin/
◦C Outlet Temperature Tout/

◦C FCp/kW•◦C−1

H1 135 −5 38.75
H2 145 20 48.75
C1 35 240 20
C2 60 120 36.25

Table 2. Stream data for case 2.

Streams Inlet Temperature Tin/
◦C Outlet Temperature Tout/

◦C FCp/kW•◦C−1

H1 165 −15 42.5
H2 135 −5 38.75
H3 145 20 48.75
C1 35 240 20
C2 60 120 36.25

In order to optimize the operating condition of CACRS, six evaporation temperature alternatives
for absorption subsystem and compression subsystem are given and graded respectively according to
the requirement of target temperature. The grading about evaporation temperatures for absorption
subsystem is shown in Table 3. Similarly, the evaporation temperature for compression subsystem is
also graded into six levels in the range of −25 ◦C to −5 ◦C, with l1 to l6 denoting −25 ◦C, −21 ◦C, −17 ◦C,
−13 ◦C, −9 ◦C, and −5 ◦C respectively. Based on the simulation and data fitting procedures stated in
Section 3, the functional relation of COPar1 with tCACRSGEin

i,k is obtained and presented as Equation (40),
and the correlation coefficients are listed in Table 3. Corresponding copec2

s,l in matrix COPec2 are given
in Equation (41) according to the general presentation of Equation (33). When only ECR is used to
satisfy the refrigeration demand, the copec

s,l in matrix COPec is given in Equation (42), wherein, the copec
s

used to produce cooling energy below room temperature is given as Equation (43), and the copec
l used

to produce cooling energy lower than 0 ◦C is given as Equation (44).

COPar1(s) = a× 10−6 × (tCACRSGEin
i,k )

3
+ b× 10−3 × (tCACRSGEin

i,k )
2
+ c× 10−1 × (tCACRSGEin

i,k ) + d (40)

COPec2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

4.64 5.41 6.42 7.77 9.7 12.66
4.34 5.03 5.91 7.08 8.69 11.06
4.07 4.69 5.47 6.49 7.86 9.8
3.83 4.39 5.08 5.97 7.15 8.77
3.61 4.11 4.74 5.53 6.55 7.93
3.40 3.86 4.43 5.13 6.03 7.22

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(41)

COPec(s/l) =
(

copec
s1/l1

. . . copec
s/l . . . copec

S/L

)
(42)

COPec(s) =
(

4.13 4.43 4.75 5.12 5.53 6
)

(43)

COPec(l) =
(

1.78 1.96 2.17 2.42 2.70 3.02
)

(44)
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Table 3. Coefficients of the function relation of COPar1 with tCACRSGEin
i,k .

s TARCEV/◦C a b c d

s1 5 3.5075 −1.5798 2.3717 −11.158
s2 7 3.6281 −1.6257 2.4273 11.362
s3 9 3.5897 −1.6077 2.3976 11.186
s4 11 3.2346 −1.4532 2.1756 10.127
s5 13 3.0330 −1.3649 2.0456 9.4823

The formulated MINLP mathematical models for mentioned HEN-CACRS and HEN-ECR designs
are coded and solved in GAMS with PC specification: CPU 3.30 GHz, 8 GB RAM. For each model,
BARON is used as solver. To be clear, note that the global optimum cannot be guaranteed for MINLP
problems. Yet, good initial values and boundaries as well as circular iteration are employed to facilitate
the search process and improve the quality of locally-optimal solutions.

In HEN-CACRS result, the evaporation temperature of grade ‘s’ produced in ARC subsystem
can cool hot process stream to below room temperature, and the evaporation temperature of grade
‘l’, produced in ECR subsystem, can be used for cooling hot process stream to below 0 ◦C. For the
integrated CACRS, (s, l) denotes that there is cooling energy produced at evaporation temperature of
grade ‘l’ by the compression section, whose temperature of cascaded evaporator-condenser belongs
to grade ‘s’, while for HEN-ECR result, just the evaporation temperature grade of ‘s’ or ‘l’ needs to
be determined. Optimal structures of the integrated HENs with CACRS and ECR for two cases are
presented in Figure 4a,b and Figure 5a,b, respectively.

 

(a) 

 

(b) 

Figure 4. Result of case 1. (a) Structure of the integrated HEN with CACRS; (b) Structure of the
integrated HEN with ECR.

15



Processes 2020, 8, 210

Figure 4a shows the optimal structure of HEN integrated with CACRS for case 1, as indicated
in which one set of CACRS and one set of ARC are implemented to absorb heat from process stream
for refrigeration purpose. The CACRSGE (5 ◦C) is motivated by H1 and H2, and the cooling energy,
5 ◦C (s1) produced by the evaporation process of absorption section, and −13 ◦C (l4) produced in
evaporator of compression section are used to cool down H1 (ARCEV(5 ◦C), and ECREV (5 ◦C, −13 ◦C))
successively. In addition to exchanging heat with cold process stream and the generator of CACRS, H2
heats the generator of the ARC (CACRSGE (9 ◦C)), then to be refrigerated by the evaporation process
of ARC (ARCEV(9 ◦C), (s3)) after the use of cooling water. In HEN-ECR result, as shown in Figure 4b,
the mentioned refrigeration demands are all satisfied by ECRs. The evaporating temperature for
refrigerating H1 and H2 are −13 ◦C (l4).

For case 2, the optimal integrated structures of the two concerned design scenarios are shown in
Figure 5a,b.

(a) 

(b) 

Figure 5. Result of case 2. (a) Structure of the integrated HEN with CACRS; (b) Structure of the
integrated HEN with ECR.

For the scenario HEN integrated with CACRS, two ARC sets and two CACRS sets are involved
to provide cooling energy to HEN. Since the heat of process streams is not sufficient, LPS is used
to compensate the heat demand of CACRS. One ARC set is run by LPS (LPSCACRSGE (5 ◦C)), and
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the evaporator absorbs heat from H1 (LPSARCEV (5 ◦C), (s1)). The other ARC set gets heat from
H3 in generator (CACRSGE (5 ◦C)) and the cooling energy produced in the evaporator is used to
cool H2 and H3 (ARCEV (5 ◦C), (s1)). One CACRS is motivated by LPS (LPSCACRSGE (9 ◦C)),
and the cooling energy produced in the evaporator of compression section is used to cool down H1
(LPSECREV (9 ◦C, −25 ◦C), (s3, l1)) at the stream end. The other CACRS gets heat from H2 (CACRSGE
(7 ◦C)) and the cooling energy produced in the evaporator of absorption and compression subsystems
is used for cooling H2 (ARCEV (7 ◦C), (s2)) and H3 (ECREV (7 ◦C, −25 ◦C), (s2, l1)) to their target
temperatures separately.

5. Discussion

From obtained results of the two cases, it can be observed that, in HEN-CACRS and HEN-ECR
scenarios, the process streams with cooling requirements are always cooled to the lowest temperature
which can be achieved by cooling water first, and then are refrigerated by the evaporation processes
of refrigeration system subsequently. The cause of this state is that cooling energy is produced at
the cost of consuming much heat and electricity which will increase the operating cost. What is
more, by comparing the optimal structure of HEN-CACRS with HEN-ECR, it can be observed that
HEN-ECR prefers equal or higher evaporating temperature grades than that of CACRS at the last
stage of evaporation processes. The reason for this tendency is that, higher evaporating temperature is
beneficial for higher COP, which will decrease the consumption of expensive electricity.

Higher COP is pursued by both ECR and CACRS, which means consuming less electricity and
heat. But when CACRS is integrated into HEN, high COP cannot be reached all the time due to the
limit of cost target and characteristics of process streams (inlet temperature, outlet temperature, heat
load and so on), there are trade-offs between the quantity and efficiency of heat recovery and between
the cost of hot utility and electricity consumption.

For the absorption section, the lower the evaporation temperatures, the higher the hot source
temperature (inlet temperature of generator) will be needed for higher COPar1. Such as the evaporation
temperature used to cool H2 in case1 is 9 ◦C (s3), the corresponding heat source temperature is 139.33 ◦C,
the evaporating temperature which is used to cool H1 is 5 ◦C (s1), and the matching heat temperature is
145 ◦C. But there is also 5 ◦C (s1) cooling energy produced, which is motivated the heat source of 135◦C,
for recovering much heat. Likewise, for the compression subsystem of CACRS, in case 2, there are
two matches of evaporation temperatures for ARC section and ECR section, (7 ◦C, −25 ◦C) and (9 ◦C,
−25 ◦C), obviously, the match of (7 ◦C, −25 ◦C) has higher COPec2, but the match of (9 ◦C, −25 ◦C) is
motivated by LPS, higher evaporation temperature of ARC section will lead to higher COPar1 and
lower COPec2 at the same time, so there is a trade-off between LPS and electricity consumption costs.

For the two cases, the optimal integrated HEN-ECR system are achieved at the TAC of 2,595,319
$·y−1 and 4,780,274 $·y−1, and the TAC of optimal integrated HEN-CACRS are 1,592,527 $·y−1 and
2,970,188 $·y−1, which are 38.6% and 37.9% lower than HEN-ECR respectively. The concrete analysis is
as follows. The TAC consists of the capital cost of HEN, capital cost of CACRS and operating cost of
HEN-CACRS. The operating cost of HEN-CACRS is composed of electricity cost, hot utility cost (LPS
and HPS) and cold utility cost (cooling water). The cost of each part can be seen in Figure 6.
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Figure 6. The distribution of total annual cost.

Apparently, the capital cost of refrigeration forms a considerable part of TAC, and the cost
of CACRS is close to that of ECR for the two cases studied. By comparing the cost difference of
HEN-CACRS with HEN-ECR, it can be found that there is little difference in the capital cost of HEN,
the hot and cold utilities costs of HEN-CACRS are higher than that of HEN-ECR, but the electricity cost
of HEN-CACRS is much less than that of HEN-ECR. There are the detail explanations. In HEN-CACRS
scenario, the integration of CACRS helps to promote energy efficiency of hot process streams, some
waste heat is used to motivate the generator of CACRS, and the energy produced by the evaporators of
CACRS can be used to partly meet the refrigeration demand, which lead to sharp decrease of electricity
cost. Even though the utilization of waste heat can decrease the consumption of cooling water for
cooling hot process streams, the cooling water cost of HEN-CACRS is still a little higher than that of
HEN-ECR, because the cooling water consumed by the refrigeration system is also considered. In
addition, the integration of CACRS into HEN may lessen the heat load matching with cold process
stream or increase the consumption of LPS as heat source to motivate the refrigeration system, and
result in the increase of hot utility cost. But with comprehensive consideration of all costs, it can be
concluded that the TAC of HEN-CACRS is still lower than that of HEN-ECR.

6. Conclusions

This paper has presented a mathematical programming model to consider the integration of HEN
with CACRS. The coupling relationship of CACRS and HEN are quantitatively described through
process simulating and data fitting. Then a detailed mathematical description for CACRS and HEN
is formulated. Considering the mutual effect of HEN and CACRS, the structure of the HEN and the
performance of CACRS are optimized simultaneously within the design. Compared with the results
of base case where only electrical compression refrigeration is used for refrigeration purpose, it can
be found that the integrated HEN-CACRS system is capable to utilize energy reasonably and reduce
the total annualized cost by 38.6% and 37.9% respectively since it could recover waste heat from hot
process stream to produce the cooling energy required by the system. On base of this study, future
work will be concentrated on the optimal design of the HEN integrated with CACRS and ORC, and
more internal parameters will be considered.
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Nomenclature

Sets

I set of hot process streams
J set of cold process streams
ST set of stages inner the superstructure
ST’ set of stages at end of the superstructure
S/L set of evaporation temperature grades
M set of process or processes need to be heated
N set of process or processes need to be cooled
Parameters

Tin
i /T

out
i inlet/outlet temperature of hot process streams, ◦C

Tin
j /T

out
j inlet/outlet temperature of cold process streams, ◦C

FCpi/FCpj heat capacity flowrate of hot/ cold process streams, kW·◦C−1

K f annualized factor, kg·(m3)−1

αfixed
HEN/α

area
HEN/β

area
HEN cost parameters of heat exchanger network

αfixed
CACRS/α

area
CACRS cost parameters of cascade refrigeration system

HY annual working hour, h
Ccw unit cost of cooling water, $/(kW·y)
Clps unit cost of low-pressure steam, $/(kW·y)
Chps unit cost of high-pressure steam, $/(kW·y)
Celec unit cost of electricity, $/(kW·y)
Ccomp capital cost of compressor, $·y−1

Superscripts

CACRS compression-absorption cascade refrigeration system
LPS/LPS’ low-pressure steam
LPSCACRSGE the evaporation process belongs to absorption subsystem of CACRS motivated by

low-pressure steam
CACRSGE the generation process of CACRS motivated by hot process stream
ARCEV the evaporation process belongs to absorption subsystem of CACRS motivated by

hot process stream
ECREV the evaporation process belongs to compression subsystem of CACRS motivated by

hot process stream
LPSARCEV the evaporation process belongs to absorption subsystem of CACRS motivated by

low-pressure steam
LPSECREV the evaporation process belongs to compression subsystem of CACRS motivated by

low pressure steam
CW/CW’ cooling water
HPS high-pressure steam
Subscripts

i hot process stream
j cold process stream
k index for inner stage of HEN superstructure (1, . . . , NOK)
NOK total number of inner stages
k’ index for evaporation stage at hot stream end
s evaporation temperature grades of the CACRS’s absorption subsystem
l evaporation temperature grades of the CACRS’s compression subsystem
Variables

tin inlet temperature, ◦C
tout outlet temperature, ◦C
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fcp heat capacity flowrate for a stream branch, kW·◦C−1

q heat exchange load, kW
A heat exchange area, m2

Wele the consumption of electricity, $
COPar1 coefficient of performance for the absorption section of CACRS
COPec2 coefficient of performance for the compression section of CACRS
hM/hN film heat transfer coefficient of the stream needs to be heated or cooled,

kW·(◦C·m2)−1

dt1/dt2 temperature difference before or after heat exchanging, ◦C
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Abstract: Ice cream viscosity is one of the properties that most changes during crystallization in
scraped surface heat exchangers (SSHE), and its online measurement is not easy. Its estimation is
necessary through variables that are easy to measure. The temperature and power of the stirring
motor of the SSHE turn out to be this type of variable and are closely related to the viscosity.
Therefore, a mathematical model based on these variables proved to be feasible. The development
of this mathematical relationship involved the rheological study of the ice cream base, as well as
the application of a method for its in situ melting in the rheometer as a function of the temperature,
and the application of a mathematical model correlating the SSHE stirring power and the ice cream
viscosity. The result was a coupled model based on both the temperature and stirring power of the
SSHE, which allowed for online viscosity estimation with errors below 10% for crystallized systems
with a 30% ice fraction at the exit of the SSHE. The model obtained is a first step in the search for
control strategies for crystallization in SSHE.

Keywords: viscosity; crystallization; ice-cream; modelling; scraped surface heat exchanger

1. Introduction

In the ice cream crystallization process, viscosity is the most evolving property. This is due to the
liquid transforming into a semi-solid as a result of the occurrence of ice crystals. Clarke [1] described
that ice cream mixture viscosity increases for two reasons: the liquid mixture temperature decreases
and the volume fraction of solid particles (ice crystals) increase. Thus, ice cream viscosity is determined
by the non-frozen phase viscosity and the ice fraction generated during its freezing. For an ice cream
liquid mixture, apparent viscosity values have been reported between 0.1 and 0.8 Pa·s, at a shear rate
of 115 s−1 [2,3]. For already crystallized ice cream, there are not many references about viscosity values.
However, most authors agree that their rheological parameters, such as storage and loss modules
(G’ and G”), increase exponentially as temperature decreases and ice fraction increases. This effect
translates into an exponential viscosity increase [4–6].
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To understand the evolution of ice cream mixture viscosity, its complex composition must be
considered. In fact, ice cream is a mixture of air, water, milk fat, non-fat milk solids, sweeteners,
stabilizers, emulsifiers, and flavorings. This mixture is partially frozen through water crystallization,
which is the critical stage during its elaboration [1,7,8]. Thus, from a physicochemical point of view,
ice cream is a complex colloidal system, considered at the same time as an emulsion, a dispersion, and
a foam. These structures play an important role to determine the product quality and shelf life [9–12].

It has been determined that the rheological behavior of an ice cream corresponds to a shear thinning
non-Newtonian fluid [2,13]. Furthermore, this fluid acquires a viscoelastic behavior as the temperature
decreases and the concentration of the crystals increases. This change in rheological behavior is due to
the complex microstructure mixture that evolves significantly with temperature changes, which is the
main crystallization promoter during processing and storage recrystallization [6,9,14].

There are some studies that propose mathematical models to describe the viscosity evolution of ice
cream mixtures during crystallization [13,15]. All these models are based on the viscosity estimation
equation for suspensions with rigid spherical particles proposed by Einstein, as described below:

ηapp = ηo(1 + 2.5φ) (1)

where ηapp is the apparent ice cream viscosity, ηo is the non-frozen liquid mixture viscosity, and φ is
the solids volumetric fraction. This model has been the basis to determine the viscosity of different
suspensions at low solid concentrations [16]. Using this model as a basis and seeking to extend its
range of use, Thomas proposed a modification to the Einstein equation [17]. The modified equation is
expressed as follows:

ηapp = ηo
[
1 + 2.5φ+ 10.05φ2 + 0.00273 exp(16.6φ)

]
(2)

This model is valid for a solid fraction up to 0.625 and for a particle size range between 0.1 and
435 μm. This equation has been widely used by several authors to study ice suspensions [13,15,18]
Equation (2) has been even used to estimate viscosity evolution in ice cream production, but it has been
found to be valid only for solid concentrations below 10% [16,17]. For solid concentrations higher than
10%, the authors propose a parameters readjustment. Arellano et al. (2013) measured the viscosity
of a sorbet at the SSHE exit using the capillary viscometer technique. The ice fraction was estimated
knowing the sorbet temperature and by considering the equilibrium liquidus curve. Hence, once
experimentally determined the sorbet’s rheological parameters, using the Thomas model, the system’s
apparent viscosity was estimated with an error percentage of ±20%. Benkhelifa et al. [19] measured
the viscosity of sorbets and ice cream by using a rotational viscometer inserted in a batch SSHE and by
applying a Couette analogy in this non-conventional geometry.

There are also studies that relate ice cream viscosity with the stirrer energy consumption inside
the scraped surface heat exchangers (SSHE). These models allow to estimate the power consumption
of scraping blades as a function of ice cream viscosity during crystallization. The developed models
consider that mixture viscosity increases as the crystal content increases. So, a direct proportional
relationship between the energy consumption of the SSHE stirrer and apparent viscosity is proposed [1].
This increase in engine power leads to a friction increase between the scrapers and the internal wall of
the SSHE, requiring a complementary energy input to the system to keep a constant agitation rate
during the process. This extra energy is dissipated in the ice cream and later it is also removed by the
cooling system [13,17].

One of the first models that relates an SSHE system viscosity with the energy consumed was
developed by Skelland and Leung [20]. The model relates the power number (Po) with the rotational
Reynolds number ReR(= ρNRd2

t /η) and the number of scraping vanes (F). Thus, for the freezing of a
glycerol-water solution, the proposed equation is:

Po = 77, 500 Re−1.27
R F0.59 (3)

24



Processes 2020, 8, 167

Trommelen and Beek [21] established that in the SSHE the power number was not solely a function
of the rotational Reynolds number (ReR), since their experimental results showed that for the same ReR,
the Po was increased with a decrease of apparent viscosity. Therefore, they proposed the empirical
equation:

P =
251(NRdt)

1.79η0.66F0.68LB

(dt − ds)
0.31

(4)

where P is the power consumed by agitation, NR is the rate of rotation of the scraping blades, η is
the fluid apparent viscosity, LB is the length of the scraping blades, while dt and ds are the diameter
of the tank and the stator of the SSHE, respectively. This model showed a proper agreement with
experimental data (R2 = 0.992).

In another study, Trommelen and Boerema [22], proposed a modification to the Skelland and
Leung model. The proposed model can be expressed as:

Po

LB
= K ReR

−aF0.59 (5)

where the rotational Reynolds number is a function of the viscosity (ReR = ρNRd2
t /η), K and a are

model fitted constants. This model was retaken by Qin et al. (2006 and 2007) to propose a predictive
model of apparent viscosity during the crystallization of sucrose aqueous solutions. The proposed
methodology consists in estimating the apparent viscosity, during crystallization, using the Thomas
predictive model (Equation (2)). Complementarily, the stirrer torque in the SSHE was measured and
the consumed power was calculated. Subsequently, the power number was estimated

(
Po = P/ρN3

Rd5
t

)
.

Finally, the obtained values were used to find the adjusted parameters of the Trommelen and Boerema
model (Equation (5)). Predictive curves were obtained and compared with experimental data, obtaining
a proper fit. It is important to note that these tests were performed with sucrose solutions in water,
with a less than 15% ice crystals volume fraction.

In conclusion, the models found in the literature, for the prediction of the apparent viscosity of
mixtures during crystallization by freezing in SSHE’s, have been developed mainly for sugar solutions
and sorbets. The current challenge is to develop new models for complex mixtures, such as ice cream,
considering a concentration of solids (ice crystals) up to 50% in the outlet stream. Therefore, the
objective of this work focuses on the development of a viscosity predictive model for an ice cream
mixture during its batch crystallization in a SSHE. This model could serve to build an online virtual
instrument for viscosity estimation as a starting point to develop new control strategies for ice cream
process production.

2. Materials and Methods

2.1. Ice Cream Mixture and SSHE Description

The ice cream was made using a branded commercial mixture from Golden Abarca®(La
Perseverancia, Mexico). The mixture is composed of 15.4% carbohydrates (10.6% added saccharose
and 4.8% lactose from milk), 5.2% fat, 2.7% proteins, 76.1% water and 0.6% ash. The SSHE consists
of a jacketed cylindrical tank with a capacity of 500 mL. This tank is coupled with a primary cooling
system using R404-A refrigerant and a secondary cooling bath using ethylene glycol, this system
allows to reach a bath temperature of −30 ± 0.5 ◦C. The cooled ethylene glycol circulates inside
the SSHE jacket as shown in Figure 1. The scraping blades are coupled to a Vexta®motor, model
BLFM5120-GFS, equipped with a rotation rate control. Stirring rate can be controlled in the range of
0–800 rpm. In addition, a Hioki®power meter model 3286-20, connected to the motor power supply
line, is used to record energy consumption during the process. The equipment is also equipped with
a set of T-type thermocouples located at critical points of the cooling system, as well as inside the
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SSHE, for temperature measurement. These thermocouples are connected to a 34970A Agilent®data
acquisition system.

Figure 1. Scheme of the SSHE coupled to a cooling system.

2.2. Ice Cream Production

For each experiment, 300 mL of ice cream mixture were frozen using three stirring rates (73.78,
129.18 and 184.58 s−1). The temperature of the cooling bath was kept at −30 ◦C, which allowed to
control the mixture temperature in a range of 20 to −5 ◦C. Temperature was measured and recorded
for each experiment as a function of time. Similarly, the energy consumption (power) of the stirring
motor was recorded for each test. The ice fraction was estimated from the temperature of the mixture
during the crystallization stage. For this purpose, the ice cream crystallization temperature curve at
different concentrations, obtained by means of differential scanning calorimetry (DSC), using a TA
Instrument®calorimeter model Q2000 coupled to a cooling system model RCS90, was used.

2.3. Rotational and Oscillatory Rheology for Ice Cream Mixtures during Their Transformation

Experiments were carried out to measure the rheological properties of the mixture and the
frozen ice cream, according to the methodology for the rheological characterization of ice cream
proposed by Anton Paar® [23]. For this, a Physical MCR 302 rheometer from Anton Paar®was used
with a stainless-steel parallel plate geometry model PP25-P/TG with TruGapTM (25 mm diameter).
The geometry is coated with a ceramic chrome oxide (Cr2O3) layer. In order to prevent slip, a profiled
geometry was used. The temperature was controlled with a Peltier PTD 150 unit. A gap of 2 mm
and a deformation constant of 0.02% was programmed for all experimental runs. At the beginning
of each run the temperature was adjusted to 20 ◦C, maintaining control by means of the Peltier
unit. Subsequently, the evolution of the apparent viscosity of the mixture during crystallization
was determined. For this purpose, crystallization runs were carried out in the SSHE, which were
interrupted at different temperatures (0, −1, −2, −3, −4, −5 ◦C) to take a sample for each temperature
and determine the apparent viscosity. All experiments were carried out twice to verify repeatability.
It should be mentioned that necessary measures were taken to avoid the melting of the samples in
their passage from the SSHE to the rheometer, placing the SSHE as close as possible to the rheometer,
as well as keeping the rheometer temperature at the sample temperature.
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It should be noted that, for the first three temperatures (0, −1, −2 ◦C), the mixture was obtained as
a liquid. So, the rheological tests were carried out in rotational mode. To do this, for each temperature
a cut rate sweep was made over the sample from 1 to 500 s−1 (

.
γ). Then, using experimental data,

the evolution of apparent viscosity was determined (ηapp). Typically, for each rheological analysis 50
measurement points were obtained with an average interval of 6 s between them.

For temperatures of −3, −4, and −5 ◦C, the mixture showed a certain degree of freezing. So,
an oscillating measurement mode was chosen. For this purpose, at each temperature sampled, an
angular frequency sweep from 1 to 500 s−1 was performed. The rheological results obtained were
complex viscosity (η∗) as well as loss G” and storage G′modules. In this case, the experimental data
obtained represent a total of 100 measuring points with an average sampling time of 6 s. These data
were then used to estimate dynamic viscosity (η’).

2.4. Oscillatory-Rotational Mode Tests for Viscosity vs. Temperature Measurement

To determine the ice cream viscosity evolution during crystallization, three thermo-rheological
tests from the ice cream melt were carried out. A combination of oscillatory and rotational mode was
used in the rheometer, using a temperature sweep of −10 to 10 ◦C [4]. Each run corresponds to a
frequency (Hz) and a shear rate (s−1) equivalent to the stirring rate used in the SSHE (73.78, 129.18,
and 184.58 s−1). In these experiments, samples of ice cream frozen at −18 ◦C, with more than 24 h of
storage, were used. The rheometer was conditioned to a temperature of −10 ◦C at the beginning of
each run and the sample was placed.

The test started in oscillatory mode at constant frequency equivalent to the respective stirring
rate (73.78, 129.18 and 184.58 s−1). The oscillatory mode was used from −10 ◦C to −2.5 ◦C, with a
heating rate of 0.25 ◦C/min, with a sampling time of 30 s taking 60 measuring points. Subsequently,
the rheometer operation was switched to rotational mode at a constant shear rate equivalent to each
stirring rate (73.78, 129.18, 184.58 s−1). Thus, heating was continued from −2.4 ◦C to 10 ◦C with a
heating rate of 1.2 ◦C/min, and a sampling time of 12 s taking 50 measuring points. As a result, complex
viscosity (η∗), as well as storage and loss modules (G’ y G”) were obtained for the oscillatory mode
and dynamic viscosity was calculated from these parameters (η’). Alternatively, from rotational mode
operation, the apparent viscosity was calculated (ηapp).

3. Results and Discussion

3.1. Temperature, Stirring Power and Ice Fraction Monitoring

Figure 2 shows temperature evolution for the mixture during ice cream preparation. It is noted that
the room temperature at the beginning of the process is approximately 20 ◦C. From this temperature it
begins a gradual decrease, it is called “cooling stage”. At this stage, the temperature decreases rapidly,
reaching values close to −5 ◦C, corresponding to a mixture temperature below its initial crystallization
temperature (Tc). Subsequently, a slight increase in temperature is observed until its Tc. Finally,
a continuous decrease is observed, but with a slower cooling rate, and this stage corresponds to the
crystallization process of ice fraction.

As is known, the crystallization is an exothermic process that provokes a sharp temperature
increase until reaching the Tc, in this study the increment was −2.8 ◦C, as shown in Figure 2. The results
of Tc at different solid concentrations were obtained by DSC analysis (Figure 3) and compared with the
experimental results obtained in the SSHE (Figure 4). As shown in Figure 4, the Tc depends on the
formulation of the mixture, mainly on the concentration of solids, and it is from this temperature that
the formation of the ice fraction begins [16]. The slower temperature decrease observed after the initial
crystallization point can be explained by the exothermic contribution of the phase change, the energy
generated by the scraping that increases as solids concentration increases, and also by the increase in
viscosity which decreases the heat dissipation rate [24,25].
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Figure 2. Evolution of the mixture temperature (�) during crystallization in the SSHE and evolution of
the power consumed by stirring motor (�), test performed at 200 rpm (3.33 s−1).

Figure 3. TC values determined by DSC analysis at different solid concentrations in the ice cream mixture.
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Figure 4. Comparison of experimental Tc values obtained in the SSHE and DSC analysis results of the
ice cream mixture as a function of solid concentration (%).

The evolution of the power consumed by the stirring motor of the SSHE is also shown in Figure 2.
It is observed that after the Tc occurs, the power consumed by the stirrer rotation increases significantly,
as the temperature drops, and the ice fraction increases (Figure 5). Consequently, the highest value of
power consumption (~90 W) was found at the end of the crystallization (−5 ◦C, 600 s). In the first stage,
the stirrer had a continuous consumption of 15 W, to maintain a constant stirring rate of 3.33 s−1 for the
liquid mixture. During the crystallization process, this energy consumption gradually increased as the
temperature of the semi-frozen phase decreased. The end of the process was established at −5 ◦C and
the fraction of ice was estimated as a function of temperature, according to the methodology proposed
by Cerecero (2003). This methodology is based on the solute mass balance considering that there
are only water crystals. The mathematical relationship considers the initial mass fraction of solute
and the residual mass fraction related to temperature by the liquidus curve (Figure 4). The increase
in the ice fraction, for this same process, can be seen in Figure 3. It is observed that, like the power,
the increase in the ice fraction starts at temperatures below the Tc. This increase in the ice fraction
(Figure 5) corresponds to the increase in the power consumed for the agitation of the semi-frozen phase
(Figure 2). At the end of the process, an approximate ice fraction of 30% was obtained. To keep the
stirring rate constant with this ice concentration, the energy consumption increased to values close to
90 W. As can be seen, the increase in power consumption is six times greater than the power required
for stirring the liquid mixture. It should be noted that the heat generated by these changes is dissipated
in the ice cream and finally removed by the cooling system [1,2,15,26].
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Figure 5. Ice fraction increase during crystallization of the mixture up to −5 ◦C at a stirring rate of 200
rpm (3.33 s−1).

This dynamic crystallization process is similar to that described by several authors, who have
studied ice cream crystallization in SSHE [2,7,10,13,15,25,27–30]. The evolution of the temperature and
therefore the ice fraction were similar in all the tests carried out at different agitation rates.

The results show that the energy increase in the power consumed by the stirring motor of the
SSHE is proportional to the increase in the fraction of crystals formed, and therefore must be related
to the increase in the viscosity of the ice cream during its crystallization. So, it is possible to find
the relationship that manages to estimate viscosity evolution based on the power consumed by a
SSHE engine.

3.2. Rheological Results

3.2.1. Behavior of the Mixture in Liquid and Crystallized State

The ice cream mixture was kept in a liquid state when it was above −2.8 ◦C, and although its
viscosity increased slightly with the decrease in temperature, this increase is not significant (0.16%).
In addition, the results at temperatures of 0, −1, and −2 ◦C (Figure 6) show that the apparent viscosity of
the mixture is dependent on the shear rate, this being a typical characteristic of a non-Newtonian fluid.

The liquid mixture near the freezing point behaves as a shear-thinning pseudoplastic fluid, which
has already been reported by other authors [2,31]. This behavior is due to the so-called thixotropy,
which is caused by the breakdown of interactions and associations (weak bonds) between the different
components of the mixture. This thinning behavior is well described by the power law (Equation (6)).
From the experimental results, the values of the consistency coefficient k and the flow behavior index n
(Table 1) were obtained.

ηapp = k· .
γ

n−1 (6)
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Table 1. Values of k and n for the ice cream mixture at different temperatures.

T (◦C) k n

0 6.7935 0.49605
−1 7.24805 0.4927
−2 7.69055 0.48755
−3 4.5118 0.4309
−4 23.008 0.2204
−4.5 43.4115 0.2464

 

Figure 6. Viscosity of the liquid mixture vs. shear rate at temperatures of 0, −1, −2 ◦C.

When the mixture reaches below −2.8 ◦C, the appearance and growth of ice crystals is noticeable
in the values obtained from dynamic viscosity measurements, for temperatures of −3, −4 and −4.5 ◦C
(Figure 7).
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Figure 7. Dynamic viscosity vs. angular frequency at temperatures of −3, −4, and −4.5 ◦C.

The behavior of the mixture changed radically since it was transformed into a semi-solid system
with a viscoelastic behavior [12]. This behavior, in the presence of crystals, prevents the apparent
viscosity from being evaluated. Therefore, the complex viscosity was determined and from this the
dynamic viscosity. In Figure 7 it can be seen that as the temperature decreases, the dynamic viscosity
has increasing values. This dynamic viscosity was similarly adjusted to the power law to determine
the values of the k and n indices, which are also shown in Table 1.

3.2.2. Ice Cream Melting for Evaluating the Dynamic and Apparent Viscosity

Ice cream melting tests in the rheometer showed a very similar behavior to that already described
in other investigations [4,5]. Three zones are identified when evaluating G’ and G” modules, these
zones can be seen in Figure 8 and are described below.

Zone 1: It is in low temperatures between −20 ◦C and −10 ◦C, where the microstructure of the
ice crystals dominates. The storage module G’, which describes the behavior of a solid body, has a
greater decrease as the theoretical ice fraction decreases. While the loss module G” which describes the
viscous behavior is shown to be constant in this temperature range, this can be correlated with the
rigidity and the formation of the ice cream ball when spooning it.

Zone 2: Includes the temperature range of −10 ◦C to −2.8 ◦C, where the theoretical ice fraction
decreases significantly. Here, there is a slope of both modules that has a steep inclination, which refers
to the melting rate of the ice crystals. Therefore, it can be correlated with the sensory attribute of cold
when consuming ice cream.

Zone 3: It goes from the temperature range greater than TC where both modules, G’ and G”, enter
their lowest levels and remain constant. There are no ice crystals here, so the foamy structure formed
by the air and the fat become the dominant phase. The level at which the modules are can be related to
the creaminess attribute.
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Figure 8. Evolution of the storage and loss modules (G’ and G” respectively) of ice cream, with respect
to the change in temperature, with a constant frequency and shear rate of 68.93 s−1.

Dynamic crystallization, carried out in SSHE, includes temperatures ranging from 5 to −5 ◦C,
placing this process in zones 2 and 3 described above. For this region of temperatures, the modules are
superimposed, as long as it is below the TC, making the predominant behavior to be viscoelastic. This
leads to the use of dynamic viscosity as the most appropriate parameter for temperatures where there
is an ice fraction (T < TC). However, when the T > TC the mixture is completely at a liquid state and its
apparent viscosity can be estimated, from rotational tests, applying the power law.

Thus, from the thermo-rheological melting tests, it was possible to obtain the evolution of viscosity
with respect to temperature. The result is shown in Figure 9, where there are two defined zones.
One corresponding to the frozen part described by the ice cream dynamic viscosity η’, in the range
of −10 to −2.8 ◦C. Meanwhile, for the liquid part, it is described with the apparent viscosity ηapp

and corresponds to temperatures greater than −2.8 ◦C. The zone of union between both behaviors
is considered a critical zone for the development of the model. This zone has a curvature that is
dependent on the heating rate at which the rheometer was adjusted, during the fusion test. Therefore,
since melting and crystallization are opposite phenomena, it is expected that this area will not be fully
adjusted. In the crystallization process, the appearance of the ice fraction is instantaneous. On the
other hand, in the fusion, the melting of the crystals is a gradual change that ends until reaching the TC.
Therefore, for this area, the viscosity data obtained during the rheological tests were used to determine
k and n, which were explained in the previous section.

In Figure 7, three slopes are observed during the temperature increase. These denote the three areas
where the ice cream structure is evolving in different ways, and primarily due to the disappearance
of ice crystals. The viscosity decreases dramatically as the temperature increases in the range of −10
to −2 ◦C, which is the area where the fraction of crystals melts. From the range of −10 to −5 ◦C, the
viscosity gradually decreases. Here, the ice crystals melt slowly. However, from −5 ◦C and until TC the
viscosity decreases dramatically, because the rate at which the crystals melt increases sharply [29,32].
Around the TC and towards higher temperatures, the viscosity value stabilizes, as the ice fraction has
completely disappeared.

The results obtained corroborate the relationship between the ice fraction, the power consumed
by the SSHE engine, and the viscosity of the system. Each of these, increases as the mixture’s
temperature decreases during crystallization. Therefore, it is possible to develop a model that allows
for the online estimation of viscosity based on the power consumed by the SSHE, which is an easy
measurement parameter.
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Figure 9. Evolution of dynamic viscosity (−10 to −3 ◦C) and apparent viscosity (−2.5 to 10 ◦C) of ice
cream, with respect to change temperature, with a constant frequency and shear rate from 73.78 s−1.

4. Model Development for Viscosity

4.1. Initial Considerations

A mathematical model was developed for viscosity estimation, contemplating two stages during
the crystallization process: the first is a cooling stage (starting in the initial temperature range to the
initial point of crystallization) while the second stage contemplates the appearance and crystals growth
(from the initial point of crystallization to −5 ◦C). The two stages can be seen in Figure 10; the cooling
stage is represented by an apparent viscosity (ηapp), and the crystallization stage by dynamic viscosity
(η’). The evolution of both viscosities was obtained from melting tests of an ice cream sample at a
constant shear rate, using a rheometer, according to the methodology proposed by Wildmoser et al.
(2004). For the critical zone shown in Figure 9, the values obtained from the fusion were replaced, with
values determined at the end of interrupted crystallizations at different temperatures (0, −1, −2, −3, −4,
and −4.5 ◦C). These values adjusted very well to the two stages described by the fusion. But the most
significant event is that the critical zone was filled with real crystallization values, which is the path
that truly follows the ice cream viscosity during its processing in the SSHE.

The evolution of viscosity during crystallization at a stirring rate of 3.33 rev/s in the SSHE is
represented in Figure 10. This is the behavior that was estimated from the mathematical model.
As you can see, the behavior consists of two stages, the first is a cooling stage and the second is the
crystallization stage. For the cooling stage, the apparent viscosity values obtained from the rheometer
through a rotational mode fusion were used. For the crystallization stage, the dynamic viscosity
values obtained from rheometer tests which consisted of a fusion in oscillatory mode were used. Point
viscosity values were obtained in the transition zone between both stages; for this, crystallizations
were performed which were stopped at different temperatures and from which a sample was taken
and brought to the rheometer for viscosity determination (black dots in Figure 10).
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Figure 10. Evolution of ice cream apparent and dynamic viscosity: at a stirring rate of 3.33 rev/s.
Crystallization stage (−2.8 ◦C to −5 ◦C), cooling stage (−2.8 ◦C to 5 ◦C).

A scheme of the model shaping strategy is shown in Figure 11, where t represents the time at
which crystallization took place. The study was delimited at a temperature range (T) of 5 to −5 ◦C,
highlighting that the TC of the mixture was found at −2.8 ◦C. In this range, the temperature and power
measurement (P) was made. These experimental values are used as model variables. For the cooling
stage, the viscosity is estimated from the temperature using the power law model, resulting in an
apparent viscosity (ηapp). Once the temperature reaches the TC, the power law model is replaced by a
function based on the power consumed by the motor; which allows to estimate the dynamic viscosity
(η’) during the crystallization stage. The model was validated with measurements of apparent viscosity
as a function of the shear rate (

.
γ) for the first stage, and dynamic viscosity measurements as a function

of the loss module G” for the second stage. Thus, the global model for viscosity prediction is shaped
by coupling these two functions.

Figure 11. Representation of the model’s two stages of action. TC is the mixture’s crystallization
temperature, P is power consumed by the stirring motor, η is the viscosity (ηapp is apparent viscosity,
η’ is dynamic viscosity), t is time,

.
γ is velocity of cut and G” is the loss module.

35



Processes 2020, 8, 167

4.2. Calculation of Average SHEAR Rate in the SSHE

The determination of the average shear rate, within the SSHE, is a function of the scraping blades
agitation rate. There are different models that focus on the calculation of an average shear rate for
this type of equipment [33], Yataghene et al. [34] make a compendium of these models. Another
methodology to estimate an average shear rate in the SSHE is using the Couette analogy described by
Steffe [35], and used by Benkhelifa et al. (2008). The proposed by Mabit et al. [36] is one of the most
employed. This model consists in estimating the shear rate in two important areas within the SSHE.
The first zone is on the rotor (Equation (7)). The second corresponds to the hollow space between
the cylinder and the rotor (Equation (8)). From the two cut rates, an overall shear rate of the SSHE is
calculated as an average (Equation (9)). Table 2 shows the calculated values for each of the rates used
in this study. In addition, the values of the power consumed at the beginning and end of each run are
presented, as well as the final temperature and the estimated ice fraction.

.
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s −R2/n

r

[
1− 2− n

n
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Table 2. Estimated shear rate values for different SSHE agitation rates, power consumed at each rate
and estimated ice fraction.

Velocity(s−1)
.̃
γ (s−1) Pstar (W) Pend (W) Tout (◦C) φ

3.33 73.78 14 61 −4.5 0.27
5.83 129.18 27 143 −5 0.3
8.33 184.54 42 169 −5 0.3

In both equations, Rr and Rs are the ratio of the rotor and the stator (internal radius of the cylinder),
respectively. NR is the rotational rate in s−1 and n was taken as an average of the different values
obtained for this parameter in liquid state, which was 0.492, according to the values presented in
Table 1.

4.3. Development of Model Equations

4.3.1. Estimation of Dynamic Viscosity from Power (Crystallization Stage)

Authors such as Skelland and Leung (1962), Trommelen and Beek (1971) and Qin et al. (2006),
have estimated the energy consumption (P) in the SSHE by means of the relationship between variables
such as, the length of the scraping blades (LB), the number of scraping blades (F), and the number of
Reynolds (Re). This relationship has been expressed in Equation (5), where Po is the power number,
while K and a are adjustment constants. For this study, F = 4 and LB = 0.126 m. The Po is given by the
following equation:

Po = P/ρN3
Rd5

t (10)

The Reynolds number of the mixture within the SSHE was obtained by the equation:

Re = ρNRd2
t /η (11)
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The model was constructed by combining Equations (5) and (11). Thus, the apparent viscosity is a
function of the power:

η′ = ρNRd2
t

a

√
Po

KF0.59LB
(12)

Equation (12) represents the first part of the model and corresponds to the relationship of viscosity
with the stirring motor increase in energy consumption. A maximum value of ρ = 650 kg/m3 was
considered for the ice cream density, which corresponds to the largest fraction of ice generated
(φ = 0.3). This ice cream density was calculated using the mixture density and the experimental
overrun determined from production runs [2]. The internal diameter of the SSHE was dt = 0.073 m.
NR as already mentioned is the rotational rate of the scraping blades (3.33, 5.83, 8.33 s−1).

The values of the model adjustment parameters, represented in Equation (12), K and a, were
determined from the experimental data using a nonlinear least squares regression method, according
to the equation:

SSE =
1
M

M∑
1

(
ηapp.medida − ηapp.estimada

)2
(13)

where M is the number of experimental points, ηapp.measure is the apparent viscosity and ηapp.estimated
is the predicted value for the ice cream mixture apparent viscosity. Values of 16.73 and −1.38 were
obtained for K and a, respectively.

The relative error between the experimental viscosity and the estimated viscosity was determined
for limit values of ±10% and is reported in Figure 12. It is observed that the dispersion of the results is
within the delimited region. So, it can be stated that in any case, the estimation error is less than 10%.
This confirms the coherence between the data estimated from the stirring power and the experimental
viscosity data obtained in the rheometer. These results represent a fair estimate for the crystallization
of a complex mixture such as ice cream base. Therefore, it can be said that the power-based model was
accurate for the crystallization zone.

Figure 12. Comparison between experimental and estimated values for apparent viscosity, using the
model as a function of the stirring motor power at 3.33 rev/s.

4.3.2. Estimation of Apparent Viscosity from Temperature (Cooling Stage)

At temperatures above the TC, the mixture has no ice fraction, so the apparent viscosity of the
mixture is only affected by the temperature and is determined based on the shear rate that is applied.
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At this stage the behavior of the mixture is well described by the power law (Equation (6)), where k
and n are the variables that characterize the mixture and are affected by temperature. Equation (6)
represents the second part of the model, for the cooling stage, where the change in viscosity is minor
and is only due to a change in temperature.

To determine the effect of temperature on the variables of Equation (6), Arrhenius’s law was
used, obtaining Equations (14) and (15), where Ak, Ek, An and En are adjustment parameters that
were determined from experimental data, using Scilab®6.0 software, with the nonlinear least squares
regression method. These data were the values of k and n, obtained at three temperatures at which
the mixture still remained in a liquid state (0, −1, −2 ◦C) and the adjustment was made by means of a
linear regression.

k(T) = Ak· exp
(

Ek

T(◦K)

)
(14)

n(T) = An· exp
(

En

T(◦K)

)
(15)

The values obtained for Ak, Ek, An and En are 3.5754× 10−4, 4578.4, 4.4965, and−602.16, respectively.
These values are in the same order of magnitude of the values reported for other fluids with slimming
behavior, such as ice cream mixture [37].

4.3.3. Coupling of Power and Temperature Models

The complete model of viscosity evolution is represented by Equations (6) and (12), with their
respective parameters adjusted by experimental data. These equations were coupled using a Heaviside
function that uses the crystallization temperature TC (−2.8 ◦C) as the transition parameter. Equations
(16) and (17) represent the final model.

η(T, P) = [H(T′)· − 1]ρNRd2
t

a

√
Po

KF0.59LB
+ k(T)· .

γ
n(T)−1 (16)

T′ =T − TC (17)

In this way, the predictive model for the entire temperature range used during crystallization in
the SSHE was formed, being constituted by the power law, depending on the temperature, and the
modified Qin model, depending on the power consumed.

The validation of the model was carried out with tests performed at different agitation rates,
which correspond to the average shear rates of the SSHE to which the mixture is subjected during
crystallization. Figure 13a shows the graph that contrasts the values estimated by the model throughout
the crystallization run and the actual viscosity measurements obtained in the rheometer by the melt
run, for a velocity of 3.33 s−1. The model accurately describes the viscosity behavior at both stages of
the process (cooling and crystallization). Similar results were obtained for the three case studies where
the agitation rate was varied (5.83 and 8.33 s−1), Figure 13b,c.

In the three cases, the power-based model managed to adjust very well to the experimental values,
this crystallization stage being the one of greatest interest in the model. Therefore, it can be said that the
model managed to adequately estimate the evolution of viscosity regardless of the operating conditions
of the process, thus demonstrating with it its efficiency for the online measurement of viscosity in
discontinuous SSHE.
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(a) 

 
(b) 

 
(c) 

Figure 13. Comparison between experimental values and those estimated by the model for viscosity
using the coupled model for rates of (a) 3.33, (b) 5.83 and (c) 8.33 s−1.

5. Conclusions

This study found that the dynamic crystallization of ice cream in SSHE is the most important stage
for the development of physical properties (ice fraction and viscosity), which determine the quality of
the ice cream. With this work, a predictive model of the evolution of these properties was obtained,
which was effective when tested at different stirring rates (<10% error). In this way, on-line estimation
of the ice fraction and the ice cream viscosity was possible. Moreover, this was possible from the
measurement of simple variables such as the stirring power consumption and the mixture temperature.
Furthermore, the proposed model is valid for ice fractions up to 30%, which are typical values found in
crystallization processes of this type of product, and which have not been reported in the literature.
This represents a first step in establishing a control strategy for the ice cream crystallization process.
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Abstract: This paper aims at studying the dynamic fluid evolution process of port plate pair of
an axial piston pump. First of all, The Renormalization Group k − ε model (RNG k − ε model) is
implemented to simulate the dynamic flow distribution and forecast the evolution of the internal
vortex structure inside the valve plate chamber with different speeds of pistons and velocities of
inlet fluid by using computational fluid dynamics software. Then, an equivalent amplification test
model of a piston-valve plate is built up based on Reynolds similarity theory; the flow state of the
piston-valve plate flow field is observed applied the particle image velocimetry (PIV) measuring
technique. The resulting uniformity of numerical simulation and PIV measurement verifies that
the RNG k− εmodel can achieve high-precision prediction for the vortex structure inside the valve
plate chamber. Through analysis of velocity contours and streamlines of the flow field, it can be
found that vortices with different scales, strengths and positions will occur during the process of fluid
distribution, and the scale and strength of the vortex inside the valve plate chamber will be reduced
with the increase of the piston’s moving speed, so the energy loss is also reduced and the efficiency
is improved.

Keywords: axial piston pump; RNG k-εmodel; flow distribution characteristics; PIV measurements

1. Introduction

For high-end equipment hydraulic systems, the axial piston pump will turn towards the
development of high-speed and high-pressure, which is in accordance with the development trend
of a high power-to-weight ratio. However, as the speed and pressure increase, the fluid medium is
in a state of high-speed rotation and three-dimensional, unsteady turbulent flows will appear inside
the valve plate chamber, which will cause the unsteady flow structures and fluid-induced vibration
to be more sophisticated in the energy transfer process of the axial piston pump. Moreover, the
fluid vibration mechanism and vibration and noise reduction of pumps have attracted widespread
study [1–6]. Therefore, it is crucial to accurately calculate and analyze the dynamic distribution process
of fluid of the axial piston pump, which could provide a theoretical base for reducing the energy loss
and improving energy-delivery efficiency of axial piston pump.

An enormous amount of researches have been carried out on the flow field of pumps either
by the numerical simulation method or measuring techniques. For instance, through using the
Zwart-Gerber-Belamri cavitation model to simulate the cavitating flow field in a centrifugal pump, the
applicability of RNG k− ε and LES turbulence model has been compared [7]. Xu et al. calculated the
interaction in a pump based on three-dimensional Navier-Stockes equation and RNG k− εmodel, after
creating an interface between the rotor and stator [8]. Zhang et al. examined the applicability of the
standard k − εmodel, the renormalization group (RNG k − ε) model and the Realizable k − εmodel
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using numerical simulations of a centrifugal pump [9]. Wu et al. used four turbulent models to predict
the performance of a single-channel pump at a large flow rate, the results showing that the RNG k− ε
model was the best one among four models: the standard k− ε, RNG k− ε (renormalization group k− ε),
standard k−ω, and SST k−ω (shear stress transport k−ω) [10]. Kumar S et al. studied the momentum
exchange of fluid in the sliding block of a piston pump with a groove, and the vorticity in the groove
was analyzed under different operating modes based on CFD simulation [11]. The flow pulsation
characteristics of axial piston pump are studied when the cross angles are different to provides a
theoretical basis for noise reduction of the pump by using CFD technology [12]. Guan C et al. studied
the flow pulsation and instantaneous pressure characteristics of the piston chamber using computational
fluid dynamics, which provided suggestions for the optimization design of the axial-piston pump
in aviation [13]. The flow pulsation characteristics of an axial piston pump were researched by CFD
technology, and the pump flow condition was tested [14].

Experimental measurement is a key means to study the inner flow law of turbo machinery. Particle
Image Velocimetry (PIV) plays an important role in measurement, depending on its unparalleled
advantage of non-contact measurement technology. For instance, Sinha et al. used PIV to research the
transient flows and turbulence structures in a centrifugal pump [15]. Wuibaut studied the velocity fields
of a radial flow pump through 2D PIV technology [16]. Wu et al. adopted PIV to measure the global
flow structures in the model pump under different working conditions [17]. Keller et al. used PIV to
measure the unsteady flow structures in a volute centrifugal pump with high flow rate [18]. Li et al.
measured and analyzed the unsteady flow field in a mixed-flow pump on Particle Image Velocimetry
(PIV) [19]. Zhou et al. validated different turbulence models used for numerical simulation of a
centrifugal pump diffuser through PIV measuring technology [20]. The unsteady flow structure and its
evolution in a low specific speed centrifugal pump were measured by employing PIV technology [21].

Although a large number of researchers have conducted a comprehensive study on the flow field
of axial piston pump, there are still some deficiencies in the research about the assessment of the
dynamics flow field of a port plate pair of an axial piston pump. In this respect, the innovation and
contribution of this paper are as follows:

(1) After investigation and discussion, a high-precision turbulence model for assessment of the
dynamics flow field of port plate pair in an axial piston pump is determined.

(2) Based on the Reynolds similarity criterion, the similarity calculation and experimental model
design are carried out. An enlarged model of port plate pair of an axial piston pump was
established, which is twice the size of the prototype model.

(3) Based on computational fluid dynamics (CFD) techniques and Particle Image Velocimetry (PIV),
the dynamics flow field of the port plate pair is simulated and validated with a test when the
speed of the piston and the flow of the pump inlet are different.

(4) Through the comparison of the results of CFD calculations and PIV measurements, the influence
of piston speed and pump inlet flow on the dynamic characteristics of the flow field of the port
plate pair is analyzed and the sources of errors are discussed.

2. Structure of Axial Piston Pump and Port Plate Pair

The basic structure of the axial piston pump is shown in Figure 1. Usually, the pump shaft is
driven by an electric motor or engine. The cylinder block is connected and rotates with the pump shaft.
Pistons rotate around the pump shaft and reciprocate along its axis direction owing to the tilt angle of
the swash plate, which can allow periodic change of the volume of the piston chamber and realize oil
suction and extrusion of the pump.
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Figure 1. Structure of Swash-plate axial piston pump.

For the axial piston pump, the most complex region of the flow field is in the port plate pair
consisting of the piston and valve plate. Figure 2 shows the port plate pair of the axial piston pump.

Figure 2. The port plate pair of axial piston pump.

The functions of the valve plate are to distribute and deliver inlet and outlet fluid, the fluid will go
through a complex and variable flow channel in the distribution of the flow field, and the momentum
and velocity of the fluid will undergo violent changes. This may give rise to the service life and energy
delivery efficiency reduction of the axial piston pump as well as vibration, noise and other issues.
Therefore, it is of great significant to study the dynamics flow field of the port plate pair of an axial
piston pump distribution flow field of the pump accurately.

3. Turbulence Model

There are many types of flow channel structures in the pump; a universal turbulence model that is
applicable for all flow problems has not yet been formulated, this is because the nature of turbulence is
an irregular condition of flow, which has strong nonlinearity and large width features in the dimension
of length, time, and velocity. An appropriate turbulence model is key to characterize the flow fields
when employing computational fluid dynamics (CFD). The common used turbulence models are as
follows: the direct numerical simulation (DNS), large eddy simulation (LES) and the Eddy Viscosity
models [22]. DNS (direct numerical simulation): Navier-Stokes equations are numerically simulated
at all lengths and all scales, so its computational requirements are far too high for any practical
application. LES (large eddy simulation): The major vortices are analytically solved, while sub-grid
eddies are described with sub-grid models. RANS (Reynolds averaged Navier-Stokes): The entire flow
is averaged and the turbulence is modelled using various approaches, which can reduce the physical
complexity of turbulent flow and increase the accuracy of the simulation [23]. An increase in orders of
the turbulence model will result in a decrease in the number of assumptions according to the sequence
of RSM (Reynolds Stress Model), LES (Large Eddy Simulation) and DNS (Direct Numerical Simulation).
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The prediction accuracy increases greatly from k− ε to DNS, while the demand on computational time
and capability of computational facilities is higher [24]. The DNS and LES have high computation cost
for most engineering applications, therefore, Reynolds-averaged Navier-Stokes (RANS) equations is
an economic solution to turbulent flow [22].

The renormalization group (RNG) k − ε turbulence model has its particular advantages in the
simulation of turbulent fluid motion. The coefficients of the renormalization group (RNG) k − ε
turbulence model is derived from theory rather than the experimental fit method employed in the
standard model and an additional strain term is introduced into the dissipation rate equation. The
RNG k− εmodel makes a better prediction of the vortex structure and flow separation characteristics,
because it could consider the strong anisotropy at regions where large shear is occurring. In addition,
the swirling flow effect on the turbulence flow is also considered in the RNG k− εmodel, this provides
further evidence that the RNG k− εmodel is fitter for the prediction of the large curvature and strain
rate flow [25,26].

After a comprehensive consideration of the computing costs and the demand for analytical
precision of the strong curvature flow field, the RNG k− εmodel is the most suitable for researching
the distribution flow field.

The equations of the RNG k− εmodel are expressed as [26,27].
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In Equations (1) and (2), the parameters are defined as follows: xi is the i axis coordinate; xj is the j
axis coordinate; k is the turbulent kinetic energy; ε is the dissipation rate; ρ is the fluid density; ui is
the fluid velocity; ut is the turbulent viscosity coefficient; μ is the dynamic viscosity of fluid; Gk is the
turbulent kinetic energy generated by the average flow gradient; Gb is the turbulent kinetic energy
caused by the buoyancy effect; YM is the influence of compressible turbulent fluctuation on the total
dissipation rate; and R is the correction term. The coefficients of the RNG k− εmodel are described as:
C1ε = 1.42; C2ε = 1.68; C3ε = 1.0 and Cμ = 0.0845. The turbulent Prandt number of k and ε can be
expressed as: σk = 1.0 and σε = 1.0.

4. Modeling and Numerical Simulation

4.1. Similarity Calculation of the Flow Field

Due to the smaller size and larger radius of curvature of the plunger cavity and the valve plate,
there will be strong refraction and scattering phenomena in the pump. In order to facilitate flow field
testing, the actual piston-valve plate model should be amplified equivalently because the fluid inside
the pump is mainly affected by the fluid resistance and is mainly related to the viscous force of the fluid.
Therefore, the equivalent amplification model of the piston-valve plate flow field was built according
to the Reynolds similarity criterion. It is required that the Reynolds number of the experimental model
is the same as that of the prototype model and the relationship between the parameters is shown as:

ρplpvp

μp
=
ρmlmvm

μm
= Re (3)

In Equation (3), the subscript p means the prototype model; the subscript m means the experimental
model; ρ is the fluid density; l is the characteristic length; μ is the fluid dynamic viscosity; and v is the
moving speed of the piston.
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To facilitate the similarity calculation, the following definitions are made: kρ is the density ratio
coefficient; kv is the velocity ratio coefficient; kl is the length ratio coefficient; and kμ is the viscosity
ratio coefficient.

kρ =
ρp

ρm
(4)

kv =
vp

vm
(5)

kl =
lp
lm

(6)

kμ =
μp

μm
(7)

Equations (4)–(7) are substituted into Equation (3) to get Equation (8) as follows:

kρkvkl

kμ
= 1 (8)

According to the limitation of performance of the test system and the requirements of the
experimental site, the piston-valve plate will be magnified to twice its actual size; this means the length
ratio coefficient is 0.5.

The viscosity of the hydraulic oil in the actual pump is high and the tracer particles cannot be
evenly distributed in the fluid. The density ratio coefficient and viscosity ratio coefficient can be
obtained as kρ = 0.87 and kμ = 45.91, and kv = 105.54, which can be calculated according to Equation (8).
The density and viscosity parameters of the two fluid medium are shown in Table 1, when the
temperature is 20 ◦C.

Table 1. The fluid parameters of the prototype and experimental model.

Parameters l (mm) ρ (kg/m3) μ (Pa·s) v (mm/s) Re

Prototype 16 870 0.046000 4241.15 1283.41
Experiment 32 1000 0.001002 40.18 1283.19
Proportion 0.5 0.87 45.91 105.55 1

4.2. The Piston-Valve Plate Model

It is important to note that the piston-valve plate model in the present study is designed to research
the turbulence characteristics of the flow field in the flow distribution process of the axial piston pump.
According to the motion law of the piston, the actual structure of the piston-valve plate and the scale
ratio coefficient, the computational model is built as Figure 3a. It is composed of the piston chamber,
valve plate and outlet; the area of the valve plate is set to be the testing area. As Figure 3b shows, four
typical positions that the piston moves through the valve plate are selected for analysis.
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(a) Piston-valve plate model (b) Four typical positions 

Figure 3. Piston-valve plate model.

4.3. Computational Meshes and Computational Method

The quality of meshes is fundamental to the numerical simulation result. Figure 4 shows the
piston-valve plate model and computational mesh model; the grid is generated by preprocessing
software Gambit. The piston chamber and the outlet area are meshed with hexahedral grids; the
structure of the valve plate area is meshed with tetrahedral grids. Due to the great pressure gradient
and pressure changing rate during the pre-loading and pre-unloading, the mesh of the triangular
damping groove is refined to improve the simulation accuracy. Considering the complexity of the flow
field, the value between 10–500 can meet the requirements of calculation accuracy. The highest and
lowest values of y+ approximately equal to 500 and 30 after a series of adjustments in the simulation.
Grid density, as the basis of the evaluation, should be overall examined; three grid resolutions are
tested, namely, coarse (1,762,423 cells), medium (2,945,787 cells) and fine (4,845,123 cells). Taking into
account the efficiency and accuracy of simulation, medium mesh (2,945,787 cells) was finally selected
for the following simulation analysis by FLUENT (version 16.0).

 
(a) Piston-valve plate model (b) Computational domain and mesh 

Figure 4. Piston-valve plate model and computational mesh model.
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Due to the relative slip motion of the fluid between the piston chamber and valve plate, the
transient interaction will occur between the two areas and so the sliding mesh technique is used to
deal with the data exchange of the interface between the piston and valve plate.

Unsteady numerical investigation is carried out in the piston-valve plate of an axial piston pump
by using the commercial CFD code ANSYS-FLUENT. A pressure-based solver is employed in the
simulation, using SIMPLE method to couple pressure and velocity. FLUENT provides an optional
discretization scheme for each governing equation. In order to achieve higher-order levels at cell faces,
a second-order upwind scheme is adopted for the spatial discretization method of the computational
domain. The steps in one numerical simulation cycle are set as 500, to better simulate a transient flow,
it is essential to set the time step at least one order of magnitude less than the smallest time constant in
the system. Observing the number of iterations required per time step to converge is a good way to
judge its choice, the ideal number of iterations is 5–10 each time step. Accordingly, the time step is set
to 0.0008 s.

4.4. Boundary Conditions

When analyzing the distribution flow field, the inlet boundary conditions and the outlet boundary
conditions should be set. They are described as follows.

4.4.1. The Inlet Boundary Conditions

In order to study the impact of the piston moving speed and the inlet fluid velocity on the
distribution flow field characteristics, a series of sets of piston moving speeds and pump inlet flows are
set up. Table 2 shows the inlet boundary conditions.

Table 2. The inlet boundary conditions.

Sets 1

Piston Moving Speed (mm/s) Pump Inlet Flow (mL/min)

5.9 750
5.9 850
5.9 950

Sets 2

Piston Moving Speed (mm/s) Pump Inlet Flow (mL/min)

3.7 750
5.9 750
8.3 750

12.5 750

The inlet velocity is obtained by the pump inlet flow data divided by the cross sectional area of the
piston chamber (A = πd2/4 = 803.84mm2, d = 32 mm, which is the diameter of the piston chamber).
The application of MATLAB to fitting the inlet velocity curve for different pump inlet flows and piston
moving speeds is shown in Figure 5.
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(a) (b) 

Figure 5. Inlet fluid velocity of piston chamber with different boundary conditions. (a) Inlet fluid
velocity with different pump inlet flows; (b) Inlet fluid velocity with different piston moving speeds.

4.4.2. The Outlet Boundary Conditions

During the experiment, the outlet pipeline is directly connected to the water tank, so the outlet
boundary condition is set as the constant pressure outlet with one standard atmosphere.

4.5. Simulation of the Piston-Valve Plate Distribution Flow Field

The simulation results are conducted with different pump inlet flows and different piston
moving speeds.

4.5.1. Simulation Results of Dynamic Flow Field with Different Pump Inlet Flows

When the piston moving speed was 5.9 mm/s, the numerical simulation results of dynamic flow
fields with different pump inlet flows are shown in Figures 6–10. Figure 6 presents the velocity contours
and streamlines when the pump inlet flow was 750 mL/min.
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Figure 6. Velocity contours and streamlines with a pump inlet flow of 750 mL/min.

As can be observed in Figure 6a, as the piston initially moves along the negative direction of the
x-axis, the throttle area gradually increases and the jet flow velocity also rises. The channel area will
increase to closely match the cross-sectional area of the piston chamber and the jet flow velocity will be
significantly greater than the piston moving speed. On both sides of the main flow, viscous fluid forms
the boundary layer in the upper and right wall area of the valve plate chamber so the fluid will be
separated and the clockwise vortex A and counter-clockwise vortex C will be generated.

From Figure 6a–d, it can be seen that the jet flow direction is gradually deflected with the
movement of the piston chamber and, at last, the jet flow direction will be almost along the negative
direction of the y-axis. Influenced by such a phenomenon, the vortex core of vortex A will gradually
move down to the bottom of the valve plate and, during the process, the scale of vortex A will decrease
gradually and dissipate eventually. At the same time, the cross sectional area of the triangular damping
groove shrinks rapidly along the x-axis. Thus, the scale of vortex B increases continually, due to the
throttling effect of the triangular damping groove. As the main flow moves along the negative direction
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of the x-axis, vortex C will move up continuously and the scale of it will gradually increase. At last,
vortex C will merge with vortex B and a large vortex will be generated.

During the movement of the piston, the scale of vortex A is gradually decreasing and the scale
of vortex B and vortex C are gradually increasing. Because vortex B is located near the triangular
damping groove, it is easy to produce a larger fluid shear stress in this area, which will cause cavitation.
Such a phenomenon will lead to damage and vibration of the valve plate.

Furthermore, due to the friction between the rotating fluid and the wall surface of the valve plate
chamber and the viscous friction of the rotating fluid itself, the fluid kinetic energy is transformed into
heat energy, which is the primary reason for the energy loss of the pump.

When the pump inlet flow was 850 mL/min and 950 mL/min, the velocity contours and streamlines
of four typical positions are shown in Figures 7 and 8, respectively.
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Figure 7. Velocity contours and streamlines with a pump inlet flow of 850 mL/min.
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Figure 8. Velocity contours and streamlines with a pump inlet flow of 950 mL/min.

The conclusions drawn from Figures 7 and 8 are as follows:

1. The occurrence and development rule of the vortex system inside the valve plate do not change
much with the increase of the pump inlet flow.

2. Comparison between Figures 6a, 7a and 8a shows that the core of vortex A moves down to the
bottom of the valve plate chamber gradually as the pump inlet flow increases, meanwhile the
scale of vortex A first becomes larger and then smaller. The scale of vortex C obviously increases
with the increase of the pump inlet flow.

3. Comparison between Figures 6b, 7b and 8b shows that the core of vortex A moves down to the
bottom of the valve plate chamber gradually with the increase of the pump inlet flow, while the
scale of vortex A decreases considerably.

4. Comparison between Figures 6c, 7c and 8c shows that the core of vortex B moves down to a
certain position and then no longer moves with the increase of the pump inlet flow, meanwhile
the scale of vortex B increases to a certain extent and no longer changes.

5. Comparison between Figures 6d, 7d and 8d shows that the core of vortex B almost does not move
with an increase in the pump inlet flow, but the scale of vortex B is slightly increased.

Generally speaking, the flow of the axial pump has little impact on the dynamic distribution when
the rotating speed of the pump is constant.
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4.5.2. Simulation Results of Dynamic Flow Field with Different Piston Moving Speeds

In order to research the influence of the piston moving speed on the flow field characteristics
during the distribution process, four kinds of piston moving speeds were set up: 3.7 mm/s, 5.9 mm/s,
8.3 mm/s, and 12.5 mm/s.

The simulation results are shown in Figures 6 and 9, Figures 10 and 11.
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Figure 9. Velocity contours and streamlines with a piston moving speed of 3.7 mm/s.
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Figure 10. Velocity contours and streamlines with a piston moving speed of 8.3 mm/s.
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Figure 11. Velocity contours and streamlines with a piston moving speed of 12.5 mm/s.

The conclusions drawn from Figures 6 and 9, Figures 10 and 11 are as follows:

1. When the piston moves at a relatively low speed, such as 3.7 mm/s or 5.9 mm/s, the occurrence
and development laws of the vortex system inside the valve plate are almost the same. When the
piston moves at a speed of 3.7 mm/s, four vortexes come into being due to the fluid viscosity and
the constraint of the valve plate wall surface, which are named as vortex A, vortex B, vortex C, and
vortex D. It can be observed from picture b to picture d in Figures 6 and 9 that the core of vortex
A moves toward the lower left as the piston chamber moves from the right to the left, meanwhile
the scale of vortex A decreases until it disappears. At the same time, vortex B gradually moves
down and combines with vortex C, which moves upward, until a large vortex is generated in
the upper right of the valve plate chamber. However, there are also some differences between
Figures 6 and 9. Vortex D will not appear in Figure 6 and vortex A disappears earlier (Position 3)
when the piston chamber moving speed increases from 3.7 mm/s to 5.9 mm/s.

2. When the piston chamber moves at a relatively high speed, exceeding 8.3 mm/s, vortex D will not
come into being and vortex C appears later (Position 2) than the low speed situations.
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3. On the whole, the scale and strength of the vortex inside the valve plate chamber will reduce
with an increase in piston moving speed, so the energy loss of the pump is also reduced and the
efficiency is improved too. This means that improving the rotating speed of the pump does have
the benefit of improving efficiency.

5. Experimental Analysis of the Dynamic Distribution Flow Field

5.1. Experiment Apparatus

The experimental test rig (Figure 12) includes three parts: the piston-valve plate slider system, the
PIV testing system, and the data acquisition system. The piston chamber slider and the valve plate
slider are manufactured out of acrylic materials with good light transmittance; the linear actuator is
used to drive the piston chamber slider with different speeds.

 

 
(b) 

 
(a) (c) 

Figure 12. Experimental test rig. (a) Water supply system and piston-valve plate slider system; (b) PIV
measuring areas; (c) PIV system and data acquisition system.

In order to capture the flow state of the piston-valve plate flow field, a 2D PIV system was applied,
which is developed by Dantec Inc. (Bristol, UK). The PIV optical system (Figure 12c) can provide a
sheet laser with a high brightness. The laser irradiated surface and the image acquisition surface are
shown in Figure 12b.

During the experiment, the water pump provides water doped with tracer particles to the
water tank. The water tank has an overflow opening to ensure that the piston chamber has a stable
inlet pressure. The measurement plane of the flow is located at the pump outlet in the PIV test,
by adjusting the opening of the water valve in the outlet pipeline; the maximum flow at the pump inlet
is 750 mL/min, 850 mL/min, and 950 mL/min respectively, and the flow at the pump inlet is measured
by the flow sensor.

The digital images were taken on a Digital CCD Camera with a resolution of 1600 Pixels ×
1200 Pixels and 60 mm optical lens (Nikon Nikkor r 60/2.8). The NI-PXI data acquisition equipment
is applied to collect the real-time data. Then, the NI-PXI data acquisition equipment is applied to
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collect the real-time data; the Dynamic Studio software stores the particle image data in the computer,
analyzes and displays the velocity vector field in real time.

5.2. Experiments on Dynamic Flow Field with Different Pump Inlet Flows

During the experiment, the piston moving speed was set to be 5.9 mm/s and the pump inlet
flows were set at 750 mL/min, 850 mL/min and 950 mL/min. The test results of the piston-valve plate
dynamic distribution flow field are obtained during the process of the piston chamber slider moving
from the left to the right of the valve plate slider. The results are shown as Figures 13–15.
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Figure 13. Velocity contours and streamlines with a pump inlet flow of 750 mL/min.
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Figure 14. Velocity contours and streamlines with a pump inlet flow of 850 mL/min.
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Figure 15. Velocity contours and streamlines with a pump inlet flow of 950 mL/min.

From the experimental results, it can be observed that there are three vortices generated inside
the valve plate chamber, named vortex A, vortex B and vortex C, corresponding to the vortices from
the numerical results in Figures 6–8. Furthermore, the comparison between the experimental results
and the numerical results shows good consistency on the whole, that means the simulation results
are reliable. However, there are some errors, such as vortex D in the simulation results had not been
observed in the experiment. The reasons for it could be concluded into several items.

(1) Manufacturing error: There is a guide groove structure between the piston chamber slider and
the valve plate slider, its function is to ensure smoothness and stability of the relative sliding
movement between the two sliders as shown in Figure 16. However, the material is thicker than
in other regions and the laser cannot penetrate the whole structure, resulting in the PIV image
details being blurred.

54



Processes 2020, 8, 86

(2) Tracing particles: The concentration and distribution of the tracing particles have a slight effect
on the accuracy of the experimental results.

(3) Bubbles: High-speed bubbles in the fluid mixing with tracer particles will cause chaos in the
velocity contours and streamlines.

(4) Other reasons: Accuracy of test instruments, the refraction of lase, control error of piston speed,
etc., will all lead to random errors in the experiment.

 

Figure 16. Guide groove.

5.3. Experiments on Dynamic Flow Field with Different Piston Moving Speeds

In the experiments, the piston moving speed was set to 3.7 mm/s, 5.9 mm/s, 8.3 mm/s, and
12.5 mm/s and the pump inlet flow was set to be 750 mL/min. The test results of the piston-valve plate
dynamic distribution flow field were obtained during the process of the piston chamber slider moving
from the left to the right of the valve plate slider. The results are shown in Figures 17–19.
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Figure 17. Velocity contours and streamlines with a piston moving speed of 3.7 mm/s.
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Figure 18. Velocity contours and streamlines with a piston moving speed of 8.3 mm/s.

55



Processes 2020, 8, 86

y

x  

y

x  

y

x  

y

x  
(a) Position 1 (b) Position 2 (c) Position 3 (d) Position 4 

Figure 19. Velocity contours and streamlines with a piston moving speed of 12.5 mm/s.

As can be observed from the comparison between Figures 9–11 and Figures 17–19, the experimental
results are basically consistent with the simulation results.

6. Conclusions

Based on the RNG k − ε model and Reynolds similarity criterion, the dynamics flow field of
the port plate pair of an axial piston pump is studied by both CFD calculations and PIV measuring
technique. Simulations and measures are carried out at different speeds of the piston and flows of
pump inlet; emphasis is placed on the dynamic fluid evolution process of the region of the piston
valve plate; contour plots of fluid velocities and streamlines were presented and analyzed. The final
numerical and experimental results allow to present the following general conclusions:

(1) The consistency of the numerical and experimental results shows that the RNG k− εmodel could
realize an accurate analysis of flow field structures of a port plate pair in an axial piston pump.

(2) The results show that significant vortices with different scales, strengths and positions will occur
in the process of distribution, which is closely associated with the speed of the piston and the
flow rate of the pump inlet. The origin of this phenomenon is the throttling effect of the triangular
damping groove and viscous effects of fluids.

(3) As a general observation, when the flow rate varies but the moving speed of the piston is constant,
the occurrence and development law of vortex structures does not vary widely. However,
large-sized vortices will appear near the triangular damping groove, which will lead to a large
fluid shear stress, thus cavitation appears easily in the area, resulting in damage and vibration to
the valve plate.

(4) When the piston moves at relatively low speeds, it is essentially the same law of the occurrence
and development of vortex structures. However, when the piston moves at relatively high speeds,
the scale of certain vortices reducted and some even disappeared, besides, some vortices appear
later than that of low speeds. This indicates that the scale and strength of the vortices inside the
valve plate chamber will reduce with an increase in piston moving speed. That is, enhancing the
rotor speed does contribute to reduce the energy loss and improve the efficiency of pumps.

This paper supplies a theoretical basis for a better understanding of the dynamics flow field of a
port plate pair of an axial piston pump. There are still shortcomings in the research. The actual flow
field structure and piston motion of the axial piston pump are very complicated. The simulation
and experimental results obtained by CFD techniques and the existing PIV test conditions are not
completely consistent with the actual flow field distribution. In the future, the model’s sphere of
application will be extended by taking the time-varying parameters and the non-linear parameters
into consideration; better and deeper research of the full three-dimensional flow field within the axial
piston pump will be carried out.
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Abstract: In order to reveal the evolution law of heat transfer during phase change in a corrugated
plate flow passage of a plate heat exchanger, a two-dimensional two-channel model was established
to simulate the process of heat transfer during phase change in an unsteady flow passage. The results
show that when the time was <3/5T, the average Nusselt number and average heat flux of the heat
exchange wall surface decreased with time, the average temperature of the cold fluid outlet increased,
the average temperature of the hot fluid outlet decreased, and the volume fraction of the gas phase
was no higher than 0.2. When the time was >3/5T, the average Nusselt number and the average heat
flux of the heat exchange wall, as well as the outlet average temperature of the cold and hot fluid,
reached stability, while the volume fraction of the gas phase increased rapidly. During the whole heat
transfer process, the change in Nusselt number and heat flux along the heat transfer wall surface
was basically the same, and its value fluctuated along the wall surface, displaying extrema at the
exit, entrance, and corrugated corner. The temperature of the heat exchange wall fluctuated and
increased along the Y-axis, and began stabilizing after a time >3/5T. As time went on, the temperature
gradient of the hot and cold fluid outlet and the temperature difference between the two sides of the
heat exchange wall decreased, whereas the relative parameters of the heat flow inlet section of the
corrugated passage reached stability before those of the cold flow inlet section. The whole simulation
process fully reflects the heat transfer mechanism during phase change in a corrugated plate flow
passage of a plate heat exchanger.

Keywords: plate heat exchanger; numerical simulation; phase change; multiphase flow; heat transfer

1. Introduction

The plate heat exchanger (PHE) was first introduced in the dairy industry at the end of the 19th
century [1]. Later, the plate heat exchanger was improved in terms of plate design and seal, so that
it could be successfully applied in many industries for heating, refrigeration, and air conditioning
and food processing, as well as in the chemical and marine industry, and for energy generation
systems [2,3]. The plate heat exchanger structure is highly compact, allowing turbulence to form easily,
and the heat transfer requires a larger surface area compared to other types of heat exchanger. It can be
used in high-temperature and high-pressure environments, such as for evaporator heating, condenser
refrigeration, and waste heat recovery [4–14].

Evaporative heat transfer in a PHE is caused by nucleate boiling and forced convection boiling,
and the heat transfer coefficient is related to both. Due to the limited data on boiling heat transfer in a
PHE, it is not clear which boiling mechanism is dominant. Grabenstein [15] presented a summary of
single-phase flows in a PHE, concluding the correlation of two-phase flows based on a large number of
experimental data, including R22 and ammonia as the working fluids. Manglik et al. [16] provided
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a material library for the design of single-phase and two-phase PHEs. Khan et al. [17] established a
set of correlation equations for a two-phase evaporator with ammonia as the working medium, and
they verified the influence of the chevron angle on the thermal and hydraulic performance of the
evaporator. Li et al. [18] simulated the heat transfer during phase change and flow of a herringbone
corrugated PHE, and they compared the results with single-phase flow under the same corrugated
parameters. They found that the heat transfer coefficient of phase change flow was increased by
20–100%, and a greater inclination angle of the corrugated plate led to an enhanced heat transfer
effect. Huang et al. [19] used R134a and R507a as working media and conducted experiments in a PHE
with three different geometric structures, showing that the heat flux had a greater influence on the
heat transfer coefficient and a smaller influence on the pressure drop. Parameters such as mass flow
rate, vapor dryness, and ripple angle have little effect on the heat transfer but great influence on the
pressure drop.

Similar to evaporation, condensation in a plate heat exchanger is a function of mass, mass flow
rate, heat flux, fluid properties, plate surface geometry, and local flow state. Longo [20–24] established a
numerical model based on 338 experimental data, and he obtained two kinds of correlation relationships
between the equivalent Reynolds number below 1600 and the equivalent Reynolds number above
1600 for forced convection condensation. The model was compared with 516 experimental data,
and the absolute average percentage deviation was 16%. Han et al. [25] conducted experiments on
R410A and R22, and the angles of the corrugated herringbone plate were 45◦, 35◦, and 20◦. Unlike
the previous correlation, they included the influence of plate geometry, and the conclusion showed
that the heat transfer coefficient and pressure drop increased with the increase in mass flow and
steam mass, while they decreased with the decrease in saturation temperature and chevron angle.
Mancin et al. [26,27] studied the partial condensation of R410A and R407C in two PHE geometric
structures with different aspect ratios and channel numbers. The experimental results showed that the
heat transfer coefficient increased with the increase in steam mass, while it decreased with the increase
in saturation temperature difference.

The phase change mechanism of a plate heat exchanger is relatively complex, and many problems
in the process of flow heat transfer still need to be further explored [28]. At present, studies are mainly
carried out using experimental methods, while numerical simulations mostly involve single-phase
flow heat transfer. Further exploration is needed to study the heat transfer characteristics of a PHE
when gas–liquid phase change occurs. In this paper, the process of heat transfer during phase change
in a herringbone corrugated plate heat transfer channel was numerically simulated, and the User
Defined Feature (UDF) program was imported into the Volume of Fluid (VOF) model to calculate the
mass transfer and energy transfer between the gas and liquid. The change law of fluid temperature,
phase volume distribution, Nusselt number, heat flux, and heat transfer wall parameters were studied
to reveal the mechanism of heat transfer during phase change in the PHE corrugated passage, which
can provide some reference for the design and optimization of a plate heat exchanger.

2. Calculation Model

The section introduces the establishment of the physical model of corrugated channel of
herringbone plate heat exchanger, the division of grid, the selection of mathematical model and
boundary conditions, and the verification of grid independence and model verification. It is prepared
for the discussion of numerical simulation.

2.1. Physical Model and Mesh Generation

The flow in a PHE channel is extremely complex. In order to reflect the internal heat transfer
during phase change state, the three dimensional flow problem is reduced into a two dimensional
flow problem. The number of corrugated plates in the PHE channel is large, and the three-section
corrugated unit double-channel structure is adopted to reflect the flow heat transfer in the whole heat
exchanger channel. The first unit represents the inlet part, the second unit represents heat transfer part
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of the intermediate flow, and the third unit represents the outlet part. The main geometric parameters
of the plate [29] include the spacing of the ripples λ, the height of the ripples H and the Angle of the
ripples β, which are reflected in the two-dimensional structure as the spacing of the ripples λ and the
height of the ripples H. ICEM software is used to establish a two-dimensional geometric model and
grid division, the selected geometric size is λ = 8 mm, H = 4 mm. The upper flow channel is a cold
fluid, the lower flow channel is the hot fluid, and the middle of the upper and lower flow channel is
the heat exchanger plate. The extension of the entrance and exit is the transition section. The model is
shown in Figure 1.

Figure 1. Physical model.

We use a structured grid to divide the model to get high quality grid. Due to the large temperature
and velocity gradient at the near wall surface, the grid is refined at the near wall surface [30]. The grid
division is shown in Figure 2. In the pre-processing software ICEM, the parameter used to evaluate
the grid quality is “determinant 2 × 2 × 2”, and the display quality is 1, so the grid quality is the
best. In order to ensure the accuracy of numerical simulation, the grid independence is verified.
Figure 3 shows the change curve of Nu with the increase of mesh number. When the number of grids
is 93,412, the value of Nu basically remains unchanged, indicating that the number of grids meets
the requirements of calculation accuracy. Therefore, 93,412 is selected as the number of grids used
for calculation.

Figure 2. Meshing generation.

Grid number

Nu

Figure 3. Grid independence verification.
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2.2. Mathematical Model

In the calculation of multiphase flow, the heat and mass transfer model proposed by Schepper [31]
is adopted to realize the gas-liquid phase change process between fluids. The mathematical model of
the heat transfer during phase change process in plate heat exchanger was established.

Hypothesis: (1) fluid is incompressible; (2) ignoring gravity and surface tension; (3) the viscous dissipative
heat effect when fluid flow is ignored. The mathematical model equation is as follows:

(1) Governing equation of heat and mass transfer

Mass transfer equations:
Evaporation:

SM = βαlρl
(Tl − Tsat)

Tsat
(1)

Condensation:

SM = βαvρv
(Tsat − Tv)

Tsat
(2)

Energy transfer equations:
Evaporation:

SE =
.

mlvΔH = βαlρl
(Tl − Tsat)

Tsat
ΔH (3)

Condensation:

SE =
.

mvlΔH = βαvρv
(Tsat − Tv)

Tsat
ΔH (4)

where SM—the mass source term of evaporation and condensation, SE—energy source term, αv—vapor
phase volume fraction, ρv—vapor phase density, αl—liquid phase volume fraction, ρl—liquid phase
density, ΔH—enthalpy, u—vapor phase velocity, Tl—liquid phase temperature, Tsat—phase transition
temperature, Tv—vapor phase temperature, β—relaxation factor.

(2) Three conservation equations

Mass conservation equation:

∂
∂t
(αvρv) + ∇ · (αvρvu) = SM (5)

Momentum conservation equation:

∂ρu
∂t + ∇ ·

(
ρuuT

)
= −∇ · p+

∇ ·
(
μ
(
∇u + ∇uT

))
+ F

(6)

where ρ—density, μ—dynamic viscosity; ρ and μ depend on the volume fraction of all phases.
Energy conservation equation

∂ρE
∂t + ∇ · (u(ρE + p)) = −∇ · p+

∇ ·
(
ke f f∇T

)
+ SE

(7)

E =

∑N
q=1 αqρqEq∑N

q=1 αqρq
(8)

where Eq—function of the specific heat capacity and temperature of the phase, keff—effective heat
transfer coefficient.
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The Nusselt number represents a standard number of the intensity of convection heat transfer, and
also represents the ratio of heat conduction resistance at the bottom of fluid laminar flow to convection
heat transfer resistance. The friction coefficient f represents the resistance of fluid in the flow channel.
The calculation formula [32] is as follows:

Nux =
hl
λ

(9)

f =
2× Δp×De

L× ρ× v2 (10)

The modeled transport equations for κ and ε in the realizable κ-εmodel are:

∂
∂t
(ρk) +

∂
∂xj

(
ρkuj
)
=
∂
∂xj

[(
u +

ut

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk (11)

∂
∂t (ρε) +

∂
∂xj

(
ρεuj
)

= ∂
∂xj

[(
u + ut

σε

)
∂ε
∂xj

]
+ ρC1Sεb

−ρC2
ε2

k+
√

vε
+ C1ε

ε
k C3εGb + Sε

(12)

where C1 = max
[
0.43, η

η+5

]
, η = S k

ε , S =
√

2SjSj.
In these equations, Gk represents the generation of turbulence kinetic energy due to the mean

velocity gradients. Gb is the generation of turbulence kinetic energy due to buoyancy. YM represents
the contribution of the fluctuating dilatation in compressible turbulence to the overall dissipation rate.
C2 and C1ε are constants. σε and σk are the turbulent Prandtl numbers for κ and ε, respectively. Sk and
Sε are user-defined source terms.

2.3. Boundary Conditions and Calculation Settings

Set the upper flow channel as cold fluid and the lower flow channel as hot fluid. Adopt speed inlet
and pressure outlet. The cold fluid is water, density 998.2 kg/m3, viscosity 0.001 kg/m·s, specific heat
capacity 4182 J/kg·k, thermal conductivity 0.6 W/m·k. The hot fluid is liquid sulfur, density 2000 kg/m3,
specific heat capacity 23.525 J/kg·k, thermal conductivity 0.269 W/m·k. The velocity of working fluids
is 0.01 m/s. The temperature of hot fluid is 450 K, the inlet state is liquid phase, no phase transition
occurs. The temperature of the cold fluid is 350 K, the inlet is liquid phase, the second phase is gas
phase, and the phase transition occurs when the temperature is 373.15 K.The middle wall is the heat
exchange wall, and the uppermost and lower most walls is set as adiabatic walls. The initial fluid flow
parameters: Prandtl number = 2.55, Reynolds number = 5000, the hydraulic diameter = 5mm, the
turbulence intensities = 2.84525%.

ANSYS software was used to calculate the heat exchanger model. Pressure base solver, transient
time, VOF multiphase flow model, Realizeable κ-ε turbulence model were selected, the realizable
k-epsilon model has better performance than the standard k-epsilon model in strong streamline
bending, vortex and rotation, and is more suitable for flow simulation in plate heat exchanger. The
second order upwind scheme is adopted to discretize each governing equation. The relative residual
control of the energy governing equation is less than 10−6, and the other governing equations converges
on 10−5.

2.4. Model Validation

In order to verify the reliability of the model, numerical simulation of Nu and friction coefficient
f was carried out in this paper, which was compared with the experiment of Djordjevic et al. [33].
A unified model of the structure used in the literature experiment was established, and the simulation
was carried out with the same inlet Reynolds number. The comparison results between simulation and
experiment are shown in Figure 4.
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(a) (b) 

Figure 4. Comparison of simulation result with experiment data for average Nusselt number and
friction factor.(a) The curve of the Nusselt number (b) The curve of the friction factor

Figure 4a is the comparison between Nu simulation results and experimental results, and Figure 4b
is the comparison between f simulation results and experimental results. There is a certain deviation
between the simulation and the experiment, which mainly comes from the different dimension of the
numerical simulation and the wall surface is more ideal. Compared with the experiment, the deviation
of the numerical simulation Nu and f is less than 5%, which is within the allowable range and the
model is reliable.

3. Analysis of Calculation Results

From the time when the fluid starts to flow until the fluid reaches a steady state, the phase
transition gradually develops and changes with the increase of time. Therefore, the model of double
channel corrugated heat transfer channel was established and the transient simulation was carried out.
The time of a fluid from initial to steady state takes T, the steady (the physical process reaches steady
state) is when the average temperature of hot and cold fluid outlets no longer changes. The change of
phase transition, flow and heat transfer parameters with time in T process was studied.

3.1. Distribution of Fluid Temperature and Phase Volume Distribution

Figure 5 is the temperature distribution diagram in the flow passage at different times. As can
be seen from Figure 5, at the initial state of t = 0, hot and cold fluid filled the upper and lower flow
channels simultaneously, the heat hasn’t been transferred yet. The heat of the hot fluid is transferred to
the cold fluid through the heat exchange wall. The temperature gradient in the concave corner of the
lower wall of the cold fluid passage is denser than that in other regions. As time goes by, the hot fluid
flows, and the heat is simultaneously transferred through the wall to the cold fluid. Cold fluid from
the inlet to the outlet, the whole process temperature is rising, hot fluid vice versa. The temperature of
hot and cold fluid varies in gradient along the channel direction. When t = 2/3T, the heat transfer is
close to steady, and the temperature change in each region gradually becomes steady. The temperature
in the wavy region of the second section of the cold fluid channel first enters the equilibrium state.
Throughout the heat transfer process, the cold fluid flowing in first absorbing heat from the hot fluid
and transfers it to the cold fluid flowing in later.
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(a) t = 0 T 

 

(b) t = 1/3 T 

 

(c) t = 2/3 T 

 

(d) t = T 

Figure 5. Temperature distribution at different time.

Figure 6 shows the distribution of gas phase volume fraction in the flow passage of different
moments. Figure 6a is the initial time of phase transition. Since the temperature was first transferred
to the vicinity of the lower wall surface of the cold flow passage, the gas phase was first generated on
the lower wall surface. As can be seen from the figure, the gas phase only exists on the first half of each
ripple on the lower wall surface, mainly because the fluid flow process is obstructed here, causing
disorder, and the phase change is easy to occur and gather. At the same time, there is a vortex at the
concave angle of the ripple, which is more likely to form a gasified core, and the gas phase will also
be trapped and collected here. As time grows, the temperature is transferred to the upper wall, the
phase transition occurs when the temperature of the fluid flowing near the upper wall reaches the
critical temperature.

 

(a) Gas phase appears for the first time 

 

(b) t = 1/5T 

Figure 6. Cont.
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(c) t = 2/5T 

 

(d) t = 3/5T 

 

(e) t = 4/5T 

 

(f) t = T 

Figure 6. Gas phase volume fraction distribution at different time.

It can be seen that the gasified core is formed near the wall surface during the boiling flow. The
gas phase in the channel moves slowly towards the exit and gathers along the wall, and the volume
fraction of the gas phase increases. The gas phase microparticles at the convex corner were significantly
more than those on the straight wall, and the volume fraction was higher than that in other regions.

Figure 7 shows the distribution of velocity vectors in the flow passage of different moments.
As can be seen from the figure, when t = 1/4T, severe eddies occur in a small range in the flow passage,
and the flow velocity in the main flow area is low. When t = 1/2T, the range of violent eddies in the flow
passage becomes larger and the velocity of eddies becomes larger, and the eddies gradually move to
the outlet. Moreover, the flow velocity in the main flow area is significantly higher than when t = 1/2T.
When t = 3/4TT, the range of violent eddies on the upper side of the channel becomes smaller, and the
center moves to the near exit. At this point, the flow velocity in the main flow area basically reaches
stability. When t = T, there is no violent eddy on the upper side of the channel, and the whole fusion
becomes a large range of low-velocity reflux.
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t = 1/4T 

 

t = 1/2T 

 

t = 3/4T 

 

t = T 

Figure 7. Velocity vectors distribution at different time.

3.2. The Change Rule of Fluid Mean Value Parameters

Figure 8 shows the curve of Nu and φ on the heat exchange wall with time. As can be seen from
the figure, the change trend of Nu and φ on the heat exchange wall is basically consistent. In the
process of time t = 1/5T–3/5T, as the temperature difference between hot and cold fluid decreases
with the increase of time and the heat transfer decreases, the values of these two average parameters
continue to decrease. There is a trough between t = 3/5T–4/5T, because the temperature difference
before the trough is large and the heat exchange is intense. When the time trough occurs, the gas phase
slowly increases and accumulates to a certain amount, and the latent heat of phase transition begins to
affect heat transfer. When t = 4/5T, Nu and φ begin to become steady, and the temperature difference
fluctuations of cold and hot fluids on both sides of the heat exchange wall gradually decrease, and the
heat transfer during phase change also enters a steady state. At the beginning, the heat exchange is
more intense, the bubbles are less generated, the heat transfer coefficient is larger, and the Nusselt
number and the heat flux are larger. Then the bubble slowly increases, forming a vapor film on the wall
to form a thermal resistance. As time went on, more and more bubbles are generated along the wall,
the vapor film is thickened, the thermal resistance is increased, the convective heat transfer coefficient
decreases, and the Nusselt number and heat flux are reduced. When the heat transfer reaches a stable
stage, the vapor film thickness no longer increases, the thermal resistance no longer changes, and the
Nusselt number and heat flux do not change.
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Figure 8. The curve of Nu and φ on the heat exchange wall with time

Figure 9 shows the curve of the average temperature at the outlet of the hot and cold fluid
with time and the curve of the maximum volume fraction of wet saturated steam at the outlet of the
phase change passage with time. Outlet 1 is the cold fluid outlet, and outlet 2 is the hot fluid outlet.
The average temperature of cold fluid outlet is 406 K–420 K, and the average temperature of hot fluid
outlet is 366 K–390 K. In the process of time t = 1/5T–3/5T, the average temperature of the cold fluid
outlet rose rapidly, the average temperature of the hot fluid outlet decreased rapidly, and the volume
fraction of the gas phase only increased slightly. After t = 3/5T, the average temperature of hot and cold
fluid outlet began to stabilize, while the volume fraction of the gas phase began to increase sharply.
At this time, the temperature of most fluid areas in the cold passage is higher than the phase transition
temperature, and the liquid along the wall surface is subjected to violent boiling and vaporization. The
number of gas phases attached to the wall surface increased, and the number of gas phases converging
to the outlet, which overcame the wall tension, also increased. Finally, the volume fraction of the gas
phase was 1, and the vicinity of the outlet wall surface was all gas phase. When the hot and cold fluid
is steady, the average temperature difference at the two outlets is similar to the average temperature
difference at the initial state. Figures 7 and 8 mutually demonstrate that the process of heat transfer
during phase change in PHE tends to a steady state after t = 3/5T.

 
Figure 9. The curve of temperature at the outlet of hot and cold fluid and the vapor maximum volume
fraction of wet saturated steam at the outlet changing with time.

3.3. Fluid Outlet Temperature Change Rule

In order to verify the direction of heat transfer, the temperature distribution change of fluid outlet
was investigated. Figure 10 shows the temperature distribution of the cold fluid outlet along the
Y direction at different moments. Figure 11 shows the temperature distribution of the hot fluid outlet
along the y-direction at different moments. At the beginning of fluid flow, the heat transfer between
hot and cold fluid is larger, resulting in a larger temperature gradient at the outlet. The temperature at
one end of the cold fluid outlet in contact with the heat exchange wall is higher than that at the other
end of the non-heat exchange wall. As time grows, the overall temperature at the y-direction of the
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cold fluid outlet is rising, while the overall temperature at the Y direction of the hot fluid outlet is
decreasing, and the temperature gradient of both is decreasing. The temperature difference between
the heat exchange wall and the non-heat exchange wall is decreasing. Throughout the flow, in the
Y direction of the channel, heat is transferred from the bottom up, from the high temperature fluid
field to the low temperature fluid field.

Figure 10. Temperature distribution along the outlet Y direction of cold fluid at different time.

Figure 11. Temperature distribution along the outlet Y direction of thermal fluid at different time.

3.4. The Change Rule of Heat Exchange Wall Surface Parameters Along the Path

From the change of mean value parameters and fluid outlet temperature, the time to reach stability
in PHE and the direction of heat transfers can be obtained, but the state of heat exchanges wall
surface between cold and hot fluids cannot be reflected. Figure 12 shows the temperature distribution
along the heat transfer wall of corrugated plate at different moments. As can be seen from the
figure, the temperature of the heat exchange wall fluctuates and rises along the X-axis in the whole
process, and the temperature fluctuation corresponds to the turning point of the corrugated plate.
The temperature crest is at the concave angle of the corrugated plate structure, and the trough is at
the convex angle of the corrugated plate. When t = 1/3 T, the temperature distribution of the second
and third sections of the corrugated plate is consistent. Since the vortex first occurs to the concave
angle between the ripples in the second and third sections, the temperature boundary layer thins and
the heat transfer in the third section becomes faster. As time grows, the overall temperature of the
corrugated heat transfer wall decreases slightly. The temperature at the back end reached a steady state
before that at the front end, and the temperature gradient at the inlet and outlet end was significantly
larger than that at the middle end, which was due to the intense heat transfer of the inlet and outlet
fluid and the great change of the wall surface temperature.
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Figure 12. Temperature distribution along the heat transfer wall at different times.

Figure 13 shows Nu distribution along the heat transfer wall of the middle corrugated plate at
different times. As can be seen from the figure, the distribution of Nu along the heat exchange wall
surface to fluctuate on the whole, and fluctuates violently around the corrugated corner. At different
times, the change trend of Nu distribution curve is basically the same, with small local differences, and
the change rate of curve is basically the same. The curve of the inlet section of the cold fluid drops
steeply from the extreme value, fluctuates gently along the X-axis, and rises steeply to the extreme
value at the outlet, which is greater than the peak value of the fluctuation section, but less than the
maximum value of the inlet. At the entrance to the cold fluid, the entry into the cold fluid leads to
the destruction of the boundary layer, where the heat is strongly mixed and diffused, and the heat
exchange intensity suddenly increases. At the outlet of the cold fluid, the cold fluid flows out and the
hot fluid flows in, the temperature gradient increases sharply, and the heat transfer coefficient reaches
the maximum value here. As time grows, the extreme value of Nu at the inlet and outlet decreases,
because the temperature difference between hot and cold fluid in the flow channel decreases, which
weakens the previous effect.

Figure 13. Nu distribution along the heat transfer wall at different times.

Figure 14 shows the ϕ distribution diagram along the heat exchange wall of the middle corrugated
plate at different times. As can be seen from the figure, the change trend of ϕ distribution along
the wall surface is close to that of Nu distribution curve, and the overall change is fluctuant, which
fluctuates sharply near the corrugated corner. The curve of the inlet sections drops steeply from the
maximum value, which is less than the extreme value of the outlet, because the heat flux is related to
the temperature difference, and the temperature difference between the cold and hot fluid at the inlet
wall is less than that at the outlet wall. At different times, the change trend of the heat flux distribution
curve is basically the same, and the fluctuation distribution in the middle section increases slightly
with the increase in time, because the temperature difference in both sides with the heat exchange wall
is decreasing.
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Figure 14. Heat flux distribution along the heat transfer wall at different times.

4. Conclusions

In this paper, the process of heat transfer during phase change in corrugated plate heat exchanger
flow passage, the change law of heat transfer during phase change average parameters and boundary
local parameters at different moments are studied, and the following conclusions are drawn:

(1) The Nu and φ of the heat exchange wall surface decrease with time, reaching stability at t = 3/5T.
The average temperature of the cold fluid outlet increased with time, while the average temperature of
the hot fluid outlet was opposite, but both reached stability when t = 3/5T. For the volume fraction of
the gas phase, it was small before t = 3/5T, and then it increased dramatically.

(2) In the cold and hot fluid passages, the temperature gradient distribution is thin in the middle
and dense at both ends. Heat is transferred from the bottom to up, from high temperature to
low temperature.

(3) For the heat exchange wall, the temperature fluctuates along the X-axis. The peak value is at
the concave angle of ripple, and the wall surface temperature in the later half tends to be steady firstly.
For the cold fluid, heat transfer is faster at the concave corner of the heat exchange wall surface, and
vaporization core is easier to form.

(4) Compared with the cold fluid, the temperature distribution of the hot fluid near the inlet
reaches stability first. The change of heat exchange wall surface along Nu and ϕ is basically the same,
reaching the maximum at the inlet and outlet. The middle section fluctuates along the direction of the
ripples, and its value increases slightly as time.

(5) The unsteady calculation model was established, and the gas-liquid phase change process
between fluids was realized by using the heat and mass transfer model. The evolution law of heat
transfer during phase change was found. The method is innovative. Further study on the influencing
factors of heat transfer during phase change is needed in the future.
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Nomenclature

λ The spacing of the ripples, mm
H The height of the ripples, mm
β The Angle of the ripples, (◦)
Re Reynolds number
f The coefficient of friction
Nu Nusselt number
Nu Average Nusselt number
t Time, T
φ Heat flux, W/m2

φ Average heat flux, W/m2

αv Vapor phase volume fraction
ρv Vapor phase density, kg/m3

αl Liquid volume fraction
ρl Liquid density, kg/m3

u Vapor phase velocity, m/s
Tl Liquid phase temperature, K
Tsat Phase transition temperature, K
Tv Vapor phase temperature, K
β Relaxation factor
SM The quality of the source term
ΔH Enthalpy
ρ Density, kg/m3

μ Dynamic viscosity, m2/s
Eq Function of the specific heat capacity and temperature of the phase
keff Effective thermal conductivity
SE Energy source term
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Abstract: This work presents a numerical investigation on natural convection in a circular enclosure
with an internal flat plate at Ra = 106. The cross-section area of the plate was fixed at three values,
H·W/D2 = 0.01, 0.04, and 0.09, in which H and W are the height and width of the plate and D is the
diameter of the enclosure while the aspect ratio changes, which makes the plate vertically placed
(H >W) or horizontally placed (H <W). The objective of this work was to explore the effects of the
orientation and aspect ratio of the plate on the characteristics of natural convection in various aspects.
The numerical results reveal that the overall heat transfer rate is higher for the vertically placed plate
and increases with the cross-section area, while the width of the plate has almost no effect for the
horizontally placed plate, especially for the plate with a relatively large cross-section area. Depending
on the orientation and aspect ratio, there can be one primary vortex, one primary and one secondary
vortex, or one secondary and two separated vortices to each side of the plate, and the thermal plume
structure may appear at the sharp top corners of the plate. Consequently, local heat transfer on the
surfaces of the enclosure and plate is affected. Synergy analysis reveals that the enhancement of
heat transfer from the fluid circulation is the most significant at the center of the vortices and at the
boundary between them.

Keywords: natural convection; flat plate; aspect ratio; orientation; vertical; horizontal

1. Introduction

Natural convection in an enclosure is a fundamental problem in many engineering applications.
For example, in sand casting of a metal component, the liquid metal experiences cooling from the
sand mold and weakly circulates before its solidification; for indoor air-conditioning in the winter,
heaters induce fluid circulation and alter the temperature distribution in a room. In these applications,
the buoyancy that drives the fluid’s circulation within the enclosed space is generated by the temperature
difference between either the various sidewalls of the enclosure (differentially heated enclosure) or the
enclosure and the internal entity. For the latter case, the characteristics of fluid flow and heat transfer are
determined by a number of factors, including the shape, size, and position of the internal entity within
the enclosure; the temperature difference between the entity and the enclosure; the thermal boundary
conditions, and the thermophysical properties of the fluid. The thermal and flow processes are
integrated, in that the flow is induced by the temperature difference, while the circulating flow results
in mass transfer and also influences the temperature distribution. Although there have been many
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studies on this topic, the problem is still worthy of investigation for specific geometrical configurations
considering the complex and various configurations encountered in realistic applications.

The natural convection between a cold enclosure and a hot internal thin flat plate is a model
as an approximation to realistic applications. The enclosure is normally assumed have circular or
rectangular geometry for production simplicity, while the internal plate can be placed by attaching to
the sidewalls of the enclosure or in an isolated way. Depending on the position and orientation of
the plate, the pattern of fluid circulation is different, and the heat transfer is consequently affected.
Alteç and Kurtul [1] studied natural convection in a tilted rectangular enclosure with an internal
isolated flat plate at Ra = 105–107. The enclosure has three adiabatic sidewalls and one cold sidewall,
which was always parallel with the plate. It was found that for a square enclosure at a high Rayleigh
number, the mean heat transfer rate increased with the tilt angle and reached a maximum at 22.5◦;
however, the mean heat transfer rate remained almost unchanged up to 22.5◦ for the enclosure with an
aspect ratio of two. A similar physical configuration was also studied by Wang et al. [2]. The tilted
enclosure has two adiabatic sidewalls, and two cold sidewalls, which can either be parallel with
or perpendicular to the internal hot flat plate. Heat transfer is enhanced by the vertically placed
plate. The effect of the two orientations of the internal plate was also studied by Öztop et al. [3] for a
horizontally placed enclosure with cold left and right sidewalls at Ra = 104–106 by considering various
sizes and positions of the plate. The mean heat transfer rate monotonically increased with the size of
the plate and the increase was more notable for the vertically placed plate at all Rayleigh numbers.
Tasnim and Collins [4] considered natural convection in a differentially heated square enclosure with
an internal adiabatic arc-shaped plate. The length and radius of the arc were varied to explore the
blockage effect on the flow and thermal behaviors. It was found that the arc modified the pattern of
fluid circulation, and the modification was enhanced at small arc radius; the overall heat transfer was
degraded by the introduction of the arc. For a finite-thickness rectangular plate placed within a square
enclosure, Wang et al. [5] found that the distance between the plate and the sidewall of the enclosure is
a critical parameter. For Ra < 5 × 105, the overall heat transfer rate is not sensitive to the position of the
plate as the distance is larger than about one fourth of the cavity width while it significantly increases
with the decreasing distance as the distance is smaller than 20% of the cavity width.

There are also a number of works focusing on natural convection in an enclosure with multiple
plates. The fluid circulation is confined by the plates, and the formation and interaction of recirculating
vortices are complexly dependent on the geometrical parameters and thermal properties of the plates.
Hakeem et al. [6] studied natural convection in a square enclosure with two heat-generating flat plates
of the same size but positioned perpendicular to each other, i.e., one was vertically placed and the
other was horizontally placed. The effect of the location of the plates was numerical studied. It was
concluded that the overall heat transfer rate is not significantly affected by the movement of either
plate as long as the plates are not wall mounted. In the condition that the enclosure surface was
prescribed with a constant heat flux, the heat transfer was degraded by the upward movement of the
horizontal plate but enhanced by the horizontal movement of the vertical plate. In the following work,
Kandaswamy et al. [7] explored the same physical problem except for thermal boundary conditions in
which the enclosure was held at a constant low temperature while the temperature of the two plates
was different. They found that the heat transfer mechanism was mainly determined by the hotter plate,
and the overall heat transfer rate was higher as the vertical plate was hotter than the horizontal one.

In addition to the dimension and position, the inclination of the internal plate also affects the
natural convection in an enclosure. Singh and Liburdy [8] experimentally investigated the natural
convection in a circular enclosure with an internal thin flat plate using the holographic interferometry
technique. The authors found that the local and overall heat transfer rate is strongly affected by the
inclination since the pattern of flow separation at the ends of the plate is greatly influenced. The effect
of inclination is minor for angles greater than 60 degrees from the horizontal. Recently, Zhang et al. [9]
numerically investigated natural convection in a circular enclosure with an internal flat plate that was
inclined and eccentrically placed. The formation and intensity of recirculating vortices are dependent
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on the eccentricity and inclination, and there can be up to two and three vortices in the left and right
halves of the enclosure, respectively. It was found that the heat transfers in the gap between the end of
the plate and the enclosure is dominated by conduction at high eccentricity.

The internal plates determine the heat transfer characteristics by changing the thermal conditions
but also through modification of the fluid circulation pattern. For isolated plates placed within the
enclosure, the fluid circulation is confined but not fully suppressed; however, as the plates are mounted
on the walls of the enclosure, recirculating vortices may form in the corner region and greatly alter the
local heat transfer performance. Dagtekin and Öztop [10] studied natural convection in an enclosure
with two hot plates mounted on the bottom wall and investigated the effect of height and spacing
on the heat transfer. The mean heat transfer rate increased with the height of the plate because of
the increased surface area of the heating source, and the position of the plates had more of an effect
on the flow than on the heat transfer. Nag et al. [11] considered an infinite thermal-conductive or
adiabatic plate mounted on the hot sidewall of a differentially heated square enclosure. The authors
concluded that the plate of infinite thermal conductivity always increases the overall heat transfer
rate irrespective of its position or size while the adiabatic plate attenuates the heat transfer. The same
physical configuration was also studied by Tasnim and Collins [12] to investigate the effects of length
and position on natural convection. Two competing mechanisms were observed, which determined
the patterns of fluid flow and heat transfer, i.e., the blockage effect, which depends on the length of
the plate; and the heating of the fluid by the plate. For a short triangular thermal-conductive fin,
Sun et al. [13] studied the mixed convection in a lid-driven cavity by mounting the fin on the hot
sidewall, cold sidewall, or adiabatic bottom wall. It was found that by placing the fin on the left or right
sidewall, the effect of the fin on the heat transfer performance was not only determined by its position
but was also greatly dependent on the moving direction of the lid of the cavity through the interaction
between the buoyancy generated by the temperature difference and viscous shear stress of the lid.
However, the fin on the bottom wall had a tiny effect on the streamline and temperature distributions.
The effect of natural convection on the flow in an enclosed space has also been considered in other
applications [14–17].

It is summarized from the literatures reviewed above that for a hot plate in a cold enclosure,
the natural convection is influenced by a number of factors, including the dimension, position,
orientation, and shape of the plate, and the associated thermal boundary conditions for both the plate
and enclosure. The existence of the plate affects the fluid flow and heat transfer primarily through
two mechanisms. The first is the heating of fluid on the surface, which is the driving force for the
fluid circulation; the second is the confinement on the fluid circulation by partially partitioning the
enclosure into multiple connected sub-domains, thus the behaviors of the local evolution of vortices
are greatly altered. Compared with the cylinder, the geometry of a plate is characterized by its
high specific surface area, where the heating of fluid around it is more intense but may not be more
effective depending on the pattern of fluid circulation, which is affected by the orientation of the plate
and the confinement imposed on the fluid. At medium and high Rayleigh numbers, the local heat
transfer performance is significantly lowered by the local quasi-stationary fluid in the corner region
or the separated bubble. In most of the existing researches reviewed above, the plate is assumed as
a zero-thickness one, which only heats the fluid and confines the flow while the effect of shape and
size has not been thoroughly discussed. In this work, we performed a numerical investigation on the
natural convection in a circular enclosure with an internal flat plate of various dimensions. Assuming
that the plate is produced with a certain amount of material, the cross-section area is fixed but the
height and width are varied. The plate is placed within the enclosure in two orientations depending
on its height (H, dimension in the vertical direction) and width (W, dimension in the horizontal
direction): The vertically positioned plate for H > W and horizontally positioned plate for H < W.
It is anticipated that by varying the height and width of the plate, the fluid is heated and circulates
within the enclosure in various modes, resulting in different distributions of the local heat transfer rate
and recirculating vortices. The above flat plate geometry is a typical model widely encountered in
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engineering applications of enhanced/weakened heat transfer. For example, in the transportation of
certain types of liquid in heat pipes in small- and mid-sized electronic devices, the pipe containing
the liquid is normally enclosed by an outer enclosure to reduce heat exchange with the surrounding
medium. The choice of the geometry of the cross-section of the heat pipe is significant and two factors
have to be considered. The first is that the area of the cross-section cannot be reduced to permit a
sufficient mass flow rate, thus the velocity of the internal liquid could remain constant, which facilitates
the design of the accessory components. The second is that the geometry of the heat pipe is normally a
rectangle to save space, which facilitates the layout of multiple heat pipes in a small space. In this
condition, the maximum/minimum heat transfer rate between the heat pipe and outer enclosure is
a quantity that is determined by the geometry of the heat pipe. The configuration is also employed
in other applications. In heating tubes with the thin plate twined with an electric resistance wire as
the thermal source, the effectiveness of heating, as measured by the heat transfer rate and uniform
temperature rise in the whole enclosed space, is dependent on the position, orientation, and size of the
plate. The thermal treatment of the metal component after welding is also characterized by natural
convection of the internal entity in an enclosed space. The present work is a theoretical research on a
flat plate of various geometries, which has not been studied before. The objective of the present study
was to qualitatively and quantitatively investigate the effect of the dimensions and shape of a plate
on the thermal and flow characteristics. The effects are presented and analyzed by the overall heat
transfer rate, the spatial structures of isotherms and streamlines, and the distributions of the local heat
transfer rate on the surfaces of the plate and enclosure. We also carried out synergy principle analysis
to visualize how convection enhances heat transfer under different parameter combinations.

2. Numerical Setup

2.1. Physical Model

The configuration of the physical problem is shown in Figure 1. A flat plate was placed
concentrically within a circular enclosure. The height of the plate is H and the width is W, and the radius
of the circular enclosure is R and diameter is D. Depending on the values of H and W, we considered
three types of plate, namely, square (H =W), vertically positioned (H >W), and horizontally positioned
(H < W) plate. The three types were assumed to have the same cross-sectional area, i.e., constant
cross-section area H·W, with the consideration that the production of the various plates would cost
the same amount of material. The surfaces of the plate and enclosure are isothermal and denoted by
the higher temperature, Ti, and lower temperature, To, respectively. The enclosure was filled with
air (Pr = 0.71). All simulations were performed at Rayleigh number Ra = 106, where heat transfer
is dominated by natural convection. In this work, the cross-section area of the plate was chosen at
H·W/D2 = 0.01, 0.04, and 0.09. The values for the height and width of the three types of plate are listed
in Table 1 with notations clearly explained.

Table 1. Notations for the flat plate of various geometries in the present study. The first letter S, M,
and L respectively denotes small, medium, and large sizes; the second letter H, V, and S respectively
denotes horizontally positioned, vertically positioned, and square plates.

Notation H·W/D2 Remark

SV 0.01 H >W and H/D = 0.2 (0.1) 0.8
SH 0.01 H <W and W/D = 0.2 (0.1) 0.8
SS 0.01 H/D =W/D = 0.1

MV 0.04 H >W and H/D = 0.3 (0.1) 0.8
MH 0.04 H <W and W/D = 0.3 (0.1) 0.8
MS 0.04 H/D =W/D = 0.2
LV 0.09 H >W and H/D = 0.4 (0.1) 0.8
LH 0.09 H <W and W/D = 0.4 (0.1) 0.8
LS 0.09 H/D =W/D = 0.3
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Figure 1. (Left) Configuration of the physical problem. The height of the plate is H and the width
is W; s is the local coordinate along the cylinder surface. (Right) A schematic of the structured grid
for the plate at H/D = 0.2 and W/D = 0.05 (denoted as SV0.2, i.e., Small-size and Vertically positioned,
in the following figures); the grid is plotted at eight gridlines in the circumferential direction and four
gridlines in the radial direction for clarity.

2.2. Numerical Methods

The thermal and flow patterns are governed by the two-dimensional equations of mass, momentum,
and energy:

∇ · u = 0, (1)

∂u
∂t

+ (u · ∇)u = −∇p +

√
Pr
Ra
∇2u + (0, T)T, (2)

∂T
∂t

+ (u · ∇)T =

√
1

PrRa
∇2T. (3)

The variables were scaled by the reference length, Do; velocity, uref = (a/Do)(PrRa)1/2; pressure,
pre f = pu2

re f ; and time, Do/uref. The temperature was scaled as T = (T* − To)/(Ti − To), where T* is
the dimensional temperature. A no-slip and no-penetrating condition was applied for the velocity
components on all solid walls, and the temperature was T = 1 for the plate and T = 0 for the enclosure.
Although the geometry is left-right symmetric about the vertical centerline (x/D= 0.0) for all simulations
in this work, we chose to discretize the whole computational domain, instead of half of the domain
with the symmetric condition at the vertical centerline, to avoid failure in capturing any possible
oscillatory flow behaviors.

The above governing equations were solved by our in-house finite-difference code, which has
been employed and well validated in our earlier works for steady-state natural convection in an
enclosure [9,18], transient or unsteady mixed convection in an enclosure [19,20], and forced convection
across cylinders [21–26]. The numerical details are omitted here for simplicity. In this work, we validated
the code through the physical problem of natural convection in an annulus consisting of two concentric
circular cylinders at Ra = 1.71 × 106, which was experimentally and numerically studied by Kuehn and
Goldstein [27] and detailed quantitative benchmark results were provided. This configuration had the
same geometric topology as the one in our simulation. The mean equivalent conductivity coefficient
was defined as the ratio between the heat transfer rate of the convection case and pure conduction case:

keq =
Nuavg,conv

Nuavg,cond
, (4)
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in which the mean Nusselt number was computed as:

Nuavg =
1
∂Ω

∫
∂Ω

Nu d∂Ω, (5)

where ∂Ω is the surface area of the enclosure or plate. The thermal conductivity coefficient reflects the
additional heat transfer provided by fluid circulation in addition to conduction and is an indicator
of the convection intensity. The value of keq obtained under various resolutions is given in Table 2.
Our results are in good agreement with the benchmark experimental results. The coefficient obtained
under various resolutions does not show much difference, i.e., a relative difference of less than 0.2%
between the results obtained at the 256 × 128 and 512 × 256 grid, thus the 512 × 256 grid was deemed
sufficient for this simulation.

Table 2. Mean equivalent conductivity coefficient obtained under various resolutions at Ra = 1.71 × 106

against the numerical results by Kuehn and Goldstein.

Source Mesh keq,i keq,o

Kuehn and Goldstein 16 × 19 3.024 2.973
Present 128 × 64 2.972 2.981

256 × 128 2.961 2.967
512 × 256 2.958 2.962

In this work, we performed a grid sensitivity study for the H·W/D2 = 0.04 cases with a square
cylinder (H/D =W/D = 0.2), a vertically placed plate with H/D = 0.8, and a horizontally placed plate
with W/D = 0.8 using the 256 × 256, 512 × 256, and 512 × 512 grids following the manner described
in [28,29]. The computed mean Nusselt numbers on the enclosure surface are given in Table 3. It is
seen that the maximum relative difference of the Nusselt number computed under the 256 × 256 and
512 × 256 is relatively large, while the maximum difference between the results of the 512 × 256 and
512 × 512 grid is only about 0.6%. The 512 × 256 grid was found to fine enough and was used in
all simulations. The size of the first-layer grid in the wall-normal direction on the plate surface was
around 0.0005D with clustering at the sharp corners, and was around 0.001D on the enclosure surface.

Table 3. Mean Nusselt number Nuavg,o for the H·W/D2 = 0.04 case under different resolutions.

Resolution H/D =W/D = 0.2 H/D = 0.8 W/D = 0.8

256 × 256 3.965 6.574 5.134
512 × 256 4.102 6.699 5.367
512 × 512 4.125 6.705 5.379

3. Results and Discussion

3.1. Mean Heat Transfer

The heat transfer performance of the plate-enclosure system was first assessed by the mean heat
transfer rate. In Figure 2a, the mean Nusselt number is presented for the enclosure. In general, Nuavg

monotonically increases with the cross-section area of the plate, and the value for the vertical plate
cases is larger than that of the horizontal plate cases. A further inspection on the variations shows that
for the vertical plate, Nuavg increases rapidly with H, while the increase with W for the horizontal plate
is notably minor, especially for plates with a large cross-section area, e.g., almost constant Nuavg for the
H·W/D2 = 0.09 plate, which is nearly the same as the square plate. This mild variation demonstrates
that for a horizontal plate with a large cross-section area, the aspect ratio has tiny effects on Nuavg.
However, the mean heat transfer rate is still larger for plates with a large W considering that the
surface area changes with the aspect ratio. The variation of the mean Nusselt number for the plate is
shown in Figure 2b, which was computed using the same approach as in Equation (5). This subfigure
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demonstrates the efficiency of the heat transfer in terms of the unit surface area of the plate. It is easily
demonstrated that with the increases of H or W, both the mean heat transfer rate and surface area
increase, while the heat transfer rate per area, i.e., Nuavg, decreases as the increase of the surface area is
not so efficient in enhancing heat transfer. It is seen in the subfigure that for a vertical plate, the plate
with a smaller cross-section area has a higher Nuavg because of the reduced surface area at the top and
bottom where heat transfer is not efficient; however, for a horizontal plate, the increase of W has a
negligible effect, which indicates that we can simply enhance heat transfer by employing a thick plate.

Figure 2. Variations of characteristic quantities: (a) mean Nusselt number on the enclosure surface;
(b) mean Nusselt number on the plate surface; (c) mean equivalent conductivity coefficient.

Figure 2c gives the variation of the equivalent thermal conductivity coefficient. Since the fluid is
driven by the temperature difference, the convection heat transfer is mainly affected by two factors:
The surface area of the plate that heats the adjacent fluid, and the confinement of the plate on the
circulation of fluid, which weakens the heat transfer. The combined effect of the two factors determines
the convection intensity. For the square geometry (H =W), the value of keq slightly decreases with
the cross-section area, which indicates that the large surface area for heating cannot compensate the
weakening of the fluid circulation due to the confinement from the plate. It is noticed that the curves
in the subfigure exhibit non-monotonic variation with H or W. For the vertical plate, the value of keq

presents an increasing-decreasing pattern with increasing H for plates with H·W/D2 = 0.01 and 0.04,
while it monotonically decreases with H for the H·W/D2 = 0.09 geometry. In conclusion, the increase of
H or W generally provides less contribution to the convection heat transfer.

3.2. Thermal and Flow Patterns

To further exhibit the effects of the orientation and aspect ratio of the flat plate on the heat transfer
mechanism, Figures 3–5 present the distributions of the stream function and temperature in the fluid
domain for plates of various cross-section areas. Both distributions are left-right symmetric about the
vertical centerline due to the symmetric configuration, thus we gave the isolines of the stream function
in the left half of the figure, which coincide with the streamlines, and isotherms in the right half of the
enclosure. For the smallest cross-section area, H·W/D2 = 0.01, the plate with a large H has two long
surfaces, which could intensely heat the adjacent fluid, thus a primary vortex forms besides the plate,
which recirculates within almost the whole enclosure; moreover, the fluid at the center of the vortex
is only weakly driven by the temperature difference and the shear stress breaks the vortex into two
smaller ones. It is noticed that for a plate with H/D = 0.8, the intensity of fluid recirculation to both sides
of the plate is strong, and a small and weak vortex that rotates in the clockwise (CW) direction appears
at the top of the enclosure. As H decreases, the primary vortex shrinks in size roughly along the vertical
direction and the fluid close to the bottom of the enclosure is less affected; the shrinking vortex does not
break into multiple ones at its center. The isotherms mainly present a stratification structure. For the
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horizontal plate, the circulation of fluid within the enclosure is confined by the plate and exhibits
complex structures. There is only one primary vortex to the bottom of the plate at W/D = 0.2–0.3; as W
increases, the end of the plate separates the primary vortex into two at W/D = 0.4–0.7, with one CW
rotating vortex entirely above the plate and one counterclockwise (CCW) rotating vortex beside and
below it. For the longest plate at W/D = 0.8, the CCW vortex is separated into two smaller individual
ones. Since the fluid below the plate is less driven by the buoyancy, the fluid circulation is strong above
the plate and is dominated by the CW vortex. It is seen from the isotherms that for the long horizontal
plate (W/D = 0.4–0.8), the thermal plume structure forms at the end whose direction is approximately
along the boundary between the CW and CCW vortices.

Figure 3. Fields of streamlines (left semicircle) and isotherms (right semicircle) for the small-sized plate
(H·W/D2 = 0.01). The isolines of the stream function are plotted approximately at Δψ = 0.1|ψmax −
ψmin|; the solid lines are for the counterclockwise rotating vortex and the dashed lines are for clockwise
rotating vortex. The isotherms are plotted at ΔT = 0.1.

As the cross-section area increases, the thickness of the plate will also increase for all lengths.
The increased thickness has two significant effects on the thermal and flow patterns. The first effect is
that the fluid adjacent to the short surface of the plate is more notably heated. It is seen in Figure 4 that
the enhanced heating on the fluid generates the CW vortex at the top of the plate at H/D = 0.6–0.8,
whose size is larger than that of the H·W/D2 = 0.01 cases; as H decreases, the upward circulating
flow above the plate is relatively weaker since the plate is far from the top of the enclosure, thus the
CW vortex diminishes. Moreover, there is one small CW vortex just above the plate at H/D = 0.3–0.5
because of the separation of upward flow at the sharp corners of the plate. The second effect resulting
from the increased thickness is the separation of the primary vortex by the end of the horizontal plate.
There is always one CW vortex above the plate, and two CCW vortices in the gap region between the
end of the plate and the enclosure, or even three CCW vortices at W/D = 0.8–0.9. The effect of the thick
plate on the isotherms is the thermal plume structures at the top sharp corners, which is observable for
all horizontal plate cases. The above two effects are more remarkable for the H·W/D2 = 0.09 case as
shown in Figure 5; the CW vortex above the plate always exists and dominates the circulating flow for
the horizontal plate cases, and the thermal plume structure at the sharp corners persists.
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Figure 4. Fields of streamlines (left semicircle) and isotherms (right semicircle) for the middle-sized
plate (H·W/D2 = 0.04). The isolines are plotted the same as in Figure 3.

Figure 5. Fields of streamlines (left semicircle) and isotherms (right semicircle) for the middle-sized
plate (H·W/D2 = 0.04). The isolines are plotted the same as in Figure 3.
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3.3. Local Heat Transfer

The temperature distribution affected by the formation of various vortices would influence the
heat transfer on the solid walls and may determine the performance of the plate-enclosure system
in certain engineering applications. Figure 6 presents the distribution of the local Nusselt number in
the circumferential direction on the wall of the enclosure. Considering the symmetric configuration
and temperature field, only the curves for the right half of the enclosure were plotted with the
circumferential angle, as given in Figure 1, and the left and right columns of the subfigures denote
the vertical and horizontal plate cases, respectively. For the vertical plate, it is obviously seen that the
magnitude of the local Nusselt number gradually decreases with the decreasing H for the majority
of the enclosure. For the H·W/D2 = 0.01 plate, there is a bump at θ = 10◦–20◦ for the H/D = 0.6–0.8
configurations because of the small gap between the sharp corners of the plate and the enclosure, and it
vanishes for H/D ≤ 0.5 because the end of the plate is relatively far away from the enclosure. It is also
noticed that the magnitude of the local Nusselt number at the top of the enclosure does not occur for
the longest plate at H/D = 0.8 because the fluid above the plate is confined and local heat transfer is
conduction dominant, while the circulating flow enhances the heat transfer for plates with a reduced
length. The small gap for the longest plate also results in the bump at the bottom of the enclosure.
For the plate with a cross-section area of H·W/D2 = 0.04, three differences are observed compared with
the results of the H·W/D2 = 0.01 cases. The first is the larger amplitude of the local Nusselt number
variation, with H at the top of the enclosure; the second is the bump observed for the H/D = 0.5 plate;
and the third is the non-monotonic variation of the local Nusselt number, especially in the region of
θ < 80◦, which is mainly attributed to the clustered isotherms because of the thicker plate. For the
plate of H·W/D2 = 0.09, the fluid in the gap to the top of the plate is always dominated by the weak
secondary vortex, thus the magnitude of the local Nusselt number is reduced. The thick plate also
reduces the gap size and induces the bump on all curves because of the thermal plume structure, and a
higher local Nusselt number at the bottom of the enclosure.

For the horizontal plate, the variation of the local Nusselt number with W is more complex because
it is dependent on the various vortices. For the H·W/D2 = 0.01 plate at W/D = 0.2–0.3, the Nusselt
number at the top of the enclosure is large because of the strongly circulating primary vortex. However,
as W increases, the magnitude of the Nusselt number abruptly reduces since the secondary vortex is
relatively weak and the heat transfer at the enclosure top is not so intense, and a bump is observed on
the curve because of the thermal plume; a second bump at θ = 95◦ occurs due to the conduction in the
small gap. For the H·W/D2 = 0.04 and 0.09 plates, since the secondary vortex and thermal plume exist
for all lengths, a local maximum around θ = 60◦ is always observed on the curves, which corresponds
to the thermal plume. In general, for the horizontal plate, the plate length, W, has a minor effect on the
local Nusselt number roughly in the region θ < 60◦, while the interaction of CW and CCW vortices
and the separation of the primary vortex by the end of the plate in the region θ > 60◦ complicate the
local flow pattern, thus the effect of W on the local Nusselt number is also more pronounced.

The orientation and aspect ratio of the plate also affect the heat transfer characteristics on the
surface of the plate. Figure 7 gives the distribution of the local Nusselt number on the plate, in which
the local coordinate, s, is depicted in Figure 1. It is summarized that there is always a peak at the
sharp corners of the plate, which can be one order of magnitude higher than that of the flat surface,
and the magnitude of the Nusselt number is relatively higher at the bottom of the plate due to the fluid
circulation. For the vertical plate, the Nusselt number generally increases with decreasing H, and the
differences between the several curves get smaller as the cross-section area increases. For the horizontal
plate, the secondary vortex possibly forming above the plate reduces the local Nusselt number in
the region, s < 0.2, which corresponds to the sharp top corner. As W increases, the magnitude of
the Nusselt number for the top and bottom surfaces nearly monotonically decreases because of the
confinement of the plate on the fluid circulation.
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Figure 6. Circumferential distribution of the local Nusselt number on the enclosure surface.
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Figure 7. Circumferential distribution of the local Nusselt number on the plate surface.

3.4. Synergy Principle Analysis

The enhancement of heat transfer contributed by convection with respect to pure conduction is
a result of the circulation of fluid within the enclosure. Quantitative analysis of the enhancement is
significant in understanding the related physics. Since the fluid moves in parallel with the solid wall in
the boundary layer region, the fluid-solid heat transfer is realized almost by pure conduction. However,
in the fluid domain outside of the boundary region, the intensity of heat transfer is dependent on
the direction of flow considering the non-uniform temperature distribution, i.e., the alignment of the
vectors of the velocity and temperature gradient. The heat transfer is enhanced if the velocity vector is
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aligned in the direction with the temperature gradient in which the fluid circulation could effectively
mix the hot and cold fluid and increase the local heat transfer rate. Guo et al. [30] proposed the field
synergy principle:

U · ∇T = |U||∇T| cos β, (6)

in which β represents the synergy angle between the two vectors. The local heat transfer can be
enhanced if the two vectors are synergized.

We computed the synergy coefficient, cosβ, for this problem and present its distribution in Figure 8.
In general, for the vertically placed plate, the value of cosβ is almost zero at the solid walls, which
indicates that the local heat transfer is conduction dominant. The enhancement of heat transfer from
convection mainly occurs in the central region of the fluid domain and exhibits a zigzag structure with
a relatively large magnitude, thus the local heat transfer from the mixing of cold and hot fluid is intense.
The magnitude of the synergy coefficient to the top of the plate is also large, especially for plates with a
larger cross-section area, which is attributed to the formation of the CW vortex and thermal plume
structure. It is also noticed that due to the existence of the CW vortex, the direction of the fluid motion
is reversed from upward for the H·W/D2 = 0.01 case to downward for the H·W/D2 = 0.04 and 0.09 cases,
thus the magnitude for the local synergy coefficient is also changed. A similar distribution pattern is
also observed for the horizontally placed plate. However, due to the formation of multiple CW and
CCW vortices in the gap region between the end of the plate and the enclosure, the distribution of
cosβ is even more complex. Since the CW vortex dominates the flow above the plate, the magnitude of
cosβ is large at the vortex center and its boundary where the thermal plume appears. The effect of the
plate length is noticeable mainly in the gap region, where the CCW vortex is separated by the plate;
it has only one local maximum at the center of the vortex for the relatively short plate where there is
one CCW vortex, while two local maxima are observed as the CCW vortex is separated by the long
plate into two.

Figure 8. Field of synergy coefficient plotted at cosβ = [−1.0, 1.0] with Δcosβ = 0.1. The solid and
dashed lines respectively denote the positive and negative values.

4. Conclusions

This work performed a numerical investigation on the natural convection in a circular enclosure
with an internal flat plate of a constant cross-section area but different orientation and aspect ratio.
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For this physical problem, we first explored the trade-off between the height and width of the plate
under the constraint of a fixed cross-section area by considering the effects of the heating surface area
and fluid circulating confinement, since the heat transfer effectiveness is greatly dependent on these
two factors. The numerical results led to the following conclusions:

(1) The vertically placed plate produces significant convection heat transfer with a higher mean
Nusselt number than the horizontal plate. However, the overall heat transfer rate does not vary
much with the width of the plate for the horizontally placed plate cases.

(2) For the vertically placed plate, there is always one primary vortex to each side of the plate, and one
secondary vortex may form above the plate as the width increases, especially for plates with
larger cross-section areas. For the horizontally placed plate with a large width, the primary vortex
can be separated by the end of the plate into two, and a secondary vortex forms above the plate.

(3) The magnitude of the local heat transfer rate on the enclosure surface is higher as the circulating
flow impinges on the surface, and it is normally maximum at the circumferential position of the
thermal plume. The secondary vortex above the plate actually reduces the local heat transfer rate
at the top of the enclosure.

(4) A field synergy analysis revealed that the contribution of fluid circulation to the convection heat
transfer mainly appears at the center of the vortices, at the boundary of neighboring vortices
where the thermal plume forms, and above the plate.

The present work performed more of a theoretical study on the natural convection in an enclosure
with a specific geometric configuration. However, considering that the flat plate geometry is widely
used in engineering applications, the findings and conclusions could provide a useful guidance or
reference for other applications in choosing the proper geometry and orientation to maximize heat
transfer effectiveness.
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Abstract: The objective of this article is to investigate the impacts of thermo-diffusion effect on
unsteady axisymmetric Casson flow over a time-dependent radially stretching sheet with a multi-slip
parameter and the force of chemical reaction. We employed an established similarity transformation to
this non-linear partial differential system to convert it into a system of ordinary differential equations.
The numerical results are attained for this system by using KELLER-BOX implicit finite difference
scheme. It has great reliability and accuracy even a very short time period for computational
simulation. The impacts of influential flow parameters on fluid flow are sketched through graphs
and the numerical results are thoroughly argued. The temperature, velocity and wall concentration
control parameters are analyzed. (i) It is witnessed that chemical reaction is not favorable to enhance
the velocity profile. (ii) Multi-slip parameters vary inversely with velocity profile. (iii) The fluid
concentration in its boundary layer decreases with the increase of heavier species, the parameter of
the reaction rate and the exponent of power law for fluids having Prandtl number = 10.0, 15.0, 20.0
and 25.0. Moreover, the skin-friction-coefficient factor and Nusselt-number are compared with the
published work. A strong numerical solution agreement is being observed.

Keywords: multi-slip; Keller-Box technique; casson fluid; thermo-diffusion; axisymmetric flow

1. Introduction

The knowledge of non-Newtonian fluids has great importance for their characteristics and
remarkable applications in industrial, medical products, and procedures to the researcher. These all
non-Newtonian type fluids have non-linear relation between stress and strain, whereas Newtonian
fluid model has a linear relations mode. Investigations of flow field and individualities in these fluids
are completely different as compare to Newtonian fluids. The Casson fluid model is popular for
good explanation of non-Newtonian fluids and their behavior, especially flow curves for blood. It
is recordable convincing fluid model because of important useful implications in our daily life as in
bio medical field and polymer processing. For practical purposes, it provides a convenient means
for evaluating the two characteristics; Cason viscosity and the apparent yield stress. A great number
of investigations have described about this chemical fields. In species research of mass and heat
transformations with chemical reactions are of extensive importance in specially hydrometallurgical
and chemical at the industrial level. Last past few decades, a basic “Penetration Theory” “Highie
1935” had been extensively practically applied to the time dependent diffusional problems without
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and with chemical reactions. As long we ascertain all about the results with chemical reactions
were found for the case of mid-infinite bodies of fluids, even though physically absorptions into a
determinate based film were measured. Several interesting phenomena were considered for analysis
of mass transformations liminal with forced convection and chemical reactions [1]. For the work about
vapor-deposition chemically fundamental results are obtained [2] . In diffusion model the chemical
effect on browning motion was carried out by [3]. Some of the others investigation was studied by
[4–7].

Until now, in the absence of Soret and Dufour impacts, all the above studies have been conducted.
In a flowing fluid, heat and mass transfer occurring simultaneously results in a complicated relationship
between the fluxes and the fluid’s flowing existence. Energy diffusion can be produced not only by
gradients of temperature, but also by gradients of composition. The temperature gradients that result
in Soret (thermo-diffusion) effect can create mass fluxes. At the other hand, the effect of the energy
fluxes causedby the gradients of composition is called Dufour (diffusion-thermo). Such fluxes play an
important role when there is a density difference in the flow regime.

The fluids of the boundary layer flow due to stretching /shrinking surfaces is a significant kind of
flow occurring in engineering and chemical industries flow processes. These include paper production,
liquid metal, glass fiber, and polymer sheet synthesis. The manufacture of non-newtonian fluids,
including lubricants, physiological liquids, paints, colloidal liquids, biological liquids, biopolymer, and
foodstuff, plays an important role in our daily lives. Bagh et al. [8] examined the influence of multiple
slip-on non-newtonian fluids and they described that the velocity profile decline due to increasing
in the hydrodynamic slip. Raza [9] analyzed the Casson fluid flow over a sheet and examined the
radiation effects on temperature. Ashraf and coauthors [10] have investigated the micro-polar fluid
flow toward a shrinking surface and also studied the radiation effects on thermal conductivity. Daniel
et al. [11] studied the numerical solution of mixed convection magnetohydrodynamic flow over a
sheet. Dhanai et al. [12] Several Magneto-hydro-dynamics (MHD) heat transfer fluid solutions were
achieved with viscous dissipation. The study of the unsteady axisymmetric flow of non-Newtonian
fluid over a radially stretch sheet has considered by Shahzad et al. [13]. They also studied the radiation
effects on the thermal boundary layer. Ashraf et al. [14] examined the magnetohydrodynamic flow
and heat transfer in a micro-polar fluid using a stretchable disk. Azeem et al. [15] analyzed the heat
transfer of an axisymmetric viscous fluid over a nonlinear radially stretching sheet.

The study of free convection flow is important in the electronics cooling process and heat
exchangers etc. Chen [16] examined the laminar mixed convection flow over a continuously stretching
sheet. Numerous researchers have been occupied with investigating the mixed convection flow
of non-Newtonian fluids [17–19]. Bhargava et al. [20] have analyzed the free convection flow of
magnetohydrodynamic micro-polar fluid. Elahi et al. [21] described the numerical solution of mixed
convection heat transfer over a stretching sheet. Asmat et al. [22] studied the effect of thermal
radiation on velocity and temperature over a stretching porous sheet. Hayat et al. [23] considered on
magnetohydrodynamic the flow of non-Newtonian nano-fluid flow with the convective condition.
They investigated the slip effects in the MHD flow of non-Newtonian by a stretching surface. They
also found radiation effects on velocity, temperature and concentration profile.

Baag et al. [24] have studied the stagnation point on magnetohydrodynamic non-newtonian fluid
subject to the chemical reaction and heat source. Singh [25] examined the effects of viscous on free
convection non-newtonian fluid in the presence of chemical reaction. Mabood et al. [26] discussed
steady non-Newtonian fluid with a chemical reaction through a porous medium. Hayat et al. [27]
are discussed non-Newtonian fluid with chemical aspects and they investigated a numerical solution.
Seth et al. [28] examined chemically reacting nanofluid over a permeable vertical plate.

Motivated by the above-mentioned studies in literature and a wide range of their applications,
the thermo-diffusion and multi-slip effects on an axisymmetric Casson flow over a time-dependent
radially stretching sheet in the presence of chemical reaction is presented which has not been discussed
yet. The focal point of the current study is to extend the recently published work of Azeem et al. [13].
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The governing nonlinear PDEs are transformed into a set of highly nonlinear ODEs with the aid of
suitable similarity transformations and the nonlinear coupled ODEs are solved numerically with most
popular Keller-Box technique. The effects of magnetic parameter M, Dufour parameter Ds, Schmidt
number parameter Sc, chemical reaction parameter R0, Soret parameter Df , Prandtl number Pr, slip
parameters (δ1, δ2), suction/injuction parameter S, Unsteadiness parameter α, thermal buoyancy λ,
and Casson parameter β on the fluid velocity, temperature, and concentration functions are examined
in detail. Additionally, a comparison is made for the skin friction coefficient and Nusselt number.
Good agreement is established which further authenticates the validity of our results.

2. Mathematical Formulation

Let us consider a steady magnetohydrodynamic flow of incompressible viscous flow with
thermo-diffusion are included over a radially stretching sheet, the sheet is placed at z = 0, and
is examined in the presence of chemical reaction effects. The flow of conducting fluid is assumed to
be linear along the radial direction Uw(r) = ar

1−ct , where a is a dimensional constant. Where Tw is the
wall temperature, T∞ is the ambient temperature respectively. (see Figure 1). It is supposed that the
B(r) = Bor variable magnetic field intensity acts along z-direction normal to the sheet. Under the
above conditions, the governing equations of continuity, momentum conservation, and conservation
can be expressed as (see [13,29]):

∂u
∂r

+
u
r
+

∂w
∂z

= 0, (1)

∂u
∂t

+ u
∂u
∂r

+ w
∂u
∂z

= ν f (1 +
1
β
)

∂2u
∂z2 − σB2(r)u

ρ f
+ gβT(T − T∞) (2)

∂T
∂t

+ u
∂T
∂r

+ w
∂T
∂z

= α
∂2T
∂z2 + DTC

∂2C
∂2z

(3)

∂C
∂t

+ u
∂C
∂r

+ w
∂C
∂z

= D
∂2C
∂z2 − R∗(r, t)(C − C∞) + DCT

∂2C
∂2z

(4)

Figure 1. thermo-diffusion flow diagram.

The velocity vector of flow is v = v(u, v), where u and v are component of velocity towards
r and z directions respectively. σ, ν f , ρ f , α,D, DCT , DTC, and R∗ are electrical conductivity, kinetic
viscosity, the viscosity of fluid, solutal, Soret, Dufour diffusities, and chemical reaction respectively,
The corresponding boundary conditions are (see [13,29]):

u = Uw + Us, w = W0, T = Tw = T∞ +
br

1 − ct
+ Ts, C = Cw at z = 0 (5)

u → 0, T → ∞, C → ∞ as z → ∞, (6)
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where Us = D1
du
dr is the velocity slip, D1 is the velocity slip factor, Ts = D2

dT
dr is the thermal slip, D2 is

the temperature slip factor, and W0 = −2( νUw
r )

1
2 denotes the suction/injection of mass transfer rate at

the surface. Here a > 0, b > 0, and c > 0 are constant having dimension 1/time (t), where t stand for the
time such that product ct < 1 (see [29]).

The Equations (1)–(4), We consider the similarity transformations stated as (see [29]):

η =
z
r

Re
−1
2

r , w = −2UwRe
−1
2

r f (η), u = Uw f ′(η), θ(η) =
T − T∞

Tw − T∞
, and φ(η) =

C − C∞

Cw − C∞
(7)

In view of Equation (7), the system of partial differential Equations (2)–(5) transform into the
following system of coupled and non-linear ODE’s:

(1 +
1
β
)

d3 f
dη3 − M

d f
dη

+ 2 f
d2 f
dη2 − (

d f
dη

)2 − α[
d f
dη

+
1
2

η
d2 f
dη2 ] + λθ = 0, (8)

(
1

Pr
)

d2θ

dη2 − θ
d f
dη

+ 2 f
dθ

dη
+ Ds

d2φ

dη2 − α[θ +
1
2

η
dθ

dη
] = 0, (9)

(
1
Sc

)
d2φ

dη2 − φ
d f
dη

+ 2 f
dφ

dη
− α[φ +

1
2

η
dφ

dη
] + Df

d2θ

dη2 − R0φ = 0, (10)

and the transformed boundary conditions Equations (5) and (6) are:

f (η) = S,
d f (η)

dη
= 1 + δ1

d2 f (η)
dη

, θ(η) = 1 + δ2
dθ(η)

dη
, S(η) = 1, φ(η) = 1, at η = 0, (11)

d f
dη

(∞) → 0, θ(∞) → 0, φ(∞) → 0, at η → ∞ (12)

where primes represent differentiation w.r.t the variable η. The parameters in Equations (8)–(10) are
described as:

M = σB2

ρ f a , Pr =
ν f ρcp

κ , Ds =
DTc(Cw−C∞)
ν f (Tw−T∞)

, Df =
DCT(Tw−T∞)

ν(Cw−C∞)
, α = a

c , R0 = (1−ct)2

a ,

where M is magnetic parameter, Pr is define as the Prandtl number, Ds is the Dufour parameter, Df is
the Soret parameter, Sc is determine as the Schmidt number, and R0 is the chemical reaction term.

The interested physical quantities are coefficient of skin-friction Cf , local nusselt number Nu, and
Sherwood number Sh defined as:

Cf =
τw

1
2 ρU2

, Nu =
rqw

K(Tw − T∞)
, and Sh =

Lqm

D(Cw − C∞)
(13)

whereas the skin-friction coefficient τw, the heat and mass transformation from the sheet qw and qm are
follow:

τw = μ
∂u
∂z

|z=0, qw = −κ
∂T
∂z

|z=0, and qm = −D
∂C
∂z

|z=0 (14)

The dimension free variables explained in Equation (7) and these quantities becomes as:

Re
1
2
r Cf = (1 +

1
β
) f ′′(0), Re

−1
2

r Nu = −θ′(0), and Re
−1
2

r Sh = −φ′(0) (15)

where Rer =
rUw

ν is the local Reynolds number based on the radially stretching velocity Uw = ar
1−ct .

3. Results and Discussion

The main goal of the proposed study was to define the role of mass transformation factor,
heat transformation factor, chemical reaction and thermal radiation factors in the time-dependent
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axisymmetric boundary layer MHD flow of Casson fluid if multiple-slip,and thermo-diffusion effects
are employed over a stretching surface.

The control model Equations (8)–(10) with boundary conditions Equations (11) and (12) were
solved numerically by Keller-Box finite difference method. The values of the velocity, temperature,
and concentration profiles are analyzed in the current section using the numerical technique. We have
graphically discussed the influence of these profiles on various parameters such as Casson, magnetic,
Prandtl number, Dufour parameter, Soret number, chemical reaction, Schidmt number, unsteadiness,
buoyancy, hydrodynamic, suction/injection parameter, and thermal slips. In order to validate the
numerical method in Table 1, presents the comparison of our work that of Azeem et al. [29] and an
excellent correlation is achieved which shows the authenticity of numerical solutions.

Table 1. Present results are Compared with [29] of − f ′′(0) and −θ′(0) for various values of α, S and Pr.

α S Pr
Azeem et al. [13] KBM (Present Results)

− f ′′(0) −θ′(0) − f ′′(0) −θ′(0)

0.5 −1.0 1.0 0.620400 0.620400 0.620436 0.620436
−0.5 0.887200 0.887200 0.887247 0.887247
0.0 1.308999 1.308999 1.308670 1.308670
0.5 1.907999 1.907999 1.907973 1.907973
1.0 2.655999 2.655999 2.655591 2.655591

0.0 0.5 1.0 1.798999 1.798999 1.798668 1.798668
0.5 1.907999 1.907999 1.907973 1.907973
1.0 2.016999 2.016999 2.016665 2.016665
0.5 0.5 0.5 1.907999 1.119999 1.907973 1.118889

0.7 1.907999 1.450000 1.907973 1.467003
1.0 1.907999 1.907999 1.907973 1.907973

Figure 2a,b depict the influence of Casson parameter at velocity, temprature and concentration
profile. The velocity profile decreases with an increase in Casson fluid parameter (β) but opposite
behavior is observed in Figure 2a,b for the temperature and concentration functions. Figure 3a,b
shows the influence of the magnetic parameter M on the free dimension velocity, temperature, and
concentration profiles, It is noticed that the velocity distribution decline due to increment in the
magnetic field. It is clearly seen in Figure 3a increase in the value of M slow down the movementum
and hence a decline in radial velocity. Temperature, and concentration profiles are observed increases
near to the boundary wall. The escalation in the values of magnetic causes increment in thermal and
solutal boundary thickness. Physically, the magnetic parameter produced Lorentz force which slows
down the motion of the fluid.

In Figure 4a,b the influence of dimensionless unsteady parameter (α) on the velocity, temperature
and concentration profiles is shown. It is found that the velocity, temperature, and concentration
profiles decline as an increasing values of the unsteady parameter (α) whereas the temperature profile
is an increasing function near the boundary.
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Figure 2. Influence of β on velocity profile f ′, temperature profile θ, and concentration profile φ against
η.

Figure 3. Influence of M on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

Figure 4. Influence of α on velocity profile f ′, temperature profile θ, and concentration profile φ against
η.
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Figure 5a,b illustrates the profiles of dimension-less velocity, temperature, and concentration
for different values of buoyancy (λ). It is observed that velocity increases whereas the concentration
profile and temperature decreased with increasing values of buoyancy (λ) (see Figure 5a,b. The extra
force is added in fluid due to buoyant that’s why the velocity profile enhance.

Figure 5. Influence of λ on velocity profile f ′, temperature profile θ, and concentration profile φ against η.

Figure 6a,b depicts radial velocity and temperature profiles in which the boundary layer thickness
is reduced near the wall with the rise in Prandtl number Pr. Prandtl number effect on concentration
profile slightly differs form radially stretching velocity, and temperature profiles as we can see in
Figure 6b, which shows that it is slow rising effect away to the boundary and decreases closed to the
boundary layer with rising in Prandtl number. Casson fluids include in the present investigation it has
determined with great viscosity therefore, the Prandtl number is used to increase the rate of cooling in
conducting flows.This is due to the fact that Pr number is defined as the ratio between momentum and
thermal diffusivity. In present investigation Pr = 25 number is very suitable for cooling purposed.

Figure 6. Influence of Pr on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

similar behavior of Figure 6a,b is observed in Figure 7a,b for Dufour parameter as the profiles
of velocity, temperature, and Concentration. It is also noticed from Figure 7a,b that the increase
in the Soret parameter decreases the radially stretching velocity and temperature profile, while the
temperature profile decreases faster than the radial velocity near to the boundary layer. Figure 7b
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elucidates that the amassed value of the Soret parameter is enhancing in boundary layer thickness
with the slip effect parameter effect which is increasing the concentration profile away from the
boundary-wall.

Figure 7. Influence of Ds on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

Figure 8a,b exhibits the influence of Schmidt number Sc on velocity and temperature profiles.
Schmidt number is the ratio of momentum and mass diffusivity and is utilized to characterize fluid
flows for momentum and mass diffusion convection process. The rise in values of Sc reduces the
radially stretching velocity and temperature profiles at a slow rate. The same effect is observed in
Figure 8b which shows that increase in Schmidt number has a decreasing effect in concentration profile.

Figure 8. Influence of Sc on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

The Soret effect is where the temperature gradient separates light and heavy molecules. This
effect is usually important when there are more than one chemical species in a very large temperature
gradient, such as CVD problems and chemical reactors. Figure 9a,b shows the Soret effect of the
velocity, temperature, and concentration profiles on a radially stretching sheet. The greater value of
Soret parameter results in an increase of velocity, temperature, and concentration profiles away to the
boundary wall but closed to the wall little opposite effects can be seen.
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Figure 9. Influence of Df on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

A chemical reaction is a mechanism leading to the chemical change of one collection of chemicals
into another.Figure 10a,b elucidates the impacts of chemical reaction R0 in the fluid. It is depicted from
the graph that increasing values of chemical reaction creates some reaction in the fluid flow and slow
down the radially stretching velocity, temperature, and concentration profiles of the fluid. Increasing
the temperature profile closed to the wall also show that the boosting the value of chemical reaction
that the effect is diminutions the concentration profile away to the wall but closed to the wall it little
growing effect find-out.

Figure 10. Influence of Ro on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

A parallel crossposting trend is perceived in the velocity, temperature and concentration
distribution functions for the increment of Dufour parameter but the opposite behavior is observed
in the thermal boundary layer near the boundary. Figures 11 and 12 demonstrate the influence of
hydrodynamic and thermal slip on the velocity, temperature, and concentration profiles. It is clear from
the Figure 11a that, the consultant radially velocity decreases as the hydrodynamic slip increases but
the inverse trend is seen in the temperature and concentration functions (see Figure 11a,b). It is obvious
that the velocity, temperature and concentration profiles decrease by increasing the thermal slip value.
As the thermal slip parameter value increases, the thermal limit layer thickness decreases even when
a small amount of heat is transferred from the surface to the liquid. The velocity, temperature, and
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concentration boundary layer shrink due to enhancement in thermal slip which is cleary seen in the
Figure 12a,b.

Figure 11. Influence of δ1 on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

Figure 12. Influence of δ2 on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

The Figures 13a,b and 14a,b depicts the behavior of suction/injection on fluid velocity,
temperature, and concentration profile.The boundary layer of velocity is observed decreasing effect
when we enhance in the value of suction parameter S > 0 but inverse behavior is seen for velocity,
temperature, and concentration profiles when we increase in the values of injection parameter S < 0.
Figures 15a–c and 16a–c. described the influence of several parameters on the shear stresses, the heat,
and mass transfer rates , Figures 15a and 16a illustrate the influence of several parameters on the
skin friction factor, that indicate that friction increases with Chemical reaction ,and suction parameter,
are enhanced. In results weaker matrix resistance factors to thermo-diffusion flow behaviours in an
acceleration leading to increased shearing at the sheet surface and enhance the magnitudes of skin
friction factor. Figures 15b and 16b indicates that the variation effect on heat transfer rates for different
parameter. The amount of heat transfer rises as, the Chemical reaction ,and suction parameter both
are increased.In thermo-diffusion flow, a more inertial impact, obviously aggravates heat diffusion
from the radial sheet to the fluid. Figures 15c and 16c show the influence of different parameters on
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increases in Sherwood number i.e., Chemical reaction ,and suction parameter both are enhancing the
magnitude of Sherwood number.

Figure 13. Influence of S on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

Figure 14. Influence of −S on velocity profile f ′, temperature profile θ, and concentration profile φ

against η.

Figure 15. Influence of S on f ′, θ, and φ.
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Figure 16. Influence of S on f ′, θ, and φ.

In Table 2 we analysis the variation of physical parameters M, λ, Pr, α, and β, on skin friction
co-efficient − f ′′(0), Nusselt number −θ′(0), and Sherwood number −φ′(0).

The following results are concluded from the Table 2. (i) The Skin-friction coefficient is increasing
while reducing the local Nusselt and Sherwood numbers through improvement in the increment
of Magnetic parameter. (ii) The increment in thermal buoyancy parameter λ, cause decreasing the
Skin-friction coefficient while increasing the factor of Nusselt number, and Sherwood number. (iii)
With the increasing unsteadiness parameter σ, the Skin-friction , local Nusselt, and Sherwood numbers
are also increasing. (iv) The Skin-friction coefficient is increasing with the increment in Prandtl number
also increasing the local Nusselt number but opposite trend is observed for Sherwood number. (v) The
Skin-friction coefficient and Sherwood number are decreasing with the increasing Casson parameter
and increment in the local Nusselt number.

Table 2. Influence of some parameters on − f ′′(0), −θ′(0), and −φ′(0) when Sc = 10, Ds = Df =

0.5, Ro = 1.0, δ1 = δ2 = 0.2, S = 0.

α β M Pr λ f ′′(0) −θ′(0) −φ′(0)

0.5 0.3 1.0 10.0 1.0 −2.93927 2.51714 0.97907
1.0 −3.11489 2.65722 1.15877
1.5 −3.27767 2.77597 1.32801
0.5 1.0 −1.87877 2.48897 0.88058

3.0 −1.48554 2.48759 0.81457
5.0 −1.40157 2.48426 0.79476
0.3 2.0 −3.36540 2.50392 0.94527

4.0 −4.02817 2.48569 0.89369
6.0 −4.54380 2.47292 0.85671
1.0 15.0 −2.94933 2.56412 0.88783

20.0 −2.95470 2.58853 0.84059
25.0 −2.95780 2.60340 0.81173
10.0 2.0 −3.08296 3.12406 1.14151

3.0 −3.08036 3.51020 1.32529
3.5 −3.07908 3.86004 1.48219

4. Conclusions

The thermo-diffusion and multi-slip effects on an axisymmetric Casson fluid flow over a
time-dependent radially stretching sheet with in the presence of chemical reaction is presented. The
governing nonlinear PDEs are transformed into a set of highly nonlinear ODEs with the aid of suitable
similarity transformations which are solved numerically by utilizing the Keller-Box technique. The
computations have been performed for velocity, temperature, and solutal functions for various values
of physical parameters. The key conclusions of this work are as follows:
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• The velocity profiles are observed to be decreased with increasing values of the Casson,
unsteadiness, magnetic, Prandtl number, Dufour, Soret number, chemical, Schmidt number and
slips parameters,but the effect of increasing buoyancy parameter values and injection parameters
is the opposite.

• Increments in unsteadiness, magnetic field, buoyancy, Prandtl number, Soret, thermal slip,
Dufour, and chemical parameters decline the fluid temperature. However, the opposite effect is
observed with increasing values of Schmidt number, magnetic, Casson, suction/injection, and
hydrodynamic slip parameters.

• The concentration profle are found to be reduced with increasing values of the unsteadiness,
buoyancy, Soret, Schmidt number, thermal slip, Prandtl number, chemical reaction, and suction
parameters. But the concentration profile are enhanced by increment in the magnetic field, Casson,
Prandtl number, Dufour, injection, and hydrodynamic slip parameters.

• The obtained results are presented in graphical and tabular formats. An excellent agreement of
our numerical results is obtained with the existing literature which assists with the authenticity of
proposed study.

• Destructive chemical reactions are favorable in order to enhance the mass transfer rate.
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Abstract: In this study, plate-fin heat sinks with partial heating under forced convection were
experimentally investigated. The base temperature profiles of the plate-fin heat sinks were measured
for various heating lengths, heating positions, flow rates, and channel widths. From the experimental
data, the effects of heating length, heating position, and flow rate on the base temperature profile and
the thermal performance were investigated. Finally, the characteristics of the optimal heating position
were investigated. As a result, it was shown that the optimal heating position was on the upstream
side in the case of the heat sinks under laminar developing flow, as opposed to the heat sinks under
turbulent flow. It was also shown that the optimal heating position could change significantly due to
heat losses through the front and back of the heat sink, while the effects of the heat loss through the
sides of the heat sink on the optimal heating position were negligible. In addition, it was shown that
the one-dimensional numerical model with empirical coefficients could predict the important trends
in the measured temperature profiles, thermal resistances, and optimal heating lengths.

Keywords: plate-fin heat sink; partial heating; forced convection

1. Introduction

The demand for high-performance and compact products has resulted in a continuous increase in
heat dissipation from electronic devices in various systems, such as power converters, supercomputers,
and electric vehicles [1,2]. The high heat dissipation from electronic products results in a high
junction temperature, which negatively affects the overall performance and durability of the product.
Therefore, efficient cooling of these devices is essential and various cooling methods have been
developed. In addition, the efficient cooling is also essential for various thermal systems such
as transcritical CO2 refrigeration systems [3], ice storage tanks [4], wind tunnels [5], and heat
exchanger/reactors [6]. The most common cooling method is the use of plate-fin heat sinks under
forced convection. Therefore, many previous studies have focused on plate-fin heat sinks [7–11].
The thermal performance of these heat sinks is best when the heated base area is equal to the total base
area, because the spreading resistance is minimized [12]. However, in many cases, the total base area
of the heat sink is larger than the heated base area, as shown in Figure 1. It is because the amount
of heat dissipation increases as the total base area increases, and the large total base area is required
to sufficiently dissipate heat from high-performance and compact electronic devices, in many cases.
For example, small Insulated Gate Bipolar Transistors (IGBTs) are generally mounted on large heat
sinks in power electronics [13].
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Figure 1. Plate-fin heat sinks with partial heating.

Many researchers have investigated the thermal performance of plate-fin heat sinks with partial
heating under forced convection. These research works are well-summarized in Yoon et al. [14].
For example, Culham et al. investigated the role of spreading resistance of the heat sink base caused
by partial heating in the design and the selection of the plate-fin heat sinks [15]. They showed
that the spreading resistance could be significant without proper thermal design of the heat sinks.
Ellison analytically solved a three-dimensional heat conduction equation for obtaining temperature
fields in the heat sink bases and for calculating spreading resistances for various heat source sizes [16].
He showed that his results could be used for designing plate-fin heat sinks. Cho et al. experimentally
investigated the effects of non-uniform mass flow distributions and heat flux conditions on the thermal
performance of microchannel heat sinks [17]. They observed that the microchannel heat sink should
be designed by considering the heat flux conditions. Yoon et al. also experimentally investigated
the thermal performance of plate-fin and strip-fin minichannel heat sinks, under partial heating [18].
Lelea analyzed the effects of the heating position on the thermal performance of a microchannel heat sink
by numerically solving the conjugate heat transfer problem [19]. He observed that the heating position
influences the thermal characteristics and that upstream heating has a better thermal performance
than central or downstream heating. Toh et al. also numerically calculated the three-dimensional
velocity and temperature fields in a partially heated microchannel heat sink by using a finite volume
method [20]. Although all of these studies are systematic and provide useful results, they used water
or refrigerant as the working fluid and focused on minichannel heat sinks or microchannel heat sinks.
As a result, the information which these studies provide for macroscale heat sinks with air as the
working fluid is limited. However, macroscale heat sinks with air as the working fluid are commonly
used in various systems. Therefore, there have been several studies for investigating the thermal
performance of macroscale plate-fin heat sinks under partial heating with air as the working fluid.
For example, Emekwuru et al. numerically investigated the influence of three different partial heating
positions on the thermal performance of air-cooled macroscale heat sinks [21]. They showed that
the thermal resistance is minimized when the partial heating position is centrally located, for most
Reynolds numbers. Yoon et al. extensively conducted numerical studies on the thermal performance
of plate-fin heat sinks according to the partial heating position to determine the optimal heating
position [14]. They showed that the thermal performance is maximized when the heating position is
located on the downstream side near the center of the heat sink.

However, first, to the best of our knowledge, intensive experimental studies on the thermal
performances of macroscale plate-fin heat sinks under partial heating with air as the working fluid
have not been systematically conducted for various heating locations, flow rates, and channel widths.
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In particular, previous studies on macroscale plate-fin heat sinks [14,21] was focused on heat sinks
under turbulent flows with very high flow rates, and it is uncertain whether their conclusions are
applicable for heat sinks under laminar developing flows with low flow rates.

Second, heat sinks used in the practical situation showed heat losses through the front, back,
and sides of the heat sink (qloss,f, qloss,b, and qloss,s in Figure 1). However, there were no previous studies
on the effects of these heat losses on the optimal heating position of macroscale plate-fin heat sinks
under partial heating.

Third, a full three-dimensional numerical simulation could estimate the thermal performance
accurately but required a time-consuming code writing process. In addition, commercial numerical
simulation programs might have cost issues. Therefore, sometimes it is useful to perform several
experiments and to investigate the effects of important engineering parameters on thermal performance
by using a one-dimensional model that can predict experimental results.

In this study, plate-fin heat sinks under partial heating with air as the working fluid were
experimentally investigated. The base temperature profiles of plate-fin heat sinks under laminar
developing flows were measured for various heating lengths, heating positions, flow rates, and channel
widths. From the experimental data, the effects of various engineering parameters on the base
temperature profile and the thermal performance were investigated. Finally, the characteristics of
the optimal heating position were investigated. It is shown that the conclusions of the previous
studies [14,21] on optimal heating position of plate-fin heat sink under turbulent flow did not apply
to the heat sink under the laminar developing flow examined in this study. In is also shown that the
optimal heating position could change significantly due to heat losses through the front and back
of the heat sink. In addition, a simple one-dimensional numerical model for predicting the thermal
performances is presented.

2. Experimental Procedure

A schematic diagram of a heat sink is shown in Figure 1. The length L, width W, height H,
base thickness tb, and fin thickness tf of the heat sink were 20 cm, 10 cm, 3 cm, 1 cm, and 1 mm,
respectively. The experiment was conducted for five different combinations of heating lengths and
heating positions, four different flow rates, and two different channel widths, as listed in Table 1.
In this table, N, wc, Lh, and Lc are the fin number, channel width, heated length, and the distance from
the upstream end to the center of the heated area, respectively. The heat sink was made of SUS304
(k = 16.2 W/m K). As shown in Figure 2, 22 T-type thermocouples were attached to the base of the
heat sink. More specifically, in order to measure the profile of the base temperature Tb along the
flow direction, thermocouples were installed at 11 points in the x direction. The thermocouples were
attached at two points in the y direction to check that the measured base temperature profile along the
flow direction was reliable. Silver epoxy was used to minimize contact thermal resistance between the
thermocouple and the base. Four other T-type thermocouples were placed at the inlet of the test section
to measure the ambient temperature Tamb. As shown in Figure 3, the signals from the thermocouples
were converted to temperature data using a data acquisition system (34970A DAQ; Agilent Technology)
and were stored in a computer. As shown in Figure 2, five film heaters of the same size were attached
to the bottom surface of the heat sink base to locally apply heat to the heat sink. The film heater
was made of SUS304 and was attached using a Kapton tape. These five heaters were powered and
controlled by a DC power supply (PL-3005D; Protek) to be turned on and off, independently.

The total power input to the heater was fixed at 40 W. Five different combinations of heating
lengths and heating positions were investigated in this study, as listed in Table 1. As shown in Figure 3,
the heat sink with the attached thermocouples and heaters was installed inside a rectangular duct
in acrylic. The duct was connected to a wind tunnel system with a nozzle flow meter and a blower
(TB-150; Innotech) to measure the flow rate of air while generating air flow in the duct. The nozzle flow
meter consisted of the nozzle and the differential pressure meter (FCO332; Furness Controls), and it
measured the volume flow rate by measuring pressure difference between the inlet and the outlet of
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the nozzle caused by flow restriction by the nozzle. Four different flow rates were investigated in this
study, as listed in Table 1. Each measurement was repeated three times to ensure the reliability of
data. The temperature was measured until the temperature change dropped to less than 0.1 ◦C for
10 min. After the experiment, the uncertainty of the data were analyzed, and details of the analysis
were described in Reference [22] and Appendix A.

Table 1. Design parameters for the experiment.

N wc [mm] Lh/L Lc/L
Flow Rate Q

[m3/min]

25 3

1.0 0.5 0.2, 0.4, 0.6, 0.8

0.6 0.5 0.2, 0.4, 0.6, 0.8

0.2
0.3 0.2, 0.4, 0.6, 0.8

0.5 0.2, 0.4, 0.6, 0.8

0.7 0.2, 0.4, 0.6, 0.8

13 7

1.0 0.5 0.2, 0.4, 0.6, 0.8

0.6 0.5 0.2, 0.4, 0.6, 0.8

0.2
0.3 0.2, 0.4, 0.6, 0.8

0.5 0.2, 0.4, 0.6, 0.8

0.7 0.2, 0.4, 0.6, 0.8

Figure 2. Positions of thermocouples and heaters on the heat sink base.

Figure 3. Schematic diagram of the experimental setup.

3. Results

Figure 4a–e show the profiles of the difference between the base temperature Tb and the ambient
temperature Tamb, along the flow direction for five different combinations of heating lengths and
heating positions and four different flow rates when the channel width was 7 mm. The various trends
of the temperature profile observed in these figures were as follows.
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(a) In all cases shown in Figure 4a–e, regardless of the value of x, the base temperature decreased
as the flow rate increased. This was mainly because the temperature of the fluid flowing inside
the heat sink decreased as the flow rate increased. This was also because the local heat transfer
coefficient, which was inversely proportional to the temperature difference between the fluid
temperature and the base temperature, increased as the flow rate increased.

(b) The extent to which the base temperature decreased with an increase in the flow rate, decreased
as the flow rate increased.

(c) The point at which the base temperature was maximized always existed in the portion where
the heat sink was heated. When the size of the heating portion was equal to the size of the heat
sink, the point at which the base temperature was maximized lay almost at the end of the heating
portion where x was the largest. When the size of the heating portion was much smaller than the
size of the heat sink, the point where the base temperature was maximized was almost at the
center of the heating portion.

(d) The base temperature at x = Lc + Δx was larger than the base temperature at x = Lc − Δx, regardless
of the value of Δx. This was mainly because the fluid temperature monotonically increased as
x increased.

(e) As shown in Figure 4a, when the heat sink was uniformly heated, the base temperature increased
monotonically with an increase in x. This was because the temperature of the fluid increased as x
increased. This was also because the heat transfer coefficient, which was inversely proportional to the
temperature difference between the fluid temperature and the base temperature, decreased as x increased.

Figure 4. Cont.
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Figure 4. Profiles of difference between base temperature and ambient temperature (wc = 7 mm).
(a) Lh/L = 1.0, Lc/L = 0.5; (b) Lh/L = 0.6, Lc/L = 0.5; (c) Lh/L = 0.2, Lc/L = 0.5; (d) Lh/L = 0.2, Lc/L = 0.3; and
(e) Lh/L = 0.2, Lc/L = 0.7.
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Figure 5a–e show the profiles of the difference between the base temperature Tb and the ambient
temperature Tamb along the flow direction when the channel width was 3 mm. The trends in the temperature
profile were consistent with the previously described trends for the channel width of 7 mm.

Figure 6a,b show the thermal resistances for five different combinations of heating lengths and
heating positions, four different flow rates, and two different channel widths. Here, the thermal
resistance R was defined as the difference between the maximum temperature of the heat sink base Tb,max
and the ambient temperature Tamb divided by the amount of heat q applied to the heat sink. Therefore,

R =
Tb,max − Tamb

q
. (1)

Figure 5. Cont.
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Figure 5. Profiles of difference between base temperature and ambient temperature (wc = 3 mm).
(a) Lh/L = 1.0, Lc/L = 0.5; (b) Lh/L = 0.6, Lc/L = 0.5; (c) Lh/L = 0.2, Lc/L = 0.5; (d) Lh/L = 0.2, Lc/L = 0.3; and
(e) Lh/L = 0.2, Lc/L = 0.7.
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Figure 6. Thermal resistances. (a) wc = 7 mm; and (b) wc = 3 mm.

The various characteristics of thermal resistance observed in these figures are as follows.

(a) Regardless of the heating position and channel width, the thermal resistance decreased
monotonically as the flow rate increased. This was because the temperature of the cooling
fluid filling the inside of the heat sink decreased as the flow rate increased.

(b) Regardless of the channel width and flow rate, the thermal resistance increased as the heating
length decreased. This was because the heat sink base was more heavily heated locally, owing to
an increase in heat flux (amount of heat per unit area) applied to the heated portion of the heat sink
base as the heating length decreased. When the heat sink base was uniformly heated, heat was
uniformly dissipated from the heat sink to the fluid through the heat sink surface. In contrast,
only a part of the surface was mainly used for the heat dissipation in the case of the locally heated
heat sink.

(c) There was an optimal heating position that minimized the thermal resistance when the heating
length was fixed. However, as shown in Figure 6a, the optimal heating position was not fixed
and could be changed by changing the flow rate.

Finally, to investigate the characteristics of characteristics of the optimal heating position,
we developed a relatively simple one-dimensional numerical model that could roughly predict
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the experimental results (further explanation on a one-dimensional numerical model is given in
Appendix B). Finally, Figure 7 shows the thermal resistances for various heating positions and flow
rates when the heating length was fixed. The characteristics of the optimal heating position observed
from Figure 7 were as follows.

(a) When the flow rate was fixed, there was an optimal heating position that minimized the
thermal resistance.

(b) The optimal heating position was not independent of the flow rate. In this study, the optimal heating
position moved toward the smaller x as the flow rate increased. Therefore, when controlling the flow
rate from the fan in an actual situation, this fact should be considered to determine the heating position.

(c) If the heating position moved slightly in the positive x direction or in the negative x direction
from the optimal heating position, the thermal resistance did not increase significantly. Therefore,
in an actual situation, a slight change of the heating position from the optimal heating position
was acceptable.

(d) However, if the heating position was far from the optimal heating position, the thermal resistance
could be very large. Therefore, in an actual situation, the heating position should not be close to
the front or rear ends of the heat sink.

(e) As presented earlier, Emekwuru et al. showed that the thermal resistance was minimized when
the heating position was centrally located for most Reynolds numbers [21]. On the other hand,
Yoon et al. showed that the thermal performance was maximized when the heating position was
located on the downstream side near the center of the heat sink [14]. However, these conclusions
from the previous studies did not apply to the situation examined in this study. Figure 7 indicates
that the thermal performance was maximized when the heating position was located on the
upstream side. In addition, Figure 6a also shows that the optimal heating position was located on
the upstream side in some cases. The main reason why the conclusions from the previous studies
did not apply to the situation examined in this study was that the previous study was focused on
heat sinks under turbulent flows with very high flow rates and the present experiments were
conducted for heat sinks under laminar developing flows. The fact that Lelea also observed that
upstream heating had a better thermal performance than central or downstream heating for the
heat sink under laminar flow in his study [19] supported this reasoning, although his study was
focused on water-cooled microchannel heat sinks.

Figure 7. Thermal resistances for various heating positions and flow rates (wc = 7 mm, Lh/L = 0.2).

The heat sinks used in the practical situations showed heat losses through the front, back, and sides
of the heat sink (qloss,f, qloss,b, and qloss,s in Figure 1). Therefore, in this study, effects of these heat losses
on the optimal heating position were investigated. Figures 8–10 show the thermal resistances of the
heat sinks calculated by one-dimensional models for various thermal resistances for the heat losses
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through the front, back, and sides of the heat sinks, respectively. In these figures, Rloss,f and Rloss,b are
the thermal-resistances-related heat losses through the front and back of the heat sink, respectively.
R′loss,s is the thermal resistance per unit length related to heat loss through the sides of the heat sink,
as explained in Appendix B. The characteristics of the optimal heating position observed in Figures 8–10
were as follows.

(a) The optimal heating position could change significantly due to heat losses through the front and
back of heat sink. Therefore, even when the heat sink with the same dimensions was under the
same flow rate, the optimal heating position could be completely different depending on how the
heat sink was connected to the other devices in the thermal system.

(b) The optimal heating position moved toward the smaller x as the heat loss through the front of the
heat sink increased.

(c) The optimal heating position moved toward the larger x as the heat loss through the back of the
heat sink increased.

(d) The optimal heating position was almost independent to the heat loss through the sides of the
heat sink.

Figure 8. Thermal resistances for various heat losses through the front of the heat sink (Q = 0.2 m3/min,
wc = 7 mm, Lh/L = 0.2).

Figure 9. Thermal resistances for various heat losses through the back of the heat sink (Q = 0.2 m3/min,
wc = 7 mm, Lh/L = 0.2).
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Figure 10. Thermal resistances for various heat losses through the sides of the heat sink (Q = 0.2 m3/min,
wc = 7 mm, Lh/L = 0.2).

In addition, Figure 11 shows the thermal resistances for various heated lengths. As shown in the
figure, the optimal heating position also did not depend strongly on the heated length, if the change in
heat transfer coefficient due to the heated length was not significant.

Figure 11. Thermal resistances for various heated lengths (Q = 0.2 m3/min, wc = 7 mm).

4. Conclusions

In this study, macroscale plate-fin heat sinks under partial heating with air as the working fluid
were experimentally investigated. The base temperature profiles of the plate-fin heat sinks under
laminar developing flows were measured for various heating lengths, heating positions, flow rates,
and channel widths. From the experimental data, the effects of various engineering parameters on the
base temperature profile and the thermal performance were investigated. Finally, the characteristics of
the optimal heating position were investigated.

The following were the new findings on the optimal heating position of the partially heated
plate-fin heat sinks:

(a) The optimal heating position was on the upstream side in the case of the heat sinks under a
laminar developing flow that were investigated in the present study. On the contrary, as shown

116



Processes 2019, 7, 772

in a previous study [14], the optimal heating position was on the downstream side in the case of
the heat sinks under turbulent flow.

(b) The optimal heating position could change significantly due to heat losses through the front and
back of heat sink. Therefore, even when the heat sink with the same dimensions was under the
same flow rate, the optimal heating position could be completely different depending on how the
heat sink was connected to other devices in the thermal system.

(c) The optimal heating position was independent to the heat loss through the sides of the heat sink.
The optimal heating position also did not depend strongly on the heated length.

(d) The one-dimensional numerical model with empirical coefficients could reflect the important
trends in the measured temperature profiles, thermal resistances, and optimal heating lengths.

In addition, the following are some characteristics of the partially heated plate-fin heat sinks
presented in this study:

(a) The point at which the base temperature was maximized always existed in the portion where
the heat sink was heated. When the size of the heating portion was equal to the size of the heat
sink, the point at which the base temperature was maximized lay almost at the end of the heating
portion where x was the largest. When the size of the heating portion was much smaller than the
size of the heat sink, the point where the base temperature was maximized was almost at the
center of the heating portion.

(b) Regardless of the heating position and the channel width, the thermal resistance decreased
monotonically as the flow rate increased. Regardless of the channel width and flow rate,
the thermal resistance increased as the heating length decreased.

(c) The optimal heating position was not independent of the flow rate.
(d) If the heating position moved slightly in the positive x direction or in the negative x direction from

the optimal heating position, the thermal resistance did not increase significantly. However, if the
heating position was far from the optimal heating position, the thermal resistance could be
very large.
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Nomenclature

As solid cross-sectional area
C1, C2, C3, C4 empirical coefficients
cf fluid heat capacity
H height of heat sink
h heat transfer coefficient
ks solid thermal conductivity
L length of heat sink
Lc distance from the upstream end to the center of the heated area
Lh heated length
.

m mass flow rate
N fin number
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P wetted perimeter
Q flow rate
q amount of heat applied to heat sink
Q′ heat input per unit length
qloss,b heat loss through the back of the heat sink
qloss,f heat loss through the front of the heat sink
qloss,s heat loss through the sides of the heat sink
R thermal resistance
Rloss,b thermal resistance related heat loss through the back of the heat sink
Rloss,f thermal resistance related heat loss through the front of the heat sink

R′loss,s
thermal resistance per unit length related to heat loss through the sides
of the heat sink

Tamb ambient temperature
Tb base temperature
Tb,max maximum temperature of the heat sink base
tb base thickness
tf fin thickness
W width of heat sink
wc channel width
ηo overall surface efficiency

Appendix A.

Experimental Uncertainties

According to the manufacturers’ calibration results, the instrument bias errors in the measurement
are as shown in Table A1.

Table A1. Instrument bias errors.

Measurement Type Error

Temperature <0.5 K

Voltage <0.01%

Current <0.1%

Pressure <0.5%

Appendix B.

Detailed Explanation for the One-Dimensional Numerical Model

This appendix describes how to fit the thermal resistance as a function of flow rate and heating
position by using a one-dimensional numerical model in this study.

The easiest method is to directly fit the thermal resistance shown in Figure 6 as a function of the
heating position and flow rate by using some suitable functional form. However, if this method is
used, the important trends in the measured temperature profiles shown in Figures 4 and 5 are ignored
and not reflected, so there is a high probability that the results would not be engineeringly meaningful
and would be less reliable.

Therefore, in this study, we developed a relatively simple one-dimensional numerical model with
empirical coefficients that could roughly predict the temperature profiles. Then empirical coefficients
were obtained by determining the values that minimized the root mean square error (RMSE) between
the temperatures obtained through the experiment and the temperatures obtained from the numerical
model. Finally, the thermal resistance was calculated as a function of the heating position and the flow
rate from the model; presented in Figure 7.
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Further explanation on the model is given as follows. According to References [23] and [24],
the fluid temperature Tf and the base temperature Tb averaged in the direction perpendicular to the
flow are given by the following Equations (A1) and (A2), respectively.

ksAs
d2Tb

dx2 + ηohP(T f − Tb) − 1
R′loss,s

(Tb − Tamb) + q′ = 0 (A1)

− .
mc f

dT f

dx
+ ηohP(Tb − T f ) = 0 (A2)

Here, ks, As, ηo, h, P, R’loss,s, q’,
.

m, and cf are the solid thermal conductivity, solid cross-sectional
area, overall surface efficiency [25], heat transfer coefficient, wetted perimeter, thermal resistance
per unit length related to heat loss through the sides of the heat sink (qloss,s in Figure 1), heat input
per unit length, mass flow rate, and fluid heat capacity, respectively. The first and second terms in
Equation (A1) are related to the conduction in the heat sink in the flow direction and the convection
from the heat sink to the fluid, respectively. The third term is related to the heat loss from the heat sink
to the surroundings in the direction perpendicular to the flow, and the fourth term is related to the
heat input from the heater to the heat sink. The first and second terms in Equation (A2) are related
to the fluid enthalpy change in the flow direction and the convection from the heat sink to the fluid,
respectively. The governing equations were discretized by the control-volume-based finite difference
method, and discretization equations were calculated using the Gauss–Seidel method.

The boundary conditions for these equations are given as follows.

T f (x = 0) = Tamb (A3)

ksAs
dTb
dx

∣∣∣∣∣
x=0

=
1

Rloss, f
(Tb(x = 0) − Tamb), ksAs

dTb
dx

∣∣∣∣∣
x=L

= − 1
Rloss,b

(Tb(x = L) − Tamb) (A4)

The first boundary condition (Equation (A3)) indicated that the fluid temperature was at the
ambient temperature at the inlet. The second boundary condition (Equation (A4)) indicated that
there were heat losses in the -x direction from the upstream end face and in the +x direction from the
downstream end face of the heat sink. In Equation (A4), Rloss,f and Rloss,b are the thermal resistances
related heat losses through the front and back of the heat sink (qloss,f and qloss,b, in Figure 1), respectively.
To obtain the temperature profiles from the numerical model, we must know the value of the local heat
transfer coefficient h. However, the exact value of the local heat transfer coefficient could be obtained
only from a three-dimensional numerical analysis or from a precise bulk-mean fluid temperature
measurement. However, such a complex numerical analyses or experiment was beyond the scope of
this study, because the reason for using the numerical model in this study was to predict the tendency
of the profile of temperatures qualitatively, using a simple method. Therefore, in this study, the local
heat transfer coefficient was assumed to be as follows.

h = C1(1 + C2Lc/L) −C3(x/L)(1 + C4Lc/L) (A5)

This equation is not perfect, but it reflects the following important facts. (a) As x increases, the local
heat transfer coefficient tends to decrease. (b) The local heat transfer coefficient changes owing to the
change in the heating position.

In this study, empirical coefficients were obtained by determining the values that minimized the
root mean square error (RMSE) between the temperatures obtained through the experiment and the
temperatures obtained from the numerical model.

RMSE =
11∑

i=1

√
Tb,measured(xi) − Tb,calculated(xi) (A6)
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In Equation (A6), Tb,measured, Tb,calculated, and xi are the measured base temperature, base temperature
calculated from the model, and x coordinates of the measurements points, respectively. More specifically,
the values of Rloss,f, Rloss,b, and Rloss,s

′, which are not directly related to convective heat transfer,
are obtained first by determining the values that minimize the RMSE for a uniformly heated heat
sink without fluid flow, as shown in Figure A1. Subsequently, the remaining terms C1, C2, C3, and C4,
which are related to convective heat transfer, are obtained by determining the values that minimize the
RMSE for a partially heated heat sink with fluid flow, as shown in Figure A2 for example.

Figure A2 compares the profiles of the temperature difference between the base temperature
and the ambient temperature calculated using the numerical model with the experimental results for
several cases with the same heating length and different heating positions. It could be observed that
the base temperature profiles were qualitatively well-predicted by the model, although the simple
numerical model could not perfectly predict the temperatures for all positions.

Figure A1. Comparison of temperature differences from experimental data and results of the numerical
model for Lh/L of 1, channel width of 3 mm, flow rate of 0 m3/min, and heat input of 5 W.

Figure A2. Comparison of temperature differences from experimental data and results of the numerical
model for Lh/L of 0.2, channel width of 7 mm, and flow rate of 0.2 m3/min.
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Abstract: It is difficult to manually process and analyze large amounts of data. Therefore, to solve a
given problem, it is easier to reach the solution by studying the data obtained from the environment
of the problem with computational intelligence methods. In this study, pool boiling heat flux was
estimated in the isolated bubble regime using two optimization methods (genetic and artificial bee
colony algorithm) and three machine learning algorithms (decision tree, artificial neural network,
and support vector machine). Six boiling mechanisms containing eighteen different parameters in
the genetic and the artificial bee colony (ABC) algorithms were used to calculate overall heat flux
of the isolated bubble regime. Support vector machine regression (SVMReg), alternating model
tree (ADTree), and multilayer perceptron (MLP) regression only used the heat transfer equation
input parameters without heat transfer equations for prediction of pool boiling heat transfer over a
horizontal tube. The performance of computational intelligence methods were determined according
to the results of error analysis. Mean absolute error (MAE), root mean square error (RMSE), and mean
absolute percentage error (MAPE) error were used to calculate the validity of the predictive model in
genetic algorithm, ABC algorithm, SVMReg, MLP regression, and alternating model tree. According
to the MAPE error analysis, the accuracy values of MLP regression (0.23) and alternating model
tree (0.22) methods were the same. The SVMReg method used for pool boiling heat flux estimation
performed better than the other methods, with 0.17 validation error rate of MAPE.

Keywords: boiling; computational intelligence techniques; heat flux; optimization

1. Introduction

Pool boiling processes are important heat transfer mechanisms in many engineering
applications [1], especially in chemistry, mechanical engineering processes, refrigeration,
gas separation, etc. [2]. The formation and removal of vapor bubbles from the solid–liquid interface
can be explained by boiling. In the literature, boiling heat transfer studies can be divided into two
groups: (1) flow boiling; and (2) pool boiling [3,4]. Boiling allows the transfer of large amounts
of heat energy at low-temperature differences. The boiling event has a wide range of applications.
The major areas of application include nuclear power plants, rocket motors, refrigeration industry,
boilers, steam power units, process industry, and evaporators. Although many investigations are
reported on the boiling mechanism, the physical mechanism of boiling has not yet been fully elucidated,
even in the case of running water [5]. Many investigators have improved correlation for calculating
boiling heat flux [6]. These correlations are calculated for nucleate pool boiling heat flux to nearly
50% error [7–10]. Nowadays, many investigators study optimization and ANN for heat transfer
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prediction [11–14]. Das and Kishor studied the heat transfer coefficient in pool boiling of distilled
water. They compared the results of the zero-order adaptive fuzzy model and adaptive neuro-fuzzy
inference system (ANFIS function) [15]. Swain and Das used the computational intelligence methods
for the flow boiling heat transfer coefficient [16]. Barroso-Maldonado et al. studied cryogenic forced
boiling. They compared ANN to three conventional correlations [17].To calculate heat transfer in fluids,
some researchers have developed models using computational fluid dynamics [18,19].

In recent years, many researchers have studied the optimization of the heat transfer of the pool
boiling [1,20,21]. Many researchers have predicted heat flux with computational intelligence methods.
Table 1 depicts the conditions under which the boiling heat transfer is calculated, the algorithms used
in heat flux estimation, which error measures are used to determine the accuracy of the predictive
models and the error analysis results. There are generally two types of computational intelligence
methods: (1) white-box techniques; and (2) black-box techniques. Optimization techniques, such as
genetic and ABC, are white-box techniques, while artificial intelligence techniques, such as ANN, DT,
and MLP, are black-box techniques.

In this study, the pool boiling heat flux was calculated by optimizing semi-empirical correlations.
Then, heat flux estimation was realized using computational intelligence methods considering the
parameters used in the calculation of conventional correlations. These methods were also compared
with well-known correlations. To the authors’ best knowledge, this study contributes to the heat flux
estimation for pool boiling literature by using black-box techniques for the first time.

2. Pool Boiling Mechanisms in Isolated Bubble Regime Region

The boiling process occurs when the temperature of the solid surface to which the liquid contacts
exceeds the saturation temperature corresponding to the pressure of the liquid. Boiling process is
described visually in Figure 1. In Figure 1, the pipe diameter and length are 21 mm and 105 mm,
respectively. The experimental heat flow is about 10–80 kW/m2. Four different materials, copper,
brass, aluminum, and steel, are used as heater surface. The surface roughness is 30–360 mm and the
conditions are atmospheric pressure. The vessel of the boiling volume is 0.003 m3. Water and ethanol
were used for a boiling liquid. As seen in Figure 1, the first bubble was boiled in the boiling core in
the isolated bubble regime. However, the bubble did not reach the free surface. In an isolated bubble
regime, the boiling core was analyzed for boiling the pool on a horizontal tube heater [20].

Figure 1. The schematic problem description.
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In the region of the isolated vapor bubble, the vapor bubbles do not emerge on the fluid surface
and become condensed again by condensation. Although the temperature difference between the fluid
and the surface is low in this region, the amount of heat transferred is very high. According to the
Fazel study [20], the isolated bubble regime had six mechanisms (microlayer evaporating, transient
conduction, bubble super-heating, sliding bubbles for transient conduction, radial forced convection,
and natural convection). The model used for optimization in the study is a semi-empirical model that
estimates heat flux by a Genetic Algorithm [20]. Fazel’s model, although improved at the isolated
bubble regime region, has the following limitations: (1) the heat transfer is one dimensional; (2) bubbles
are adopted in a spherical shape; (3) tThe heater temperature is constant; (4) bubbles are isolated,
i.e., there are no bubble interactions; and (5) the physical properties do not change [20]. The boiling
heat transfer model as the sum of the six mechanisms is written below.

Microlayer evaporating equation [22]:

hmic =
π

6
d3ρνh f g

N
A

f (1)

Transient conduction equation [22]:
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√
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Bubble super-heating equation [20]:
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Sliding bubbles for transient conduction equation [20]:
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Radial rorced convection equation [20]:

uradial =
d/

2
τw

(7)

Nur = 0.453Rer
1
2 .

1
3

Pr (8)

Rer =
ρluradial(d/2)

μl
(9)

Nur =

r∫
0

Nur2πrdr

r∫
0

2πrdr
= (4/3)Nur (10)

Aar f c = P4
N
A

π

4
d2(1 − P0) (11)
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hrad f = hrP4
N
A

π

4
d2(1 − P0)(Tw − Tb) (12)

Natural convection equation [23,24]:

hNc = αNccNc(Tw − Tb) (13)

NuOD =

⎛
⎜⎝0.6 +

0.387 · (GrOD · Pr)1/6(
1 +

(
(0.559/Pr)9/16

))8/27

⎞
⎟⎠

2

(14)

cnc= 1−c1−c2−c4 (15)

c1 =
N
A

π

4
d2[P0

P1 + P2 + P3 + P4

4
+ (1 − P0)] (16)

c2 =
π

4
d2P5

N
A

(17)

c3 =

√
N
A

P3d (18)

c4 = P0(c3 − c2) (19)

The above equations and experimental data were taken from Fazel’s work (see the article for
more details) [20]. The pool boiling heat transfer is affected by many parameters that are easily
obtained from correlations given in the literature: the wall temperature (Tw), evaporation temperature
(Tb), bubble departure diameter (d), bubble frequency (f), nucleation site density (NA), latent heat
vaporization (h f g), liquid density (�l), vapor density (�v), liquid heat capacity (Cpl), vapor heat capacity
(Cpv), dynamic viscosity μ , Prandtl number (Pr), liquid thermal conductivity (kl), Grashoff number
(Gr), and vapor thermal conductivity (kv). These parameters are used to calculate the pool boiling
heat flux (q/A). q/A is the total of the six mechanisms of heat flux equations. These parameters are
available for computational intelligence technique as well.

Table 1. The predictive models of heat flux in the literature.

Conditions Data Method Error Analysis Result Reference

Round tube uniform heat oscillation 513 ANN MSE 0.2 Kim et al. [25]
Down-stream conditions, Vertical round tube 513 ANN MSE 0.25 Kim et al. [26]
PWR steady-state 60 SVM R² 0.65 He and Lee [27]
Concentric-tube open thermosiphon 381 SVM RMSE 0.067 Cai [28]
Bubble column reactors 366 SVR AARE 7.05% Gandhi and Joshi [29]
Steam-water flows in pipes 3000 ANN MSE 0.75 Nafey [30]
Wall insulation surface 342 ANN RMSE 0.0631 Najafi and Woodbury [31]
Vertical smooth tube 368 MLP R² 0.992 Balcilar et al. [32]
Mini-Channel 319 ANN R² 0.998 Parveen et al. [33]

3. Computational Intelligence Methodology

In a mathematical approach, most optimization methods investigate the places where the function
is zero and the places where the derivative is zero. The derivative calculation is not always an easy task.
Many of the technical problems can be formulated to find their roots. However, some optimization
methods fail to find these roots. Another challenge in optimization is determining whether a result is a
global or local solution. Such problems are solved either by a linear approach or by limiting the bounds
of the optimization domain. In this study, five different computational intelligence methodologies
were selected to estimate pool boiling heat transfer in isolated bubble regime.
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3.1. Genetic Algorithm

Genetic Algorithm is the first and most known of the evolutionary calculation algorithms.
To understand the terminology of the genetic algorithm (GA), it is necessary to understand natural
selection. When observing the world, natural selection comes to the fore in events. The enormous
organisms and complexity of these organisms are the subject of investigation and research. It can be
questioned why organisms are like this and how they come to this stage. The level of adaptation and
suitability has become a sign of long-term survival in the world. The process of evolution is a great
algorithm that allows the most appropriate life conditions. If an organism has the intelligence and
ability to change the environment, the global maximum can be achieved in life [34]. This algorithm
externalizes the process of natural selection in which pertinent individuals are selected for reproduction
to produce progeny of the next generation. General flow chart of the genetic algorithm is given in
Figure 2.

Figure 2. Genetic algorithm steps.

3.2. ABC Algorithm

ABC algorithm is the modeling of bees food search mechanisms. The bees live in colonies.
The bees colony includes three groups of bees: onlookers, scouts, and employed bees. Some of the
colony consists of employed artificial bees and the others contain onlookers. For each food source,
there is solely an employed bee [35,36]. Figure 3 shows the main steps for the ABC algorithm. In this
study, the ABC algorithm and the GA algorithm were used with the same mathematical model and
bounds; however, their configurations were different. Both algorithm configurations are shown in
Table 2.

Table 2. Configuration of both algorithms.

Genetic ABC

Number of variable 6 6
Bounds [0 0.1 0.1 0.1 0.1 0.1] & [1 5 5 5 3 4] [0 0.1 0.1 0.1 0.1 0.1] & [15 5 5 3 4]
Population type double vector
Population size 150 150
Creation function uniform
Fitness scaling top
Mutation function adaptive feasible
Crossover constraint dependent
Migration forward
Hybrid function none
Stopping criteria default
Generations 50 50
Stall test average change
Others default
Use random states from previous run sign
User function evaluation in serial
Run time 30 30
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The optimization model was based on 18 parameters: (1) q/A; (2) Tw; (3) Tb; (4) d; (5) NA; (6) f;
(7) �l ; (8) �v; (9) h f g; (10) Cpl ; (11) kl ; (12) kv; (13) Cpv; (14) μl ; (15) μv; (16) Gr; (17) Prandtl; and (18) Ra
roughness. Some of these parameters were obtained from experiments: (1) Tw; (2) Tb; (3) d; (4) NA;
(5) Ra; and (6) f. The rest of the datasets were obtained from an EES package program: (1) �l ; (2) �v;
(3) h f g; (4) Cpl ; (5) kl ; (6) kv; (7) Cpv; (8) μl ; (9) μv; and (10) Prandtl. If these datasets were used as
the input parameter, for the computational intelligence algorithms, boiling heat flux (q/A) could be
estimated. The boiling fluid thermophysical properties were evaluated at the arithmetic mean of the
saturated fluid and heater surface temperature, Tf defined by Equation (20).

Tf =
Tw + Tb

2
(20)

Figure 3. ABC algorithm steps.

3.3. Support Vector Machine Regression

Support vector networks, which are a variety of universal feeder networks, were developed
by Vapnik and Cortes [37] to classify data and are generally referred to as support vector machines
(SVM) in the literature. The SVM-based model for regression is called the support vector regression
(SVMReg) [38]. SVR uses not only empirical risk minimization but also the principle of structural risk
minimization, which is intended to reduce the upper limit of the generalization error, compared to
traditionally controlled learning methods of neural networks. Thanks to this principle, the SVR has
good generalization performance for previously untested test data using the learned input–output
relationship during the training phase. Consider the expression vector xs ∈ Rn for the problem of
approach to a continuous-valued function. The expression D = {(xs, ys) |s ∈ {1, 2, ..., N}}, which is
a set of N numbers, indicating the ys ∈ R output (target) value. The aim of the regression analysis
is to determine a mathematical function to accurately predict the desired (target) outputs (ys ∈ R).
The regression problem can be classified as linear and nonlinear regression problems. Since the
problem of nonlinear regression is more difficult to solve, SVMReg is mainly developed for the
solution of nonlinear regression problem [39]. To solve the nonlinear regression problem, the SVM
carries the training data in the “i” input space ϕ(x)Rn → Rm(m > n) to the higher-dimensional space
{(ϕ(xs), ys) |s ∈ {1, 2, ..., N}} with the help of a nonlinear function and applies linear regression in
this space. In this case, the mathematical representation of the linear function obtained to find the best
regression is as follows [39]:

f (x, w) =
N

∑
s=q

ws ϕ(xs) + b = wT ϕ(x) + b (21)

where w ∈ Rm represents the model parameter vector and b ∈ R represents the deviation term in
the vertical axis. Thus, the linear regression obtained by the inner product between ω and ϕ(x) in
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the higher-dimensional space corresponds to the nonlinear regression in the input space (Figure 4).
The objective function of the SVR, which performs linear regression in high-dimensional space,
is usually composed of a ε-insensitive loss function and minimization of the parameters representing
the model in Equation (22).

min
w∈Rw ,b∈R

J(w, b) =
1
2

N

∑
s=1

‖w‖2 + C
N

∑
s=1

Lε(ys, f (xs)) (22)

Figure 4. Using the nonlinear function ϕ(.) mapping training examples in the input space to a high
dimension where they are linear.

Here, the first term ‖w‖2/2 represents the square of the Euclidean norm of the model parameters,
the second term Lε(ys, f (xs)) is the experimental error (loss) function, and the C ∈ R+ is a positive
constant number. The task of C is to maintain a balance between the experimental error and the
extreme compatibility of the model with the training data. Small C values give more importance to
the optimization problem in contrast to the experimental error, while the higher C values give more
importance to the reduction of experimental education error than the norm of ω [39]. SVM regression
computational intelligence method was used to create a predictive model of q/A values calculated by
experimental data. This method was done with the SMOreg toolbox in WEKA 3.8.3. WEKA is open
source software. There are many algorithms in this software, which include classification, estimation
and clustering rules. It is necessary to define the kernel function to be used for a classification to be
performed by SVM and optimum parameters of this function [40]. The most widespread used radial
basis function (RBF) kernels in the literature are presented together with formulas and parameters in
Equation (23). Batch size is 1000. “C” is 200.0. Filter type is standardized.

K(x.y) = e−γ‖(x−xi)‖2
(23)

3.4. Multilayer Perceptron

Artificial intelligence has been brought to science through long-term studies to model the human
brain. Then, the artificial neural networks (ANN) method was developed by means of these studies.
The ANN technique achieved reliable results in nonlinear equation solutions and its use has become
increasingly widespread over time. In the ANN method, models with a multi-layer perceptron (MLP)
are generally used for classification and regression approaches. The software application of the MLP
neural networks is used in the algorithm development phase and in cases where parallel-low delay
approaches are not required. In many applications in the literature, rapid data processing, and low
delays are required by the ANN method. To supply this need, MLP is used as an ANN method
consisting of multiple neural layers in a feed-through network. The MLP consists of three or more
layers consisting of one inlet, one outlet, and one or more hidden layers. Because the MLP is a fully
connected network, each neuron contained in each layer is associated with the next layer with a
certain weight value. The MLP method uses a controlled learning method called backpropagation.
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In MLP, the weight function is defined in the training phase of the neural network [41]. As a middle
layer, six hidden layers were created and the best solutions were tried by changing the number of
intermediate layers. The structure of the generated MLP model is given in Figure 5.

Prediction of q/A values with MLP was done using WEKA 3.8.3 software. The MLP network
structure used for estimation of q/A is shown in Table 3.

Figure 5. MLP structure.

Table 3. The Network structure of MLP.

Network Structure of MLP Regression

Number of Secret Layers 3
Number of Neurons in Layers 6-6-1
Weight Ratings Random
Activation Function Softplus
Transfer Function Tangent Sigmoid Transfer
Learning Function Backpropagation
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3.5. Alternating Decision Tree

Decision trees, which are a strong regression method, have a clear concept description for a
dataset. The decision tree learning method is a popular method because of its fast data processing
capability and because it produces successful performance predictive models [42,43]. The alternative
decision tree (ADTree) method consists of decision nodes and prediction nodes. Each action in the
decision nodes indicates the result. The prediction nodes contain a single number value. The ADTree
method always contains prediction nodes, which consist of both root and leaves. When regression or
classification is done by the ADTree method, the paths of all decision nodes and prediction nodes are
monitored [44]. In the ADTree method, the learning algorithm must be 1 <= i <= n. In this expression,
n is provided via a sample (xi; yi).xi. In this sample, xi indicates an attribute value indicating the vector
and yi indicates the target value. For this dataset, when a different vector x is entered, this model
is used to estimate the value corresponding to the y value. The purpose of the ADTree model is to
minimize the error between the actual value and the estimated value. The ADTree method uses the
basic algorithm of incremental regression by using the advanced stepwise additive model at the stage
of learning additive model trees [45]. If a model consisting of k base model is created,

Fk(�x) =
k

∑
j=1

f j(�x) (24)

the error squared on a progressive state,

n

∑
i=1

(Fk(�xi)− yi)
2 (25)

is minimized through n training samples.
As input data for the all regression analysis model, the following were used: (1) Tw; (2) Tb; (3) d;

(4) NA; (5) f; (6) �l ; (7) �v; (8) h f g; (9) Cpl ; (10) kl ; (11) kv; (12) Cpv; (13) μl ; (14) μv; (15) Gr; (16) Prandtl;
and (17) Ra roughness values. Boiling heat flux (q/A) was used as output data.

All numerical method errors were calculated for MAE, MAPE, and RMSE. All error calculation
methods are shown in Table 4.

Table 4. Some error equations.

Accuracy Criteria Formulas Parameters

MAE |P1−A1|+ ...+|Pn−An|
n

P: Predicted Value

A: Actual Value

n: Total Estimated Value

RMSE
√

(P1−A1)2+ ...+(Pn−An)2

n

P: Predicted Value

A: Actual Value

n: Total Estimated Value

MAPE
P
∑
p

∣∣∣ dp−zp
dp

∣∣∣× 100
P

d: Predicted Value

z: Actual Value

P: Total Estimated Value

The test dataset is used to determine the generalization capability of the generated tree for a
new dataset. A test data coming from the root of the tree enters the tree structure created with the
training dataset. This new data tested in the root is sent to a lower node according to the test result.
This process is continued until it reaches a specific leaf of the tree. There is only one way or a single
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decision rule from root to every leaf [46]. The working principle of the decision tree method, which is a
computational intelligence method, is simply shown in Figure 6. Figure 6 shows a simple tree structure
consisting of four-dimensional attribute values of three classes. In the Figure 6, the xi parameter shows
the values of the attribute. The parameters a, b, c, and d show the threshold values in tree branches.
Parameters A, B, and C show the class label values [47].

Figure 6. A decision tree structure consisting of three classes with four-dimensional property space.

4. Results

Five different computational intelligence methods were applied to predict pool boiling heat
transfer phenomena. Genetic and ABC algorithms are both white-box algorithms, in which the internal
structure, design, and implementation of the item being tested are known to the tester. All parameters
required for algorithms were obtained from Fazel [20]. The black-box technique is the opposite of the
white-box technique and its algorithms cannot be changed. They can only be partially modified for the
prediction, for example the learning rate, momentum, batch size, and Figure 7 shows the predicted
output of the SVMReg. In the figure, it can be seen that the predicted output of the SVMReg and
experimental data are mostly in agreement.

Figure 7. The SVMReg forecast.

Figure 8 shows a comparison of the black-box techniques to white-box techniques. The apsis
is the experimental results, and the ordinates are the predicted models. The figure shows that both
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algorithms predictions were nearby the 0.25 mean absolute percentage error of the actual result.
MLP and Alternating tree had unequal distributions, whereas SVMReg prediction was slightly more
stable than the others. Therefore, its mean absolute percentage error was less than all other methods.
SVMReg model performed better than the other methods.

Figure 8. The comparison of black-box techniques to white-box techniques.

Seventeen attributes (1275) were used for analysis. An attribute q/A (75) was selected to be used
as the solution class. In this study, the ten-fold cross-validation technique was applied to process
the data with less error rate in machine learning algorithms. Cross-validation is a technique used in
model selection to better estimate the error of a test in a machine learning model. In cross-validation,
the training data are divided into subsets. A subset is used for training, and the remaining sets are
used for validation. This process is repeated for all subsets in a crossway. This is done for k presets.
In the literature, ten-cross validation can be seen in many articles [33,48]. Data are divided into k
pieces of equal length and evaluated k times. The mean absolute error (MAE), root mean squared error
(RMSE) and mean percentage error (MAPE) are shown in Table 5.

Table 5. Error rates for all methods.

Model Name MAE RMSE MAPE

Genetic Algorithm [20]. 5.1924 6.4435 0.26
ABC algorithm [21]. 4.9519 5.23758 0.25
MLP. 3.5131 4.6221 0.23
SVMReg 2.2716 4.0026 0.17
Alternating Tree Model 3.3826 4.2818 0.22

Instant heat flux has to be estimated in pool boiling. This requirement is mainly for determining
the boiling heat transfer coefficient. Figure 9 depicts the results of the well-known correlations and
computational intelligence techniques used in the study. It is clearly seen that the computational
intelligence techniques performed better than the correlations developed. Especially, SVMReg
predicted q/A error rate with a MAPE nearby 0.17. This error rate was the minimum value presented
in this study. In this analysis, some parameters were obtained as a result of experiments. The other
parameters were obtained from EES. However, they could make better predictions than the many
correlations used today for the development of data. In the near future, computational intelligence
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techniques can be used more in predicting the heat transfer of boiling phenomena. Some researchers
supported this view in their works [49–51].

Figure 9. Comparison of some well-known correlation and computational intelligence techniques.

In this study, heat flux estimation was performed using computational intelligence methods
during boiling in the isolated bubble regime region. After this study, these methods of computational
intelligence can be tried in the boiling zone, where the steam bubble flows to the surface of the fluid,
for the transition to boiling, and in the film boiling. In addition, these methods can be tried to estimate
the heat transfer coefficient in boiling heat transfer. It is thought that these methods will be successful in
estimating the heat transfer coefficient. Thus companies that produce heat exchangers for the industry
could benefit from these algorithms in their heat exchanger capacity estimation. The prediction results
obtained by these algorithms were found to be better than those obtained with the known correlations.

5. Conclusions

The novelty of this study was to predict the boiling heat flux of a pool by using
black-box techniques. Pool boiling heat transfer was predicted with computational intelligence
techniques. These computational intelligence methods were Genetic algorithms, ABC algorithms,
SVM, DT, and MLP. The predicted heat flux was compared to some well-known correlations.
The white-box techniques performance (Genetic and ABC) was limited to the used empirical model,
whereas predictions made by black-box techniques (SVM, DT, and MLP) were more successful.
Validation error (MAPE) rate of the models were: GA, 0.26; ABC, 0.25; MLP, 0.23; DT, 0.22; and SVM,
0.17. SVMReg was proposed as the best of the models used in the study to predict the heat transfer
phenomenon in pool boiling. This study also showed the basics of how to use computational
intelligence techniques in engineering calculation programs. By making an addendum to engineering
equation solvers such as EES, the ability to use computational intelligence techniques can be improved,
more data can be obtained with different boiling techniques, and less erroneous predictive models can
be obtained using different computational intelligence methods.
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Abbreviations

The following abbreviations are used in this manuscript:

A Area (m2)
AARE Average Absolute Relative Error
ADTree Alternative Decision Tree
ANN Artificial neural network
C Batch size
c1 The particular area engaged by the bubbles over heater surface area
c2 The particular area engaged by the sliding bubbles over heater surface area
c3 The particular area over the area at which transient heat conduction takes
c4 Various of c3 and c2

Cp Heat capacity
DT Decision tree
E The relative error (%)
f The frequency of bubble separation (Hz)
Gr Dimensionless Grashoff number
h Heat flux watt per square metre (W m−2)
h f g Specific heat of vaporization (J kg−1)
k Thermal conductivity (W m−1 K−1)
MAE Mean absolute error
MAPE Mean absolute percentage error
MSE Mean squared error
MLP Multilayer perceptatron
NA Nucleation site density
Nc Natural convection
Nu The Nusselt number
P Optimization parameter
q/A Sum of heat flux (W m−2)
RBF Radial basis function
Re Reynolds number
RMSE Root mean square error
SVM Support vector machine
SVR Support vector regression
T Temperature (K)
Greek symbols
� Density (kg m−3)
μ Viscosity (kg m−1s−1)
ω Pearson width parameters
γ Kernel dimension
Subscripts or superscripts
ls Sliding length (m)
b Bulk
bb Bubble super-heating
d The diameter of bubble separation (m)
v Vapor
l Liquid
mic Micro-layer evaporation
OD Heater outside diameter (m)
rad f Radial forced convection
s Saturation temperature
th Thermocouple location
trns Transient conduction
w Wall
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Abstract: Combined experimental and numerical studies are conducted to study ice storage
performance of an ice storage tank with finned tube. Axially arranged fins on the refrigerant
tube are applied to enhance the solidification. The evolution of the solid–liquid interface and the
variation of temperature of the typical position is examined. The effect of natural convection is
discussed in detail. In addition, the effects of refrigerant temperature and initial water temperature
on the ice storage performance are analyzed. The results indicate that the ice storage performance is
enhanced by the metal fins remarkably. The defection of poor heat transfer after ice is formed can be
solved by applying fins in ice storage devices. Natural convection leads to unnecessary mixing of water
with different temperatures, lessening the cooling energy stored and acting as a disadvantage during
solidification. Decreasing the refrigerant temperature and initial water temperature is beneficial for
ice storage.

Keywords: ice storage; finned tube; natural convection; visualization experiment; numerical simulation

1. Introduction

Latent heat storage through phase change materials is of great interest in a wide range of
technical applications, including electronics cooling [1,2], microfluidics system [3], building energy
conservation [4], biomedical engineering [5], space thermal control [6,7], solar energy utilization [8],
and chemical process [9,10]. As a typical application, the ice storage technique stores cooling capacity
through the solidification of water during the valley electricity demand period and releases the cooling
capacity by melting the ice during the peak electricity demand period. Peak load shifting of the
electrical grid [11,12] can be achieved through ice storage with low cost, which is of significance in
maintaining the steady operation of the electrical grid. Hence, extensive efforts have been devoted
to the study of ice storage processes. Conventionally, ice is formed outside a tube or coiler in which
refrigerating medium is running. However, thermal resistance between the refrigerating medium and
water increases with the thickness of ice due to the low heat transfer coefficient of ice. This poor heat
transfer characteristic hinders the widespread use of the ice storage technique. Hence, a number of
previous investigations [13,14] have been conducted to improve heat transfer performance, in which
methods have included adding extensional structures [15], metal foam [16,17], rough surface structures
or particles with high thermal conductivity [18].

Most attempts to explore the natural convection during ice storage processes with a finned tube
are based on experimental results [19,20]. Jannesari and Abdollahi [21] studied the effect of a thin ring
and annular fin on the improvement of ice formation. The ice formation rate was increased by 15%
through the utilization of fins. Ismail and Lino [22] investigated the enhancement of heat transfer in
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phase change materials (PCM) with a radial finned tube. It was found that the temperature of the
refrigerating medium affected the solidification process strongly. Further, the increment in the fin
diameter accelerated the velocity at the interface, thus reducing solidification time. Rozenfeld et al. [23]
designed a double-pipe heat storage device with helical fins, which shortens the melting time by
up to approximately 66%. Four types of solidification of pure water, depending on the strength of
natural convection, are reported by Kumar et al. [24]. The enhancement performance of circular and
longitudinal fins outside a sleeve-tube is studied by Agyenim et al. [25]. Longitudinal fins proved to
be better than circular fins.

Numerical approaches have also been conducted to investigate ice storage processes [26–28].
However, in most research, the flow of the liquid PCM or water was neglected and the effect of natural
convection was not taken into account. Jia et al. [29] studied the cold storage of a spherical PCM
capsule with fins using the enthalpy method. Ezan and Kalfa [30] numerically investigated the natural
convection heat transfer of freezing water inside a square cavity without fins. However, numerical
research on the natural convection during solidification in ice storage devices with a finned tube is still
lacking [31].

In summary, fluid flow affects heat transfer during solidification, especially at the solid–liquid
interface. Besides, the variation of the density of water is non-linear with temperature, which leads to
more complicated behavior during solidification. The coupled effect of fins and natural convection
on ice storage performance is of significance. Therefore, this article experimentally and numerically
investigates the enhancement of ice storage performance in a circular tank by an axially finned tube,
in an effort to identify the role of natural convection on ice storage performance. The evolution of
the solid–liquid interface and the temperature variation along both the radial and circumferential
direction in the water and in the fins, are analyzed. The effect of natural convection on the ice storage
process is discussed in particular, based on detailed transit temperature distribution and ice storage
ratio. In addition, the effects of temperature of the refrigerants and the initial temperature of the water
are discussed.

2. Experimental and Numerical Methods

2.1. Ice Storage Performance Test System

A visualization experimental system was designed as shown in Figure 1, based on which the
solid–liquid phase change process during ice storage in a circular tank was studied. The experimental
system was comprised of a polymethyl methacrylate ice storage tank, an aluminum finned tube, a
flow meter, a constant-temperature bath with working fluid of alcohol and glycol water solution as
refrigerant, a light source, a data acquisition instrument (recording the temperature inside the ice
storage tank), a computer and a CCD camera monitoring the solid–liquid phase change. The ice storage
tank, with a height of 145 mm and inner diameter of 170 mm, was wrapped in foamed polyethylene
and tin foil for thermal insulation (Figure 2). The aluminum tube, with eight 50 mm-length fins, was
assembled inside the ice storage tank so that the working fluid was flowing inside the tube (Figure 3).
During the experiment, the tank was filled with water. In order to measure the temperature of different
locations inside the tank during the solid–liquid phase change process, thermocouples were arranged
in the water and the fin of the tube through the preset holes, as shown in Figure 4. There were three
sets of temperature measurement points in the water, and four sets of temperature measurement points
in the fin of the tube. All of the thermocouples were at the same cross section. During the experiment,
the temperatures of the refrigerant were −5 ◦C, −10 ◦C and −15 ◦C, and the flow rate was 30 mL/min,
with initial water temperatures of 4 ◦C, 10 ◦C and 17 ◦C, respectively. The freezing temperature of
glycol water solution is −53 ◦C while the specific heat is 2.4 kJ/(kg·◦C).
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Figure 1. Schematic of the ice storage performance test system.
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Figure 2. The ice storage tank: (a) Schematic; (b) photo.
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(a) 

 

(b) 

Figure 3. The aluminum tube with fins: (a) Schematic; (b) photo.

Thermocouples in the water 

Thermocouples on the fin 

(a) 

Figure 4. Cont.
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(b) 

Figure 4. Thermocouple arrangement in the ice storage tank: (a) Four sets of thermocouples in the
water and three sets of thermocouples on the fin; the distance between the thermocouples in each set is
10 mm; for thermocouples in water, the distance between the innermost thermocouple and the tube is
10 mm; For the thermocouples on the fin, the distance between the innermost thermocouple and the
tube is 20 mm; (b) photo of thermocouples in the water and on the fin.

2.2. Numerical Methods

To study the enhancement of ice storage performance by arranging external fines on the tube, a
transit numerical model, taking natural convection into consideration, was developed based on the
enthalpy–porosity method. To simplify the simulation, the following assumptions were made:

1. Water is isotropic in both liquid and solid state, and the physical parameters of water are constant,
except density;

2. For the tube with fins, which is also isotropic, the values of the physical parameters are common;
3. The effects of the volume and the supercooling during freezing are neglected, and the phase

transition temperature is fixed;
4. There is only laminar flow inside the tank;
5. The fluid and solid are in local heat balance.

Instead of tracking the solid–liquid interface explicitly, a liquid fraction β was introduced to
describe the distribution of the liquid and solid as

β =

{
1 T ≥ Ts

0 T < Ts
(1)

where Ts is the solidification temperature of water. The thermal capacity and thermal conductivity
throughout the entire computational domain were calculated as

c = cs + β(cl − cs) (2)

λ = λs + β(λl − λs) (3)

where the subscript s denotes solid and subscript l denotes liquid.
The mass conservation equation is expressed as

∂ρ

∂t
+
∂(ρu)
∂x

+
∂(ρv)
∂y

= 0 (4)

where ρ is the density, t is the flow time, u is the velocity component along the x-axis and v is the
velocity component along the y-axis.

143



Processes 2019, 7, 266

The momentum equation along the x-axis is

∂(ρu)
∂t

+ u
∂(ρu)
∂x

+ v
∂(ρu)
∂y

=
∂
∂x

(u
∂u
∂x

) +
∂
∂y

(u
∂u
∂y

) − ∂p
∂x

+ Su (5)

The momentum equation along the y-axis is

∂(ρv)
∂t

+ u
∂(ρv)
∂x

+ v
∂(ρv)
∂y

=
∂
∂x

(u
∂v
∂x

) +
∂
∂y

(u
∂v
∂y

) − ∂p
∂x

+ Sv (6)

where p is the pressure. The source terms in Equations (5) and (6) are

Su =
(1− β)2

β3 + ξ
Amushu (7)

Sv =
(1− β)2

β3 + ξ
Amushv +

ρgδ(h− hre f )

c
(8)

where ξ is a computational constant that prevents 0 from occurring in the denominator, Amush = 100,000
is the constant of the mushy zone, g is the gravitational acceleration, δ is the coefficient of thermal
expansion, h is the enthalpy, href is the reference enthalpy and c is the thermal capacity.

The energy equation is

Sh =
∂(ρΔH)

∂t
(9)

where the latent heat is calculated as

ΔH =

⎧⎪⎪⎨⎪⎪⎩L, T ≥ Tm

0, T < Tm
(10)

where L = 333,400 J/kg is the latent heat of water.
Natural convection is considered in this work, while the density of water is set to vary with

temperature. Since the density of water reaches maximum at 4 ◦C, a non-linear function was adopted
as [32–35]

ρ = ρmax(1−ω|T − Tmax|q) (11)

where ρmax = 999.972 kg/m3, ω = 9.297173 × 10−6·◦C, q = 1.894816, Tmax = 4.02935·◦C. In the current
mathematical model, the ice storage was assumed be a process of ice accumulation with little effect of
frosting [36].

There is a thermal equilibrium between the water and the fins, which is given by

T f in,Ω = Tw,Ω (12)

− λ f in(
∂T f in

∂n

∣∣∣∣∣∣
Ω
) = −λw(

∂Tw

∂n

∣∣∣∣∣
Ω
) (13)

where the subscript fin denotes the fins of the tube, subscript w denotes water, subscript Ω is the
boundaries between the water and the fins, and n represents the normal direction of heat flux.

3. Results and Discussion

Based on the aforementioned visualization experiment and numerical model, both experimental
and numerical studies on the ice formation in circular tank on the cooling tube with axially arranged fins
were conducted, in an effort to clarify the involved natural convection and morphology development.
In the current work, we performed repetitive experiments six times to attain reliable results.
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3.1. Solidification Process

To examine the evolution of the liquid–solid interface in the ice storage area, the morphologies of
the ice during the ice storage process are shown in Figure 5a. The temperature of the refrigerants in this
section was −10 ◦C and the initial temperature of the water was 10 ◦C. The interface reconstructed from
numerical results is shown in Figure 5b (considering the effect of natural convection) and Figure 5d
(neglecting natural convection). All the values used in the simulation were the same as the values in
the experiments. The temperature of the inner surface of the tube was set to be constant at −10 ◦C
and the initial temperature of the water was set to be 10 ◦C. The surface of the tank is set to be
adiabatic. The initial pressure inside the tank was the same as the environment and the gauge pressure
is 0 Pa. To further understand the heat transfer characteristics during solidification, the corresponding
temperature contours and velocity vectors from numerical simulation are presented in Figure 5c,e.
η is the relative ice storage ratio defined as the quality of ice divided by the total quality of water
before solidification.
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Figure 5. Time evolution of the liquid–solid interface during the ice storage process: (a) Experimental
snapshots; (b) liquid fraction reconstructed from numerical simulation with natural convection and
(c) the corresponding temperature contours; (d) liquid fraction reconstructed from numerical simulation
without natural convection and (e) the corresponding temperature contours. The relative ice storage
ratio η in (a,b) with natural convection is the same as that in (c,d) without natural convection.
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Evidently, the contour of the ice develops from the inner to the outer region of the tank along
the fins and the shape of the ice layer resembles the shape of the fins. As can be seen from both the
experimental snapshot and numerical reconstruction figures, the ice is formed on both surfaces of
the tube fins at t = 10 min. This is attributed to the fast cooling effect brought by the fins and the
temperature of the fins are much lower than the bulk region of water, as shown in Figure 5c. At the
beginning of solidification, the thickness of the ice on the fins decreases slightly along the lengthwise
direction of the fins due to the temperature gradient on the fins. The relative ice storage ratio increases
with time, as shown in Figure 6. As solidification continues, the ice at the bottom of the fins connects at
the adjacent fins, meaning that the ice at the bottom of the fins is thicker under the condition of no
natural convection. When the cooling energy is distributed more evenly in the water, the ice layer has
equivalent thickness along the fins under the influence of natural convection. The rate of solidification
is at its maximum at the beginning of solidification, which can be ascribed to the high heat transfer
temperature difference and low thermal resistance during this period. As the ice grows thicker and
the water in the tank cools, the heat transfer temperature difference drops and the thermal resistance
increases, leading to slowing down in the solidification process, as shown in Figure 6.

0 10 20 30 40 50

0.0

0.2

0.4

0.6

0.8

1.0

η

t/min

 Simulation with NC
 Simulation without NC
 Experiment

Figure 6. Variation of ice storage ratio with time (NC: nature convection).

As soon as the temperature gradient develops in the water, natural convection occurs. It can be
seen from the comparison between Figure 5b,d that the contours of the ice differ and solidification
requires less time if there is no natural convection. The variation of ice thickness along the lengthwise
direction of the fins is less obvious under the condition of natural convection due to the transfer of
cooling energy by the flow of the water and because the temperature inside the tank is no longer
longitudinally symmetrical. The temperature of water at the bottom of the sub-regions is also higher
than that at the top. Consequently, solidification is faster at the top of fins than at the bottom, especially
in the early stage. In addition, Figure 7 shows the natural convection in the tank. It can be seen
that tank is divided into several sub-regions by the fins and some vortexes are observed in each
sub-region with different profiles. Note that the number of vortexes decreases with time, suggesting
that natural convection is suppressed by the increasing confinement in each sub-region with growing
ice. In addition, vortexes are asymmetrical between the top and bottom of the tank due to uneven
pressure distribution in the sub-regions caused by gravity. The numerical results indicate that, to store
the same amount of ice, only about 20% of time is required in the system without natural convection.
Decouple time is required for all the water to solidify under the influence of natural convection. This is
mainly a result of the mixing of cold water around the fins and the warm water away from the fins.
In particular, a large portion of the cooling energy is consumed to cool the bulk of the water through
sensible heat at the beginning of the solidification. Only a small amount of cooling energy can be used
to overcome the latent heat of the water around the fins and accomplish the solidification process.
This can be verified by the temperature distribution inside the tank, as illustrated in Figure 5c,e. In the
system without natural convection cooling energy can only be transferred through heat conduction.
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Hence the water near the shell of the tank was still warm even when the solidification process was over
halfway complete (t = 16.24 min in Figure 5e). Water is cooler in the system with natural convection
possessing smaller heat transfer difference.

 

   

1 h 2 h 3 h 
Figure 7. Natural convection flow pattern during the solidification.

In conclusion, natural convection causes the mixing of water and brings a disadvantage to
the ice storage technique, especially in the system using materials with low viscosity. To reduce
natural convection, materials with high viscosity and small density variation with temperature are
recommended and fin structures can be designed to hinder the fluid flow.

To further understand the heat transfer affected by natural convection along the radial direction
during solidification, experimental measurements of temperature variation of the points arranged
radially in the tank are plotted in Figure 8. Note that the indexes of temperature points in Figures 8–12
are given in Figure 4 and can also be seen in the simplified schematic added in each inset. The points
in Figure 8a,b are symmetric about the x-axis and the points in Figure 8a are higher than the points
in Figure 8b. In both two different radial directions, the decrease in the temperature is rapid at the
beginning and then gradually slows down. The temperature of the points closer to the tube such as
point W21 is lower than those away from the tube such as point W24. However, due to the mixing
behavior of fluids, temperature differences between the points at the outer rings (such as points W22,
W23 and W24) are less obvious. Temperature fluctuations are observed in all points measured, resulting
from the vortexes driven by natural convection. Besides, the temperature difference of the measuring
points in Figure 8a is smaller than that in Figure 8b, indicating that heat transfer is intense in the upper
part of the ice storage tank.

Caused by natural convection, water also flows in the circumferential direction during heat
transfer. The evolution of the temperature of circumferentially arranged points with different distance
from the tube is shown in Figure 9. Variation of the temperature for all the measuring points follows a
similar tendency. However, the temperature of the points in the upper part of the ice storage tank is
higher than those in the lower part due to natural convection. The temperature difference between the
points closer to the tube is higher (Figure 9a) than those away from the tube (Figure 9c), indicating that
the mixing behavior in the region away from the tube is stronger. This is due to the larger space for
natural convection that the fluid flow is less confined.
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Figure 8. Variation of temperatures in the freezing area along the radial direction: (a) Points above
x-axis; (b) points below x-axis.
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Figure 9. Time evolution of the temperatures in the freezing area along the circumferential direction:
(a) Distance to the tube is 10 mm; (b) distance to the tube is 20 mm; (c) distance to the tube is 30 mm.
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Figure 10. Time evolution of the temperatures of the fins: (a) uppermost vertical fins; (b) horizontal
fins; (c) nethermost vertical fins.

Temperature distribution in the fins is similar in all three fins examined, as shown in Figure 10.
At the beginning, the temperature drops rapidly due to the high temperature difference and heat
transfer rate. This decrease slows down when solidification begins. The temperature of points close
to the tube is the lowest, but the temperature difference of the fin along the radial direction is much
smaller than that of the water due to the high thermal conductivity of the aluminum. Comparing
Figures 8 and 10, the temperature difference between the fins and water is still high at the top of the
fins, indicating that heat transfer can be enhanced greatly by fins. Also, a slight temperature fluctuation
in the fins is observed and this is caused by the heat transfer with water whose temperature is affected
by natural convection.

3.2. Effect of the Temperature of the Refrigerants

Table 1 shows the time evolution of liquid–solid interface during the ice storage processes with
different temperature of the refrigerants. The decrease in the temperature of the refrigerants evidently
accelerates the ice storage process. The volume of ice with the lower temperature of the refrigerant is
greater. To analyze the effect of the refrigerant temperature quantitatively, Figure 11 gives the variation
of the temperature in the freezing area. In all three conditions, the temperature drops rapidly due the
large temperature difference and the enhancement of the heat transfer by the fins is intense during
the pre-solidification phase. Following this, the ice gets thicker, which leads to a deterioration of
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heat transfer. Besides, a portion of the cooling energy is stored in the ice in the form of latent heat.
The temperature decrease slows down soon after for all three refrigerant temperatures. During the
solidification process, the temperature is stable. However, the solidification process is shortened by a
lower refrigerant temperature. The temperature of the ice decreases with the refrigerant temperature,
indicating that more cooling energy is stored in the form of sensible heat in ice in the system with low
refrigerant temperature during the post-solidification phase. At the end of the ice storage process,
temperature fluctuations can be ignored due to the weak natural convection with small liquid fraction.
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Figure 11. Effect of the refrigerant temperature on the time evolution of the temperatures in the freezing
area: (a) Point W42; (b) Point W12; (c) Point W32.
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Table 1. Time evolution of liquid–solid interface during the ice storage process with different
refrigerant temperatures.

Refrigerant
Temperature

−5 ◦C −10 ◦C −15 ◦C

t = 10 min

   

t = 30 min

   

t = 50 min

   

t = 80 min

   

t = 120 min

   

3.3. Effect of the Initial Temperature of the Water

Table 2 shows the time evolution of the liquid–solid interface during the ice storage process with
different initial temperatures of water. Comparing the contours of ice in Tables 1 and 2, the influence of
the initial temperature of the water is more evident than the effect of the refrigerant temperature in the
pre-solidification phase. The volume of ice with a lower initial temperature of the water is much larger,
indicating that the cooling of water before solidification consumes a large amount of cooling energy.
As shown in Figure 12, the temperature drops rapidly in the system with high initial water temperature
due to the large temperature difference between the water and refrigerant. Afterwards, the temperature
is relatively stable due to the solidification. The duration of the stable period is similar in all three
conditions tested; a slight difference is caused by the different strength of the natural convection.
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Figure 12. Effect of the initial temperatures of the water on the time evolution of the temperatures in
the freezing area: (a) Point W23; (b) Point W42; (c) Point W12.

152



Processes 2019, 7, 266

Table 2. Time evolution of the liquid–solid interface during the ice storage process with different initial
water temperatures.

Initial Temperature of
the Water

4 ◦C 10 ◦C 17 ◦C

t = 10 min

   

t = 30 min

   

t = 50 min

   

t = 80 min

   

t = 120 min

   

Finally, the temperature of the same measuring point is independent with the initial temperature
of the water, indicating that the effect of the initial temperature of the water is weak at the
post-solidification phase.

4. Conclusions

The combined experimental and numerical studies were conducted to study ice storage
performance of an ice storage tank with a finned tube. The evolution of the solid–liquid interface and
the temperature variation in both the radial and circumferential directions in the water and in the fins
are analyzed. The effect of natural convection on the ice storage process is discussed, with particular
focus on the detailed transit of temperature distribution and ice storage ratio. In addition, via the
comparison between the performances of the ice storage tank under different working conditions, the
effects of the refrigerant temperature and initial water temperature on the ice storage performance are
discussed. The main conclusions drawn are as follows:
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1. Compared with solidification without natural convection, double the time or more is required to
store the same amount of ice under the influence of natural convection. Decouple time is required
for the device with natural convection to eventually solidify all the water.

2. Both numerical simulation and experimental results show that the freezing area is larger in the
upper part of the tank and the temperature of the upper part is lower due to natural convection.
Additionally, the liquid fraction and water area is large at the initial stage, during which natural
convection is strong. Water with different temperature mixes that a large amount of cooling
energy is consumed in cooling the water. The heat transfer temperature difference is reduced
and less cooling energy can be occupied in solidification, indicating that natural convection is
disadvantageous in ice storage systems.

3. Variations of refrigerant temperature do not obviously affect the pre-solidification phase. However,
the time required by solidification shortens with refrigerant temperature and more cooling energy
can be stored in ice in the form of sensible heat in the post-solidification phase.

4. The duration of the pre-solidification phase increases with increasing initial water temperature.
However, the influence the initial water temperature on the temperature of the ice weakens
with time.
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Abstract: The thermal behavior of a canned motor also depends on the losses and the cooling
capability, and these losses cause an increase in the temperature of the stator winding. This paper
focuses on the modeling and simulation of the thermal fields of the large canned induction motor
by different calculation methods of water friction loss. The values of water friction losses are set as
heat sources in the corresponding clearance of water at different positions along the duct and are
calculated by the analytical method, loss separation test method, and by assuming the values that
may be larger than the experimental results and at zero. Based on Finite volume method (FVM), 3D
turbulent flow and heat transfer equations of the canned motor are solve numerically to obtain the
temperature distributions of different parts of the motor. The analysis results of water friction loss are
compared with the measurements, obtained from the total losses using the loss separation method.
The results show that the magnitude of water friction loss within various parts of the motor does not
affect the position of peak temperature and the tendency of the temperature distribution of windings.
This paper is highly significant for the design of cooling structures of electrical machines.

Keywords: water friction loss; three-dimensional temperature field; numerical simulation; canned
motor; computational fluid dynamics (CFD)

1. Introduction

The canned motors are currently limited by bearing technologies and the thermal field, preventing
a high reliability and long lifetime. The thermal behavior of electric machines can be determined
by losses and cooling capability [1,2]. Generally, the losses can be divided into water friction loss,
electric loss, including rotor and stator shield loss, stator winding loss, rotor copper bar loss, conical
ring loss, iron loss, and eddy-current loss. Electric loss and eddy-current loss can be obtained by the
finite element method (FEM) [3]. Due to the characteristics of high thermal density per unit volume of
rotor and stator shield and small water clearance in the shield, the water friction loss distribution in
canned motors differs from conventional standard motors. The most temperature-sensitive component
of the motor is the radial bearings, and their operating temperature should be lower than the alarm
value. The effects of losses on the temperature rise of the motor components, such as stator windings,
insulations, and radial bearings, is a very important issue [4,5]. Water friction loss calculation methods
and thermal analysis, thus, are an important step in the designing of induction motors. Moreover,
temperature variations also affect the circulation of cooling fluids and their flow dynamics [6].
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Typically, thermal analysis can be carried out using computational fluid dynamics (CFD) [6–8],
the heat equation finite element analysis (FEA) [4], or lumped parameter thermal network (LPTN)
models [9–11], and the first two are very accurate and deliver proper predictions of the thermal system
behavior during the component/device development. Finite volume method (FVM) is one of the
CFD methods and has the advantage of predicting the flow in complex regions and obtaining the
temperature distribution [8].

With the development of high speed motors and their applications, the research and study of
the effect of different losses of motors have become topics of high interest. Luomi et al. [12] studied
and proposed a method for loss minimization including air-friction losses and explained that the
design is considerably influenced by the air-friction losses, resulting in a small diameter of the rotor.
Wang et al. [13] analyzed rotor losses of permanent magnet synchronous machine (PMSM) with
experiments and simulations and focused on rotor loss in the no load running condition. Aglen
and Andersson [14] theoretically and experimentally studied and calculated different losses of the
generator. They utilized a generator model to inspect the temperature distribution and showed that
different losses strongly affect the temperature distribution, particularly the temperature of the magnet
due to rotor losses. Leakage effects while proposing a design method for bearing were studied by
Le Yun et al. [15]. They discussed the effect of leakages in terms of static and dynamic stiffness. Zhang
and Kirtely et al. [16] investigated and predicted the power losses including core losses, winding losses,
and air-friction losses. The effects of friction loss in electric machines were often neglected in past
research; however, in recent years, the friction loss has been considered one of the important factors
that might affect the bearing life of the canned motor and account for the percentage of fly wheel loss
of the motor due to the increased rotational speeds. As in [12], a method for efficiency optimization of
a 500,000-r/min permanent magnet machine has been studied.

There is no study on the friction loss and calculation method of the water-cooled canned motor
for the temperature rise of internal components and bearing safety. When the electric loss of the
motor is constant, the magnitude and calculation method of friction loss have an influence on the peak
temperature of the winding. The research object is a canned motor in this paper; a calculation method
is presented to study the effect of friction losses on the thermal field of the motor, and the effect on the
peak temperature and temperature variation characteristics of important parts are analyzed. The study
has been carried out by computational fluid dynamics (CFD) approaches adopting five friction loss
values: theoretical, experimental, assumed 1.1-times experimental, and the CFD module; the last one is
the ideal case assuming no friction loss.

2. Physical Model

The studied electrical machine was a vertical squirrel cage motor with a rotational speed of
1500 r/min, 6600 kW (see Figure 1). It had a three-phase, four-pole, short-pitched, and double-layer
winding stator whose outside diameter was 1.3 m. The air gap clearance was 4.2 mm; the thickness of
the stator and rotor shield casing was 0.46 mm and 0.70 mm, respectively, and the dimensionless ratio
between core length and rotor inside diameter was 6.5. It had N-class insulation of the winding with a
permitted temperature of 200 ◦C.

In Figure 1, 1 indicates the outlet, 2 the upper nitrogen end room, 3 the water inlet, 4 the cooling
jacket, 5 the stator plate, 6 the upper radial bearing, 7 the stator core, 8 the winding end, 9 the frame,
10 the lower radial bearing, 11 the primary water inlet, 12 the lower fly wheel, 13 the axis, 14 the cage
rotor, and 15 the stator can.
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Figure 1. Physical model of the computational domain showing different parts and flow directions.

The temperature of each part can be reduced by the effective internal and external circuit design
of the primary cooling water. The secondary cooling water flowed from the upper part of the outer
casing (bottom outflow); see Figure 2. The primary water flowing out of the external heat exchanger
was drawn through the axial suction hole at the bottom of the frame. Water continued to flow upward
to the auxiliary impeller position and was thrown away by the Coriolis force. A part of the cooling
water flowed down for the cooling and lubrication of the lower guide bearing and lower fly wheel,
then entered into the cycle of cold water confluence and moved downward.

Figure 2. Schematic diagram of the water circulation circuit.

Considering the continuity of flow of water in the shield, the geometry characteristics of rotor and
stator winding slots along the circumference, and the characteristics of heat transfer in stator and rotor
material, the 1/8th structure of the motor along circumferential direction was simulated. The rotor
shaft of the model was coincident with the z-coordinates; the positive direction of z-axis was towards
down, and the y-axis was positive along radial direction. The coordinate origin point was located in
the upper part and can be seen in Figure 1.

In Figure 2, 1 indicates the primary water Inlet, 2 the flywheel clearance inert zone, 3 the lower
radial bearing clearance, 4 the auxiliary impeller position (confluence region), 5 the water in double
cans clearance, 6 the secondary water exit, 7 the secondary water inlet, 8 the upper radial bearing
clearance, and 9 the primary water outlet.

3. Solution Conditions

3.1. Basic Assumptions

1. The water in the motor was an incompressible fluid because the Mach number (Ma = 0.24) was far
less than 0.7. The mass flow rate (5.127 kg/s) of primary water was very large in the clearance of
the motor. The Reynolds’s number (Re = 5363) showed that the flow was in the turbulence state.
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2. Only the steady state of fluid flow was considered. There was no contact thermal resistance
between the adjacent bodies. The flow of the fluid in the internal passage was in the smooth region
because the internal surface roughness of the wall in the motor was very small and the friction
loss can be uniformly implemented for the corresponding positions of the water as volumetric
heat sources inside the fluid.

3. The electrical and harmonic losses and their distribution were calculated by another research
institute using 3D software from the electromagnetic field. The corresponding loss in each
body was uniformly distributed. Because the parameters of the thermo-physical properties of
materials change with temperature variations, e.g., thermal conductivity, density, and specific
heat at constant pressure, to be on the safe side, they were set as constant in the calculation
process, so the minimum value of these parameters was chosen in the interval of the temperature
through a large number of calculations. Among them, the thermal conductivity of the iron core
lamination of rotor and stator was anisotropic, and the axial, radial, and tangential values of
thermal conductivity were chosen experimentally. Except iron core lamination, other materials
were isotropic, and their thermal conductivity values were selected conventionally.

3.2. Mathematical Model

The rotation of the water in the shield sleeve gap and the water in the center of the axis was
considered in the calculation process because the rotor rotated rapidly relative to the stator under
the condition of stable operation. Therefore, a multiple reference-frame system and the rotational
speed of the wall surface were selected in the Ansys Fluent software (v14.5, Fluent Inc., New York, NY,
USA, 2012). Three-dimensional flow and heat transfer coupling equations including the mass and
momentum conservation equation and the relation of absolute velocity vector u (the velocity viewed
from the stationary frame) and relative velocity vector ur (the velocity viewed from the rotating frame)
can be written as follows:

∇(ρur) (1)

∇(ρurur) + ρ(2Ω× ur +Ω×Ω× r) = −∇p + ∇τ+ F) (2)

u = ur +Ω× r (3)

In the fixed reference frame, mass, momentum, and energy conservation equations can be replaced
by a general control equation, which is given in Equation (4).

∇(ρu∅) = ∇(Γgradφ) + S (4)

where Ω is the angular velocity of the rotor, φ is a universal variable, which can be replaced by
unknown variables u, v, w, T, etc., Γ is the generalized diffusion coefficient, and S is the generalized
source term. The only difference among the variables was the setting condition of Γ, S, initial values,
and boundary conditions. The specific expressions of Γ, S for different variables were provided in [16].
In addition, for the solid components in the motor, the energy equation was converted into the heat
conduction differential equation due to the no convection item. In the shielded motor, the mode of
heat transfer was conduction between and inside the solid materials (e.g., stator core), and between
the solid and liquid was the convection heat transfer. The natural convective heat transfer occurred
between the nitrogen and the adjacent solid wall surfaces at the end of the wire rod in the upper and
lower end closed room, and the magnitude of natural convection heat transfer was determined by the
temperature or density difference. The flow of water in the shielded casing and outer casing was a
mixed flow, and the natural convection in these regions can be neglected. Due to the small clearance
between the stator and rotor shield sleeve and in the three bearings, the width of flow was in the
order of millimeters. The forced convection flow in this region was affected by viscous shear stress
and Coriolis force, an effect whereby a mass moving in a rotation system experiences a force acting
perpendicular to the direction of motion and to the axis of rotation. Since a forced convection flow
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around a cylinder is dominated by viscous shear forces in the boundary layer and the velocity gradient
between the walls is very large, so, in this paper, the shear stress transport (SST) k-ω two-equation
mathematical model was adopted. This model included two transport equations to represent the
turbulent properties of the flow. The first transported variable was turbulent kinetic energy k, and the
second transported variable was ω. These transported variables determined the energy in turbulence
and the scale of turbulence, respectively, and their equations can be written as follows:

∂
∂xi

(ρkui) =
∂
∂xj

(
Γk
∂k
∂xj

)
+ Gk −Yk + Sk (5)

∂
∂xi

(ρωui) =
∂
∂xj

(
Γω
∂ω
∂xj

)
+ Gω −Yω + Sω + Dω (6)

In the above equations, Gk and Gω represent the generation of k and ω due to mean velocity
gradients. Γk and Γω represent the effective diffusivity of k and ω, respectively. Yk and Yω represent
the dissipation of k and ω due to turbulence. Dω represents the cross-diffusion term. Sk and Sω are
user-defined source terms [17].

3.3. Mesh Generation

Due to the complex geometry of the model, both structured and unstructured meshes were used,
while the total number of cells was 14,099,447, and the value of equisized skew was less than 0.8 for
the overall mesh. The mesh was refined into those regions where large velocity and pressure gradients
were expected. In this paper, the grid independence solution was obtained after employing different
meshing schemes, interval sizes, and calculations.

3.4. Loss and Boundary Conditions

3.4.1. Water Friction Loss

There were losses that caused the temperature rise in the motor, and in this paper, only water
friction loss and relative influencing factors were given more attention. Principally, friction loss can be
divided into loss along the path and local losses. The losses along the path were due to the frictional
resistance caused by the fluid moving along the flow path and occurred in the fluid boundary layer
where the velocity gradient was comparatively large. Local losses were due to fluid flow through
various curved pipelines, for example, in elbows, valves, etc., due to the deformation of water flow,
the change of direction, and speed redistribution, and the internal eddy current caused losses. The
loss along the path was caused by viscous friction, and the frictional resistance coefficient was closely
related to the surface roughness of the water channel, the state of flow, and the properties of the coolant.

In this paper, the value of surface roughness for each method was set the same. The analysis
of friction losses in the water gap clearance can be estimated by the equation derived for rotating
cylinders, which can be written as [18,19]:

P = kc fπρΩ3r4 (7)

where k is the roughness coefficient, where the value was 1.0 for smooth surface [4], ρ is the density
of water, l is the length of the cylinder, and r is the rotor radius. The friction coefficient cf depends
on the radius of the cylinder, the radial air-gap length δ, and the Reynolds number. The calculated
result of the water friction loss at every clearance position of the water channel can be seen in Table 1.
In order to verify the accuracy of the calculation results, a friction loss experiment was also carried out.
The experimental loss value was obtained by the loss-separation method [18] and was provided by
the manufacturer.
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Table 1. Four conditions of friction losses (kW) at different positions in the water clearance region.

Clearance Position Assumed Value Analysis Value Test Value Assumed Value

Shield sleeve 0 384 407 407 × 1.1%
Upper radial bearing 0 17 17 17 × 1.1%
Lower radial bearing 0 17 17 17 × 1.1%

Upper fly wheel 0 793 722 722 × 1.1%
Lower fly wheel 0 580 690 690 × 1.1%
Auxiliary wheel 0 7 7 7 × 1.1%

Total 0 1798 1860 2046

Note: The data in the Table 1 are the sum of local and along-the-way losses at each location.

Table 1 shows that the analysis value of the water friction loss in the water clearance (region) of
the lower fly wheel and double cans was smaller than that of the test value by 110 kW and 23 kW,
respectively, and of the upper flywheel was larger than the test value by 71 kW. Analysis of friction
loss was smaller than the experimental friction loss by 62 kW, a relative difference of −3.33%; hence,
the results were accurate (the total experimental friction loss was large). Based on previous experience
and for the sake of operational safety, it was assumed that the actual operating condition (value) was
higher than the test value by 10% in every term. The values of analysis and experimental water friction
loss at each position were provided by the manufacturer; see Table 1. In order to separate the influence
of water friction loss on temperature rise, a situation in which the water friction loss was assumed as
zero was designed, as shown in the Table 1.

It was assumed that the friction losses at each location was evenly distributed. The value of water
friction loss per unit volume as a source term (kW/m3) was calculated according to Table 1, and these
values were applied to the corresponding boundary volume of water, respectively. The CFD method
was different from the above-mentioned conditions in Table 1. The friction loss in the clearance of
water at different positions was calculated by the CFD FLUENT software. The specific way of selecting
the viscous heating item was to select it in the “options” list, which is right under the turbulence model,
and the wall roughness was set in the boundary conditions according to the different positions of the
cans. All the related settings and parameters used in the CFD models above calculations are listed in
Table 2. We can see the differences between the two calculation methods of water fiction loss.

Table 2. The settings and parameters in the computational fluid dynamics (CFD) models for temperature
calculations. SST, shear stress transport.

CFD Assumed Analysis Test Assumed Value

Models-viscous-(SST) k-ω on on on on on
Models-energy on on on on on

Options-viscous heating on off off off off
Boundary

condition-moving wall set - - - -

Shear condition no slip - - - -
Wall roughness (mm) 1.0 - - - -
Source item in water

clearance region (kW/m3) - - on on on

Note: “-” denotes no need to set any value.

3.4.2. Electrical Loss

The electric loss in the rotor was calculated in the iron core, the shield sleeve, the end of the
coupling loop, and in the copper bar. Harmonic loss of the wire rod was also a part of this calculation.
The electric loss in stator was calculated in the shield sleeve, the copper bar, and in the iron core.
In particular, the stator and rotor core teeth and yoke loss were calculated separately, and the teeth
were divided into 16 sections along the radial direction. In addition, the loss value of the conical ring,
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teeth, and yoke position of the stator finger plate was considered. The stray loss was calculated by the
experimental formula developed by the factory for the same kind of shield motor. By using the same
loss calculation method as used in [3], the obtained calculated values of the main parts were as given
in Table 3.

Table 3. Electrical loss values in the main solid components.

Components Loss (kW)

Rotor copper bar 72.0
Rotor shield (casing) 262.57

Stator winding 44.54
Stator shield (casing) 920.58

Conical ring 28.53
Rotor copper bar 72.0

Rotor shield (casing) 262.57
Stator winding 44.54

Stator shield (casing) 920.58
Conical ring 28.53

It can be noted from the above table that the electrical loss was comparatively more in the rotor
and stator shielding case. It was assumed that all electrical losses were distributed uniformly in the
corresponding components.

3.4.3. Boundary Conditions

The inlet boundary condition of the volume flow rate of water was mainly determined by the
intersection point of the pump and motor operating curves and partially determined by the geometry
characteristics. The entrance of the primary water below the base and the entrance of the external
cooling water in the upper part of the shielding casing (see Figure 2) were the velocity boundary
conditions, and the magnitude of velocity was set experimentally. The rated rotating speed of the
motor shaft was 1500 r/min.

The inlet-outlet temperature of the primary water was closely related to factors such as the
magnitude of internal friction loss, the temperature of cooling water in the external heat exchanger
(same as the secondary water temperature in the cooling jacket), and the velocity of water. Through
the calculation of the heat balance and heat transfer of the internal motor and external heat exchanger,
respectively, and between the internal motor and external heat exchanger, at the operating condition of
the highest external cooling water temperature of 41 ◦C at entrance, we obtained the internal cooling
water inlet temperatures, 60.38 ◦C, 61.65 ◦C, and 62.99 ◦C, at the three mentioned conditions. For the
convenience of comparison, the temperature of the internal water inlet was set at the same temperature
of 60.38 ◦C.

The gauge pressure at the outlet of the external water was set to 0 Pa. The mode of heat transfer
in the outer surface of the shell was natural convection. For safety measures, the surface convective
heat transfer coefficient was set to 1 W (m2 K), and the ambient air temperature of the outer surface
was 48.9 ◦C. The boundary condition at the top of the motor was constant heat flux, and its value was
water friction loss per unit volume at the bottom fluid of the flywheel. The boundary conditions of the
right and left surface of the calculation domain (see Figure 1) were linked periodically. In addition, the
governing equations for the fluid and solid regions were solved by using FLUENT 14.5, which uses
the finite volume method. A second order upwind scheme was employed for the discretization of
all the variables, and the simple scheme was used for the pressure-velocity coupling. The standard
wall function was used to deal with the viscosity lamination near the solid wall surface, and the
dimensionless distance y+met the requirements. After trying several different mesh topologies and
sizes, the grid-independent solution was obtained.
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4. Results and Discussion

The temperature field in the solution domain was obtained by means of numerical simulation of
Equations (1)–(6) at the loss and boundary conditions mentioned above.

For the convenience of analysis, five straight lines (sampling lines) parallel to the rotation axis
were drawn in order to get the axial variation law of physical quantity. The position of each line is
shown in Figure 3, and the number of sampling lines required for the analysis is given in decreasing
order of radii. The sampling surface was located at the radial cross-section of the stator slot; Sampling
Lines 1 and 2 pass through the center of the stator lower and upper winding, respectively, and the
start and end coordinates of the two lines are the same. Sampling Line 3 is located in the center of
the clearance of the cooling water between the stator and rotor shield, and Sampling Lines 4 and 5
pass through the center of a rotor bar and the rotor core, respectively. This paper presents the analysis
of the effect of water friction loss on the temperature of canned motor components such as the stator
winding, rotor copper bar, rotor iron core, and on the internal water passage. The temperature analysis
of different parts is described below.

Figure 3. Position of sampling lines and the surface in cross-section.

4.1. Temperature Analysis of the Stator Winding

The temperature distribution characteristics of the stator winding were the same in the axial
direction, and the highest temperature point was located in the middle of the nose of the two ends
of the stator winding (see Figure 4), resulting in a reduction of the heat by the conduction from the
two ends of the stator to the middle, and was then delivered by the primary and secondary water
convection. The position of peak temperature was not changed when calculated for four different
conditions; assuming no fiction loss, analysis, experimental, and assuming 1.1-times the experimental
value. The peak temperature increased gradually by 178.6 ◦C, 185.8 ◦C, 188.2 ◦C, and 192.0 ◦C, and the
maximum temperature did not exceed the permitted temperature of 200 ◦C, i.e., no over-temperature.
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Figure 4. Temperature contour of the stator winding for the assumed maximum friction loss
condition (◦C).

The results showed that electrical loss was the main factor that rose the temperature of the winding,
although the total value of the analysis of water friction loss was comparatively higher, but did not
strongly affect the peak value of the temperature. Comparing it (peak temperature) with the no fiction
loss condition, its temperature value increased by 7.2 ◦C, 9.6 ◦C, and 13.4 ◦C, and it showed that if the
mechanical loss of water friction was neglected, the error would be about 10 ◦C. Comparing it (peak
temperature) with the experimental calculation of the water friction loss condition, its temperature
value increased by −2.4 ◦C and 3.8 ◦C, and the error was within the range ±2.0%, while the values of
peak temperature increased non-linearly. The temperature contour of the stator winding at assumed
1.1-times the experimental calculation condition of water friction loss (maximum friction loss) is given
in Figure 4.

In order to analyze the influence of water friction loss calculation methods on the temperature
field of the motor, using the same conditions mentioned above and the CFD module, the obtained
results showed that the peak temperature of the motor winding was 180.9 ◦C, and comparing with the
experimental water friction loss values, it reduced by 7.93 ◦C (error was −3.84.2%), while temperature
distribution characteristics and peak position did not change. The value of temperature was lower
when calculated by the CFD module. The main cause of the error was that the actual wall roughness
was higher than 1.0 mm.

It can be seen from Figure 4 that the peak temperature of the end center of the stator winding
nose in the upper nitrogen end room was 192.0 ◦C. The highest temperature of stator winding in the
lower nitrogen end room was lower than that in the upper part. The temperature of the winding
adjacent to the central part of the iron core was lower because the surrounding water temperature in
the internal gap and in external casing was lower and the convection heat transfer capability of the
water was strong.

Figure 5 shows the temperature contour on the sampling surface for the test calculated condition.
Theoretically, the temperature distribution characteristics on the surface of any polar angle along the
circumferential cross-section are a typical case. The overall temperature distribution characteristics
of any component along the radial direction can be seen in Figure 5. The temperature of the casing
near the cooling water zones was low. Secondly, the temperature of the water in the stator and rotor
shield sleeve clearance, stator iron core, and the rotor was higher; the stator winding temperature in
the upper nitrogen chamber was the highest; and the temperature gradient near the tooth clamp plate
was relatively large.

Figure 5. Temperature distribution of the radial sampling surface at a polar angle (◦C).
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Figures 6 and 7 show the temperature distribution of Sampling Lines 1 and 2 of the stator winding
along the z-axis, respectively. From Figures 6 and 7, it can be seen that the temperature distribution
of the winding presented a concave curve, and the lowest temperature point in the upper and lower
windings was near the axial center of the windings. Ignoring frictional losses, the temperature rise
caused by electric loss was shown in the curve corresponding to “0” in the figure, and this curve can be
used as a benchmark for comparison. In comparison, it can be found that the temperature rise of the
winding due to frictional loss at the upper and lower ends and the intermediate position was larger.
It is one of the main purposes of this paper to reveal the influence of friction loss on the calculation
of peak temperature. Except for the cavity at both ends, for the theoretical and experimental friction
losses, the temperature distribution curve was basically coincident.

Figure 6. Temperature distribution of the lower part of stator winding Sampling Line 1.

Figure 7. Temperature distribution of the upper part of stator winding Sampling Line 2.

The temperature distribution of the winding was not symmetrical along the axial center of the
iron core. The temperature gradient in the left part of the winding was higher than that in the right
part of the winding, and the winding temperature in the upper stator cavity was higher than that of
the lower stator cavity. In the same z-coordinates, the temperature of Sampling Line 1 of the lower
winding was higher than the temperature of Sampling Line 2. For Sampling Line 2, where the upper
winding location was closer to the shaft, the actual length of the winding nose was short in the upper
and lower part of the stator cavity.
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In Figure 7, the irregular variation of the curve indicates the change of temperature in insulation,
nitrogen (end room), and other parts through which the sampling line passed after stretching out the
straight winding. Under conditions of analysis of and experimental water friction loss, the temperature
of the winding was basically the same for the same position, except the end cavity. However, for
the two end stator cavities, the calculation results were different in the five cases. The value of the
winding temperature was the highest at the same position along the z-axis, under the water friction loss
condition of 1.1-times the experimental value, and was lowest when calculated by the CFD module.

4.2. Temperature Analysis of the Primary Water Passage

Figure 8 shows the temperature distribution of Sampling Line 3 in the internal water passage
between the stator and rotor shield. It can be seen from Figure 2 that Sampling Line 3, in turn, through
the water clearance at the position of the upper guide bearing, double cans, near the confluence region,
and approximately no water flowing area at the bottom of the lower flywheel, increased in the direction
of the z-axis. The annular cross-sectional area of water in the confluence region became larger, whereas
in the other region, the cross-sectional width was in mm.

Figure 8. Temperature distribution of water passage Sampling Line 3 along the z-axis.

It can be seen in Figure 8 that the temperature of water rise was linear between the double cans
region, and the cross-sectional area of water was the same. The maximum water temperature value for
the four conditions of water friction loss was no more than the alarm temperature of 90 ◦C; however,
the calculation results of the position of the upper guide bearing were inconsistent. The frictional loss
did not exceed the temperature when calculated using CFD and the theoretical method, but in the
other two cases, local temperature exceeded the rated condition. This example shows that the different
calculation methods of friction loss had an influence on the conclusion about whether the water of
the upper guide bearing was over temperature or not. It can provide a reference for the design of the
internal water passage. The average temperature of water corresponding to the experimental friction
loss value of Sampling Line 3 was higher by 2.6 ◦C than that of the analysis value calculated at the
same position, and was lower by about 2.0 ◦C than the assumed value. For the CFD case, the average
value of the temperature of Sampling Line 3 was lower by about 4.8 ◦C than that of the analysis value
calculated at the same position. The average temperature of the water was 8.2 ◦C higher than that
without friction loss.

The sudden rise of the temperature of two local positions is indicated in Figure 8. In the clearance
(gap) of the upper guide bearing, the temperature of the water increased linearly, and the temperature
of the water near the exit, at the bottom of the upper flywheel, increased dramatically due to the heat
source in it. In the water clearance near the confluence region, there was an approximately no water
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flow region, so a lower rate of heat transfer was in this area. The water temperature was higher than
that of the inlet of the rotor shield sleeve.

4.3. Temperature Analysis of the Rotor Copper Bar

Figure 9 shows the temperature variations of the sampling line of the rotor copper bar along
the z-axis for the five conditions of water friction losses. It shows that the temperature distribution
characteristics of the rotor cooper bar were different from the stator winding mentioned above in
Figures 6 and 7. The temperature of the rotor copper strip at the lower and upper end loop position
rose dramatically, and the temperature gradient was larger because there was a large heat source of
electrical loss in the end ring.

Figure 9. Temperature distribution of rotor copper bar Sampling Line 4.

The average temperature of the rotor copper bar of Sampling Line 4 corresponding to the analysis
of friction loss value was lower by about 1.9 ◦C and 4.5 ◦C than that by the experimental value and by
assuming 1.1-times the experimental value, respectively, and when friction losses were ignored, it was
lower by 14.82 ◦C than that corresponding to the analysis of the friction loss value. The value of the
average temperature of Sampling Line 4 was lower by about 4.71 ◦C than that of the calculated analysis
value, when calculated by the CFD module. It shows that the large friction loss had a relatively large
influence on the temperature rise of the rotor bar.

4.4. Temperature Analysis of the Rotor Iron Core

Figure 10 shows the temperature variations of Sampling Line 5 of the rotor iron core tooth along
the z-axis for the five conditions of water friction losses, and it can be seen that the temperature
distribution characteristics of rotor iron core were similar to Figure 9, different from Figures 6 and 7.
There was a sharp rise in the local temperature gradient due to large electric loss in the tooth plate and
in the end ring that were located in the lower and upper end of the rotor core, and the temperature
distribution of the rotor iron core tooth changed linearly in the double cans section. The temperature
of the rotor iron core also gradually increased, and the characteristics were the same as mentioned in
the above Figure 9, while only the peak value was different.

It can be concluded that the characteristics of the temperature distribution curves did not change
when the calculating method of water friction loss changed (as can be seen in Figures 6–10), and the
value of the temperature (in Figures 8–10) was the highest at the same position under the water friction
loss condition of 1.1-times the experimental value and lowest when calculated by the CFD module.
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Figure 10. Temperature distribution (◦C) of rotor core Sampling Line 5.

4.5. Accuracy Analysis of Temperature Calculation Results

The temperature calculations obtained at different water friction loss conditions had very small
differences from each other. The position of peak temperature corresponding to the analysis value of
the loss was same, but the peak value difference was −1.2 ◦C, when compared with the result of the
earlier finite difference method software, which was developed by the factory.

Additionally, under the no load operating condition, multi-point temperature measurement had
been performed. To verify the accuracy of the calculation results, the same numerical method (the
water friction loss per unit volume was set as heat sources in the corresponding clearance of water)
was adopted to calculate the temperature field under the no-load test condition. The error in the
temperature results on the many positions simulated (using the method mentioned above) was 5%
lower than the test values. However, at present, the thermal test of the motor in the fully-loaded
condition has not yet been performed.

The results in this paper were accurate and satisfied the engineering requirements.

5. Conclusions

In this paper, a canned motor has been taken as an example, and a method was presented to study
the effect of friction losses on the calculation of the thermal field of the motor using the CFD FLUENT
software, that is: the water friction loss per unit volume was added in the corresponding position
as the heat source; the viscous heating item option was kept inactive; and the wall roughness in the
boundary conditions was not set. For the second method, the friction losses was calculated by the CFD
FLUENT software, whereby the option of the viscous heating item was selected, which is right under
the turbulence model list, and the wall roughness in the boundary conditions was set according to the
different positions of the cans. The conclusion are as follows:

1. The peak temperature of the motor winding was lower by −4.2% as compared to the water
friction loss calculated by CFD with the proposed water friction loss per unit volume method.
This method of, i.e., using given experimental water friction loss per unit volume as the source
term did not change the characteristics of the temperature distribution of the components of the
motor and intercooling water.

2. The temperature along the axial direction increased with the increase of friction loss at the same
position of the rotor copper bar, rotor iron core, and for water in the clearance of double cans, and
the tendency of the temperature distribution increased linearly along the axial direction where
the shield was located.

3. The temperature distribution of the winding presented a concave curve, and the lowest
temperature point in the upper and lower winding was near the axial center of the winding.
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4. For the water-cooled shielded motor, the water friction loss cannot be ignored. The calculation
method of the water friction loss had a great influence on the conclusion about whether the water
of the upper guide bearing was over temperature.
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