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Preface to ”Power Electronics and Power Quality”

The ease of transport, the lack of noise, the absence of gas and odor emissions, combined

with a reasonable production cost, make electricity an excellent energy and one that is essential for

the development of most economic activity sectors. With the development of electronics, namely

power semiconductors, it was possible to optimize electrical systems and equipment, in terms

of efficiency and controllability, to previously unimaginable levels. However, these technological

developments do not only bring advantages. The new systems based on power electronics were

responsible for the appearance of disturbances in the power system that caused malfunctions, and

even breakdowns, in more sensitive equipment. Therefore, beyond the availability and service

continuity, the quality of electric power started to assume a role of extreme relevance. Studies

conducted by several international organizations reveal that electrical power quality (PQ) is a

fundamental factor for the productivity of companies, and that the economic losses caused by PQ

problems are, nowadays, very high. Furthermore, power systems are experiencing a new set of

challenges: decentralized generation, integration of renewable energy systems, widespread electric

vehicles, and the electrification of railway systems, all of which bring a higher level of importance

to PQ and power electronics. In this way, the research and development of methodologies and

technologies to understand and mitigate PQ problems is a subject of utmost importance. This book

brings together a set of high quality papers reflecting the latest investigations and the new trends in

terms of power electronics and PQ.

José Gabriel Oliveira Pinto

Special Issue Editor
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Abstract: This paper presents a single-phase Shunt Active Power Filter (SAPF) with a multilevel
converter based on an asymmetric full-bridge topology capable of producing five distinct voltage
levels. The calculation of the SAPF compensation current is based on the Generalized Theory
of Instantaneous Reactive Power (p-q theory) modified to work in single-phase installations,
complemented by a Phase-Locked Loop algorithm and by a dedicated algorithm to regulate the
voltages in the DC-link capacitors. The control of the SAPF uses a closed loop predictive current
control, followed by a multilevel Sinusoidal Pulse-Width Modulation technique with two vertical
distributed carriers, which were specially conceived to deal with the asymmetric nature of the
converter legs. Along the paper, some simulation results are used to show the main characteristics
of the 5-level converter and control algorithms, and the hardware topology and control algorithms
are described in detail. In order to demonstrate the feasibility and performance of the proposed
SAPF based on a 5-level converter, a laboratory prototype was developed and experimental results
obtained under diverse conditions of operation, with linear and non-linear loads, are presented and
discussed in this paper.

Keywords: Shunt Active Power Filter; digital control; harmonics; multilevel converter; power quality;
p-q theory

1. Introduction

The field of power electronics has experienced a major development in the last decades, allowing
for the utilization of electrical loads with higher efficiency for a vast range of appliances. Nonetheless,
this development is still present nowadays and it shows a predisposition to continue in the future [1,2].
An overview of the key considerations for an improved utilization of both presently used and upcoming
power devices is presented in [3]. Despite its provided benefits, the development of power electronics
shifted the paradigm of electrical loads from linear to non-linear, i.e., the current in this type of
load presents a waveform different from the supplied voltage, which is due to a production of
harmonic currents [4]. Harmonic currents are harmful to the power systems since they contribute
to overheating, for instance, in power transmission cables and transformers, and interfere with
communication systems. As such, power transmission cables and transformers should be derated
due to harmonic currents flowing, which carries additional costs [5,6]. Harmonic currents can be
produced by loads such as adjustable speed drives [7], arc furnaces [8], cycloconverters [9], electric
vehicle battery chargers [10], lighting equipment, such as compact fluorescent and LED lamps [11],

Energies 2018, 11, 1019; doi:10.3390/en11041019 www.mdpi.com/journal/energies1



Energies 2018, 11, 1019

among other domestic appliances. Therefore, power quality, and especially harmonic currents, has
deserved significant attention throughout the years.

The compensation of harmonic currents was primarily performed by passive filters. However, these
are bulky and are only capable of compensating a limited range of harmonics. Besides, passive filters can
produce resonance phenomena when connected to the power grid [12]. On the other hand, Shunt Active
Power Filters (SAPFs) are power electronics devices that are capable of compensating harmonic currents,
power factor and current imbalances in three-phase systems. Moreover, the compensation capability
of a SAPF is dynamic, i.e., it is capable of compensating the aforementioned power quality problems
regardless of the loads connected to the power grid. The operation of a SAPF consists in producing
the harmonic currents and reactive power required by the connected loads, so that, the power grid
currents acquire a sinusoidal waveform in phase with the voltages. Although this operation principle
was proposed in [13], the SAPF was initially presented in [14] and, since then, has gained popularity
due to the referred advantages over the traditional compensation systems [15]. Furthermore, several
control theories for SAPFs have been developed and described in the literature, with the p-q theory [16],
the FBD [17], the CPC [18] and the synchronous reference frame d-q theory [19] being among the main
methods for obtaining the compensation currents for SAPFs. An extended review concerning control
algorithms for SAPFs is presented in [20].

Regarding its structure, a SAPF is a DC-AC power converter, which can be either of the voltage
source type or the current source type [21]. Moreover, a DC-AC power converter can be also classified
in accordance with the number of levels of the output voltage or current, whereby it is considered
a multilevel converter if the number of levels is three or more [22]. Multilevel converters are advantageous
for medium voltage applications since they are capable of providing higher output voltages than the
voltage that power semiconductors have to withstand. Besides, multilevel converters produce less
dv/dt and have a better performance in terms of Total Harmonic Distortion (THD) when compared
to two-level converters [23]. There are three classical topologies of multilevel converters, namely the
neutral point clamped (or diode clamped) [24], the flying capacitor (or capacitor clamped) [25], and the
cascaded multilevel converter [26]. Nevertheless, several topologies have been proposed in the literature,
aiming to achieve higher numbers of levels with reduced switch counts [27–31]. Accordingly, control
and modulation techniques for multilevel converters have been also widely investigated [32,33].

In this context, this paper presents a single-phase SAPF composed of a 5-level converter topology.
The principle of operation of the proposed converter is explained in detail, from the implemented
power theory to the applied modulation technique. Simulation results are depicted to analyze the
feasibility of the converter. A laboratory prototype was developed and tested in real conditions of
operation. The obtained experimental results validate the implemented single-phase 5-level SAPF
hardware topology and control algorithms. The main contributions of this paper are: a low digital
resource for the control theory implementation, which is based on the concepts introduced by the
p-q theory, adapted to work in single-phase installations, and combined with a Phase-Locked Loop
(PLL) to allow sinusoidal currents at the source side; a Sinusoidal Pulse-Width Modulation (SPWM)
modulation strategy based on the vertical distribution of two triangular carriers that deals with the
asymmetries of the 5-level converter legs; a comprehensive description of the hardware prototype
development and a step-by-step validation of the control algorithms.

2. Proposed 5-Level Converter Topology

This section introduces a detailed description of the 5-level converter topology, which is depicted
in Figure 1. As it can be seen, it is constituted by a three-level Diode-Clamped Multilevel Inverter
(DCMLI) leg and by a two-level leg. The DC-link is composed of two capacitors in order to obtain the
different voltage levels during both positive and negative half-cycles.

A relevant characteristic of the 5-level converter is the asymmetrical switching frequency of each
leg, as well as the nominal voltage that each semiconductor of both legs withstands. The two-level leg
(formed by S1 and S1’) is responsible for the polarity of the AC voltage and the switching frequency of
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this leg is equal to the fundamental frequency of the voltage to be synthetized by the converter, i.e.,
equal to the frequency of the power grid voltage, in this work. The semiconductors of this two-level
leg should be able to support a voltage of vDC, i.e., the sum of the voltage across each capacitor of
the DC-link (vDC1 and vDC2). On the other hand, the DCMLI leg (formed by S2, S2’, S3, and S3’) is
controlled in order to establish the voltage level that the converter should produce (vDC, vDC/2 or 0) in
both positive and negative half-cycles. This leg is switched with a higher frequency in comparison
with the switching frequency of the two-level leg and is responsible for defining the converter state
in each half-cycle, and, therefore, for defining the waveform of the produced voltage. By increasing
the switching frequency, it is possible to improve the quality of the produced voltage, resulting in
an improved compensation current. The semiconductors of the DCMLI leg should be able to support
a nominal voltage of vDC/2, i.e., the voltage of each DC-link capacitor, which is half of the voltage that
the semiconductors of the two-level leg should support.

The different states that the 5-level converter can assume during the positive and negative
half-cycles are presented in Table 1. This table illustrates that the semiconductors S1 and S1’ are
switched at the fundamental frequency of the produced voltage, and the other semiconductors (S2, S2’,
S3, and S3’) are switched to establish the different voltage levels.

 

Figure 1. Topology of the 5-level converter used in the Shunt Active Power Filter (SAPF).

Table 1. Voltage levels that the 5-level converter can assume during the positive and negative half-cycles.

Voltage Polarity S1 S1’ S2 S2’ S3 S3’ vc

vC > 0
OFF ON ON OFF ON OFF vDC
OFF ON OFF ON ON OFF vDC/2
OFF ON OFF ON OFF ON 0

vC < 0
ON OFF ON OFF ON OFF 0
ON OFF OFF ON ON OFF −vDC/2
ON OFF OFF ON OFF ON −vDC

3. Control Algorithms

This section introduces the proposed control algorithms for the SAPF based on a 5-level converter,
including a description about the p-q theory complemented by a Phase-Locked Loop (PLL) and adapted
to work with single-phase installations, the DC-link control, the predictive current control, and the
SPWM strategy.

3.1. p-q Theory

The p-q theory was initially developed to be applied in the analyses of three-phase three-wire
electrical systems and later, it was expanded to three-phase four-wire systems to be usable in
unbalanced systems with zero sequence components [34,35]. With some modifications, it is also

3
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possible to use the p-q theory in the analyses of single-phase systems [36]. The basics of this
time-domain theory resides in a transformation of referential from the a-b-c coordinates, where the
fundamental voltages are shifted by 120◦ for each other, to the α-β-0 orthogonal system of coordinates.
The change in the coordinates referential is performed by the application of the Clarke transformation
to the voltages, ⎡⎢⎣ v0

vα

vβ

⎤⎥⎦ =

√
2
3

⎡⎢⎣
1√
2

1√
2

1√
2

1 − 1
2 − 1

2

0
√

3
2

√
3

2

⎤⎥⎦
⎡⎢⎣ va

vb
vc

⎤⎥⎦ , (1)

and to the currents, ⎡⎢⎣ i0
iα
iβ

⎤⎥⎦ =

√
2
3

⎡⎢⎣
1√
2

1√
2

1√
2

1 − 1
2 − 1

2

0
√

3
2

√
3

2

⎤⎥⎦
⎡⎢⎣ ia

ib
ic

⎤⎥⎦ , (2)

of the installation under analysis. After the transformations, it is possible to calculate the instantaneous
real power (p), the instantaneous imaginary power (q), and the instantaneous zero sequence power
(p0), applying: ⎡⎢⎣ p0

p
q

⎤⎥⎦ =

⎡⎢⎣ v0 0 0
0 vα vβ

0 −vβ vα

⎤⎥⎦
⎡⎢⎣ i0

iα
iβ

⎤⎥⎦ . (3)

Each one of the instantaneous powers calculated by Equation (3) can be decomposed in an average
value and an oscillating value:

p = p + p̃ , (4)

q = q + q̃ , (5)

p0 = p0 + p̃0 , (6)

where the average value of the instantaneous real power (p), is related to the energy that is transferred
in a continuous way from the source to the loads and is associated with the active power. The oscillating
value of the instantaneous real power (p̃), is related to a parcel of energy that is exchanged between
the source and the load. The average and oscillating values of the instantaneous real power (p0 and
p̃0) relates to the energy that is transferred and exchanged with the help of the neutral conductor.
The instantaneous imaginary power components (q and q̃) are associated with the presence of storage
elements (capacitors or inductors) in the loads, and are related to energy that is exchanged between the
source and loads or between the loads with the help of the source. In three-phase systems, the average
value of the instantaneous imaginary power (q) is exchanged between the three-phases of the system
and is not associated with any effective energy transfer from the source of the loads. However,
the presence of this component results in an increase in the source currents. The adoption of the p-q
theory to calculate the compensation currents for a SAPF results from the physical interpretation of the
power components described above. The power components that are involved with an effective energy
transfer from the source to the load are the average value of the instantaneous real power (p) and the
average value of the instantaneous zero sequence power (p0). Therefore, in an installation with a SAPF,
these components are the only power components that should be supplied by the source, while all the
other components should be provided by the SAPF. However, p0 is transferred with the help of the
neutral conductor, and so, it contributes to an increase in the current in the neutral conductor, which is
an undesired phenomenon. Nevertheless, with a three-phase four-wire SAPF and with an appropriate
control algorithm, it is possible to transfer the energy related to the average value of the zero-sequence
power, in an equilibrated way by the three phases of the system, and so, eliminating the current in
the neutral conductor upstream of SAPF. The calculation of the compensation currents that the SAPF
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must produce to eliminate the undesired power components, which are supplied by the source, can be
accomplished by: [

i∗Fα

i∗Fβ

]
=

1
v2

α + v2
β

[
vα −vβ

vβ vα

] [
− p̃ + p0

−q

]
, (7)

i∗F0 = − i0, (8)

where i∗Fα, i∗Fβ and i∗F0 are the references for the compensation currents of the SAPF in the α-β-0
coordinates. In order to obtain the references for the compensation currents in the a-b-c coordinates,
it is used the inverse Clarke transformation, defined as:

⎡⎢⎣ i∗Fa
i∗Fb
i∗Fc

⎤⎥⎦ =

√
2
3

⎡⎢⎢⎣
1√
2

1 0
1√
2

1
2

√
3

2
1√
2

1
2

√
3

2

⎤⎥⎥⎦
⎡⎢⎣ i∗F0

i∗Fα

i∗Fβ

⎤⎥⎦ . (9)

According to this procedure, it is possible to apply the p-q theory to separate the desired power
components from the undesired ones, and, therefore, develop a control algorithm for a SAPF to
eliminate the undesired power components and improve the power quality of the installation. With
a balanced and sinusoidal three-phase system, the application of the compensation strategy, based
on p-q theory, results in balanced and sinusoidal currents in the source. However, if the voltages are
distorted and unbalanced, by the application of the p-q theory, the source currents become neither
sinusoidal nor balanced, which is a disadvantage. To overcome this drawback, it is possible to use
the positive sequence of the fundamental components of the source voltages instead of the real ones,
and so, the compensation results always in sinusoidal and balanced currents in the source, even with
distorted and unbalanced voltages. The positive sequence of the fundamental components of the
voltages can be obtained by the application of a PLL algorithm. There are interesting PLL algorithms
in the literature, for three-phase systems [34] and for single-phase [35].

The application of the p-q theory to single-phase systems requires the emulation of a balanced
three-phase system. For that, the voltages and currents in phases b and c are obtained applying
a phase shift of ±120◦ to the measured voltage and current in phase a. The application of the Clarke
transformation to a three-phase balanced system produces two equal α and β components shifted by
90◦ degrees, one from the other. Therefore, it is possible to implement the emulation of a three-phase,
balanced system, directly in the α-β-0 coordinates, by applying:[

vα

vβ

]
=

[
vSa

vSa e−s 3 T
4

]
, (10)

and [
iα

iβ

]
=

[
iLa

iLa e−s 3 T
4

]
, (11)

where T is the period of the power grid fundamental frequency, and e−s 3 T
4 corresponds to a time delay

of 3
4 T, which corresponds to a phase shift of +90◦ in the fundamental frequency. It is important to

explain that, in a balanced three-phase system, the zero sequence power component does not exist and,
therefore, the reference for the compensation current for a single-phase SAPF can be calculated by [36]:

i∗F =
1

v2
α + v2

β

[
vα −vβ

] [
−p
−q

]
. (12)

Also, in single-phase systems it is possible to use PLL algorithms combined with the p-q theory to
obtain sinusoidal currents at the source side. In this work, it was used the PLL algorithm described
in [35].
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3.2. DC-Link Voltage Control

In order to the SAPF produce the compensation current, it is necessary to guarantee that the total
DC-link capacitors voltage is greater than the peak value of the source voltage. The regulation of
the DC-link capacitors voltage, in steady state, is done by absorbing a small amount of active power
from the power grid, which corresponds to the converter losses. During some transients, it can be
necessary to absorb or to deliver active power to the power grid, in values which can be greater than
the ones involved in steady state. This is required to maintain the capacitors voltage regulated. In this
way, it is necessary to include an additional instantaneous real power parcel (preg) in the calculation
of the references for the SAPF compensation currents. The value of preg is determined by means of
a PI controller that eliminates the error between the DC-link voltages and the reference value. It is
important to explain that, during the normal operation of the SAPF, the oscillating values of the power
components defined by the p-q theory are exchanged between the loads and the DC-link capacitors of
the SAPF, and so, it is natural that the DC-link capacitors voltage oscillates to compensate these power
components. Taking into account this situation, the objective of the DC-link voltage control algorithm
is to regulate the average values of the DC-link capacitor voltages (VDC1 and VDC2) instead of the
instantaneous values (vDC1 and vDC2). Therefore, the calculation of the errors is not performed by the
difference between the reference voltage and the DC-link voltages, but by the difference between the
reference and the average values of the DC-link capacitors voltage. Despite the possibility to use other
values, in this work it was used an average value of an entire grid period.

As the DC-link of the SAPF is composed by two capacitors, it is necessary to take into account
which capacitor is used in each instant, in order to select the correct value of preg and add it to the
average value of the instantaneous real power (p) in Equation (12). The identification of the capacitor
that is used in each time instant can be done by consulting Table 1, from where it is possible to conclude
that capacitor C1 is used when the converter output voltage is negative and the capacitor C2 is used
when the output voltage is positive. The block diagram of the DC-link voltage control is represented
in Figure 2, and, as it is possible to see, two similar PI controllers are used to obtain the value of preg.

+

-

+

+

+

-

+

+
+

-

Figure 2. Block diagram of the DC-link voltage control algorithm.

3.3. Predictive Current Control

A predictive strategy was adopted to control the current in the AC side of the 5-level converter.
This strategy requires measuring the values of the AC current (iF) and the source voltage (vS), which
are obtained using a signal acquisition board, as well as the nominal values of the main electrical
parameters of the system. Therefore, by analyzing the voltages and currents between the 5-level
converter and the power grid, a set of equations can be established and used to predict the next state
(i.e., during the time interval of [k, k + 1]) that the converter should assume in terms of produced
voltage. By using this strategy, it is predictable that the filter current will follow its reference during
each sampling time interval. The block diagram of the implemented predictive current control is
illustrated in Figure 3.
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Figure 3. Block diagram of the predictive current control strategy implemented in the 5-level
converter SAPF.

The electrical model of this type of system, generally can be described by the source voltage (vS),
by the converter output voltage (vC), and by the coupling passive filters voltage (vL), where, in this
specific case, an inductor is used as a passive filter. Therefore, by analyzing the voltages in the AC side
of the system, it is possible to establish the output voltage of the 5-level converter as a function of the
source voltage and the voltage across the inductor, as described by:

vC = vL + vS. (13)

Substituting the inductance voltage (vL) by the time derivative of its current multiplied by its
nominal value, it is possible to obtain the equation:

vC = RL iF + L
diF
dt

+ vS, (14)

where is also considered the voltage across the internal resistance of the inductor. Taking into account
that the voltage in the resistive part is residual due to the reduced value of the internal resistance,
it can be neglected, resulting in the equation:

vC = L
diF
dt

+ vS. (15)

As occurs in all the systems with a feedback control, also in this current control strategy an error
between the reference signal and the measured current is calculated as:

ierror = i∗F − iF. (16)

Taking into account the electrical model of the system, it is possible to substitute the produced
current (iF) established in Equation (14), allowing obtaining the equation:

L
dierror

dt
= −vC + vS + L

di∗F
dt

. (17)

Considering a digital implementation and using a high sampling frequency, the variation of the
error derivative is almost linear and equal to the increase in the current error (ΔiFerror). Therefore,
by selecting a high switching frequency, the resultant current ripple will be reduced and the error will
be practically zero, i.e., the produced current will be centered in its reference. The current error can be
obtained according to:

L
ierror

Taq
= −vC + vS + L

Δi∗F
Taq

. (18)

Taking into account the position of the sensors and implemented control algorithm, it is important
to note that the voltage established by the converter should produce a current in phase opposition with
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the one established in Equation (18). In this way, changing the signal to the term ierror, it is obtained the
control equation defined by:

−
(

L
ierror

Taq

)
= −vC + vS + L

Δi∗F
Taq

. (19)

Rearranging the terms in both sides of Equation (19), the final control equation is established
according to:

vC = L
ierror

Taq
+ vS + L

Δi∗F
Taq

. (20)

Considering this final control equation, the output voltage is the reference of the voltage (vc*)
used in the SPWM, i.e., the signal that is compared with the carrier. Taking into account that is used
a digital platform to implement the control algorithm, the final control equation in discrete-time is
obtained according to:

v∗C[k] = L
ierror[k]

Taq
+ vS[k] +

L
Taq

(i∗F[k]− i∗F[k − 1]). (21)

Using Equation (21), expanding the terms, a simplified equation is obtained according to:

v∗C[k] = vS[k] +
L

Taq
(2 i∗F[k]− i∗F [k − 1]− iF[k]). (22)

Taking into account that this is a linear control, it has some characteristics that are similar to
a traditional PI controller, however without the necessity to adjust the gains of the controller, which
represents a relevant characteristic of the predictive current control strategy. However, the performance
of the predictive current controller is strongly affected by the accuracy of the mathematical model of
the circuit. In real implementations, the inductance value of the coupling inductor varies as a function
of the frequency, current amplitude, and core temperature, adversely affecting the results.

3.4. SPWM Strategy

In order to produce the desired current, a modulation strategy is required to drive the IGBTs
accordingly. Multilevel inverters require different SPWM arrangements than those required by
two-level inverters, hence more than one triangular carrier is needed. The different carriers
can be distributed either vertically or horizontally. Since the studied converter derives from the
DCMLI topology, the adopted SPWM strategy is based on Phase Disposition (PD) modulation, i.e.,
the triangular carriers are vertically distributed and in phase with each other. However, an adaptation
was performed in order to reduce the number of required triangular carriers. Hence, instead of using
four carriers and a single reference signal, a single carrier and adapted reference signals are used.

Figure 4 shows the adopted strategy and Figure 5 shows the obtained reference signals to generate
the IGBT gate commands. As it can be seen in Figure 4, the reference signal is used in two comparisons,
one being used for emulating the upper carrier (Carrier2) and the other for the lower carrier (Carrier1).
The comparisons between Ref and the two carriers can be accomplished by using a single carrier and
two modified reference signals, which are obtained by means of a branch function. The reference signal
in the positive Carrier1 level, i.e., when Ref is positive and inside the carrier amplitude, corresponds to
the original reference. However, in the negative Carrier1 level, i.e., when Ref is negative and below
the carrier amplitude, the reference signal consists in the sum of the original reference with twice
the carrier amplitude. This reference signal corresponds to Ref 1 in Figure 5. On the other hand,
the reference signal in Carrier2 level in the positive half-cycle, i.e., when Ref is positive and above
the carrier amplitude, is obtained by subtracting the original reference and the carrier amplitude.
Finally, the reference signal in Carrier2 level in the negative half-cycle, i.e., when Ref is negative and
inside the carrier amplitude, is attained by summing the original reference and the carrier amplitude.
This signal corresponds to Ref 2 in Figure 5. As it can be seen in Figure 5, a comparison with zero is
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performed, which corresponds to the polarity of the original reference. With this approach, a single
triangular carrier can be used to achieve a 5-level PD modulation, which would require four carriers
in the conventional implementation. Besides this advantage, the IGBTs S1 and S1’ switch at the line
frequency (50 Hz), whereby switching losses are reduced.

Figure 4. Adapted reference signal used in the modulation strategy.

+

-

+

-

+

-

Figure 5. Sinusoidal Pulse-Width Modulation (SPWM) signals generation based on the adapted
reference signals.

Figure 6 presents a block diagram that shows an overview of the algorithms used to control
the SAPF. As it is visible in the figure, the source voltage (vS) is used by the PLL algorithm to
synchronize the SAPF controller with the fundamental component of the source voltage. Based in
the α-β voltages calculated by the PLL algorithm, the DC-link regulation power (preg) and the load
current (iL), the p-q theory calculates the compensation current (iF*). The compensation current is
processed by the predictive current controller to obtain the reference voltage (vC*) of the converter.
Finally, the modulation block defines the semiconductors that must be activated in each instant.

 

Figure 6. Block diagram of the 5-level converter SAPF control algorithms.

4. Simulation Analysis

This section presents a simulation analysis of the proposed single-phase 5-level SAPF, where the
key control functionalities are described, such as the modulation strategy and DC-link voltage control,
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and both the transient and steady-state operation of the SAPF are analyzed. The simulations were
performed using the software PSIM v9.1 from PowerSim, Inc (Rockville, MD, USA).

4.1. SPWM Strategy

Figure 7 shows a simulation result of the implemented modulation strategy, where a sinusoidal
signal was used as reference signal. As it can be seen, the reference signal is used in two comparisons,
one for emulating the upper carrier (Ref 2) and the other for the lower carrier (Ref 1).

(a) 

(b) 

Figure 7. Adapted reference signals used in the modulation strategy: (a) Ref 2; (b) Ref 1.

In order to assess the generation of the desired voltage levels based on the adapted SPWM strategy,
Figure 8 depicts the output voltage produced by the 5-level converter (vc) and its reference (vc*). As it
can be perceived, the converter is capable of producing the distinct 5 voltage levels according to the
reference voltage established by the predictive current controller.

Figure 8. Simulation results of the modified multilevel SPWM modulation technique: Converter
reference voltage (vc*) and converter voltage (vc).
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4.2. DC-Link Voltage Control

In order to assure a proper operation for the SAPF, the DC-link voltage must be controlled to
an established reference voltage and its average value needs to be as constant as possible. However,
since the SAPF is comprised by a voltage source converter and the DC-link capacitors are initially
discharger, it cannot be directly connected to the power grid, during the start-up procedure, otherwise,
the current absorbed by the DC-link capacitors via the IGBTs antiparallel diodes would damage
the power converter. For this purpose, a pre-charge resistor is used, being bypassed when the
DC-link voltage reaches a value close to the power grid peak voltage. After the bypass, the DC-link
voltage control is activated, whereby the IGBTs are controlled so that the DC-link voltage reaches the
established reference value. After this instant, the SAPF compensation is activated.

Figure 9 shows the referred stages of the DC-link voltage control. The first stage is visible between
the instants 0 s and 1.1 s, where the pre-charge resistor connected in series with the AC side of the SAPF
limits the current, and therefore, the rise of the DC-link voltage. After the instant 1.1 s, the resistor
is bypassed, and the DC-link voltage control is activated. For this initial stage, the p-q theory uses
only the preg power component, whereby the operation as SAPF is not performed during this period.
Finally, the third stage starts only after the voltage in each DC-link capacitor reaches the established
value of 250 V, which occurs at instant 2.7 s. From this instant, the p-q theory is used to calculate the
compensation current, including all the power components, whereby the SAPF operation is activated.
A slight decrease in the DC-link voltages (vDC1 and vDC2) can be noted when the compensation is
activated, being shortly after restored by the DC-link control. Besides, a ripple component can be
visible in both voltages, which is a result of the power exchange between the SAPF and the power grid.
This power exchange is intrinsic to the operation of the SAPF and causes an oscillation with twice
the power grid frequency. Therefore, instead of using the instantaneous value of the DC-link voltage
in the PI controller, a full-cycle average value is used, so that the DC-link voltage oscillation can be
admissible without making the control unstable.

Figure 9. Evolution of the DC-link voltages (vDC1 and vDC2) during the start-up of the SAPF.

4.3. SAPF Operation

This section presents several simulation results of the proposed SAPF for operation with different
types of electrical loads, namely linear and non-linear loads. Both transient and steady-state conditions
are analyzed.

4.3.1. SAPF Operating with Resistive-Inductive (RL) Load

With the advances in power electronics, the number of linear loads has been reducing. However,
there is still a considerable number of linear loads, such as, for example, the single-phase AC motors,
which are good examples of RL loads. RL loads do not produce harmonic currents if supplied by
a sinusoidal voltage, however, they produce reactive power. Since a SAPF is capable of compensating
both harmonic currents and reactive power, the SAPF operation with linear loads should be considered.
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Therefore, a 30 mH inductor connected in series with a 7.5 Ω resistor was realized. Figure 10 depicts
the source voltage (vS), which is equal to the load voltage, the current drawn by the load (iL), and
the resulting source current in steady-state due to the SAPF operation (iS). As it can be seen, the
displacement power factor is compensated to the unity by the SAPF operation. It is noticeable that the
Root Mean Square (RMS) value of the source current decreases due to the improvement in the power
factor (PF).

(a) 

(b) 

Figure 10. Steady-state analysis of the SAPF operation with linear Resistive-Inductive (RL) Load:
(a) Source voltage and load current; (b) Source voltage and source current.

The transient caused by the SAPF starting of compensation, at t = 0.5 s, can be depicted in
Figure 11. It is noticeable that the source current acquires a sinusoidal waveform in phase with the
voltage almost instantly as the SAPF starts to compensate (t = 0.5 s), showing a good transient response
of the SAPF.

Figure 11. Transient analysis of the SAPF starting of compensation with linear Resistive-Inductive
(RL) Load.

4.3.2. SAPF Operating with Diode Rectifier with Resistive-Capacitive (RC) Load

The full-bridge diode rectifier with capacitive output filter and resistive load is one of the most
common electrical loads used nowadays, and it is characterized by high level of harmonic current
and low Power Factor (PF) due to the presence of harmonics. Real loads that use a diode rectifier
with capacitive output filter are very common today as for example: computers, printers, CFL and
LED lamps, TV-sets, cellphone chargers, etc. In order to assess the performance of the SAPF towards
non-linear loads, the referred load was implemented in the simulation model, being used a 1 mF
capacitor and a 16 Ω resistor connected in parallel to the rectifier output, and a 10 mH inductor
connected in series with the rectifier input. Figure 12 depicts the load and source voltage (vS),
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the current drawn by the load (iL), and the resulting source current in steady-state due to the SAPF
operation (iS). As it can be seen, the SAPF operation turns the source current sinusoidal and in phase
with the source voltage, regardless of the harmonic distortion of the voltage.

(a) 

(b) 

Figure 12. Steady-state analysis of the SAPF operation with non-linear load: (a) Source voltage (vS)
and load current (iL); (b) Source voltage (vS) and source current (iS).

Figure 13 shows the transient state of the SAPF operation for the same load, where it can be
seen the load current (iL), the source current (iS), the SAPF reference current (iF*) and the SAPF actual
compensation current (iF). Once again, it is noticeable that the source current acquires a sinusoidal
waveform in phase with the source voltage immediately when the SAPF operation begins, showing
a good transient response of the SAPF operating with non-linear loads.

(a) 

(b) 

Figure 13. Transient analysis of the SAPF operation with non-linear load: (a) Load (iL) and source
currents (iS); (b) SAPF reference (iF*) and actual (iF) compensation current.
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4.3.3. SAPF Dynamic Response towards Load Changing

In order to perform a more insightful analysis of the transient response of the SAPF, its operation
towards changes in the connected loads was simulated. Therefore, two non-linear loads were connected
to the power grid namely a diode rectifier with output RC load, initially connected, and a diode rectifier
with output RL load.

Figure 14 shows the SAPF response towards the connection of the second load at instant t = 1.5 s,
where it can be seen that the source current presents a sinusoidal waveform even during the transient.
The SAPF reference and output currents are also depicted, where an accurate current tracking can be
perceived. On the other hand, Figure 15 shows the voltages in each DC-link capacitor. Due to
the connection of a load, the DC-link voltage tends to decrease abruptly so that the SAPF can
accurately perform the compensation. Despite the initial voltage deviation, the DC-link voltage
control compensates the voltage error, whereby the reference value of 250 V is reestablished. This
behavior in the DC-Link voltages results from de time delay need to obtain the average values of the
power components defined by the p-q theory after the load transient. In this work, the determination
of the average values is performed by sliding window average of one grid-cycle. This means that
after one grid cycle the SAPF operates again in steady state. However, to prevent sudden variations
in the source currents, the repositioning of the initial voltage in the DC-link capacitors is performed
more slowly.

Figure 16 shows the SAPF response towards the disconnection of the diode rectifier with RL load
at instant t = 1.5 s. It is noticeable that the source current presents a sinusoidal waveform during the
transient and, once again, an accurate current tracking can be noted. The voltages in each DC-link
capacitor can be seen in Figure 17. In this case, due to the disconnection of a load, the DC-link voltage
increases so that the SAPF performs the compensation during the transient. The DC-link voltage
control is also capable of compensating the overvoltage, with the reference value of 250 V being once
again restored.

(a) 

(b) 

Figure 14. Transient analysis of the SAPF operation with the connection of a non-linear load: (a) Load
(iL) and source (iS) currents; (b) SAPF reference (iF*) and actual (iF) compensation current.
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Figure 15. Transient analysis of the SAPF DC-link voltages (vDC1 and vDC2) during the connection of
a non-linear load.

(a) 

(b) 

Figure 16. Transient analysis of the SAPF operation with the disconnection of a non-linear load:
(a) Load (iL) and source (iS) currents; (b) SAPF reference (iF*) and actual (iF) compensation current.

Figure 17. Transient analysis of the SAPF DC-link voltages (vDC1 and vDC2) during the disconnection
of a non-linear load.
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In order to facilitate the comprehension of the benefits provided by the SAPF operation, Table 2
presents a comparison between the RMS, THD and PF of the load and source currents with the SAPF
compensation for both the linear (Section 4.3.1) and the nonlinear (Section 4.3.2) loads. As it can be
seen, the RMS values decrease in the source current, as well as the THD values. On the other hand,
the PF increases practically to unity, as expected with the SAPF operation.

Table 2. Comparison of simulation results of the Root Mean Square (RMS), Total Harmonic Distortion
(THD) and power factor (PF) values of the load current and source current with SAPF compensation,
for operation with linear and nonlinear loads.

Installation Parameter
Linear Load Non-linear Load

Source Load Source Load

Current (RMS) 10 A 21 A 15.8 A 20.2 A
Current THD (%f) 1.6% 0.5% 2.8% 38%

PF 0.99 0.47 0.99 0.78

5. Implementation of a Laboratorial Prototype of the SAPF

In this section, it is presented the developed hardware, as well as a description about the control
algorithms for the proposed 5-level SAPF. In the SAPF it is possible to identify two main hardware
circuits: the power circuits and the control circuits, as shown in Figure 18. The power circuits
(Figure 18a) include several components, as the DC-link capacitors, the power switching devices,
the gate driver boards, and the protection devices. Additionally, in the power circuit, it is also included
the coupling inductor and the DC-link pre-charge system. On the other hand, the control circuit
(Figure 18b) is constituted by a Digital Signal Controller (DSC), a connection board to access the pins
of the DSC, a signal conditioning board to acquire the signals from the sensors, and by a command
board. During the experimental tests, it was used a Digital-to-Analog Converter (DAC) board, not
necessary for the functionality of the system, but very useful during the process of development
and debugging of the control algorithms. Figure 18c shows the structure of the final prototype,
constituted by two metallic mounting bases supporting all the hardware. In the first level are fixed
all the components of the power circuit, and in the second level all the boards that constitute the
control system. The structure and components disposition were sized, taking into account a posterior
inclusion in an electric switchboard.

  
(a) (b) (c) 

Figure 18. Developed SAPF: (a) Power circuits; (b) Control circuits; (c) Final prototype.

5.1. Power Circuit Hardware

In Figure 18a is presented the power circuit structure, where the 5-level converter was
implemented, being possible to identify the heatsink, the power board of the 5-level converter, as well
as the capacitors of the DC-link, the gate driver boards and a mounting base, where all the components
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are fixed. The IGBTs and diodes of the 5-level converter were fixed with the mounting clips that push
them against the heatsink.

For each IGBT, a gate protection circuit was used, which consists of a 10 kΩ resistor in parallel
with two 16 V zener diodes in series, with common anode. The gate protection is intended to protect
the IGBTs gate terminals from voltage surges as well as to prevent unwanted switching. Additionally,
in parallel with each complementary pair of IGBTs were placed snubber capacitors with the purpose
of protecting the IGBTs from high voltage transients, which can occur when switching inductive loads.

The DC-link is composed of two sets of capacitors, which are placed in series and having the
midpoint connected to the central point of the DCMLI. Each of them is charged with 250 V thus
obtaining a voltage of 500 V on the DC-link. The use of a split DC-link is necessary to generate the
different voltage levels of the converter. To generate these levels, it is possible to use the voltage
of a single set of capacitors or the sum of the voltage of the two sets. For the proper operation of
the 5-level converter, it is extremely important to maintain the same value of voltage in both sets of
capacitors. Thus, in addition to the DC-link voltage balance control algorithm, an equalization resistor
is placed in parallel with each set of capacitors, as it can be seen in Figure 18a. Each of the capacitor
assemblies contains five electrolytic capacitors connected in parallel, each one with a value of 470 μF,
thus obtaining a total of 2350 μF in each set of capacitors. These capacitors withstand a maximum
voltage of 400 V.

The coupling of the 5-level converter to the power grid is done through two inductors and one
DC-Link pre-charge system. This system consists of a pre-charge resistor in parallel with a bypass
switch and a mains circuit breaker. The mains connection circuit breaker is responsible for connecting
and disconnecting the SAPF with the power grid. The pre-charge resistor has the effect of limiting the
initial current during the charge of the DC-link capacitors. The pre-charge bypass switch is used to
create an alternative path for the current after the pre-charge. Whenever the mains circuit breaker is
closed, the pre-charge system must be opened. The 5-level converter inductor consists of two windings
with mutual coupling, where one is connected to the phase and the other is connected to the neutral.
The two windings have an equivalent inductance of 1.6 mH. On the top of the heatsink, as shown in
Figure 18a, the gate driver circuit boards are responsible for operating the IGBTs. In order to keep the
control system galvanically isolated from the power stage, optical coupling driver circuits were used.
Each board is capable of controlling two complementary IGBTs.

5.2. Control Circuit Hardware

Figure 18b shows the boards responsible for the control system, from the acquisition of the voltage
and current sensors signals to the generation of the PWM pulses that are applied to the gate driver
boards described above. A block diagram of the control system is shown in Figure 19. This system
consists of the block of sensors, followed by the block responsible for the signal conditioning and
conversion of the analog signals to digital, through an Analog-to-Digital Converter (ADC). This block
also contains a comparator circuit, used to detect if there exist values outside of the stipulated limits.
The values converted by the ADC are made available to the DSC, where all the control algorithms
were implemented. The DAC board connected to the DSC through a serial SPI communication allows
a real-time visualization of the variables calculated by the control algorithms. Finally, the control block
converts the PWM signals from the 3.3 V Transistor-Transistor Logic (TTL) to the 15 V Complementary
Metal-Oxide Semiconductor (CMOS) logic used by the gate driver boards. This block also receives
error signals, suspending the switching of all IGBTs in case any error is detected.

The signal conditioning board, previously presented in Figure 18b, is responsible to convert the
analog signals into digital signals in order to enable the DSC to process the values acquired from the
sensors. Although the DSC used in this project has an internal ADC, it presents some limitations.
For this reason, a board with an external ADC was implemented. This ADC, manufactured by MAXIM
with the reference MAX1320, can read 8 channels with bipolar input of ±5 V with a resolution of
14 bits. All the digital control algorithms of the system were implemented in the DSC, whereby in
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this work it is used the TMS320F28335 manufactured by Texas Instruments (Dallas, TX, USA). It is
a platform with typical instructions of a Digital Signal Processor and with a set of peripherals typical
of a microcontroller. This DSC has a 32-bit processor with a clock frequency up to 150 MHz with native
support for floating-point operations, 16 channels of 12-bit ADC and 18 PWM channels. One important
characteristic of the PWM module included in the DSC is the possibility to introduce a dead-time
between the two complementary IGBTs of the converter leg, avoiding the existence of short circuits
during the switching. Figure 20 shows a flowchart with the sequence of processes implemented in the
DSC to perform the control system. After the peripheral configurations and variables initialization,
the DSC enters in an infinite loop. There is a timer interrupt routine responsible to trigger the ADC
start at every 25 μs resulting in a frequency of acquisition of 40 kHz. After the conclusion of the ADC
conversion, it is implemented the routine responsible for the PLL algorithm, followed by the DC-link
voltage control to calculate the required inputs of the p-q theory. The p-q theory routine determines the
compensation current that is processed by the predictive current routine and, subsequently, by the
SPWM strategy to determine the gate signals applied to the DSC PWM peripherals.

 

Figure 19. Block diagram of the control system.

Figure 20. General flowchart of the control system implemented in the DSC.

6. Experimental Results

In this section are presented and discussed the experimental results of the SAPF operating within
different conditions. Before the final validation of the power converter operating as SAPF, all the
circuits and control algorithms were validated in a step-by-step procedure to prevent damages of the
prototype electronic components or the laboratory equipment. For safety reasons, the experimental
results were obtained with a 50 V–50 Hz reduced voltage single-phase system. The installation used in
the experimental tests was obtained from the low-voltage 230 V–50 Hz electrical grid using a 5.5 kVA
step-down transformer with 9:2 voltage ratio.

6.1. Experimental Validation of the PLL Algorithm

The preliminary tests began with the synchronization of the SAPF with the power grid. For this
purpose, it was used a PLL algorithm responsible to detect the fundamental component of the source
voltage. Figure 21a shows the source voltage (vS) and the PLL signal (vpll) calculated by the algorithm
during the system connection. As it can be seen, the PLL algorithm quickly acquires the phase of vS,
being the amplitude value achieved in a few grid-cycles. After the synchronization transient, the PLL
signal (vpll) perfectly matches the fundamental component of vS as it can be seen in Figure 21b.
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(a) (b) 

Figure 21. Experimental results of the Phase-Locked Loop (PLL) control algorithm: (a) PLL synchronization
transient; (b) PLL in steady state.

6.2. Experimental Validation of the p-q Theory

In this section are presented the experimental results from the p-q theory calculation. In the
computer simulations, when implementing the p-q theory, the source voltage (vS) and the load current
(iS) were used as the α coordinate, and a delay loop of 270◦ was implemented to obtain the β coordinate.
However, in the experimental implementation, in order to increase the performance and save the DSC
resources, it was chosen to keep the β coordinate as the original signal and delay the signals 90◦ to
obtain the α coordinate. Subsequently, it is calculated the compensation current from the β coordinate
current (iβ). The experimental implementation of the p-q theory algorithm applied to a single-phase
installation is presented in Figure 22a shows the source voltage (vS) and the signals vα and vβ generated
by the PLL algorithm. Figure 22b shows the current (iL) from a resistive load, as well as the generated
signals iα and iβ. As previously mentioned, the phase shift between iα and iβ is achieved by the storage
of the acquired current values into an array and posterior reading of the values with a 90◦ delay.
In both cases, it is possible to see that the α coordinate has a delay of 90◦ related with the β coordinate.

(a) (b) 

Figure 22. Creation of a three-phase virtual balanced system from a single-phase installation for the
application of the p-q theory: (a) Source voltage (vS) and PLL output signals in the α-β coordinates
(vpllα and vpllβ); (b) Load currents in the α-β coordinates (iα and iβ).

In order to test the p-q theory algorithms with non-linear loads, it was used a full-bridge
diode rectifier with a resistor and a capacitor connected in parallel in the DC-side to calculate the
compensation current and the theoretical value for the source current after compensation. Figure 23
shows the load current (iL), the compensation current calculated from the p-q theory (iF*), and the
theoretical source current after the compensation (iS*). It can be seen that the theoretical source current
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(iS*), results from the difference between iF* with iL. Additionally, it can be seen that iS* is perfectly
sinusoidal, validating the implemented p-q theory control algorithm.

Figure 23. Validation of the p-q theory algorithm with a full-bridge diode rectifier: Load current (iL),
compensation current calculated by the p-q theory (iF*), and the theoretical source current after the
compensation (iS*).

6.3. Experimental Validation of the Modulation Technique

With the purpose of validating the modulation technique, it was used a sinusoidal waveform
with 50 Hz as the reference to the modulation technique. In Figure 24, it is possible to see the voltage
generated by the 5-level converter, as well as the sinusoidal reference. In this figure, the 5-levels
generated by the power converter following the reference signal are clearly identifiable. For this
experimental test, the 5-level converter was tested in open loop, with a DC power supply connected to
the DC-link.

Figure 24. Experimental results of the modified multilevel SPWM modulation technique: Converter
reference voltage (vc*) and converter voltage (vc).

In order to avoid unnecessary commutations of the two-level leg of the 5-level converter, it was
necessary to implement a hysteresis margin around the zero of the reference voltage, otherwise, due to
the switching noise in the signals, several zero transitions can occur. To successfully mitigate this
problem, it is necessary to consider a hysteresis band slightly higher than the noise.

6.4. Experimental Validation of the Predictive Current Controller

In order to test the predictive current control technique, it was used a resistive load in the output
of the SAPF. With that, and once the 5-level converter is not connected to the power grid, the equation
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of the current control previously referred undergoes a slight change. In this way, the output voltage
of the 5-level converter will correspond to the voltage in the output resistive load. During this test,
the DC-link of the power converter is fed by two DC power supplies. In Figure 25 are presented the
experimental results obtained with the predictive current control producing a sinusoidal current with
2 A of amplitude. Firstly, it was used a reference current with 50 Hz (Figure 25a), and in a second test
was used a frequency equal to 100 Hz (Figure 25b). As it is possible to see in the figures, the filter
current perfectly follows the references with a low switching ripple.

(a) (b) 

Figure 25. Experimental validation of the predictive current control algorithm producing a sinusoidal
current with 2 A of amplitude: (a) Sinusoidal current with 50 Hz frequency; (b) Sinusoidal current with
100 Hz frequency.

6.5. Experimental Validation of the DC-Link Voltage Controller

For a proper operation of the SAPF, the voltage on the DC-link should be slightly higher than the
source peak voltage. To prevent a high peak current during the connection of the SAPF with the power
grid, the pre-charge system described in the Section 5 needs to be operated correctly. As it can be seen
in Figure 26, before the tests, the DC-link capacitors are fully discharged. When the SAPF is connected
with the power grid, with the pre-charge system, at the time instant 1, the DC-link voltages start to
increase until the peak value of the power grid voltage, approximately 70 V (35 V in each capacitor)
and then at instant 2 the bypass contact is activated. A few seconds after, at time instant 3, the DC-link
voltage control algorithm was enabled, starting to regulate the DC-link voltage to the reference value
of 100 V (50 V in each capacitor). As it can be seen in the figure, the DC-link voltages converge to the
reference value without any visible overshoot and maintaining the two voltages balanced, proving
that the DC-link voltage control algorithm operates properly.

Figure 26. Experimental validation of the DC-link voltages (vDC1 and vDC2) control algorithm.
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6.6. Experimental Results of the SAPF with RL Load

After validating the DC-link voltage control algorithm, the operation the SAPF was firstly tested
with a linear load composed by a resistor in series with an inductor (RL load). The load current (iL) and
the source voltage (vS) of the single-phase system are shown in Figure 27. In Figure 27a it is possible
to see that iL and vS have a phase-shift of 42◦, resulting in a PF of 0.74. Figure 27b is represented the
harmonic spectrum of the load current, where it is possible to verify a THD of 2.5% and an RMS value
of 6.4 A.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 27. Experimental results of the SAPF with a RL load: (a) Source voltage (vS) and load current, (iL);
(b) Harmonic spectrum of the load current; (c) Source voltage (vS) and filter current (iF); (d) Harmonic
spectrum of the current of the filter current; (e) Source voltage (vS) and source current (iS); (f) Harmonic
spectrum of the source current.

In order to compensate the reactive power of the RL load, the SAPF produces a current with
a phase shift of 90◦ with the source voltage as shown in Figure 27c. After the compensation, the source
current (iS) becomes sinusoidal and in phase with vS, as visible in Figure 27e. By consulting the
Figure 27f, it is confirmed the phase shift of 0◦ of the fundamental component of the source current
in relation to the source voltage, resulting in a PF of 0.99. It is also visible in Figure 27f that the RMS
value of the source current is lower than the RMS value of the load current.
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In Figure 27, it is visible that the source voltages, which correspond to the actual power grid
voltages in the Power Electronics Laboratory, are not sinusoidal, due to distorted voltage drops in
the line impedances caused by distorted currents of non-linear loads. Thus, the source voltages
present a considerable amount of voltage harmonics. Nevertheless, the source currents after the SAPF
compensation are almost perfectly sinusoidal. This result is only possible due to the used PLL, but
also proves that the control algorithms are working as intended, allowing sinusoidal currents in the
source to be obtainable.

6.7. Experimental Results of the SAPF with a Diode Rectifier with Capacitive Filter

After the validation of operation with a linear load, the SAPF was tested with a non-linear load
composed by a full-bridge diode rectifier with a resistor and capacitor connected in parallel in the
DC-side. The results obtained during the test are presented in Figure 28. As expected, it is perfectly
visible that the load current is distorted (Figure 28a), presenting a THD of 44% and an RMS value of
7.4 A (Figure 28b).

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 28. Experimental results of the SAPF with a Resistive-Capacitive (RC) load and a rectifier:
(a) Source voltage (vS) and load current (iL); (b) Harmonic spectrum of the load current (iL); (c) Source
voltage (vS) and SAPF current (iF); (d) Harmonic spectrum of the SAPF current; (e) Source voltage (vS)
and source current (iS); (f) Harmonic spectrum of the source current (iS).
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In Figure 28c, it is visible the compensation current produced by the SAPF (iF), as well as the
harmonic spectrum in Figure 28d. Once again, and as desired, after the compensation the source
current becomes sinusoidal and in phase with source voltage, as shown in Figure 28e. In Figure 28f,
it is possible to verify that the THD of the current is reduced to a value of 2.2%. Table 3 presents the
main indicators of the experimental results achieved with the SAPF. As it is possible to see, in both
test cases, the RMS values of the source current are lower than the RMS values of the load currents.
However, the benefits of the SAPF are more visible in terms of current harmonics and reactive power
compensation. In both test cases the PF of the installation becomes almost unitary and in the case of
the non-linear load, the THD is reduced from 44.3 to 2.2%.

Table 3. Comparison of experimental results of the RMS, THD and PF values of the load current and
source current with SAPF compensation, for operation with linear and non-linear loads.

Installation Parameter
Linear Load Non-linear Load

Source Load Source Load

Current (RMS) 6.0 A 6.4 A 7.3 A 7.4 A
Current THD (%f) 2.6% 2.5% 2.2% 44.3%

PF 0.99 0.74 0.99 0.81

7. Conclusions

A single-phase Shunt Active Power Filter (SAPF) based on a 5-level asymmetric full-bridge
topology is proposed in this paper. Along the paper are presented the principle of operation of the
5-level power converter, the digital implementation of the p-q theory complemented by a Phase-Locked
Loop and adapted to work with single-phase installations, the DC-link voltage control, the predictive
current control and the multicarrier Sinusoidal Pulse-Width Modulation strategy. After the theoretical
concepts, are described the simulation models and discussed the simulation results. A detailed
description of a laboratory prototype implementation, including the sizing and selection of the
electronic components is also presented, followed by a comprehensive description of the step-by-step
hardware and control algorithms validation. Finally, the experimental results of the SAPF operating
with linear and nonlinear loads are presented and discussed.

The simulation and experimental results confirm an excellent performance of the proposed SAPF
topology and control algorithms, resulting always in a source current with very low Total Harmonic
Distortion and in phase with the source voltage.

Despite the excellent results obtained, due to asymmetries of the full-bridge converter legs, mainly
in terms of the switching frequency and maximum withstanding voltage, it may be interesting in
a future work to combine the utilization of different semiconductor technologies. For instance, lower
withstand voltage and fast switching technology (e.g., MOSFETs), and higher withstand voltage and
slower switching technology (e.g., IGBTs) can be combined to implement a 5-level converter, which
may result in interesting benefits in terms of efficiency and cost of the proposed solution.
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Abstract: This paper presents an analysis of a new high voltage DC (HVDC) transmission system,
which is based on current and voltage source converters (CSC and VSC) in the same circuit.
This proposed topology is composed of one CSC (rectifier) and one or more VSCs (inverters) connected
through an overhead transmission line in a multiterminal configuration. The main purpose of this
Hybrid HVDC (H2VDC), as it was designed, is putting together the best benefits of both types of
converters in the same circuit: no commutation failure and system’s black start capability in the VSC
side, high power converter capability and low cost at the rectifier side, etc. A monopole of the H2VDC
system with one CSC and two VSCs—here, the VSC is the Modular Multilevel Converter (MMC)
considered with full-bridge submodules—in multiterminal configuration is studied. The study
includes theoretical analyses, development of the CSC and VSCs control philosophies and simulations.
The H2VDC system’s behavior is analyzed by computational simulations considering steady-state
operation and short-circuit conditions at the AC and DC side. The obtained results and conclusions
show a promising system for very high-power multiterminal HVDC transmission.

Keywords: Multiterminal HVDC; CSC; FBMMC; MMC; Hybrid HVDC; Full-bridge; power control;
voltage control; DC short-circuit handling

1. Introduction

In the Brazilian electrical system, hydroelectric power plants are being built far (2000 to 3000 km)
away from its main load centers. The long distances associated with the large amount of power that
must be transmitted are making the HVDC transmission system more attractive in comparison with
the conventional AC system. AC-to-DC and DC-to-AC conversion can be done by Current Source
Converter (CSC) based on thyristor or by Voltage Source Converter (VSC) based, for instance, on IGBT
(Insulated Gate Bipolar Transistor). So far, the majority of HVDC transmission systems have used
the thyristor-based CSC technology and they are able to convert power up to 4 GW per pole [1].
The VSC-HVDC is relatively new and consequently has fewer projects in service if compared to
the CSC-HVDC. Nowadays, VSC has its rating limited to about a quarter the power of a CSC [2].
The amount of research effort and new development in the application of this kind of converter is
very high.

A hybrid DC transmission system based on CSC and VSC is proposed and analyzed in this paper.
Figure 1 shows the hybrid system topology with one thyristor-based CSC operating as a rectifier
connected through overhead transmission lines to VSCs operating as inverters.

Energies 2018, 11, 1323; doi:10.3390/en11061323 www.mdpi.com/journal/energies27
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Figure 1. Proposed Hybrid HVDC System topology. PCC: point of common coupling.

The main purpose of using CSC at the rectifier side is that its state-of-the-art technology allows
the conversion of higher power (in the range of a few GW) at relatively low cost if compared with
the cost of VSC. At the inverter terminals, n VSCs can be used so the power can be delivered to
different locations without problems of commutation failure, and the active and reactive power can
be controlled independently by each VSC. It is also possible to interchange power between VSCs.
The main objective of this paper is to analyze the steady and transient states of this new Hybrid HVDC
(H2VDC) system. This analysis is done by using digital simulation program.

Commutation failure is a problem for inverters based on thyristors, which may cause voltage sag
in the AC network connected to the rectifier. This problem does not exist when VSC is used. Another
important point about the proposed system is the independent control of active and reactive power in
the VSCs within the four quadrants of the active and reactive power (PQ) plane.

The H2VDC system shown in Figure 1 introduces some benefits and improvements to the
operation of power systems, when compared with the conventional CSC- and pure VSC-HVDC.
In Figure 1, in fact, the VSCs are the Modular Multilevel Converters (MMC) based on full-bridge
submodules (FBMMC). Therefore, hereafter the VSC will be referred to as just MMC, or FBMMC or
some cases HBMMC (half-bridge MMC). The benefits of the H2VDC system are listed below.

• In the case of a collapsed receiving AC network, the H2VDC can be totally or partially restored by
the “black-start” capability of the MMC.

• Active and reactive power at the MMC can be controlled independently, limited only by its rating.
The reactive power can be used to control the voltage at its AC terminal, and this characteristic
reduces the reactive power compensation equipment. In addition, it gives more reliability to the
AC receiving system. Naturally, when the MMC is operating with its maximum power, the AC
voltage control cannot be done since the power factor is equal to unity.

• There is no need for minimum short-circuit ratio (SCR) at the AC receiving network, which
may be even a passive network. Therefore, no equipment such as a synchronous generator or
synchronous compensator is necessary to increase the SCR, which means that the footprint may
be smaller if compared with conventional CSC-HVDC.

• DC short-circuit current can be controlled by using full-bridge (FB) submodules (SM) in the MMC.
• It is possible to transmit more power (4 GW) than in the case of a pure MMC-HVDC system at

lower cost.

Since there is no commutation failure at the inverters of the H2VDC system, the impact at the AC
rectifier grid, because of a short circuit at the AC receiving system, is smaller when compared with a
similar situation for the CSC-HVDC transmission system. This means that no additional equipment is
necessary at the AC rectifier grid. Therefore, the global cost of the transmission system may be reduced
also because of this fact.
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The use of H2VDC system may turn the power system operation more reliable, adding benefits to
the electrical system including the reduction of the applied penalties in case of interruption in service,
which means less cost to the energy company.

The configuration shown in Figure 1 was first published by the authors in [3,4]. However, all the
previous papers about the H2VDC system have considered the conventional thyristor-based CSC and
the conventional two level VSCs. The present paper is, in fact, an upgrade from the previous papers
since the conventional two level VSCs used before had been changed for full-bridge MMCs. This MMC
has all the benefits of the conventional HBMMC added with the capability of interrupting the DC
current in case of DC side short-circuit, almost no voltage harmonic content, high power capability, etc.

Several other papers discuss the viability of hybrid systems [5–9]. A hybrid multiterminal system
with a CSC operating near to a power plant and MMCs operating at load centers is discussed in [5].
In that case, MMCs are composed by half-bridge submodules (HBSM), so, to protect the system
against DC short-circuits, it was proposed the connection of high power diodes in series at the DC line.
As HBMMC converters cannot be used to block the DC current inherently, as discussed for several
SM topologies with DC fault handling [10,11], they have their control mode switched to Statcom,
controlling the reactive power at their respective AC grids in consequence.

Some recent studies have discussed the use of full-bridge submodules (FBSM)-based MMC to
handle DC faults by controlling the DC voltage reference and not just blocking the SM switches [12,13].
Considering this approach, the MMC converter is able to operate as a Statcom during DC short-circuits
without blocking diodes or DC breakers. Also, by using FBMMC, the hybrid system can perform a
power flow interchange among the converters as discussed in [13]. In the Brazilian electrical system,
the newest hydroelectric power plants are being located specifically in the Amazon region, which is
far from the load centers. Some of these load centers has a mix of power plants, which means that the
power flow reversal capability (not possible if series power diodes are used) of HVDC systems is an
interesting feature for the power system planning.

The Section 2 discuss the configuration of the H2VDC system and its converter’s control philosophy.
Section 3 presents the simulation results of the study. Section 4 discuss a possible application of the
proposed system in Brazil. Section 5 presents the conclusions. After the conclusions, there is a section with
a glossary describing the names adopted for the variables in the control diagrams presented in the paper.

2. System Configuration and Control

2.1. System Configuration

Figure 2 shows the analyzed hybrid system topology with one 12 pulse thyristor-based CSC
operating as rectifier connected through a DC overhead transmission line to two FBMMCs operating
as inverters.

 

Figure 2. Analyzed Hybrid HVDC system topology.

The measurement points p1 to p6 in Figure 2 are used to guide the simulations. The connection
among all the converters is done through an overhead DC transmission line that is represented by
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its distributed parameters. In this model, the resistance, inductance and capacitance parameters are
given as per length (km). The point of common coupling (PCC) in Figure 2 is the point where the DC
transmission line backbone is split to connect others MMCs trough DC transmission line branches.

The FBMMC configuration with N submodules in each arm is shown in Figure 3.

 

Figure 3. MMC topology with FBSM. SM: submodule.

Full-bridge MMC allows to control the DC short-circuit current and its application is suitable in
case of a HVDC with overhead transmission line. The control of the DC short-circuit current is not
possible if conventional two or three level VSC or HBMMC is used because they have uncontrollable
DC short-circuit current paths.

2.2. Control System

2.2.1. Current Source Converter

The control of the 12-pulse current source converter, in this study, considers only DC current
control mode with the same controller type as in [9]. In this mode, the DC current reference is the
input of the controller and the firing angle value of the thyristor is its output.

The DC current reference value is defined as i*dc. In Figure 4, when the block DC fault detection
control detects the overcurrent, the DC protection scheme is activated.

 

Figure 4. Rectifier DC current control block diagram.
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2.2.2. The Voltage Source Converter (FBMMC)

The control philosophies applied to FBMMC1 and FBMMC2 are:

• FBMMC1 operates controlling DC voltage and reactive power;
• FBMMC2 operates controlling active and reactive power.

The control applied in the FBMMC1 and FBMMC2 was based on vector control theory with
some special parts such as circulating current control and voltage balancing algorithm (VBA) before
the MMCs receive the switching signals. Figure 5 shows the block diagram of the complete control
sequence for both FBMMCs. In this figure, Outer Control means the control of the active and reactive
power that flows into the converter; in the Inner Control, the NVL block stands for the nearest voltage
level modulation control (NVL); and the VBA block is the SM capacitor voltage balancing block (VBA).
More details on the control sequence applied to FBMMC1 and FBMMC2 can be seen in [13]. In both
converters, active and reactive power are controlled. At FBMMC1 the real power is used to control the
DC-link voltage. At FBMMC2 the real power is an order that this converter has to inject in the AC grid.

Figure 5. Control sequence of the FBMMC1 and FBMMC2. NVL: nearest voltage level; VBA: voltage
balancing algoritm.

The reactive power control loop used in FBMMC1 and FBMMC2 is shown in Figure 6. The variable
Q in Figure 6 is the reactive power calculated (measured) using dq reference frame.

FBMMC1 is set to control the DC voltage of the H2VDC system, at the PCC, to give the voltage
reference of the system. In steady-state condition, DC voltage at FBMMC2 and at CSC is given by
Ohm’s law and depends on the direction of the DC current flow. The block diagram for DC voltage
control and for the capacitor’s voltages control (CVC) used in FBMMC1 is shown in Figure 7 as in [12].
The gain K is used to set the sensibility of the CVC.

As it was said before, FBMMC2 is set to control its active power, which control block diagram
is shown in Figure 8. The variable P in the sum block is the active power calculated using the dq
reference frame. The CVC used in FBMMC2 is also presented in Figure 8 as in [13].

The control loops described in Figures 6–8 generate the current reference signals on d (id*) and q
(iq*) axes that are compared with the respective measured currents on d and q axes. These reference
signals are the input of the current control loop that gives the voltage output on d and q axes (vd* and
vq*), as shown in Figure 9. Figures 6–9 compose the outer control. The PI controllers are adopted here
because they are widely used for HVDC applications.

Figure 6. Reactive power control loop used in FBMMC1 and FBMMC2.
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Figure 7. DC Voltage control loop for FBMMC1.

 

Figure 8. Active power control loop for FBMMC2.

 

Figure 9. Inner current controller block diagram for FBMMC1 and FBMMC2.

Figure 10 shows the block diagram for the circulating current control. Figure 10a shows the leg
common voltage v*

diffj calculation, which is composed basically by the control of the second order
harmonic (2ω, where ω is the grid frequency) and for the zero-sequence control [14]. Figure 10b shows
the voltage reference calculation for upper and lower arms. It is important to note that the DC voltage
reference v*

dc is the one ramped up during the start-up and re-start procedure of the FBMMCs and it is
kept equal to zero during a DC fault.

As the FBMMC are composed by 20 SM per arm, there is no need for pulse width modulation
(PWM)-based modulation techniques in order to have low harmonic voltage waveform, so a nearest
voltage level (NVL) modulation technique was adopted in the simulation studies [15]. The time step for
the simulation studies was 10 μs and the modulation verification was applied with intervals of 200 μs.
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Figure 10. Circulating current control: (a) v*
diff calculation; (b) upper and lower arms voltage

reference calculation.

2.3. Master-Slave Control

HVDC multiterminal systems can be controlled through the so-called master-slave control
philosophy. In this case, the master converter controls the system DC voltage and the other connected
converters are slaves controlling active power, frequency or another variable. For the H2VDC system
discussed in this paper there are two main possibilities to implement the master-slave approach.
The first one is to consider the CSC as the master, which means that it would control the system DC
voltage and all FBMMC would control its active power. The second—the one adopted in this paper—is
to consider the CSC (rectifier) controlling active power (which is conventional for CSC-HVDC) and
one FBMMC as the master converter controlling the DC voltage and the other FBMMC controlling
the active power. By using this strategy, one can note that the power to energize the DC line will
come from the AC grid 2 in Figure 2. After the DC voltage reaches the rated value, the CSC is set to
deliver power to the multiterminal system. After the previous action, the FBMMC2 is set to dispatch
active power.

2.4. Dc Faults Protections and Management

The DC fault protection scheme adopted in this study considers overcurrent and undervoltage
to detect the fault. The measured DC current value that triggers the DC fault scheme is set at 2 pu.
The time delay to start the DC fault handling after the current crosses the overcurrent limit is 100 μs.
After the fault detection, the CSC overcurrent strategy is to increase the firing angle up to its maximum
value adopted in this study: 170 degrees.

There are two ways to interrupt the DC current during a DC fault using a FBMMC:

• Blocking all the IGBTs and forcing the DC current to flow through the SM capacitors; or
• By control actions, forcing the DC voltage or the DC current fall to zero.

In the first case, the usual strategy to interrupt DC short-circuit current using FBMMC is to
block all switches so the current between the AC and DC sides are forced to flow through the series
connection of all SM capacitors and the current is quickly blocked [10]. In this case, it is expected
that the total current interruption takes approximately 5 ms after the detection of the DC short-circuit.
However, considering this approach, the converter cannot control reactive power during the DC
short-circuit. Therefore, in this paper it is proposed to use the second option, where the FBMMC DC
voltage reference is set to zero and the DC current short-circuit goes to zero. This action of control is
slower than the all switch blocking strategy (first option) and is expected that the short-circuit current
interruption takes approximately 40~50 ms after DC short-circuit.

2.4.1. Dc Voltage Control Under Short-Circuit Condition

The DC fault handling without blocking all the switches comes up with a different issue:
the control of DC voltage reference at all FBMMC. For conventional HBMMC, the DC voltage reference
is generally kept at the rated value. However, in this case there is a need for surge arresters to avoid
overvoltage transient when starting the system (or recovering after faults). For the FBMMC, the DC
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voltage may be softly controlled by regulating the desired DC voltage reference, which is the approach
adopted to handle the DC current fault in this paper.

Figure 11 shows the influence of the DC fault detection control on the FBMMC overall control.
After the fault detection, the FBMMC1 DC voltage reference is set to zero and the FBMMC2 DC
current reference is set to zero in order to avoid the converters to feed the DC short-circuit. After the
deionization time, the converter FBMMC1 is supposed to restore the voltage level at the DC line.
This control action is done by ramping up the FBMMC1 DC voltage reference to the rated value. As the
DC voltage starts to be restored to its rated value, the FBMMC2’s DC current control regulates its
own DC-side voltage by controlling its reference value v*

dc and keeping its DC current controlled.
The objective of this action is to avoid the FBMMC2 to become a short-circuit for the DC system or
present an uncontrolled DC current.

It is important to discuss about v*
dc in Figure 11. By using FBMMC it is possible to decouple the

AC and DC sides of the converter as discussed in [12,13], so it is possible to control separately the active
power from both sides. However, if the active power from one side is set independently from the other,
the energy stored inside the converter’s capacitors will fall or rise undesirably unless the capacitors
are connected to an energy storage system such as batteries. The FBMMC1, as discussed in Section 2.3,
is set to control the DC voltage. Therefore, the active power that flows at the FBMMC1’s AC side is the
amount of power left in the DC system, which makes FBMMC1 to work in slack mode at the DC system.

The concept of decoupling between AC and DC sides can be observed in the FBMMC2’s control
depicted in Figure 11. Usually, for a slave converter in an HVDC system, the AC active power reference
P* is controlled by the slave converter while the system DC voltage is kept controlled by the master
converter. This is not the case for an FBMMC. The control of the FBMMC2 must take advantage of
the decoupling between the converter AC and DC sides into account and set a reference for its DC
voltage independently from the AC side active power. Once the DC voltage is controlled by the master
converter (FBMMC1), FBMMC2 (and any other slave FBMMC connected to this multiterminal grid)
must be set to control its DC-side current and then provide a DC voltage reference for the inner control
as shown in Figure 11b. As the HVDC system’s DC side current presents a constant mean value in
normal operation, a PI controller has been adopted in this paper to set the DC voltage reference needed
to regulate the DC-side current. One can note that the same reference is adopted for the active power
in the outer control and for the DC-side current (with a gain K to convert the units) to generate the
voltage reference v*

dc for the FBMMC2. This strategy is supposed to guarantee power transfer between
AC and DC sides without charging or discharging the SM capacitors. However, this approach still
does not consider the losses inside the converter, which would provoke a slow decrease in the energy
stored inside the capacitors. To avoid this problem, the CVC described in [13] is adopted for the whole
operation inside the outer control, not only when v*

dc = 0. For the FBMMC1, the CVC is only needed
while v*

dc = 0.
Once FBMMC2 is set to control the DC current, a DC short-circuit might not be sufficient to trigger

the overcurrent protection. Therefore, this converter is also set to detect a DC fault when a sudden DC
voltage dropdown occurs.

 

Figure 11. Overall FBMMC control considering the DC fault detection control: (a) DC voltage FBMMC
controller—FBMMC1; (b) active power FBMMC controller—FBMMC2.
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3. Simulations

The simulations developed here are used to study the performance of the H2VDC system shown
in Figure 2—with one CSC and 2 FBMMC—in normal and some emergency conditions. This section
shows the DC fault handling capability of the proposed hybrid system. Besides, it shows the system
behavior during a pole-to-ground fault. In the studied system the CSC and FBMMCs are rated at
1000 MVA and 500 kV DC voltage. The simulation considers that capacitors of both FBMMC1 and
FBMMC2 are previously charged. Table 1 presents the main parameters. The SM voltage was chosen
equal 25 kV and thus would need series switches, which is not normal for MMC. This choice decreases
the number of SM and makes faster the simulation. The practical SM voltage in actual applications
with single switches is in the order of 2 kV.

Table 1. Analyzed H2VDC System parameters.

Parameter Value

Rated DC voltage 500 kV
FBMMC Rated AC voltage 280 kV
Rated DC power 1000 MW
CSC AC system reactance 150 mH
FBMMC1 AC system reactance 42 mH
CSC transformers rated voltages 345/220/220 kV
FBMMC transformers rated voltages 280/280 kV
Transformers equivalent reactance 0.15 pu
Transformers equivalent resistance 0.001 pu
CSC smoothing reactance 500 mH
FBMMC smoothing reactance 50 mH
Number of SMs per arm 20
SM rated voltage 25 kV
SM capacitance 1 mF
Arm inductance 5 mH
FBMMC’s inertia constant, H 37.5 ms
Line resistance per unit length 0.015 Ω/km
Line inductance per unit length 0.792 mH/km
Line inductance per unit length 14.4 nF/km
Line 1 length 1000 km

Line 2 length 200 km

3.1. Single Phase Short Circuit at the AC Grid 1

Figure 12 shows the H2VDC system behavior during a single-phase short-circuit at phase a of the
AC grid 2, as shown in Figure 2. It is considered a non-permanent AC short-circuit. The short-circuit is
applied at t = 1 s and lasts for 100 ms. In this case, there is no special protection scheme developed for
AC faults.
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Figure 12. H2VDC system behavior during a single-phase fault at t = 1 s for 0.1 s in phase a of the
FBMMC1: (a) DC voltage; (b) DC current; (c) AC active power; (d) DC active power; (e) AC current
at p5 (FBMMC1); (f) AC current at p6 (FBMMC2); (g) AC voltage at p5 (FBMMC1); (h) AC voltage
at p6 (FBMMC2); (i) reactive power at the AC side of FBMMC1; (j) reactive power at the AC side of
FBMMC2; (k) FBMMC1 capacitor voltages; (l) FBMMC2 capacitor voltages.

Based on the simulations in Figure 12, it is possible to conclude that the proposed H2VDC system
presents a stable dynamic performance during an AC short-circuit. After the AC fault extinction,
the H2VDC system returns to all its fault previous value. Figure 12a shows that the DC voltage is not
affected significantly in this case. The transmitted DC power at the rectifier, as shown in Figure 12d,
has just a little transient, which is a great advantage over pure CSC-HVDC system. Figure 12g–j show
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the AC currents and voltages with a zoom in from 0.8 s to 1.4 s. Figure 12k–l show the capacitors
voltages on FBMMC 1 and 2 also with a zoom. The soft oscillatory behavior in both converters is due
to the oscillation in the DC currents at the converter terminals during the DC short-circuit, as shown in
Figure 12b.

3.2. Short Circuit At the DC Line

Figure 13 shows the H2VDC system behavior during a short-circuit at the DC line backbone.
In this case, it is considered a non-permanent DC short-circuit at the DC line, with duration of 100 ms.
DC protection schemes described in detail in Section 2 are activated here.

The CSC converter is set to control the DC current. The FBMMC1 is set to control the DC voltage
and FBMMC2 is set to control its active power flow. Both FBMMC keep controlling its reactive power.
At the instant 0.05 s, CSC is turned on with its current reference set to zero. Then, at the instant 0.1 s,
FBMMC1 DC voltage reference is ramped up to 1 pu at a rate of 20 pu/s, thus, it reaches 1 pu in 50 ms.
The FBMMC2 was turned on at the instant 0.15 s. Also, at this time, the current reference at the CSC is
ramped up from 0 to 1 pu at a rate of 10 pu/s, thus, it reaches 1 pu in 100 ms. The power reference for
the FBMMC2 is ramped up at the instant 0.2 s with the rate of 5 pu/s. After these operating sequences,
the H2VDC system reaches its steady-state operation.

At t = 1 s, a DC short-circuit is applied at the DC line backbone. At this moment, the DC current
grows up and the DC voltage goes down. Therefore, considering the measured overcurrent and
undervoltage values, the DC protection of each converter get into operation: the firing angle of the
CSC is set to its maximum value by its control action; the FBMMC1 DC voltage reference is set to zero;
and the FBMMC2 active power reference (and i*dc) is set to zero. Then, after the set deionization time
of 200 ms, the CSC is set to control zero active power, so, the CSC firing angle alfa goes around 90◦.
After 200 ms of the FBMMC1 fault detection, the FBMMC1 DC voltage reference is ramped up to 1 pu
at a rate of 20 pu/s. After 250 ms of the CSC fault detection, the CSC power reference is ramped up
at a rate of 10 pu/s. After 300 ms of the FBMMC2 fault detection, the FBMMC2 power reference is
ramped up also with 5 pu/s.

Figure 13a shows that the DC voltage of the system is set to zero in order to eliminate the DC
short-circuit current. In Figure 13a there is also a zoom that shows the DC voltages waveforms
measured at all converters terminals in normal operation. In Figure 13b, it is possible to analyze that
the DC short-circuit current is controlled by the control actions of all converters (CSC and FBMMCs)
together. Figure 13c,d show the active power measured at both AC and DC sides of the converters.
Figure 13e,f show that FBMMC1 and FBMMC2 operate as STATCOM during the DC short-circuit time,
being it a great advantage over other VSCs. This is possible by the fact that the IGBTs are not blocked
during the DC short-circuit. In fact, as discussed in Section 2.3, the FBMMC control adopted allows
the independent control of its AC and DC voltages [12,13].

Figure 13g,h show FBMMC1 and FBMMC2 capacitors voltages. The initial short-circuit current
causes the capacitors voltages to decrease, but, during the deionization time, the capacitor’s voltage
control is set to keep it in the nominal value.

Figure 13i shows the firing angle behavior of the CSC. When the CSC control detects an overcurrent
more than the set value (idc > 2 pu), it elevates the firing angle to its maximum value (170 degrees) with
the purpose of reducing the DC current. After the deionization time (200 ms), the CSC control sets
the firing angle at 90 degrees to zero power during 50 ms to wait the system DC voltage be restored
again to 1 pu. After the DC voltage restoration, the CSC firing angle is set to its nominal value again to
transmit DC power normally.

In this case, the H2VDC system returns to its normal operation approximately 400 ms after the
DC short-circuit is applied. It is important to note that all the time spent in the system’s restoration
process can be set to be faster or slower depending on the system parameters and requirements.
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Figure 13. System behavior during a DC fault: (a) DC voltages; (b) DC currents; (c) AC active power;
(d) DC active power; (e) reactive power at the AC grid connected to FBMMC1; (f) reactive power at the
AC grid connected to FB2; (g) FBMMC1 capacitor voltages; (h) FBMMC2 capacitor voltages; (i) CSC
firing angle αor.

4. Possible Application

One possible practical application of the H2VDC system is the power transmission from a
large hydroelectric power plant located in the Amazon region to the main load centers in Brazil
(Rio de Janeiro, São Paulo and Minas Gerais) in a multiterminal configuration (CSC and FBMMCs).
Figure 14 shows a simplified map of the Brazilian electrical system with the H2VDC system highlighted
inside in black.
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Figure 14. Hypothetical configuration of the H2VDC system for transmitting power from the Amazon
region to the main load centers of Brazil with three FBMMC terminals (Rio de Janeiro, São Paulo and
Minas Gerais).

In Figure 14, the CSC is connected directly in a hydroelectric power plant to convert (AC to DC) all
the generated power. This converted power is transmitted through an overhead DC transmission line
directly to the 3 FBMMCs that are connected at the Brazilian main load centers. All the benefits of the
FBMMCs shown before could be applied to the operation of each AC receiving system (hypothetically,
Rio de Janeiro, São Paulo and Minas Gerais). As discussed in Section 2.4.1, the third FBMMC would be
controlled with the same strategy used for FBMMC2 in the simulation studies. Considering strong AC
systems and an operation as rectifier, the use of CSC is extremely recommended, more power can be
transmitted, and the total cost will be reduced in comparison with a pure MMC system.

In steady-state condition is expected that the transmitted power is unidirectional, which means
that the CSC operates as rectifier and the FBMMCs operate as inverters. In special conditions it could
be possible that any FBMMC operates as rectifier interchanging power among the FBMMCs when
an AC grid has power excess and the other AC grid has power deficit. All these characteristics can
improve the operation of the power system.

5. Conclusions

The analyses of the H2VDC system study and dynamic performance were shown in detail in the
simulations. These simulations have considered operating conditions of single phase AC short-circuit at
AC grid 1 and short-circuit at the DC line backbone. Considering these operating conditions, the H2VDC
system presented a stable dynamic performance returning to its normal operating conditions.

The AC single-phase short circuit simulation study has shown that the H2VDC system is not
affected by single-phase AC faults, so there is no need for further actions but wait until the fault
condition to be extinct. The AC single-phase short-circuit was analyzed here because in many countries
its response is considered to be a planning criterion.

This paper presented a discussion on how to handle DC faults in a hybrid multiterminal DC
transmission system without the need of DC breakers, power diodes in series with the converter and
surge arresters. In addition, this approach allows reactive power control at the AC grids connected
to the FBMMC even during the DC faults, adding a great advantage to the system over blocking the
IGBTs. The normal operation of the studied system was reached after approximately 400 ms the DC
short-circuit happening.
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The DC short-circuit analysis considered in this paper is a non-permanent fault, which means
that the DC short-circuit is self-extinguished after the voltage is forced to zero. If the DC short-circuit
at the overhead DC line persists after the recovering strategy discussed in this paper, some attempts to
re-start should be implemented to confirm that the fault is permanent and then, turn off the converters
in order to start the maintenance procedure.

The simulations have shown that the technology of FBMMC was successfully applied in the
operation of the H2VDC systems with overhead transmission line by the fact that the DC short-circuit
current can be controlled.

The black start capability of the MMC is not analyzed in this paper. The used control does not
allow the “black-start” and it would be necessary to develop this control to apply this function.

This paper proposes a DC voltage control strategy to restore the system normal operation after
the DC faults without overcurrents or overvoltages and no need for critical communication between
two stations. By controlling the DC voltage with the master FBMMC and the DC current with the
slave converters, the proposed strategy assures that there will be no overcurrents among the FBMMC.

Based on the theoretical development and the simulation results shown here, the H2VDC
system may become a very promising HVDC multiterminal transmission system, which improves the
operation of power systems, by making the system more reliable and safe.
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Glossary

v*
dc, vdc DC voltage reference and measured, respectively.

i*dc, idc DC current reference and measured, respectively.
vj abc phase-to-neutral voltages at the AC bar for j = a, b, c.
ij abc line currents at the AC bar for j = a, b, c.
iuppa, ilowa Phase a upper and lower arm currents.
P*, P There-phase active power reference and measured, respectively.
Q*, Q There-phase reactive power reference and measured, respectively.
αor Alfa order for the CSC.
ω Grid frequency.
vd

*, vd, id*, id d axis voltage and current references and measured, respectively.
vq

*, vq, iq*, iq q axis voltage and current references and measured, respectively.
Gp, Ti Proportional gain and time constant for the PI controllers (empirically tuned).
K Proportional gain to set the sensibility of the CVC error signal.
L, r Reactance and resistance for decoupling the dq control.
idmax, iqmax d and q axis maximum current limit for the outer control.
iuppj, ilowj Upper and lower arm currents for j = a, b, c.
v*

∑cap Reference value for the sum of all capacitor’s voltages in one FBMMC.
v∑cap Sum of all capacitor’s voltages measured in one FBMMC.
v*

j Voltages references from outer control output (vd
*, vq

*) for j = a, b, c.
v*

diffj Leg common voltage for j = a, b, c.
vdc-base DC base voltage.
vac-base AC base voltage for the FBMMC.
v*

uppj, v*
lowj Upper and lower arm reference voltages for the modulation control for j = a, b, c.

NVL Nearest voltage level modulation control.
VBA Voltage Balancing Algorithm.
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Abstract: This paper proposes a new hybrid static VAR compensator (SVC) with a series active filter
(AF). The proposed hybrid SVC consists of a series AF and SVC. The series AF, which is connected
in series to phase-leading capacitors in the SVC, performs for a resistor for source-side harmonic
currents. A sinusoidal source current with a unity power factor is obtained with the series AF,
although the thyristor-controlled reactor generates harmonic currents. A digital computer simulation
was implemented to confirm the validity and high practicability of the proposed hybrid SVC using
PSIM software. The simulation results demonstrate that sinusoidal source currents with a unity
power factor are achieved with the proposed hybrid SVC.

Keywords: static var compensator; series active filter; thyristor-controlled reactor; phase-leading
capacitor; hybrid static var compensator; static synchronous compensator; hybrid active filter

1. Introduction

Large-capacity electric arc furnaces and rolling mills cause rapid reactive-power fluctuations in
distribution feeders. These rapid reactive-power fluctuations lead to reactive-power interferences
such as flickers and voltage fluctuations in distribution feeders. Static VAR compensators (SVCs) with
thyristor-controlled reactors (TCRs) and phase-leading capacitors (PLCs) are widely used to solve the
reactive-power interferences in distribution feeders because of low costs [1]. However, TCRs generate
harmonic currents on the source side [2]. Many topologies have been proposed to improve the
compensation characteristics of the source-side harmonic currents for SVCs [3–6]. The passive filters,
which consist of the 5th-, 7th-, and 11th-tuned filters, are combined with the TCR. A three-phase
current-controlled voltage-source pulse-width-modulated (PWM) inverter is connected in series
to the passive LC filters through matching transformers (MTs). The series-connected three-phase
current-controlled voltage-source PWM inverter improves the compensation characteristics of the
passive filters.

Hybrid active filters (AFs) have also been proposed by many researchers [7–11]. The previously
proposed hybrid AF topologies are essentially a series connection of the LC tuned filters and a
three-phase shunt AF. The rating of the shunt AF can be reduced because the fundamental reactive
and designated-order harmonic currents are compensated for by the series-connected LC tuned
filters. A hybrid SVC topology with the hybrid AF has been proposed [12,13]. The PLCs with TCRs
control the fundamental reactive power on the source side. As the shunt AF compensates only for
harmonic currents, the required rating of the shunt AF is low. In [14], a static synchronous compensator
(STATCOM) is combined with TCRs. The STATCOM performs with PLCs compensating for harmonic
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currents on the source side. Thus, the required rating of the parallel-connected STATCOM is high.
A combined system of shunt-passive and series AFs has also been proposed [15–17]. While the
proposed topologies are practical and cost-effective, the fundamental reactive power on the source
side cannot be controlled. Thus, a hybrid SVC topology consisting of TCRs and pure PLCs with a
small-rated voltage-source PWM inverter has not been reported, as far as the authors know.

This paper proposes a new hybrid SVC topology comprising a small-rated series AF and SVC,
which consists of TCRs and pure PLCs. The series AF is connected in series to the pure PLCs. In [17],
Prof. H. Fujita, et al. proposed a combined system consisting of a shunt-passive filter and series
AF for a current-source harmonic-producing load. The series AF performs for a resistor of KC Ω for
source-side harmonic currents. We note that there are two current-source harmonic-producing loads,
namely, the TCR and the three-phase load, in the newly proposed hybrid SVC. Considering both the
three-phase load and the TCR as a current-source harmonic-producing load, the previously proposed
control strategy for the series AF in [17] is applicable to the newly proposed hybrid SVC. This is
a simple and practical idea for the control strategy of the series AF in the newly proposed hybrid
SVC. Thus, the series AF in the proposed hybrid SVC performs for a resistor of KC Ω for source-side
harmonic currents. The source-side harmonic currents are isolated by the series AF, while PLCs with
TCRs compensate for the fundamental reactive currents on the source side. Sinusoidal source currents
with a unity power factor are achieved by the newly proposed hybrid SVC. The basic principle of
the proposed hybrid SVC is discussed in detail. The compensation characteristics of the harmonic
currents are shown in detail, and these have been confirmed by digital computer simulation using
PSIM software. The simulation results demonstrate that sinusoidal source currents with a unity power
factor are obtained. From the simulation results, the required capacity of the series AF is 2.8% as
compared to the rating of the three-phase load. The addition of the small-rated series AF isolates
the source-side harmonics perfectly. Only the newly proposed topology can be applied to the SVCs
that are under commercial operations, although the required rating of the series AF is slightly higher
than that of the series AF in [3–6]. This demonstrates that the proposed hybrid SVC is useful and
cost-effective for practical distribution feeders.

2. Previously Proposed Topologies of the Hybrid Static VAR Compensator

Figure 1 shows a power circuit diagram of the previously proposed hybrid SVC topology [3–6].
The previously proposed hybrid SVC topology consists of TCRs and 5th-, 7th-, and 11th-tuned filters
with series-connected AFs. In [3], the added series AF performs for a resistor for the source-side
currents. The purpose of the series AF is to suppress the anti-resonance between the LC tuned filters
and source impedance.

AF

Load

TCR
5th 7th 11th

Figure 1. Power circuit diagram of the previously proposed hybrid static VAR compensator (SVC) with
a series active filter (AF) [3–6].
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The source-side harmonic current compensations with the series AF under normal operation were
not discussed or demonstrated. In [4–6], the added series AFs perform as current sources for harmonic
currents, which flow into the LC tuned filters. This injection improves the compensation characteristics
of the LC tuned filters. The required rating of the series AF was 1.4% as compared to the rating of
the three-phase load. The previously proposed hybrid SVC topology in Figure 1, however, cannot be
applied to the SVCs that are under commercial operations, because PLCs should be replaced by the LC
tuned filters.

Figure 2 shows a power circuit diagram of the previously proposed hybrid SVC topology [12,13].
The PLCs with TCRs control the fundamental reactive power on the source side. The inductors
are connected in series to the PLCs with TCRs. These allow the fifth-tuned LC filters to sink the
fifth-harmonics generated by the load. The shunt AFs inject the harmonic currents. Thus, the shunt
AFs improve the compensation characteristics of the fifth-tuned filters. The required rating of the shunt
AFs was 4.0% as compared to the rating of the three-phase load. The previously proposed hybrid SVC
topology is not applicable to the SVCs that are under commercial operations, because the conventional
PLCs with TCRs also should be replaced with those shown in Figure 2.

TCR

Shunt 
passive filter Shunt AF

Load

Figure 2. Power circuit diagram of the previously proposed hybrid static VAR compensator (SVC) with
thyristor-controlled reactor (TCR) and phase-leading capacitor (PLC) with series AF [12,13].

Figure 3 shows a power circuit diagram of the previously proposed hybrid SVC with the
STATCOM [14]. The STATCOM performs with PLCs compensating for harmonic currents on the
source side. Thus, the required rating of the parallel-connected STATCOM is much higher than those
of the added AFs in Figures 1 and 2. In [14], the required rating of the STATCOM is 80% as compared
to the rating of the three-phase load. Using a large capacity, the STATCOM results in a high-cost
hybrid SVC.

Load

TCR

STATCOM

Figure 3. Power circuit diagram of the previously proposed hybrid static VAR compensator (SVC) with
a static synchronous compensator (STATCOM) [14].
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Table 1 shows summaries of the previously proposed hybrid SVC. As described in the Introduction,
a hybrid SVC topology with a small-rated voltage-source PWM inverter, which can be applied to the
conventional SVC consisting of TCRs and pure PLCs, has not been reported, as far as the authors know.

Table 1. Previously proposed hybrid static VAR compensator (SVC) topologies and functions of added
active filter (AF).

Topology Functions of Added AF
Required Rating of Added AF
for Three-Phase Load Rating

Figure 1
Thyristor-controlled reactor

Improvement of harmonic

1.4%(TCR) and passive LC filter
voltage compensation

with series AF
characteristics of passive
LC filter

Figure 2
TCR and phase-leading capacitor Harmonic current

4.0%(PLC) with series AF compensation

Figure 3
TCR and parallel-connected Fundamental reactive-power

80%static synchronous compensator control and harmonic current
(STATCOM) compensation

3. Newly Proposed Hybrid Static VAR Compensator

Figure 4 shows a circuit diagram of the proposed hybrid SVC. Table 2 shows circuit constants for
Figure 4, which are used in the following simulation results. The proposed hybrid SVC comprises a
series AF and SVC, which consists of the Δ-connected TCR and Δ-connected pure PLCs. The series AF
consists of a three-phase voltage-source PWM inverter with insulated-gate bipolar transistors (IGBTs).
The series AF is connected in series to the three-phase PLCs through MTs, where the turns ratio is 1:2.
The small-rated LC filter (inducer Lf and capacitor Cf) suppresses switching ripples that are generated
by the PWM inverter, which performs for the series AF. The purpose of this paper is to demonstrate
the compensation performance of the reactive and harmonic currents for the proposed hybrid SVC.
Thus, ideal models for IGBTs, inductors, and capacitors are used. Table 3 shows data for the MTs used
in Figure 4. Leakage inductors, winding resistors, and magnetizing admittance are considered in the
MT model of Figure 4. A three-phase load generates the fundamental reactive currents, and fifth- and
seventh-order harmonic currents. A three-phase current source is used to demonstrate the three-phase
load. The authors, who are with the Chugoku Electric Manufacturing Company, have had extensive
experience with developing commercial SVCs and selling SVCs to customers. Generally, the capacities
of TCRs and PLCs are decided by considering the true load conditions of the customers. Thus, the
capacities of TCRs and PLCs were decided with the published paper [18].

The rating of the three-phase load is 176 MVA. The rating of the three-phase source voltage is
33 kVrms, 60 Hz, while the rating of the inductor of the TCRs is 80 MVA and that of the PLCs is
140 MVA. Thus, the per-phase base rated current and impedance are 3.1 kArms and 6.2 Ω, which are
both 1 pu. The pure PLCs with TCRs compensate for the fundamental reactive power on the source
side. The series AF performs for a resistor of KC Ω. The source-side harmonic currents are isolated
by the series AF, while PLCs with TCRs compensate for the fundamental reactive currents on the
source side. Sinusoidal source currents with a unity power factor are achieved by the newly proposed
hybrid SVC.
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Figure 4. Circuit diagram of the proposed hybrid static VAR compensator (SVC) with a series active
filter (AF).

Table 2. Circuit Constants for Figure 4.

Item Symbol Value

Source inductor LS 1.64 mH
Filter inductor Lf 0.066 mH
Filter capacitor Cf 96 μF
Inductors of SVC Lab, Lbc, Lca 108 mH
PLCs Cab, Cbc, Cca 114 μF
DC capacitor CDC 4700 μF
DC-capacitor voltage V∗

DC 10 kVdc
Switching frequency fS 12 kHz
Cut-off frequency of second-order LPF fC 179 Hz
Damping factor of second-order LPF ξ 0.7
Proportional gain for constant DC-capacitor

KP 0.6voltage controller
Integral gain for constant DC-capacitor

TI 0.01voltage controller
Proportional gain for PLL KP 5
Integral gain for PLL TI 0.01
Control gain for series AF KC 10, 20, 30 Ω
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Table 3. Data for the matching transformers (MTs) used in Figure 4.

Primary-side voltage 1.19 kVrms
Primary-side rated current 1.42 kArms
Turn ratio 1:2
No load current 56.8 Arms (4.0%)
Iron loss 17 kW
Copper loss 34 kW
Impedance voltage 35.6 Vrms (3.0%)

Figure 5 shows per-phase equivalent circuits for Figure 4. Figure 5a shows a per-phase equivalent
circuit for Figure 4, where V̇S is the source voltage, İS is the source current, İL is the load current,
İTC is the TCR current, İC is the PLC current, V̇Ch is the output value of the series AF, ŻS is
the source-side impedance, and ŻC is the impedance of a per-phase PLC. The three-phase load
generates the fundamental reactive currents and harmonic currents. TCRs with PLCs compensate
for the fundamental reactive currents. However, TCRs also generate harmonic currents. Thus,
there are two current-source harmonic-producing loads, namely, the TCR and three-phase load,
in Figure 5a. Harmonic currents generated by both the three-phase load and TCRs flow into PLCs
and the source voltage V̇S. Thus, the three-phase load and TCRs are considered by a current-source
harmonic-producing load. Figure 5b shows a per-phase equivalent circuit for Figure 5a, where İLTh
is the sum of İTCh generated by the TCR and İLh generated by the three-phase load. Professor H.
Fujita et al. proposed a combined system of a shunt-passive filter and series AF for the current-source
harmonic-producing load, which is a large-capacity thyristor rectifier, with a novel control method
of the series AF [17]. The control method proposed in [17] is applicable for Figure 4 because two
current-source harmonic-producing loads, namely, the TCR and three-phase load, can be considered
as a current-source harmonic-producing load, as shown in Figure 5b. The series AF performs for a
resistor of KC Ω for the harmonic source currents. The output voltage V̇Ch of the series AF in Figure 5b
is given by

V̇Ch = KC · İSh (1)

When no harmonics are included in the source voltage V̇S, a per-phase base equivalent circuit for
load-side harmonic currents is shown in Figure 5c. In Figure 5c, the source-side harmonic current İSh
is given by

İSh =
ŻC

KC + ŻS + ŻC
· İLTh (2)

If KC � (ŻS + ŻC) in Equation (2),

İSh = 0 (3)

Thus, the sinusoidal source currents iSa, iSb, and iSc are obtained with the series AF connected
to the pure PLCs. The transfer function G(s) of the low-pass filter (LPF) in Figure 4 is considered in
Equation (2). The transfer function G(s) of the LPF is expressed as

G(s) =
ω2

C
s2 + 2ξωCs + ω2

C
(4)
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where ωC = 2π fC. The cut-off frequency fC is 179 Hz, and the damping factor ξ is 0.7. With the
transfer function G(s), the source-side harmonic currents İSh are rewritten as

İSh =
ŻC

KC · (1 − G(s)) + ŻS + ŻC
· İLTh (5)
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Figure 5. Per-phase equivalent circuits for Figure 4 with the control gain KC Ω. (a) Per-phase equivalent
circuit. (b) Per-phase equivalent circuit for current-source harmonic-producing load. (c) Equivalent
circuit for İLTh. (d) Equivalent circuit for V̇Sh.

Figure 6a shows gain plots for Figure 5c, where the source-side impedance ŻS = 0.1 pu. In Figure 6,
f0 is the source-voltage frequency, which is 60 Hz. As described before, the per-phase rated impedance
is 6.2 Ω in Figure 4. To satisfy that KC � (ŻS + ŻC) in Equation (2), the control gain KC is varied from
10 to 30 Ω. The line with KC=0 Ω shows the compensation characteristics for the source-side harmonic
currents when the series AF is not connected. From the second- to fifth-order components, the gains
are positive. This means that the harmonic currents İLTh generated by the TCRs and three-phase load
are magnified on the source side. Increasing the control gain KC suppresses the harmonic current
magnifications on the source side. In particular, when KC is 30 Ω, there is no positive area for the
fundamental and harmonic components. Thus, the series AF with the control gain KC of 30 Ω perfectly
isolates the harmonic currents generated by both the TCRs and the three-phase load on the source side.
The sinusoidal source currents with a unity power factor are obtained with the proposed hybrid SVC.
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Figure 6. Gain plots for Figure 5. (a) Gain plots for Figure 5c. (b) Gain plots for Figure 5d.
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Figure 5d shows a per-phase base equivalent circuit for the source-voltage harmonics V̇Sh.
In Figure 5d, İSh is expressed by

İSh =
V̇Sh

KC · (1 − G(s)) + ŻS + ŻC
(6)

Figure 6b shows gain plots for Figure 5d. The line with KC = 0 Ω shows the compensation
characteristics for the source-side harmonic voltages V̇Sh when the series AF is not connected.
From the third- to fourth-order components, the source-side harmonic current İSh flows into the
PLC. The lines with KC = 10, 20, 30 Ω show the compensation characteristics for the source-side
harmonic voltages V̇Sh with the series AF. The source-side harmonic currents İSh are isolated by the
series AF in the proposed hybrid SVC. Therefore, sinusoidal source currents with a unity power factor
are obtained with the proposed hybrid SVC. We note that no fundamental source voltage appears
across the series AF, and this results in a significant reduction in the required rating of the series AF.

Here, the control strategy of the series AF in the time domain, which was proposed in [17],
is briefly introduced. A three-phase phase-locked loop (PLL) is used to detect the electric angle θC of
a-phase PLC current [19]. Here, only the PLC currents are detected to generate the electric angle θC.
The terminal voltages vTa, vTb, and vTc are not detected. Thus, any sensors for the external voltages
detections are not needed in the proposed hybrid SVC shown in Figure 4. The firing angle of the TCR
is also controlled using the electric angle θC.

The source currents iSa, iSb, and iSc are expressed as

iSa =
√

2ISF cos(ωSt − φF) +
√

2
∞

∑
h=2

ISh cos(hωSt − φh)

= iSaF + iSah

iSb =
√

2ISF cos(ωSt − 2
3

π − φF)

+
√

2
∞

∑
h=2

ISh cos(hωSt − 2
3

hπ − φh)

= iSbF + iSbh

iSc =
√

2ISF cos(ωSt +
2
3

π − φF)

+
√

2
∞

∑
h=2

ISh cos(hωSt +
2
3

hπ − φh)

= iScF + iSch (7)

Three-phase source currents, iSa, iSb, and iSc are detected, and then the detected source currents
are transformed into d-q coordinates. Generally, to transform iSa, iSb, and iSc into d-q coordinates,
the electric angle θS of a-phase terminal voltage vTa is required. In Figure 4, θC+ π

6 equals θS. Using the
detected electric angle θC, iSd and iSq can be calculated; iSd and iSq are given by

iSd =
√

3ISF cos(
2
3

π + φF)

+
2√
3
{cos(ωSt +

2
3

π) ·
∞

∑
h=2

ISh cos(hωSt − φh)

+ cos ωSt ·
∞

∑
h=2

ISh cos(hωSt − 2
3

hπ − φh)

+ cos(ωSt +
4
3

π) ·
∞

∑
h=2

ISh cos(hωSt +
2
3

hπ − φh)}

= iSd + ĩSd
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iSq = −
√

3ISF sin(
2
3

π + φF)

− 2√
3
{sin(ωSt +

2
3

hπ) ·
∞

∑
h=2

ISh cos(hωSt − φh)

+ sin ωSt ·
∞

∑
h=2

ISh cos(hωSt − 2
3

hπ − φh)

+ sin(ωSt +
4
3

π) ·
∞

∑
h=2

ISh cos(hωSt +
2
3

hπ − φh)}

= iSq + ĩSq (8)

The DC components iSd and iSq in d-q coordinates originate from the fundamental components
iSaF, iSbF, and iScF of the source currents iSa, iSb, and iSc, respectively, in a-b-c coordinates. The AC
components ĩSd and ĩSq in d-q coordinates originate from the harmonic currents iSah, iSbh, and iSch of the
source currents. These AC components are extracted by high-pass filters (HPFs) with a second-order
LPF. The extracted AC components are then retransformed into a-b-c coordinates. Retransforming
ĩSd and ĩSq into a-b-c coordinates gives the source-side harmonic currents iSah, iSbh, and iSch. With the
extracted source-side harmonic currents iSah, iSbh, and iSch, the reference values v∗AFa, v∗AFb, and v∗AFc
for the series AF are given by

v∗AFa = KC · iSah

v∗AFb = KC · iSbh

v∗AFc = KC · iSch (9)

Therefore, the series AF performs for a resistor of KC Ω for source-side harmonic currents iSah,
iSbh, and iSch. A sine-triangle intercept technique is used to generate the gate signals for the three-phase
voltage-source PWM inverter. The switching frequency fS of the three-phase voltage-source PWM
inverter is 12 kHz.

4. Simulation Results

The validity and high practicability of the proposed hybrid SVC were confirmed by digital
computer simulation using PSIM software. PSIM is an electronic circuit simulation software package,
designed specifically for use in power electronics and motor drive simulations [20]. PSIM is developed
and released by Powersim [21].

The root-mean-square (RMS) value of the fundamental components of the load currents
is 3.1 kArms. The fifth-order components of 334 Arms and seventh-order components of 100 Arms are
also included in the load currents iLa, iLb, and iLc. Thus, the total harmonic distortion (THD) value of
iLa, iLb, and iLc is 11.3%, respectively. The power factor is 0.7. Circuit constants for Figure 4 shown in
Table 2 are used in the following simulation results. The small-rated LC filter (inducer Lf and capacitor
Cf) suppresses switching ripples generated by the PWM inverter, which performs for the series AF.
As shown in Figure 4, the constant DC-capacitor voltage control block is added in the control circuit for
the series AF. The DC-capacitor voltage vDC is controlled using the d-axis component in d-q coordinates
of the PLC currents iCab, iCbc, and iCca.

Figures 7–9 show simulation results for Figure 4 before/after the series AF, which is a three-phase
voltage-source PWM inverter, was started. We note that the DC-capacitor voltage vDC should be
10 kVdc, which is the reference value V∗

DC of 10 kVdc, before the series AF is started. The constant
DC-capacitor voltage control had already started before the series AF was started, as shown in
Figures 7–9. Thus, the series AF was smoothly started without any transient phenomena of the
small-rated LC filter (Lf and Cf).
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Figure 7. Simulation waveforms for Figure 4 before/after the series active filter (AF) with KC of 10 Ω
was started.

cosφ = 1vTa vTcvTb

iSa iSc

iLa iLb iLc

iTCa iTCb iTCc

iCab iCbc iCca

iSb

vAFa

vDC

0

50 kV

0
5 kA

0
6 kA

0
0.8 kA

0

4 kA

0

4 kV

9.5 kV
10 kV

10.5 kV

10 msAF was started.

Figure 8. Simulation waveforms for Figure 4 before/after the series active filter (AF) with KC of 20 Ω
was started.

52



Energies 2017, 10, 1617

The receiving-end voltage waveforms are vTa, vTb, and vTc; iSa, iSb, and iSc are the source-current
waveforms; iLa, iLb, and iLc are the load current waveforms; iTCa, iTCb, and iTCc are the TCR current
waveforms; iCab, iCbc, and iCca are the PLC current waveforms; vAFa is an a-phase output-voltage
waveform of the series AF; vDC is the DC-capacitor voltage waveform.
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Figure 9. Simulation waveforms for Figure 4 before/after the series active filter (AF) with KC of 30 Ω
was started.

In Figures 7–9, the source currents iSa, iSb, and iSc are heavily distorted because the three-phase
load and TCRs generate harmonic currents and inject these to the source side. The THD value of iSa, iSb,
and iSc is 14.2%, respectively. In Figure 7, the source currents iSa, iSb, and iSc, however, were distorted
after the series AF was started. The THD values of iSa, iSb, and iSc are 8.6%, 8.6%, and 8.7%, respectively.
With the control gain KC of 10 Ω, as shown in Figure 6, the insufficient compensation performance for
harmonic currents was achieved. In Figure 8, the source currents iSa, iSb, and iSc were distorted after
the series AF was started. The THD values of iSa, iSb, and iSc are 4.7%, 4.8%, and 4.8%, respectively.
With the control gain KC of 20 Ω, as shown in Figure 6, insufficient compensation performance for
harmonic currents was achieved. In Figure 9, the source currents iSa, iSb, and iSc were sinusoidal with
a unity power factor after the series AF was started. The THD values of iSa, iSb, and iSc are 3.0%, 3.1%,
and 3.2%, respectively. As shown in Figure 6, the sufficient compensation performance for harmonic
currents was achieved with the control gain KC of 30 Ω. The DC-capacitor voltage vDC was well
controlled to its reference value V∗

DC = 10 kVdc. The ripple of the DC-capacitor voltage was 3.0% in the
transient state and ± 1.0% in the steady state.

Figure 10 shows spectra of a-phase source current iSa. When the series AF was not started,
when KC = 0 Ω, the RMS value of the fifth-order harmonics was 336 Arms and the seventh-order
harmonics was 36.8 Arms. A higher control gain KC achieves sufficient compensation characteristics
for source-side harmonic currents.
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Figure 10. Spectra of a-phase source current iSa.

Figure 11 shows the simulation results for Figure 4 with the three-phase load variation from 0.6 to
1.0 pu, where the control gain KC was 30 Ω. The per-phase base rated current was 3.1 kArms. Thus,
each phase current of the three-phase load was varied from 1.86 kArms, which is 0.6 pu, to 3.1 kArms,
which is 1 pu. Before and after the load variations, the source currents iSa, iSb, and iSc were sinusoidal
with a unity power factor. The DC-capacitor voltage vDC was well controlled to its reference value
V∗

DC = 10 kVdc. The ripple of the DC-capacitor voltage was 7.0% in the transient state and ±1.0% in
the steady state.
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Figure 11. Simulation waveforms for Figure 4 with the three-phase load variation from 0.6 to 1 pu,
when the control gain KC was 30 Ω.

In the simulation results of Figures 7–9 and 11, no harmonic voltages in the three-phase source
voltages were considered. However, harmonics are included in the true high-voltage three-phase
distribution feeders [22]. As shown in Figure 6b, harmonic currents flow into the PLCs if the source
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voltages are distorted. Thus, it is desirable that the series AF is always under operation despite a few
switching losses are caused by the series AF, which consists of IGBTs.

The required rating of the three-phase voltage-source PWM inverter, which performs for the
series AF, is now calculated. The required rating SAF is expressed as

SAF = VAFa · ICab + VAFb · ICbc + VAFc · ICca (10)

where VAFa, VAFb, VAFc, ICab, ICbc, and ICca are all RMS values. From the simulation results shown in
Figure 9, SAF = 4.96 MVA. This is 2.8%, as compared to the rating of the three-phase load. The addition
of the small-rated three-phase and low-cost voltage-source PWM inverter significantly improves the
power quality on the source side.

5. Comparisons between the Newly Proposed Topology and Previously Proposed Topologies

Table 1 has summarized the previously proposed hybrid SVC topologies. It is desirable that
the rating of the added power converter, which performs for the AF or STATCOM, is low from the
viewpoint of the cost. Although a topology as shown in Figure 3 achieves excellent compensation
characteristics of fundamental reactive and harmonic currents with a more rapid response than those
of the other topologies of Figures 1 and 2, the large-capacity STATCOM with a high price is required.
In the previously proposed topology shown in Figure 1, the required rating of the added AF is only
1.4% as compared to that of the three-phase load. However, LC tuned filters are required rather than
pure PLCs. This means that the previously proposed topology shown in Figure 1 cannot be applied to
the SVCs that are under commercial operations. The topology of Figure 2 also cannot be applied to
the SVCs that are under commercial operations. Only the newly proposed topology can be applied
to the SVCs that are under commercial operations, although the required rating of the series AF is
slightly higher than that of the series AF in Figure 1. As described in Section 3, a three-phase PLL is
used to detect the electric angle θC of a-phase PLC current. Only the PLC currents are detected, and
any sensors for the external voltages and currents are not needed in the proposed hybrid SVC shown
in Figure 4. This also demonstrates that the newly proposed topology can be applied to the SVCs that
are under commercial operations. The authors thus conclude that the proposed hybrid SVC is useful
and cost-effective for practical distribution feeders.

6. Conclusions

This paper has proposed a new hybrid SVC topology comprising a series AF and SVC,
which consists of TCRs and pure PLCs. The series AF is connected in series to the pure PLCs.
The series AF performs for a resistor for source-side harmonic currents. A sinusoidal source current
with a unity power factor is obtained. Any sensors for the external voltages and currents are not needed
in the proposed hybrid SVC. The basic principle of the proposed hybrid SVC has been discussed
in detail. The compensation characteristics of the harmonic currents have been shown and were
confirmed by digital computer simulation using PSIM software. Simulation results have demonstrated
that the sinusoidal source currents with a unity power factor are obtained. From the simulation
results, the required-capacity of the series AF is 2.8% as compared to the rating of the three-phase
load. Only the newly proposed topology can be applied to the SVCs that are under commercial
operations, although the required rating of the series AF is slightly higher than that of the series AF
in [3–6]. It is thus concluded that the proposed hybrid SVC is useful and cost-effective for practical
distribution feeders.
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Abstract: An important power quality issue is related to current harmonic components demanded by
non-linear loads. A solution to mitigate this issue is to use hybrid power filters (HPFs), that apply
low power active filters with passive filters. Some dual-converter topologies have been shown to be
attractive due to a better compensation performance compared with single filters, where the HPFs give
a reactive power support (an extra feature) together with harmonic compensation. On the other hand,
the drawback of dual converters is the high number of active switches. Besides that, due to the high
number of unbalanced non-linear loads connected to the electrical grid, triplen harmonics can appear.
However, traditional HPFs do not compensate triplen harmonics, which usually have considerable
values. Therefore, in this paper, a dual HPF based on the nine-switch inverter (DHPF-NSI) is proposed
to compensate current harmonics and to provide reactive power support. The NSI presents a reduced
number of switches when compared with classical dual topologies. The compensation of the third
harmonic caused by unbalanced nonlinear loads was also inserted in the control system. Experimental
results are presented for the DHPF-NSI in order to demonstrate the reactive power and harmonic
compensation performances.

Keywords: hybrid power filter; power quality; reactive power

1. Introduction

Disturbances that compromise the power quality may be classified as phenomena that can affect
the voltage and/or the current of the grid, such as voltage sags, swells, spikes, interruptions, harmonic
distortion, and fluctuations [1]. One of the most important issues related to power quality is the
excessive current harmonics in the grid caused by local non-linear loads. The current harmonics could
damage the conductors at high temperatures and overload the electrical system. Another problem that
impairs the power quality is the voltage drop in the electrical grid caused by the excess of reactive
power demanded by local inductive loads. Most loads have inductive characteristics such as motors,
transformers, and industrial furnaces that require reactive power to operate. However, the reactive
power does not produce work and the consequences of excess reactive power in the grid include a
loss of electric energy as heat, voltage drops, underutilization of installed capacity, new loads being
preventing from being connected without a further expansion of the utility grid, and many others.

The solutions to these power quality issues are generally classified according to the electrical
supply voltage level, i.e., at transmission and distribution levels. The Flexible Alternating Current
Transmission System (FACTS) consists in power conditioning devices usually employed to compensate
reactive power at transmission level, guaranteeing the stability of the electrical grid [2]. On the
other hand, Custom Power Devices (CPD) are based on the use of static controllers at distribution
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systems for electric utilities to supply value-added power with the reliability and power quality
requested by customers [3–5]. Among the available CPDs, the passive filters, shunt Active Power
Filters (APFs), Hybrid Power Filters (HPFs), and Unified Power Quality Conditioners (UPQCs) are
commonly used solutions for current harmonic compensation, having the reactive power support as
a possible extra feature.

The passive filters, composed of inductors and capacitors, are commonly used for current
harmonic compensation and power factor correction [6]. Those passive filters are tuned in the frequency
of the harmonic to be compensated, creating a low impedance path that absorbs the currents demanded
by the non-linear load. However, this solution is not viable for several reasons:

• In order to mitigate all the current harmonic components generated by unbalanced non-linear
loads, a great number of passive filters must be used for each harmonic to be compensated.

• Some problems related to the peak resonance of the filter with the electrical grid, a phenomenon
known as harmonic-amplifying, can occur [7–9]. This phenomenon happens because the passive
filters drain the current harmonics not only from the local non-linear loads but also from other
non-linear loads connected to the grid.

• Depending on the power level, passive filters are bulkier and heavier and present inferior
performance when compared with active solutions, such as active power filters and hybrid
power filters.

The advancement of controlled semiconductor devices enable the development of shunt active
power filters, which are considered a superior solution for current harmonics mitigation and for power
factor correction in low and medium power when compared with passive filters [10–16]. The shunt
active filters have an adjustable compensation performance for both current harmonic and reactive
power, being able to change the family of harmonic components to be compensated depending on the
load connected locally. The conventional topology consists of a three-phase voltage source inverter
connected to the Point of Common Coupling (PCC) through an inductive filter. The shunt active
filter supplies the current harmonics required by the non-linear load, while the grid only supplies the
fundamental current. Nevertheless, those filters have power switches that increase the cost, making
them more expensive than passive filters. Besides that, the shunt active filter needs a control system to
activate the switches by performing current and voltage measurements, increasing its complexity.

Hybrid power filters have been proposed as a low-cost alternative to the shunt active
filters [7,8,17–22]. HPFs are composed of the combination of one or more passive filters with an active
filter of reduced power. In the HPFs, the passive filter is tuned to provide a specific current harmonic
component consumed by the load. The active filter aims to compensate the harmonic components near
the resonant frequency of the passive filter and to perform the reactive power compensation, in addition
to avoiding the harmonic-amplifying phenomenon caused by the passive filter. Another advantage
of HPFs is that the power switches have lower installed power when compared to conventional
active filters.

In the literature, one of the first hybrid filters has been presented by Peng, Akagi, and Nabae [17],
in which a combination of a series active filter and a shunt passive filter has been performed.
This configuration provided a good compensation of harmonics. Fujita and Akagi [7] proposed
a hybrid filter using a series active filter together with a passive filter. In this configuration, the active
filter can dampen the resonant peak between the grid and the passive filter. As the passive filter assists
in the filtering of current harmonics, the power of the active filter is reduced when compared to the
configuration using only the active filter. In this case, the switches have to withstand less voltage
than that in the shunt active filters because the passive filter capacitors divide the line voltage with
the active parts of the converter. Therefore, the configuration proposed in [7] is a topology with low
design cost due to power reduction of the active parts. Srianthumrong and Akagi [9] used an HPF with
a reduced amount of passive elements. This configuration is composed of a voltage source inverter and
only one passive LC filter tuned to the seventh harmonic component. This topology has low cost and
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volume, due to the reduction of some passive elements, when compared to the previous configurations.
Besides the current harmonics compensation, HPFs have been also given a reactive power support,
correcting the power factor of the load as an extra feature [18,23,24].

Other important active filtering solution comes from the idea of using dual converters
configurations [19,20,25–27]. The main advantage of using such configurations comes from their
enhanced compensation capabilities. An HPF configuration using two converters, known as
back-to-back converter, has been developed in [26]. The back-to-back configuration consists of
two voltage source inverters sharing the same dc-link and it has two three-phase output sets,
one being responsible for current harmonics compensation and the other responsible for the reactive
power control. The purpose of this HPF topology is to improve the harmonic and reactive power
compensations. For the power factor correction, the HPF has a great advantage in relation to the
capacitor banks, since it is capable of fine-tuning the reactive consumption [19].

The nine-switch inverter (NSI) has been proposed by Liu et al. [28]. This converter uses three
fewer switches and has the same number of output terminals in comparison to the back-to-back
configuration. With the reduction in the number of switches, this topology has a low design cost.
Limongi et al. [27] presented a dual HPF configuration based on the NSI, as can be seen in Figure 1.
The NSI can be divided into two parts. The first part is the top unit that is composed of the upper
and intermediate switches, with the terminals A, B, and C. The second part is the bottom unit that
is composed of the lower and intermediates switches, with the terminals R, S, and T, as shown in
Figure 1. The purpose of this configuration is to connect the two sets of three-phase outputs with two
passive LC filters for the current harmonics compensation. Originally, the top unit was responsible for
mitigating the 5th and 7th harmonic components and controlling the dc-link voltage, while the bottom
unit was responsible for compensating the 11th and 13th harmonics. However, this configuration is
not able to compensate the triplen current harmonics (3rd, 9th, etc.) caused by unbalanced non-linear
loads, and its control system has not been designed to compensate reactive power.
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Figure 1. Dual HPF based on the NSI (DHPF-NSI) connected to a three-phase electrical system.

In this paper, two extra features are proposed to the dual HPF based on the NSI (named here
DHPF-NSI, shown in Figure 1): the compensation of triplen current harmonics and the reactive power
support. The reason for using a dual HPF is because dual filters have a better compensation capacity
than single filters, necessary to compensate triplen current harmonics, and HPFs have lower installed
power when compared with APFs. The NSI is the chosen topology, since it presents a lower number
of switches than back-to-back converters, implying a lower cost. As mentioned before, unbalanced
non-linear loads connected to the electrical grid consume typical triplen harmonics currents. For this
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reason, this work inserts a current compensation for the 3rd harmonic component. In the proposed
control system, the top unit is responsible for mitigating the 3rd and 5th harmonic components,
while the bottom unit is responsible for mitigating the 7th, 9th, and 11th harmonic components.
Both units are also used for compensating the reactive power consumed by the loads and to control
the dc-link voltage. In order to control the reactive power, the mathematical model of DHPF-NSI and
the controller design are also developed. The mathematical modeling and the controller design are
the main original contributions of this paper. In order to validate the capability of the DHPF-NSI to
compensate current triplen harmonics and to provide reactive power support, experimental results are
obtained in a prototype built in laboratory.

2. Dual Hybrid Power Filter

The dual HPF based on the NSI [27] connected to a three-phase electrical system is shown in
Figure 1. There are three different loads connected to the system: (1) a linear load to absorb reactive
power, imposing a low power factor; (2) a three-phase non-linear load that produces mainly 5th, 7th,
11th, and 13th harmonics and that causes distortion in the grid currents; (3) a single-phase non-linear
load that produces mainly 3rd harmonics and that becomes dominant with great contribution to the
total harmonic distortion. The harmonics produced by the non-linear loads make the grid current
harmonics levels above the recommended limits [29]. Therefore, the dual HPF is connected at the
PCC to provide harmonics currents and to compensate reactive power. Each HPF unit has output
terminals connected in series with an LC passive filter, where the LC filters for each unit are tuned in
different frequencies.

2.1. Nine-Switch Inverter Analysis

The NSI proposed by Liu et al. [28] is an alternative to the back-to-back inverter, having the
advantage of a reduced number of switches. The upper switches are called SA, SB, and SC, and the
lower switches are called SR, SS, and ST . The intermediate switches are shared between the two units
(top and bottom) of the NSI. Table 1 shows the possible switching states for leg AR and the respective
output voltages [27,28].

Table 1. Possible switching states and the respective output voltages for leg AR of the NSI.

NSI Switching States SA SAR SR vAo vRo

1 1 1 0 vdc
2

vdc
2

2 0 1 1 vdc
2

−vdc
2

3 1 0 1 −vdc
2

−vdc
2

From the possible combinations shown in Table 1, the top and bottom switches duty cycles are
given by [27]:

Dx =
3
4
+

V̂x sin (ωxt + ϕx)

vdc
(1)

D̄y =
1
4
+

V̂y sin (ωyt + ϕy)

vdc
. (2)

The gate signals of the switches Sx and Sy are defined by Equations (1) and (2), respectively, and
the gate signals of the switches Sxy are determined by the logic operation XOR between the gate signals
of Sx and Sy.

2.2. Passive Filter Analysis

The peak voltages of the capacitors of the filters are evaluated from two analyses: the maximum
dc voltage and the maximum fundamental ac voltage, across the filter. The analysis of the dc equivalent
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circuit is made in a steady state, the same as performed in [27]. The inductors Ltop and Lbot and the
grid voltages vSABC can be considered as short circuits. Therefore, the dc voltage components in each
capacitor are given by

vCtop = −
(

Cbot
Ctop + Cbot

)
vdc
2

(3)

vCbot =

(
Ctop

Ctop + Cbot

)
vdc
2

. (4)

The equivalent circuit for the fundamental frequency is shown in Figure 2. In the fundamental
frequency analysis, the inductors of the passive filter and grid are disregarded, so their reactances in
the fundamental frequency are negligible in comparison to the capacitive reactance of the passive filter.
The resistance value is low so that the voltage drop is also negligible. The capacitors ac voltages vACtop

and vACbot should be considered as the difference between the grid voltage and the output voltages
synthesized by the NSI, vFtop and vFbot ), as follows:

vACtop = V̂S − vFtop (5)

where vFtop has the amplitude range given by

− vdc
4

≤ vFtop ≤ vdc
4

. (6)

The analysis of the bottom capacitor voltage is similar to the top capacitor voltage.
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vFA
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vFC

itop

vSA vSB vSC

iLA

iLB

iLC

LS

RS

n

n

iSA

PCC

PCC

PCC

Figure 2. Equivalent circuit for the fundamental ac voltage.

Another important requirement in the design of the passive filter is the reactive power supplied
by the dual HPF based on the NSI. The reactive power supplied to the grid depends directly on the
capacitance values and indirectly on the dc-link voltage. Therefore, the three-phase reactive power
that the dual HPF can provide to the grid is given by

Q3φ = Q3φtop
+ Q3φbot

= 3ω(Ctop + Cbot)Vrms
S (Vrms

S − vrms
F ) (7)

where ω is the fundamental angular frequency of the electrical grid.

3. Dual Hybrid Power Filter Mathematical Model for Reactive Power Control

The strategy of the reactive power control is based on the instantaneous reactive power theory
proposed by Akagi et al. [30]. The reactive power can be written in the rotating dq reference frame
according to

Q = vPCCq īSd − vPCCd īSq (8)
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where vPCCd and vPCCq are the dq-axis PCC voltages, īSd and īSq are the dq-axis grid currents. The
signal of Equation (8) is changed in relation to that proposed in [30] for better coupling between
the instantaneous and conventional power theories. Thus, the positive reactive power is related to
inductive loads and negative reactive power is related to capacitive loads. In this paper, the voltage
vPCCd is in phase with the grid voltage, i.e., vPCCq = 0. Thus, it is observed that the reactive power
control can be performed by controlling īSq.

The HPF modeling is developed from the equivalent circuit for reactive power control shown in
Figure 2:

�iFtopABC
=�iLABC −�iSABC (9)

�vFABC =�vSABC + Rtop�itopABC + Ltop
d�itopABC

dt

+
1

Ctop

∫
�iFtopABC

dt − RS�iSABC − LS
d�iSABC

dt
.

(10)

Using Equation (9) in Equation (10) yields

�vFABC = �vSABC + PL(t) + PS(t). (11)

The terms PL(t) and PS(t) are written as follows:

PL(t) = Rtop�iLABC + Ltop
d�iLABC

dt
+

1
Ctop

∫
�iLABC dt (12)

PS(t) = −Req�iSABC − Leq
d�iSABC

dt
− 1

Ctop

∫
�iSABC dt (13)

where Req = RS + Rtop and Leq = LS + Ltop.
To simplify the abc reference frame to the αβ reference frame transformations, all terms in

Equation (11) are derived so that the terms with integrals are eliminated. Since Clarke’s inverse
transformation matrix is composed of constant elements in relation to time [31], the derivative of this
matrix is null. Therefore, Equation (11) is rewritten as

d�vFαβ

dt
=

d�vSαβ

dt
+ Pαβ

L (t) + Pαβ
S (t) (14)

where the terms Pαβ
L (t) and Pαβ

S (t) are given by

Pαβ
L (t) = Tαβ

dPL(t)
dt

= Rtop
d�iLαβ

dt
+ Ltop

d2�iLαβ

dt2 +
1

Ctop
�iLαβ

(15)

Pαβ
S (t) = Tαβ

dPS(t)
dt

= −Req
d�iSαβ

dt
− Leq

d2�iSαβ

dt2 − 1
Ctop

�iSαβ
. (16)

As the control is performed in the dq rotating reference frame, the dq voltages and currents are
obtained from Park’s transformation [32]:

�fdq(t) = e−jθ�fαβ(t) (17)

where �f (t) can assume any three-phase voltage or current as a function of time.
Using Equation (17) in Equation (14):

dejθ�vFdq

dt
=

dejθ�vSdq

dt
+ Pdq

L (t) + Pdq
S (t) (18)
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where Pdq
L (t) and Pdq

S (t) are given by

Pdq
L (t) = Rtop

dejθ�iLdq

dt
+ Ltop

d2ejθ�iLdq

dt2 +
1

Ctop
ejθ�iLdq (19)

Pdq
S (t) = −Req

dejθ�iSdq

dt
− Leq

d2ejθ�iSdq

dt2 − 1
Ctop

ejθ�iSdq . (20)

Using the derivatives dejθ�f (t)
dt and d2ejθ�f (t)

dt2 in Equation (18) and eliminating the term ejθ from this
equation, the terms of the voltages and currents in the frequency domain (s) are

jω�VFdq + s�VFdq = jω�VSdq + s�VSdq + Pdq
L (s) + Pdq

S (s) (21)

where Pdq
L (s) and Pdq

S (s) are given by

Pdq
L (s) = Rtop

(
jω�ILdq + s�ILdq

)
+

1
Ctop

�ILdq + Ltop

(
−ω2�ILdq + j2ωs�ILdq + s2�ILdq

)
(22)

Pdq
S (s) = −Req

(
jω�ISdq + s�ISdq

)
− 1

Ctop
�ISdq − Leq

(
−ω2�ISdq + j2ωs�ISdq + s2�iSdq

)
. (23)

The model obtained in Equation (21) is compared to the complete system (Figure 1) through
simulations performed in MATLAB/Simulink. For the simulations, all non-linear loads in the system
have been disconnected making the load current (IL) and Pdq

L (s) null. The grid voltage VS and inverter
output voltage VF are in phase with the d-axis, guaranteeing that the q-axis voltage components are
null. In this paper, VSd is a not null constant and VFd is constant. However, the reference value of VFd
can change for the reactive power control.

The currents of the model obtained in Equation (21) and the real system currents during the
transient period are seen in Figure 3. This transient period occurs due to a step in VFd. The currents ISd
and ISq obtained from the mathematical model and the real system are similar and both stabilize and
converge to the same reference. Therefore, it can be stated that the mathematical model is consistent
with the real system dynamics.

Figure 3. Dynamics of the model obtained in Equation (21) and the real system: (a) Current ISd; (b)
Current ISq.
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In Figure 3, it is observed that the current ISq changes with the step in VFd. Therefore, it is possible
to control the current ISq through the voltage VFd. Consequently, the reactive power control can be
realized by controlling the current ISq. The transfer function of the plant obtained in Equation (21) is
given by

G(s) =
ISq

VFd

=

−ω

Leq

s2 +
Req

Leq
s +

1
Ctop

− Leqω2

Leq

=
K

R(s)
. (24)

4. Hybrid Power Filter Control System

The control system for the HPF based on the NSI to compensate the harmonic components of
currents and the reactive power consumed by the loads is shown in Figure 4. This control is divided in
two subsystems: The first subsystem is responsible for the fundamental components control (dc-link
voltage control fixed in a reference value and reactive power control). The second subsystem is
responsible for the harmonic components control [9].
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Figure 4. Control diagram of the DHPF-NSI with fundamental and harmonic components control.

4.1. Active and Reactive Power Control

4.1.1. Reactive Power Control

A closed loop analysis is performed by utilizing a Proportional-Integral (PI) controller with
unitary feedback, and the transfer function of the controller is given by

C(s) =
kpQs + kiQ

s
=

Z(s)
L(s)

(25)
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where kpQ and kiQ are the proportional and integral gains of the PI controller, respectively.
Thus, the closed-loop transfer function can be obtained as follows:

ISq

I∗Sq

=
C(s)G(s)

1 + C(s)G(s)
=

KZ(s)
L(s)R(s) + KZ(s)

=
B(s)
Q(s)

(26)

where I∗Sq
is the reference value of ISq in the frequency domain. kpQ and kiQ gains is designed using

the polynomial roots Q(s) of the closed-loop transfer function expressed by Equation (26), which is
given by

Q(s) = s3 +
Req

Leq
s2 +

1
Ctop

− Leqω2 − ωkpQ

Leq
s − ωkiQ

Leq
. (27)

The polynomial in Equation (27) has three roots due to the two poles of the plant in Equation (24)
and one pole of the controller in Equation (25). The criterion for the determination of the gains is the
pole placement design [33], the same as performed in [34]. Therefore, the required polynomial A(s) has
two complex conjugated poles (with aT and ωd being the real and imaginary parts, respectively), two
complex poles, and one real pole. The polynomial A(s) required by the closed-loop system is given by

A(s) = (s + (aT + jωd))(s + (aT − jωd))(s + a) (28)

where T is the relation between the position of the real part of the complex conjugated poles and the
real pole.

Using the polynomial coefficients in Equations (27) and (28), the following relations are obtained:

T =
1
2

(
Req

a.Leq
− 1

)
(29)

kpQ =
1
ω

[
1

Ctop
− Leq

(
w2 + a2T2 + ω2

d + 2a2T
)]

(30)

kiQ = − Leq

ω
(a3T2 + a.ω2

d). (31)

The variable T is defined from the relation obtained in Equation (29). The gains kpQ and kiQ are
calculated based on Equations (30) and (31).

The position of the real pole is defined from the stabilization time of the plant at 2%, which is
given by

t2% =
4
a

. (32)

4.1.2. Dc-Link Voltage Control

The top unit is responsible for controlling the dc-link voltage in a desirable value. The control
strategy is the same as that used in [27], where the dc-link voltage control is based on the assumption
that the power on the dc side is the same as the active power on the ac side of the converter. Therefore,
if the dc-link voltage remains constant, the average value of the current that passes through the dc
capacitor must be null. The resulting model for dc-link voltage control is based on an ideal capacitor
and the closed-loop transfer function is given by

GCL(s) =
Vdc
V∗

dc
=

kcv

C
kps + ki

s2 +
kpkcv

C s + kikcv
C

. (33)

The controller is a conventional PI to cancel the error between the desired reference voltage V∗
dc

and the measured dc-link voltage Vdc.
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4.2. Current Harmonic Compensation

4.2.1. Feedback Control

In this control, the grid harmonic currents components (ĩSd and ĩSq) are the current references
of the proportional feedback control, as proposed in [9]. Thus, each extracted current harmonic is
multiplied by a proportional gain (K), so that the reference voltages can be written as follows:

v∗Fdq = KĩSdq (34)

where v∗Fdq are the reference voltages produced by the feedback control.

4.2.2. Top and Bottom Feedforward Controls

The feedforward action is inserted into the control system for the improvement in harmonic
current compensation. In the top unit, the feedforward control compensates the third harmonic of
the load currents. The feedforward action of this unit has the function of creating a low impedance
path for the third harmonic, preventing this harmonic from circulating through the grid. The reference
voltages of the feedforward control to compensate the third harmonic are obtained as proposed in [9]:

�v∗dq3 = RFtop + jω3LFtop −
1

ω3CFtop

�̃iLdq3 (35)

where Xtop = ω3LFtop − 1
ω3CFtop

.

In the bottom unit, the feedforward control compensates the seventh harmonic of the load currents.
The feedforward action of this unit has the function of creating a low impedance path for the seventh
harmonic, preventing this harmonic from circulating through the grid. The reference voltages of the
feedforward control to compensate the seventh harmonic are obtained as

�v∗dq7 = RFbot + jω7LFbot −
1

ω7CFbot

�̃iLdq7 (36)

where Xbot = ω7LFbot − 1
ω7CFbot

.

The reference voltages of the reactive power, dc-link voltage, feedback, and feedforward (third
harmonic) controls are added for composing the reference voltages of the top unit. The reference
voltages of the reactive power and feedforward (seventh harmonic) controls are added for composing
the reference voltages of the bottom unit.

5. Experimental Prototype

A DHPF-NSI prototype was built using an insulated-gate bipolar transistor (IGBT) with a
switching frequency of 20 kHz [35,36]. The general diagram of the experimental setup is shown
in Figure 5. The hardware platform used to control the Dual Hybrid Power Filter inverter is a dSPACE
development modular system based on a DS1005 processor board [37] and several boards for each
special hardware task, i.e., a DS5101 board for Pulse-Width Modulation (PWM) generation [38], a
DS2004 board for Analog/Digital (A/D) conversion [39], and a DS4002 board for Digital Input/Output
(I/O) [40]. All boards are hosted in a dSpace PX10 expansion box that uses the DS817 board for
bidirectional communication with a Personal Computer (PC) through optical fibers. The signals
measured from the system are the grid currents iSABC , load currents iLABC , filter currents iFABC , and
line-to-line voltages vSABC . A general view of the experimental test bench is shown in Figure 6. The
prototype parameters can be seen in Table 2. The top unit LC filter is tuned to 300 Hz to mitigate
the 5th harmonic and to contribute to low order current harmonics compensation. The bottom unit
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LC filter is tuned to 660 Hz to mitigate the 11th harmonic and to contribute to high-order current
harmonics compensation.

Table 2. Prototype parameters.

Parameter Symbol Value

Line-to-line grid voltage (rms) V̂S 220 V
Grid frequency fR 60 Hz

Switching frequency fS 20 kHz
Dc-link voltage vdc 260 V

Dc-link capacitor Cdc 4700 μF
Top filter capacitor (5th harmonic) CFtop 46 μF
Top filter inductor (5th harmonic) LFtop 6.12 mH
Top filter Resistor (5th harmonic) RFtop 620 mΩ

Bottom filter capacitor (11th harmonic) CFbot 46 μF
Bottom filter inductor (11th harmonic) LFbot 1.26 mH
Bottom filter resistor (11th harmonic) RFbot 300 mΩ

Nonlinear three-phase load input inductor Lac1 5 mH
Nonlinear three-phase load dc-link resistor RL1 31 Ω

Unbalance load input inductor Lac2 7 mH
Unbalance load inductor LL2 128 mH

Unbalance load dc-link resistor RL2 60 Ω
Linear three-phase load inductor LL3 128 mH

Linear three-phase load dc-link resistor RL3 24 Ω

LS
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LFbotCFbot
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Lact

Lacm

Single-phase rectifier

Three-phase rectifier
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Figure 5. Single-line diagram of the experiment prototype showing the interface between the DHPF-NSI
and dSPACE.
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Figure 6. General view of the experimental test bench.

5.1. Reactive Power Compensation Performance

Based on the parameters of the system presented in Table 2, the gains of the reactive power
controller were calculated. The value of ωd defined for the design is 1820 rad/s, which is the same
as in Equation (24). For controller design, the stabilization time (t2%) is equal to 150 ms. Based on
Equation (32), the position of the real pole is obtained as 26.67 rad/s. The value of the variable T,
calculated in Equation (29), is 1.64 s. Therefore, by substituting the values of the system parameters and
the values of a, T, and ωd in Equations (30) and (31), the values of the controller gains were obtained.
The controller gains are given in Table 3.

Table 3. Gains of the reactive power controller for the prototype parameters.

Parameter Symbol Value

Real pole position a 26.67 rad/s
Variable T T 1.64 s

Position of the imaginary part of the complex pole ωd 1820 rad/s
Proportional gain of reactive power control kpQ −0.075 Ω

Integral gain of reactive power control kiQ −1475.2 Ω· s−1

In order to verify the stability of the reactive power control system, the frequency response of the
plant, G(s) in Equation (24), the controller, C(s) in Equation (25), and the open-loop transfer function,
C(s)G(s), are shown in Figure 7, using the data in Tables 2 and 3. As can be seen, the designed
controller has an infinite gain for dc (0 Hz) components, ensuring zero steady-state error in the reactive
power control, and imposes a phase margin (PM) around 90◦ for the open-loop transfer function,
which denotes a stable system. The cut-off frequency, 4.2 Hz at 0 dB, is sufficient to produce a step
response with a settling time around 147 ms, very close to 150 ms, which is the value used for the
controller design.

In order to validate the reactive control design, a step in i∗Sq
was applied in the experimental

prototype, producing the responses shown in Figure 8. Initially, the i∗Sq value was set to 3 A. At 25 ms,
the value of i∗Sq was changed to 6 A, taking around 150 ms to iSq to reach the reference value, as can
be seen in Figure 8a. The corresponding reactive power generated by the DHPF-NSI is shown in
Figure 8b. It should be noted that the DHPF-NSI can compensate the reactive power consumed by any
type of load in the range of 500–1050 var.
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Figure 7. Frequency response of the plant, G(s), the controller, C(s), and the open-loop transfer
function, C(s)G(s), for the reactive power control.

Figure 8. Step responses for a change from 3 A to 6 A in i∗Sq
at 25 ms: (a) current iSq injected by the

DHPF-NSI; (b) reactive power generated by the DHPF-NSI.

5.2. Current Harmonic Compensation Performance

The results in this section have been obtained using YOKOGAWA DL850 ScopeCorder [41] with
a High-Speed 100 M/s, 12-Bit Isolation Module 720211 [42] and a power quality analyzer Fluke 434
series II [43] to measure the total harmonic distortion and the percentage value of each current harmonic.
The IEEE 519-1992 standard [29] recommends that any load connected to general distribution system
(up to 69 kV, which is the majority of industries) could consume currents with the harmonic limits
defined by Table 4, which is a reproduction of Table 10.3 of [29]. The worst-case scenario would be the
first line of Table 4, where each odd current harmonic up to the 9th order has a maximum distortion
limit of 4%. From the 11th to the 15th order, the maximum distortion limit falls to 2%, and the THD
(Total Harmonic Distortion, with the load at nominal power condition) is limited to 5%. All values are
percentages of the fundamental component of the load current at nominal power condition.

With the DHPF-NSI is disabled, the currents waveforms and the THDs for the three-phase grid
currents are shown in Figures 9 and 10. The load currents present high harmonic values that are well
above the limits recommended in Table 4 [29]. Based on Table 4 and Figure 9, it is possible to build
the current harmonic profile of the grid currents with the DHPF-NSI disabled, which is shown in
Figure 11.
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Table 4. Current Distortion Limits for General Distribution Systems (120 V Through 69 kV) [29].

Maximum Harmonic Current Distortion in Percent of IL

Individual Harmonic Order (Odd Harmonics)

Isc/IL <11 11 ≤ h < 17 17 ≤ h < 23 23 ≤ h < 35 35 ≤ h TDD

<20 ∗ 4.0 2.0 1.5 0.6 0.3 5.0
≥20 and <50 7.0 3.5 2.5 1.0 0.5 8.0
≥50 and <100 10.0 4.5 4.0 1.5 0.7 12.0
≥100 and <1000 12.0 5.5 5.0 2.0 1.0 15.0

>1000 15.0 7.0 6.0 2.5 1.4 20.0

Even harmonics are limited to 25% of the odd harmonic limits above. Current distortions that result in a dc
offset, e.g., half-wave converters, are not allowed. ∗ All power generation equipment is limited to these values
of current distortion, regardless of actual Isc/IL, where Isc = maximum short-circuit current at PCC, and IL =
maximum demand load current (fundamental frequency component) at PCC.

Figure 9. Three-phase grid current harmonic components with the DHPF-NSI disabled.

Figure 10. Three-phase grid current waveforms with the DHPF-NSI disabled.
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Figure 11. Three-phase grid current harmonic profile with the DHPF-NSI disabled.

As can be seen, not only are the 3rd, 5th, 7th, 11th, and 13th harmonic components of the grid
currents above the IEEE 519-1992, but also the THDs of all three phases are as well. On the other hand,
when the DHPF-NSI is enabled, the THDs and the waveforms of the grid currents are considerably
improved, as shown in Figures 12 and 13. For example, the THDs are reduced from 18.9–22.9%
(Figure 9) to less than 5% (Figure 12) in all phases, respecting the THD limit recommended in
Table 4 [29]. Based on Table 4 and Figure 12, it is possible to build the current harmonic profile
of the grid currents with the DHPF-NSI enabled, which is shown in Figure 14. It is possible to see
that the influences from the 5th to the 13th harmonic components are strongly reduced, below the
limits of the IEEE 519-1992. For instance, the 5th harmonic component has a reduction from 16.9–21.2%
(Figure 9) to less than 4% (Figure 12) in all phases, proving the effectiveness of the proposed DHPF-NSI.
The current waveform results (grid, load, and filters) for Phase A are shown in Figure 15 in order to
illustrate the individual performance of each hybrid filter in the load current harmonic compensation.

Figure 12. Three-phase grid current harmonic components with the DHPF-NSI enabled.
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Figure 13. Three-phase grid current waveforms with the DHPF-NSI enabled.

Figure 14. Three-phase grid current harmonic profile with the DHPF-NSI enabled.

Figure 15. Current waveforms for Phase A. From top to bottom: grid (iSA), load (iLA), top unit (iFtopA
)

and bottom unit (iFbotA
).
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6. Conclusions

In this paper, two extra features have been proposed for the dual HPF based on the NSI:
the compensation of triplen current harmonics and the reactive power support. Dual HPF are used
because dual filters have a better compensation capacity than single filters, and this is needed to
compensate triplen current harmonics. HPFs have a lower installed power when compared with APFs.
The limits of reactive power that the DHPF-NSI can compensate as well as its mathematical model
and the controller design for reactive power compensation have also been demonstrated. Experiments
testing for the overall response of the proposed system, among other parameters, have been carried
out, proving its feasibility in terms of reactive power support and harmonic compensation.
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Abstract: Recently, multilevel inverters are more researched due to the advantages they offer over
conventional voltage source inverters in grid connected applications. Passive filters are connected
at the output of these inverters to produce sinusoidal waveforms with reduced harmonics and
to satisfy grid interconnection standard requirements. This work proposes a new passive filter
topology for a pulse width modulated five-level cascaded inverter interfaced grid connected system.
The proposed passive filter inserts an additional resistance-capacitance branch in parallel to the filter
capacitor of the traditional inductive–capacitive–inductive filter in addition to a resistance in series
with it to reduce damping power loss. It can attenuate the switching frequency harmonic current
components much better than the traditional filter while maintaining the same overall inductance,
reduced capacitance and resistance values. The basic parameter design procedure and an approach
to discover the parameters of the proposed filter is introduced. Further, a novel methodology using
Particle Swarm Optimization (PSO) is recommended to guarantee minimum damping loss while
ensuring reduced peak during resonance. In addition, PSO algorithm is newly employed in this work
to maximize harmonic attenuation in and around the switching frequency on the premise of allowable
values of filter inductance and capacitance. A comparative discussion considering traditional passive
filters and the proposed filter is presented and evaluated through experiments conducted on a 110 V,
1 kW five-level grid connected inverter. The modulation algorithm for the multilevel inverter is
implemented using a SPARTAN 6-XC6SLX25 Field Programmable Gate Array (FPGA) processor.
The analysis shows that the proposed filter not only provides decreased damping power loss but also
is capable of providing considerable harmonic ripple reduction in the high frequency band, improved
output waveforms and lesser Total Harmonic Distortion (THD) with improved power quality for the
multilevel inverter based grid connected system.

Keywords: Pulse Width Modulation (PWM); Field Programmable Gate Array (FPGA); Total
Harmonic Distortion (THD); harmonics

1. Introduction

Voltage source inverters are a key component in most PV systems installed for grid connected
and standalone applications [1–4]. These inverters use sinusoidal Pulse Width Modulation (PWM)
strategy which involves high speed switching of semiconductor devices to produce an AC output
which generates high frequency noise, harmonics and cause high switching losses. A passive filter,
which is cost effective, is connected between the inverter and the grid to attenuate the PWM carrier
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and sideband harmonics to meet IEEE standards. Earlier, first order passive L type filters were used
on the AC side of the PWM inverters for attenuation of these switching harmonics. However, L filter
has a restriction in low switching frequency applications due to its inevitable large size [5,6]. A higher
order LC or LCL filter provides better harmonic suppression at lower switching frequencies with a
reduction of overall filter size. The LCL filter instead of L filter is more attractive because it can provide
high frequency harmonic attenuation with the same inductance value [7–9]. Conversely, these higher
order filters trigger a resonance between the inverter and the grid which needs to be damped either
actively [10,11] or passively [12–24]. Active damping methods being flexible, involve a well-designed
control algorithm to dampen the resonance but are limited by high cost, control complexity and
the use of additional sensors. Passive damping schemes are economical, less complex and carry an
increased reliability.

Various filter topologies and damping techniques for passive filters have been proposed in the
literature for voltage source inverters. Different damping schemes for a passive filter used in grid
connected inverters is discussed [9,12,13]. However, the procedure to design the filter parameters and
the damping component is not provided. A structured procedural analysis and comparison of active
and passive damping methods for LCL filters employed in a grid connected voltage source converter
is explained in [14]. However, the analysis described in the paper is specific to low power applications
operating at high switching frequencies. Passive LCL filters with a resistance connected across the
filter inductor on the grid side have been more popular for three phase grid connected inverter
systems working at a particular resonant and switching frequency [15,16]. In [15], the resistance
value is chosen approximately from bode plots obtained for a set of resistance values selected using
trial-and-error method, whereas plots are presented for the loss obtained in the inverter and filter
system and compared with the loss obtained using active damping technique in [16]. Neither of them
provide information on the selection of optimal damping components [15,16]. In [8], the value of the
damping resistance in a LCL filter used in a three phase rectifier system is assumed to be one-third of
the LCL filter capacitor impedance at resonant frequency. Although the performance of the filter is
proven to be efficient, the selection procedure may not be suitable for all conditions. Another design
approach where a virtual resistor is assumed to be on the output side of the LC filter side to damp
the switching oscillations in a PWM inverter is proposed in [17]. On the other hand, an extra control
algorithm that simulates the role of a real resistor makes the system complex. To overcome this, a
method that uses a resistor to help dissipate the energy stored in the resonant circuit of a LC filter used
in an IGBT inverter is proposed for motor drive applications [18]. However, the above filter is designed
with a resonant frequency above the switching frequency, since the purpose is to limit merely dv/dt
and not to suppress the switching harmonics. Another design method where a resistor is connected in
series with the filter inductor to damp harmonic resonance at the DC link of a rectifier-inverter system
is proposed in [19]. A detailed analysis of a split-capacitor with resistive (SC-R) damping for a LCL
filter used in a three-phase grid connected inverter that includes power loss in the damping resistance
in the analysis is done in [20]. A design-oriented analysis for the selection of the split-capacitor resistive
(SC-R) damping circuit parameters is presented in [6]. Since the capacitor in the damping branch is split
from the filtering capacitor in [6,20], the high-frequency harmonic attenuation of the passively damped
LCL filter is reduced, compared to that with an undamped LCL filter. Another simple design criterion
to find the optimized damping resistor values used in a LCL and a higher order LLCL filter is proposed
in [21]. In the above work, an additional RC branch in connected across the trap filter to perform
passive damping. However, LLCL filter provides a lesser harmonic attenuation performance in the
high frequency band [22]. To overcome this, a new high-order filter, named the LTCL filter, is proposed
in [23] with multiple LC traps inserted in parallel with the capacitor branch. However, multiple traps
tuned to different frequencies require judiciously selected components to attain desired harmonic
attenuation. Another novel passive filter, namely, L(LCL)2, is employed for a grid inverter in [24],
where a design bench mark is utilized to obtain the filter component values and the inductance present
in the filter design is optimized using Genetic algorithm. Although optimization techniques such as
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Particle Swarm Optimization (PSO) and Genetic Algorithms have been utilized to obtain filtering
component values in LCL filters employed in rectifiers, and power filters [24–26], these algorithms
work based on allowable components value ranges for choosing the reactive elements in the filter.
Poor design of output filters leads to reduced attenuation at the switching frequency, larger filter size,
higher cost and more losses. Hence, it becomes a challenging task to design the filter components with
reduced size, good damping and improved attenuation.

Recently, multilevel inverters are more researched due to the advantages they offer over
conventional voltage source inverters in grid connected applications [27–29]. Among the different
multilevel inverter topologies [30], Cascaded H-Bridge (CHB) inverters [31] are advantageous owing
to their modularity, simplicity and they require fewer components to achieve the same number of
voltage levels. Although there are various modulation techniques [30] available for multilevel inverters,
modulation based on multi carrier signal arrangements with traditional sinusoidal PWM technique
such as Phase Disposition PWM (PDPWM), Phase Opposition Disposition PWM (PODPWM) and
Alternative Phase Opposition Disposition PWM (APODPWM) [32,33] are quite popular and simple to
implement, which again necessitates a filter at the inverter output to limit the harmonics caused by
PWM. Several methods based on the basic modulation techniques have been used for minimization
of harmonics in multilevel inverters [34–37]. However, all these methods involve a well-designed
modulation scheme and involve a complicated power circuit design to obtain better quality. Instead,
passive filters are economical and simple to improve power quality. Passive filter designs considering
LC trap/LCR filter and LCL filters for a neutral point clamped three level inverter is presented in
literature [38,39]. The analysis and performance of a LCL filter for a cascaded inverter operating
as a DSTATCOM is studied in [40]. However, the analysis is restricted to low frequency operation
in [38] and [40]. Most of the literature has focused on filter designs for conventional voltage source
inverters and filter designs considering multilevel inverters is limited. To address the above challenges,
this work proposes a new L-(CR)2-L passive filter structure for a pulse width modulated inverter
used in grid connected applications. The design consists of an additional resistance–capacitance
branch across the filter capacitor of the traditional LCL filter apart from an additional resistance in
series with the filter capacitor. The proposed filter can attenuate the switching frequency harmonics
much better than the traditional LCL filter, while maintaining the same overall inductance value
and reduced capacitance value of the traditional LCL filter. It can reduce the damping power loss
with lesser value of damping resistance and provides considerable damping power loss reduction
compared to conventional topologies. Further, this work includes the basic parameter design procedure
with expressions to arrive at individual filter component values of the proposed filter in addition
to a novel technique using PSO to minimize damping power loss, while ensuring reduced resonant
peaking. Further, the same algorithm is also employed to ensure maximize harmonic attenuation in
and around the switching frequency based on permissible filter inductance and capacitance values.
A performance comparison of the proposed filter against two other passive filters is presented.
Results obtained from experiments conducted on a 1 kW, 110 V, 50 Hz five-level inverter set up
based on a SPARTAN 6-XC6SLX25 Field Programmable Gate Array (FPGA) processor are included
to evaluate the performance of the proposed filter. This work considers a five-level CHB inverter for
the filter implementation. The structure of a five-level CHB inverter interfaced with the grid through
a traditional LCL filter is presented in Figure 1. In Figure 1, Vs1 and Vs2 represents the DC voltage
applied to the upper and lower H-bridges of the five-level inverter, S1 to S8 are the inverter switches,
Linv and Lgrid represents the inverter side and grid side inductance of the LCL filter respectively and C
represents the LCL filter capacitance. PDPWM modulation technique [33], which is well discussed in
the literature, is used to generate gate signals for the five-level inverter.
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Figure 1. Five-level Cascaded H-Bridge (CHB) inverter with LCL filter connected to grid.

The rest of the paper is organized as follows: Section 2 provides the complete analysis and design
of the proposed passive filter structure. Section 3 focuses on the filter parameter design and verification.
Simulation and experimental results are provided in Section 4. The work is concluded in Section 5.

2. Proposed Filter Design

The proposed filter is presented in Figure 2. In Figure 2, Linv represents the inverter side
inductance, Lgrid is the grid side inductance and Cr is the filter capacitance. Rr is the series resistance
to damp resonance. Rh-Ch represents the additional R-C branch connected across the Rr-Cr branch
mainly to bypass harmonic components and to reduce damping power loss. iout represents the grid
side current.

Figure 2. Proposed filter structure for the five-level inverter.

80



Energies 2017, 10, 1834

The transfer function of the proposed filter structure is derived as in Equation (1).

iout(s)
Vinv(s)

=
RrCrRhChs2 + (RrCr + RhCh)s + 1

LinvLgridCrCh(Rr + Rh)s4 + (CrLinvLgrid + ChLinvLgrid
+CrChLinvRrRh + CrChLgridRrRh)s3

+(CrRrLinv + ChRhLinv + CrRrLgrid + ChRhLgrid)s2 + (Linv + Lgrid)s

(1)

2.1. Selection of Overall Inductor and Capacitor Values for the Proposed Filter

Larger values of capacitance for the proposed configuration provide better higher order harmonic
attenuation. However, it results in higher reactive power and increased demand of current from the
inverter side inductance, resulting in the decrease of efficiency of the overall filter system. In addition,
smaller capacitor size requires larger inductance to meet the harmonic mitigation requirement. Thus,
the selection of capacitor value for the proposed filter is a tradeoff between the reactive power and
the selection of inductor values. The overall capacitance value (Ct = Cr + Ch) for the proposed filter
configuration is chosen by calculating the reactive power absorbed by the filter at rated conditions as
given by Equation (2).

Ct =
Q

2π fout(Vgrid)
2 (2)

where Q is the reactive power absorbed by the system, which is usually chosen to be less than 5% of
the rated power [21,23]; Vgrid is the rated system voltage; and fout is the output frequency of the system.

A number of methods have been used in the literature to select inductor values in a LCL
filter [6,9,12,20]. This work considers some of those aspects to design suitable inductor values for
the proposed structure. The inverter side inductance is usually designed by calculating the current
ripple. Selection of small values of ripple current decreases the switching losses. However, it results in
large values of inductors. Thus, the selection of the ripple current is a trade-off between the size of
the inductors and the switching losses. The inverter output voltage and inductor current waveforms
during one switching cycle for a carrier based modulation is shown in Figure 3.

Figure 3. Inverter output voltage and inductor current waveforms during one switching cycle.

The inverter switching frequency is usually greater than the system output frequency. Hence, the
average value of the inverter output voltage can be treated constant during the switching period Ts.
In Figure 3, Vinv_av represents the average inverter output voltage, while Ton and Toff represent the ON
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and OFF periods. The turn ON and OFF times are related as Toff/Ton = 1 − α and Ton/Ts = α, where α

represents the duty cycle. The peak-to-peak value of the inductor current during PWM switching is
obtained using Equation (3) [24].

Δil(peak_peak) =
Vs − Vinv_av

Linv
αTs (3)

where Linv represents the inverter side inductance of the passive filter and Vs (Vs1 = Vs2 = Vs) is the
voltage applied to one of the H-Bridges of the inverter. As the grid voltage is usually assumed to be
purely sinusoidal, the fundamental component of the grid current can be assumed to be zero. Hence,
the fundamental component of voltage appearing across the inductor is zero. Hence, the inverter
average output voltage and grid voltage are given as vinv_av = αVs and Vout(ωt) = mVssin(ωt) where
m is the modulation index. Using the above expressions, Equation (3) is rewritten as Equation (4).

Δil(peak_peak) =
VsTs

4Linv
(1 − m2sin2(ωt)) (4)

Equation (4) provides the peak-to-peak value of the inductor ripple current. Thus, inverter side
inductance value Linv of the proposed filter is using Equation (5).

Linv =
1
4

2Vs

fswitch × h
(5)

where Vs is the input voltage to one H-Bridge of the inverter, “h” is the amount of ripple current which
is generally lower than 40% of the peak value of the rated system current [21,22] and fswitch is the
switching frequency of the inverter.

The value of grid side inductance, Lgrid is chosen such that Lgrid = a Linv, where “a” is the inductance
ratio factor. With the factor “a” less than unity (Lgrid < Linv), it is possible to reduce the overrating of the
switches and improve stability. This design approach is used for grid side inductor design in [12,23].
With the factor chosen as unity, the inverter and grid side inductances are made equal to maximize the
attenuation capability of the LCL filter [21,22]. However, this results in an increased cost and volume
of the filter elements. Choosing a > 1 results in a smaller inverter side inductance [14] when compared
to the grid side. This design may introduce significant current ripples on the inverter output leading
to serious overheating and losses on the inductor [5]. It also increases the ratings of the switches
raising the cost and switching losses. Considering another criterion, the overall inductance value of
the proposed filter is to be kept less than 0.1 per unit to limit the voltage drop across the inductor [20].

2.2. Selection of Resonant Frequency

A good selection of the resonant frequency is another important design criterion considered
for the design of the proposed filter. The resonant frequency is usually chosen based on the
fundamental frequency and switching frequency of the inverter. It is chosen such that it is in the
range 10fout ≤ fres ≤ (fswitch/2) to ensure that resonant and switching harmonic currents flow through
the respective branches of the filter circuit. The resonant frequency of the proposed filter is given by
Equation (6).

fres =
1

2π

√
Linv + Lgrid

LinvLgrid(Ch + Cr)
(6)
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2.3. Selection of Individual Filter Components

The Rh-Ch branch in the proposed filter is designed to provide a path for the current harmonics at
and around the switching frequency, ω = ωswitch, as given by Equation (7).

ZRhChswitch = Rh +
1

ωswitchCh
< ZRrCrswitch = Rr +

1
ωswitchCr

(7)

where ZRhChswitch is the impedance offered by the Rh-Ch branch at the switching frequency and
ZRrCrswitch is the impedance of the Rr-Cr branch at the switching frequency. The Rr-Cr branch is
designed to provide a path for the current around the resonant frequency, ω = ωres as given by
Equation (8).

ZRrCrres = Rr +
1

ωresCr
< ZRhChres = Rh +

1
ωresCh

(8)

where ZRrCrres and ZRhChres are the impedances offered by the Rr-Cr and Rh-Ch branches at resonant
frequency. A careful design is required for the proper choice of Rr-Cr and Rh-Ch branch values.
Equal capacitor values are considered for both the branches in [20]. Further, the overall capacitance of
the filter circuit should also meet the reactive power absorption of lesser than 5% as given in Equation
(2). Choice of equal capacitor values for the proposed structure may not offer the required impedances
at the resonant and switching frequencies. Hence, as per Equations (7) and (8), a new factor called
capacitance ratio is introduced, which is given by Cr/Ch with Ch less than the Cr branch value. From the
knowledge of the switching frequency and the resonant frequency, which is usually near to half of the
switching frequency value, the design of Ch and Cr is carried out. The values of Rr and Rh are required
to compute the impedance offered by the two parallel branches which influences the harmonic and
resonant current flow path and subsequently the losses.

Again, the selection of Rr and Rh requires careful steps to follow Equations (7) and (8).
The impedance of the Rr-Cr and Rh-Ch circuit branch is calculated and given by Equation (9).

Zparallel(s) =
(1 + RrCrs)(1 + RhChs)

RrCrChs2 + RhCrChs2 + Chs + Crs
(9)

The resistance Rr can vary between zero and infinity ohms. Therefore, the impedance is limited
within the range given by Equation (10).

1 + RhChs
RhCrChs2 + s(Cr + Ch)

≤ Zparallel(s) ≤ 1 + RhChs
Chs

(10)

For a minimum value of Rh, accordingly, for a good damping effect, the resonant frequency should
fall in the range calculated and given by Equation (11).

1
Rr(Cr + Ch)

≤ ωres ≤ 1
RrCh

(11)

Equation (11) is rewritten as Equation (12) which is useful to fix the range of Rr.

1
ωres(Ch + Cr)

≤ Rr ≤ 1
ωresCh

(12)

where ωres = 2πfres and fres is given by Equation (6). For a minimum value of Rh, as Rr varies between
zero ohms and infinity ohms, the resonant frequency varies between a minimum value and maximum
value as given by Equation (13).√

Linv + Lgrid

LinvLgrid(Ch + Cr)
≤ ωres ≤

√
Linv + Lgrid

LgridLinvCh
(13)
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From Equations (12) and (13), the value of Rr can be fixed. For lower values of resonant frequency,
higher damping resistance value is obtained and vice versa.

The resistance Rh can vary between zero ohms and infinity ohms. Therefore, the impedance of the
parallel filter branch is limited within values given by Equations (14) and (15).

Zimp(s) =
1 + RrCrs

RrCrChs2 + s(Cr + Ch)
(14)

Zimp(s) =
1 + RrCrs

Crs
(15)

The aim of RhCh branch is to provide path for high frequency harmonics. Further, the value of Rh
should be lesser and simultaneously minimize damping loss with reduced Rr. Thus, for minimum
Rh, based on impedance offered, the switching frequency is limited within the range given using
Equation (16).

1
RrCr

≤ ωswitch ≤ Cr + Ch
RrCrCh

(16)

Introducing resistance ratio factor as

β =
Rh
Rr

(17)

Combining Equations (16) and (17), the selection of Rh falls within the range as given by
Equation (18).

β

ωswitchCr
≤ Rh ≤ β(Cr + Ch)

ωswitchCrCh
(18)

where the value of resistance ratio factor is less than unity to minimize damping loss. The next section
discusses the effect of resistance ratio factor on damping power loss.

Since the aim of Rh-Ch branch is to pass on the maximum switching ripple components through
it, the value of Rh is chosen to be smaller than Rr to provide the necessary lesser impedance at the
switching frequency as Ch < Cr. Now, with two parallel branches, Rr-Cr and Rh-Ch, the current through
Rr and Rh varies based on their impedance. In the proposed damping scheme, the switching harmonic
currents largely pass through the Rh-Ch branch and the resonant current flows predominantly through
the Rr-Cr branch. The Rh-Ch branch, with a lesser resistance and capacitance value provides an alternate
non dissipative path (with a smaller resistance which also improves harmonic attenuation, the loss
in the resistance is almost negligible) for the high frequency currents thereby reducing the harmonic
damping losses. The Rr-Cr branch, with a higher resistance and a slightly high capacitance value
than the Rh-Ch branch (In this branch, the resistance value required becomes small when compared to
traditional Rd-Cd damping) provides an alternate path for the resonance currents thereby reducing the
losses in the damping circuitry.

2.4. Damping Power Loss

The power dissipated in the Rr-Cr and Rh-Ch circuit is calculated separately at the fundamental
and switching frequencies.

(i) Fundamental frequency: The power loss at fundamental frequency is given in Equation (19).

Pf undamental = ωout
2Vgrid

2
(

Cr
2Rr

(1 + ωout2Cr2Rr2)
+

Ch
2Rh

(1 + ωout2Ch
2Rh

2)

)
(19)

where ωout is the fundamental frequency in rad/s. Further, with two parallel branches Cr

and Ch, the resulting current through Rr is halved, thereby reducing the damping loss at
fundamental frequency.
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(ii) Switching frequency: The power loss at switching frequency is given by Equation (20).

Pswitching = Re(VAMYdamp I∗damp) (20)

where Idamp is the current through the damping branch comprising of parallel combination of Rr,
Cr and Rh, Ch and is given by Equation (21).

Idamp = Vdamp/Zdamp (21)

where Zdamp is calculated from Equation (9) at switching frequency.

The voltage across the damping branch Vdamp is given by Equation (22).

Vdamp = VAMYdampM (22)

where VAM gives the harmonic amplitudes of the five-level inverter output voltage given by [33]
and YdampM (at Vgrid = 0) is given by Equation (23)

YdampM =
Vdamp

Vout
(23)

and given as

Ydamp =
Zdamp + Z2

Z1Z2 + ZdampZ1 ++ZdampZ2
(24)

where Z1 and Z2 are the impedances offered by Linv and Lgrid, respectively.

(iii) Total Power Loss

The total power loss in the damping circuit is given the sum of the fundamental frequency power
loss and the switching frequency power loss as Equation (25).

Ptotal = Pf undamental + Pswitching (25)

2.5. Optimization to Maximize Harmonic Attenuation using PSO

Frequent trial and error in a design procedure increases the need to optimize parameters. PSO is
a stochastic optimization algorithm based on deterministic points of natural selection that simulate
the natural process of group communication of a swarm of animals when they flock or hunt with a
velocity. If one member finds a desired path, the rest of the swarm will follow it. The PSO algorithm
imitates the behavior of such animals by particles with an initial velocity and position in space.
With a random population (called swarm), each particle (member of swarm) flies through the search
space and remembers the best position [25]. The members communicate among themselves these
positions and adjust their own position and velocity in a dynamic fashion. This way the particles
fly towards an optimum position. In passive filter designs, it is challenging to achieve maximum
harmonic attenuation while selecting the filter components judiciously within their allowable limits.
The selection of filter components affects the design performance index such as THD, size, harmonic
attenuation ratio, etc. To maximize attenuation around the switching frequency and its multiples,
PSO algorithm is employed in this work. The target of optimization is to obtain maximum value of
harmonic attenuation considering the values of the filter inductance and capacitance. The objective
function to obtain maximum harmonic attenuation for the proposed filter is expressed as Equation (26).

Obj = max|G(jω)|ω=ωswitch
(26)
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where G(jω) is given by is given by

G(jω)at(ω = ωswitch) =
1

(LinvLgridCr + LinvLgridCh)(jω)3 + (Linv + Lgrid)(jω)

Subject to

(i) Lmin < Linv < Lmax, where Lmin and Lmax are the minimum and maximum allowable inverter side
inductance values, respectively.

(ii) Cmin < Ct < Cmax, where Cmin and Cmax are the minimum and maximum allowable capacitance
values, respectively.

The relation between inverter side and grid side inductances and maximum/minimum value of
inductance and capacitance is presented in Section 2.1.

(iii) Harmonics greater than 35 should be less than <0.3% of the rated fundamental current as per IEEE
519-1992 standards. The current harmonic attenuation is computed by considering that, at high
frequencies, the converter is a harmonic generator, while the grid is considered as short circuit
source. The magnitude of switching ripple current to inverter voltage ripple at the switching
frequency is evaluated using Equation (27).

iout(jω)

Vinv(jω)ω=ωswitch

=
CrCh(jω)2 + (Cr + Ch)(jω) + 1

LinvLgridCrCh(jω)4

+(CrLinvLgrid + ChLinvLgrid + CrChLinv + CrChLgrid)(jω)3

+(CrLinv + ChLinv + CrLgrid + ChLgrid)(jω)2

+(Linv + Lgrid)(jω)

(27)

The magnitude of the switching ripple current at the switching frequency is guided by the
recommendations of IEEE 519-1992 (harmonic magnitude to be lesser than 0.3% of fundamental). With
inverter side inductance values of 1 mH, 2 mH and 3 mH computed as discussed in Section 2.1, the
maximum magnitude of harmonics greater than 35 (since harmonics are mostly around switching
frequency, the magnitude is evaluated at 10 kHz) is found to be 0.37%, 0.16% and 0.28% of rated
fundamental current, respectively. Hence, the inverter inductance is chosen as 2 mH. Compared to
step-by-step method, this value has 1% error.

2.6. Optimization to Minimize Damping Power Loss Using PSO

Reactive components used in passive filters inherently produce switching oscillations that needs
to be damped. These oscillations appear as a peak amplitude at the resonant frequency. The damping
resistance used to suppress these oscillations produces power loss and weakens the high frequency
attenuation ability. To efficiently use the damping circuit in the proposed design, this work considers
the damping power loss, damping resistance value and the damping of resonant oscillations. In the
proposed work, care is taken that the damping resistance does not weaken the harmonic attenuation
and does not contribute to damping power loss. The damped filter should show more attenuation
at the resonant frequency as well as in the high frequency band. This work uses PSO algorithm to
minimize power loss on the premise of allowable damping resistance value and minimum peaking in
the resonance. An objective function is defined that minimizes the power loss. In the following section,
the steps towards an optimal design to minimize damping power loss is described:

Particle: The particle of particle swarm optimization is denoted by a set of two-dimensional vector
as X =

[
Ptotal , Rd, |G(jω)|ω=ωres

]
.

Objective Function: This paper uses Equation (28) as the objective function that minimizes the
damping power loss.

Obj = min(Ptotal) (28)
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where Ptotal is defined from Equation (25) that includes fundamental and switching frequency power
loss given by Equations (23) and (24).

Subject to the Constraints:

(a) The harmonics produced due to PWM is mainly located at the switching frequency and its
multiples. The frequency response characteristics of the proposed filter shows that the filter
produces attenuation with a slope of 60 dB/decade after the resonant frequency. Therefore, if the
switching frequency is located far from the resonant frequency, the greater the attenuation at the
switching frequency would be. The amplitude function of the grid current to the inverter voltage
at the switching frequency is given using Equation (29).

G(jω)ω=ωres
=

RrCrRhCh(jω)2 + (RrCr + RhCh)(jω) + 1
LinvLgridCrCh(Rr + Rh)(jω)4 + (CrLinvLgrid + ChLinvLgrid
+CrChLinvRrRh + CrChLgridRrRh)(jω)3

+(CrRrLinv + ChRhLinv + CrRrLgrid + ChRhLgrid)(jω)2

+(Linv + Lgrid)(jω)

(29)

(b) The shunt damping resistance is limited as Rdmin ≤ Rd ≤ Rdmax, where Rd = Rr + Rh and Rdmin
and Rdmax are the minimum and maximum allowable values of the shunt damping resistance
(sum of Rr and Rh) value, respectively, as discussed in Section 2.2.

The search process begins with the initialization of the particles, number of populations,
generations, best values of the objective function in the local search and global search [28]. The defined
objective function is calculated for various values of resistance and is stored as an array. If the
constraints are satisfied, a comparison is established between the obtained objective function value and
the best value that is searched by the particles and is stored as Pbest. A comparison is also made with
the global best value that is searched by all the particles and stored as Gbest. The search is repeated until
all the populations and generations are exhausted. The PSO algorithm renews the position and velocity
to search the whole space by V = λ.V + α1 ∗ rand() ∗ (Pbest − Present) + α2 ∗ rand() ∗ (Gbest − Present)
where “V” is the velocity of the particle, Present is the present position of the particle, Pbest and Gbest
represents the partial optimal solution and global optimal solution. λ is weighted factor ranging from
0.1 to 0.9. α1 and α2 are the learning factors, commonly taken as a value equal to two [25].

3. Parameter Design, Verification and Discussion

With above design and constraints considered, the proposed filter configuration is constructed
for a five-level inverter. Table 1 depicts the system parameters. Table 2 shows the designed filter
component values. To assess the performance of the proposed filter, two filters namely LCL filter with
resistance damping [21,22] (Filter I), and Rd-Cd damped LCL filter [20,21] (Filter II) are compared with
the proposed filter (Filter III). The overall inductance and capacitance values of all filters (for Filter III,
capacitance becomes lesser as per design) are maintained the same. The damping circuit parameters of
Filter I and Filter II are based on [21] and are listed in Table 2.

Table 1. System Design Parameters.

Parameters Specifications

Output Voltage 110 V
Output Power 1 kW
Input voltage 78 V to each H-Bridge

Switching frequency 10 kHz
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Table 2. Filter Design Parameters.

Parameter Filter I Filter II Filter III

Linv 1.5 mH 1.5 mH 2 mH
Lgrid 1.5 mH 1.5 mH 1 mH
Cr 8 μF 4 μF 4 μF
Rr 20 Ω 20 Ω 9 Ω
Ch - 4 μF 2 μF
Rh - - 1 Ω

The frequency response characteristics obtained for the three filters based on the above design
parameters is depicted in Figure 4. It is clear that the proposed filter provides greater attenuating
effect on the harmonics when compared to the Rd-Cd damped LCL filter. The proposed filter exhibits
high harmonic attenuation capability in the high frequency band while maintaining the same overall
inductance and capacitance values compared to Filter I and Filter II.

Figure 4. Frequency response characteristics with the three filters: Filter I, resistance damped LCL
filter; Filter II, Rd-Cd damped LCL filter; and Filter III, proposed filter.

From Equation (25), it is clear that changes in inverter switching frequency changes the damping
power loss. If switching frequency varies, the parameters of the filters also vary. High switching
frequency operation necessitates lesser values of filter components. Figure 5 presents the damping
loss achieved with all the three filters for different values of switching frequency. It is seen that Filter
III provides reduced damping loss compared to Filter I and Filter II at the switching frequencies
considered because the impedance of the Rh-Ch branch is less at the switching frequency, providing a
bypass path for high frequency harmonic currents as per the proposed design.

88



Energies 2017, 10, 1834

Figure 5. Damping loss with switching frequency variation.

Figure 6 presents the damping loss achieved with all three filters for different values of modulation
index. With the proposed filter, lower damping power loss is obtained compared to the other two
filters at all of the modulation indices considered, as the majority of the high frequency harmonic
currents circulate through the Rh-Ch branch, bypassing the Rr branch.

Figure 6. Damping loss for different modulation index values.

Figure 7 presents the damping loss variation achieved for variation in the values of the resistance
ratio by keeping Rr constant. It is seen in Figure 7 that, at higher values of β, the damping power loss is
reduced for any value of Rr. Again, for a particular β, as the value of Rr increases, the damping losses
increase. This is expected, as increase in the resistance value increases the damping power loss. Thus,
to reduce the damping power loss, lower values of Rr is chosen and, at the same time, higher value of
resistance loss ratio is chosen. Choosing a higher resistance ratio factor helps in choosing lower values
of Rr in the proposed design. Hence, the resistance parameter selection for both the parallel branch
circuits of the proposed filter plays a vital role in reducing the overall damping losses. The curves
validate the design value selection of the resistances used in the proposed filter design.
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Figure 7. Damping loss variation with resistance ratio.

Figures 8 and 9 present the variation of damping loss and harmonics (maximum harmonic
magnitude with respect to fundamental) achieved for different values of Cr keeping capacitance ratio
constant. It is seen in Figure 8 that, as the value of Cr increases, the damping losses increase at a
capacitance ratio value, whereas the percentage magnitude of the maximum harmonic with respect to
the fundamental decreases. Again, for the same Cr, as the capacitance ratio increases, the damping
power losses increase with a decrease in the harmonic magnitude percentage. Small capacitance value
contributes to significant ripple on the output of the inverter. There is a minimum capacitance value
on these curves which attributes to lower damping loss and lesser percentage of harmonic magnitude
with respect to the fundamental. Thus, the capacitance parameter selection for both the parallel branch
circuits of the proposed filter plays a vital role in reducing the overall damping losses. The curves
validate the design value selection of the capacitance used in the proposed filter design.

Figure 8. Damping loss variation with capacitance ratio.
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Figure 9. Harmonic variation with capacitance ratio.

Figure 10 shows the frequency response plot obtained with the proposed filter for two varying
values of Rr (depicted as R1 and R2 in the plot for convenience) with the resistance ratio remaining
constant. It can be seen that, at constant resistance ratio, for smaller values of Rr (represented as R1 in
the plot), the attenuation in the high frequency band is high.

Figure 10. Frequency response characteristics for varying Rr with resistance ratio constant.

Figure 11 shows the frequency response plot of the proposed filter for two different values of
resistance ratio (depicted as G1 and G2 in the plot for convenience) for constant values of Rr. It can be
seen that, at higher values of resistance ratio (pictured as G1 in the plot), the attenuation in the high
frequency band is high.

Thus, to reduce the damping power loss and simultaneously achieve high harmonic attenuation,
lower values of Rr is chosen and, at the same time, higher value of resistance loss ratio is chosen.
The frequency response plots also validate the design value selection of the resistances used in the
proposed filter design.
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Figure 11. Frequency response characteristics for varying resistance ratio with Rr constant.

Table 3 shows the variation of harmonics around the switching frequency and twice the switching
frequency for the three filters. It is evident that, with the proposed filter, the dominating current
harmonics can meet the recommendations of IEEE 519-1992. The other two filters also follow the
recommendations, except for Filter I where the percentage near the switching frequency is slightly
higher. The proposed filter provides a much lesser harmonic magnitude percentage when compared
with the conventional LCL filter with simple resistance damping. Thus, the proposed filtering scheme
with a carefully designed filter parameter values is an attempt to reduce the damping power loss and
at the same time provide a higher harmonic attenuation rate in the high frequency band of around
switching frequency and its multiples.

Table 3. Variation of harmonics around switching frequency.

Max Harmonics Around
Switching Frequency

Max Harmonics Around Twice
Switching Frequency

Filter I 0.45 0.32
Filter II 0.29 0.17
Filter III 0.16 0.15

Table 4 presents the comparison of the proposed filter configuration with Filter I and Filter II
based on number of components, attenuation and damping loss.

Table 4. Comparison of different filter configurations.

Filter/Parameter Filter I Filter II Filter III

Number of inductors 2 2 2
Number of capacitors 1 2 2
Number of resistors 1 1 2

Total volume of inductance 100 cm3 100 cm3 84 cm3

Total volume of capacitance 36 cm3 32 cm3 26 cm3

Harmonic Attenuation in high frequency band 60 dB/decade 40 dB/decade 100 dB/decade
Damping Loss 2.45 W 1.08 W 0.16 W
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4. Experimental Results

With reference to the design procedure outlined in Section 2, a laboratory setup of a 1 kW five-level
CHB inverter based on FPGA processor is developed as per specifications in Tables 1 and 2. The grid
is simulated using a programmable ac source (Chroma 61511). The filter parameter selection is based
on the aforementioned design described in Section 2. PDPWM technique is employed to generate
switching pulses for the inverter. The hardware implementation of PDPWM using FPGA offers
computational simplicity, fast prototyping, simple hardware and software design. An image of the
experiment set up is shown in Figure 12.

Figure 12. Picture of the experimental set-up.

The experimental output voltage/current waveforms, which are captured before connecting the
proposed passive filter to the inverter output, are shown in Figure 13a, and the corresponding spectrum
of the inverter output current is shown in Figure 13b. As expected, the waveforms in Figure 13a show
a five-level inverter output. From the harmonic spectrum, it is evident that the uppermost harmonics
of the five-level inverter output current are around the switching frequency of 10 kHz. The spectrum
presents harmonic components not only at the switching frequency and respective multiples (20 kHz,
30 kHz, 40 kHz, etc.) but also in the neighborhood of these frequencies in the form of sidebands. The
THD content on the output current waveform is measured as 26.90% before connecting the proposed
passive filter.

The proposed filter structure is designed to attenuate the higher order harmonics from the inverter
output. Experiments are carried out to compare the performance of the proposed filter with two other
passive filter configurations. The experimental output waveforms and the current harmonic spectra
obtained by connecting the passive filters are shown in Figures 14–16. Filter I is the resistive damped
LCL filter strategy shown in Figure 14. Filter II is the Rd-Cd damped LCL filter configuration shown in
Figure 15. Filter III is the proposed filter strategy shown in Figure 16. In Figures 13b, 14b, 15b and 16b,
the significant harmonics of the output currents are highlighted. It can be inferred from the spectra
of Figures 13b, 14b, 15b and 16b that, before connecting the passive filter, the inverter output has the
maximum harmonic amplitude lying at the switching frequency of 10 kHz. With the implementation of
passive filter, the current harmonic components are reduced by a factor of nearly 6 dB/Hz from Filter
II to Filter III and by a factor of almost 12 dB/Hz from Filter I to Filter III at the switching frequency
of 10 kHz. With the proposed filter, the percentage of harmonics in the high frequency band (in and
around multiples of switching frequency) is reduced compared to the spectra of Filter I and Filter II,
showing that the proposed filter has better harmonic attenuating effect in the high frequency band.
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(a) (b) 

Figure 13. Experimental waveforms of the inverter output before connecting passive filter: (a) output
voltage and current waveforms; and (b) output current harmonic spectrum.

(a) (b) 

Figure 14. Experimental waveforms with Filter I: (a) output voltage and current waveforms; and
(b) output current harmonic spectrum.

(a) (b) 

Figure 15. Experimental waveforms with Filter II: (a) output voltage and current waveforms; and
(b) output current harmonic spectrum.
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(a) (b)

Figure 16. Experimental waveforms with Filter III: (a) output voltage and current waveforms; and
(b) output current harmonic spectrum.

From the spectra of Figures 14b, 15b and 16b, the amplitudes of the dominant harmonic current
(greater than or equal to 35th) are listed in Table 5 for all three filters. It can be seen that the dominating
harmonic current meets the IEEE recommendations in Filter III. The measured THD for the three filters
is depicted in Table 5, which shows that the inverter output current with Filter III has the lowest THD
of 0.82%.

Table 5. Percent Total Harmonic Distortion (THD)and dominant harmonic’s magnitude in
different cases.

Filter I Filter II Filter III

THD (%) 0.98 0.99 0.82
Dominant Harmonic’s Magnitude

(%) 0.47 0.29 0.18

With Filter I, the amplitude of the harmonics at the switching frequency of 10 kHz is measured as
0.47% of fundamental; with Filter II, the harmonic amplitude at the switching frequency is measured
to be 0.29% of fundamental; and, with Filter III, the harmonic amplitude at the switching frequency is
measured to be 0.18% of fundamental. The amplitude of the harmonics (percent of the fundamental
current) at the switching frequency, and twice, thrice, four times and five times the switching frequency
with all the three filters are listed in Table 6.

Observing the output waveforms and the harmonic spectra in Figure 16, it can be seen that the
designed filter has good attenuation effects on the harmonics. The percentage magnitude of harmonics
around the switching frequency (10 kHz) is greatly reduced. The output waveforms have become
sinusoidal and the THD content on the inverter output current is measured as 0.82% after connecting
the proposed filter.

Table 6. Maximum harmonic magnitude as percentage of fundamental with the three filters.

Filter
Maximum
Harmonics

around fswitch

Maximum
Harmonics

around 2fswitch

Maximum
Harmonics

around 3fswitch

Maximum
Harmonics

around 4fswitch

Maximum
Harmonics

around 5fswitch

Filter I 0.47% 0.32% 0.28% 0.18% 0.07%
Filter II 0.29% 0.18% 0.08% 0.06% 0.04%
Filter III 0.18% 0.16% 0.02% 0.01% 0.01%

Figure 17a–c shows the measured damping branch currents obtained with all three filters when
the output voltage is 110 V. The RMS values of the damping branch currents (idam) are measured as
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353 mA, 237 mA and 138 mA with Filter I, Filter II and Filter III, respectively. Thus, the loss in the
damping circuit is computed as 2.49 W, 1.12 W and 0.17 W for Filter I, Filter II and Filter III, respectively,
which is in very close agreement with the theoretical analysis.

(a) (b)

(c)

Figure 17. Experimental damping branch current waveforms with: (a) Filter I; (b) Filter II; and
(c) Filter III.

The percentage damping loss reduction achieved with the proposed filter structure with respect
to Filter I and Filter II is shown in Figure 18. It is clear in Figure 18 that Filter III achieves 93%
damping power loss reduction with respect to Filter I. With respect to Filter II, 85% damping power
loss reduction is achieved, which is in good agreement with the theoretical analysis.

Figure 18. Damping loss reduction in Filter III.
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5. Conclusions

In this paper, a novel filter structure with improved power quality and low damping power
loss is proposed for a five-level CHB inverter used in grid connected applications. An additional
resistance–capacitance branch in parallel to the filter capacitor of the traditional LCL filter in addition
to a resistance in series with the capacitor reduces the damping power loss and provides improved
harmonic attenuation. A detailed parameter design procedure of the filter components is introduced
providing expressions to obtain individual filter component values. PSO algorithm is employed
to minimize damping power loss on the premise of lower resonant peak and increased harmonic
attenuation. Similarly, PSO algorithm maximizes the harmonic attenuation in and around the switching
frequency on the premise of allowable inductance and capacitance values. A 1 kW, 110 V, 50 Hz grid
connected five-level CHB inverter with the proposed filter structure is implemented on an experimental
set up to verify the validity of the filter configuration through experimental results. SPARTAN
6-XC6SLX25 FPGA processor is used to implement the modulation algorithm for the five-level inverter.
The results show that the proposed filter structure is beneficial in providing a significant amount
of harmonic attenuation in the high frequency band compared to alternative filter topologies, while
maintaining the same overall inductance, reduced capacitance and resistance values thereby reducing
the overall filter size. The THD content on the output current waveforms with the designed filter
is 0.82% and the high frequency spectrum is well within the IEEE requirements. An approximate
damping power loss reduction of nearly 89% is achieved with the proposed filter structure compared
to the conventional topologies for the multilevel inverter based grid connected system.
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Abstract: Pulse width modulation strategies have been developed for indirect matrix converters
(IMCs) in order to improve their performance. In indirect matrix converters, the LC input filter is
used to remove input current harmonics and electromagnetic interference problems. Unfortunately,
due to the existence of the input filter, the input power factor is diminished, especially during
operation at low voltage outputs. In this paper, a new space vector modulation (SVM) is proposed to
compensate for the input power factor of the indirect matrix converter. Both computer simulation and
experimental studies through hardware implementation were performed to verify the effectiveness
of the proposed modulation strategy.

Keywords: indirect matrix converter (IMC); input filter; input power factor; matrix converter (MC);
space vector modulation (SVM); power quality

1. Introduction

Matrix converters (MCs) provide a number of advantages, including sinusoidal input and output
currents, regeneration capability, and compact size with good power-to-weight ratio. The development
of MCs began in the early 1980s when Alensia and Venturini introduced the basic principles of
operation [1]. Afterwards, the MCs were applied to the adjustable motor speed drive, for renewable
energy applications, power supplies, and many others application [2,3].

MCs are classified into direct matrix converters (DMCs) and indirect matrix converters (IMCs) [4].
Both converters are able to generate input/output waveforms with the same performance and the
same voltage transfer ratio capability. The IMC is now preferable to the DMC because it has many extra
advantages over the DMC, such as easy implementation, more secure computation, the possibility
power switch number reduction, and the possibility of constructing AC-AC converters with multiple
three-phase outputs and multiphase output voltages [5–7].

The modulation strategies for IMC have recently been discussed, and many researchers have
developed various methods for IMC modulation. In [8], space vector modulation (SVM) methods
were proposed for common mode voltage reduction. In order to reduce the harmonic level in the load
side, a new modulation method based on the virtual DC-link voltage was applied [9]. However, the
analysis of the input power factor of the IMC has not been presented in the literature.

Figure 1 shows the main circuit of the IMC. The IMC system consists of an input LC filter, a rectifier
stage, and an inverter stage. In Figure 1, the LC input filter, which consists of three inductors and
three capacitors, acts as an interface between the power supply and converter, so that it smoothens the
input currents, and removes the electromagnetic interference (EMI) problems. However, it diminishes
the power factor at the input power supply, and the input power factor cannot be unified anymore.
Particularly, in the case of operation at low voltage output, the input power factor is greatly worsened.
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It is well known that the poor input power factor induces negative effects on AC power source
utilization, as well as increasing the magnitude of the electric current more than is necessary.

 

Figure 1. The indirect matrix converter (IMC) topology.

In case of the conventional space vector modulation method for the IMC, the input sectors and
the duty cycles of the modulated switches in the rectifier stage are determined by the input phase
voltage magnitude and its phase angle [5–9]. Although there is much work required to ensure good
performance on the output voltage and input current by the IMC with the conventional SVM, papers
investigating the input power factor problem are rare.

In this paper, we propose a new SVM method for the IMC, which can easily compensate for the
input power factor without IMC performance degradation. The compensation algorithm is based on
the calculation of the optimal compensation angle, which depends on input filter parameters and the
demanded output load.

This paper is organized as follows: The IMC operation and the conventional SVM method are
presented in Section 2. The effects of the input filter in the input side and the proposed SVM method
are described in Section 3. The simulation and experimental results are provided in Sections 4 and 5,
respectively. Some conclusions are given in the last section.

2. Operational Principles of IMC and Conventional SVM Method

2.1. Operational Principles of IMC

The power circuit of the IMC feeding a three-phase inductive load is shown in Figure 1.
The voltages and currents at the power supply side are denoted by (va, vb, vc) and (ia, ib, ic), respectively,
while those of the load side are denoted by (vA, vB, vC) and (iA, iB, iC). The IMC consists of two
stages, i.e., rectifier stage and inverter stage, as shown in Figure 1. The purpose of the rectifier stage
is to generate a sinusoidal input current, as well as the positive DC-link voltage. The rectifier stage
successively connects the positive input voltage to the positive pole (p), and the negative voltage to the
negative pole (n) of DC-link bus. Based on DC-link voltage, which is determined by segment of two
positive line-to-line input voltages, the inverter stage is modulated to generate the three-phase output
voltage with the desired magnitude and variable frequency.

2.2. Conventional SVM Method

In the conventional SVM approach for the IMC, the operation of the rectifier stage depends only
on the phase angle and instantaneous value of the input voltage. The balanced three–phase input
voltage is given in Equation (1).

va = Vin cos(ωint)
vb = Vin cos(ωint − 2π/3)
vc = Vin cos(ωint − 4π/3)

(1)
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where Vin is the input voltage magnitude and ωin is the input angular frequency.
From the input voltage, the input sectors are defined as shown in Figure 2. The six input sectors

shown in Figure 2 can be classified into two cases: In the first case, one input voltage is positive and
two input voltages are negative (sectors 1, 3, 5). In the second case, two input voltages are positive and
one input voltage is negative (sectors 2, 4, 6).

 

Figure 2. The definition of input sectors.

To explain easily how to find the duty cycle of all switches in the rectifier stage, for example,
we assume that the rectifier stage operates in sector 1 without missing the generality of the analysis.
In this sector, the instantaneous supply voltage va is positive, while vb and vc are negative. Under this
condition, the switch Sap is always on while Sbn and Scn are modulated. Based on the analysis in [5–9],
the duty cycle of two switches Sbn and Scn are given as:

dab = −vb
va

(2)

dac = − vc

va
(3)

During one sampling period, the DC-link voltage is modulated with two line-to-line input
voltages; while Sbn is turned on, the DC-link voltage equals to vab, and while Scn is turned on,
the DC-link voltage equals to vac.

The average DC-link voltage is obtained as follows:

Vdc = dab(va − vb) + dac(va − vc) =
3
2

V2
in

va
(4)

From Equation (4), the minimum value of the average DC-link voltage is

Vdc(min) =
3
2

Vin (5)

We can find the switching states, the corresponding DC-link voltage, and its average value for any
other input sector, by utilizing the same approach, and the results are summarized in Table 1. Once the
switching state of the rectifier stage is determined, the traditional space vector pulsewidth modulation
(SVPWM) can be applied to control the inverter stage. For calculating the duty cycles of the active and
zero vectors in the inverter stage, it is necessary to refer to the local average DC-link voltage value.
The eight space vectors with the six active vectors (V1~V6) and the two zero vectors (V0, V7) are used
in the SVPWM method.
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Table 1. The switching states and their DC-link voltages according to the input sector.

Input Sector Conducting Switch Modulated Switches Dc-Link Voltage Average Value (Vdc)

1 Sap Sbn, Scn vab, vac 3V2
in/2va

2 Scn Sap, Sbp vac, vbc −3V2
in/2vc

3 Sbp San, Scn vba, vbc 3V2
in/2vb

4 San Sbp, Scp vba, vca −3V2
in/2va

5 Scp Sbn, San vcb, vca 3V2
in/2vc

6 Sbn Sap, Scp vab, vcb −3V2
in/2vb

For a reference output voltage vector,
→
v out, with the magnitude, Vout, and the phase angle, θout, in

sector 1 shown in Figure 3, the duty cycles of two active vectors V1, V2 and two zero vectors V0, V7

are given as follows:
d1 =

√
3 Vout

Vdc
sin(π/3 − θout)

d2 =
√

3 Vout
Vdc

sin(θout)

d0 = d7 = 0.5(1 − d1 − d2)

(6)

where d0, d1, d2 and d7 are duty cycles of V0, V1, V2 and V7, respectively.

 

Figure 3. The space vector diagram of inverter stage.

The voltage transfer ratio of the IMC, m, is defined as follows:

m =
Vout

Vin
(7)

According to Equations (4)–(7), the voltage transfer ratio should be smaller than 0.866 in order to
maintain all duty cycles positive.

To obtain the balanced input current and output voltage, the switching patterns for the rectifier
and the inverter stage should be combined effectively. As mentioned before, the DC-link voltage has
two values, vab and vac, during one sampling period with the duty cycles dab and dac, respectively.
Therefore, the switching states at the inverter stage are divided into two groups, as shown in Figure 4.
The duty cycles of two active and two zero vectors in each group are calculated as follows:

d1(ab) = d1dab; d2(ab) = d2dab; d0(ab) = d7(ab) = d7dab (8)

d1(ac) = d1dac; d2(ac) = d2dac; d0(ac) = d7(ac) = d7dac (9)
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Figure 4. The switching pattern of IMC.

3. SVM to Compensate Input Power Factor

3.1. Input Filter Analysis

Figure 5 shows the equivalent circuit of the input filter per phase: va and ia are the voltage and
current of the power supply, vai, and iai are the rectifier input voltage and current after the filter.
The equivalent single-phase model in Figure 5 can be used to derive the displacement angle between
the source line current ia and the input voltage va [10].

va vai

iai

icap

ia

C
L

Figure 5. The equivalent circuit of the input filter for phase a.

From Figure 5, it follows:
va = vai + L(dia/dt)

ia = iai + icap

icap = C(dvai/dt)

(10)

Therefore, the input current and voltage can be rewritten as:

va = Vinej0

ia = Iin − ω2
inLCIin − jωCVin

=
√
[
(
1 − ω2

inLC
)

Iin]
2
+ (ωinCVin)

2e−jatan[ωinCVin/(1−ω2
in LC)Iin ]

(11)

Hence, the input filter causes the phase angle difference between the voltage and current of the
power source, which is given as:

δ = arctan

[
ωinCVin(

1 − ω2
inLC

) 1
Iin

]
(12)

where Vin, Iin are the input voltage and the current amplitude of the power supply, respectively. L and
C are the inductance and capacitance of the input filter.

In this paper, we consider a new SVM method to compensate the displacement angle between the
input current and the voltage in Equation (12).
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3.2. The proposed SVM Method

For convenience, the input space vectors are defined as follows:

→
i in =

2
3

(
ia + ibej2π/3 + icej4π/3

)
= Iinejαin (13)

→
v in =

2
3

(
va + vbej2π/3 + vcej4π/3

)
= Vinejβin (14)

where
→
i in and

→
v in are the input current and the input voltage space vectors, respectively.

Table 2 shows the entire possible switching states and the corresponding space vectors for input
current. From Table 2, the input current space vectors are composed of six active current vectors
with fixed directions and three zero vectors, where Idc refers to the DC-link current. Figure 6 shows
the space vector diagram of the rectifier stage. Each active current vector represents the switching
condition between the input phase voltage and the DC-link bus.

Table 2. The input current space vectors according to the switching state.

Switching State Input Current
→
i in

Sap Sbp Scp San Sbn Scn Iin αin

1 0 0 0 1 0 2/
√

3Idc −π/6
1 0 0 0 0 1 2/

√
3Idc π/6

0 1 0 0 0 1 2/
√

3Idc π/2
0 1 0 1 0 0 2/

√
3Idc 5π/6

0 0 1 1 0 0 2/
√

3Idc 7π/6
0 0 1 0 1 0 2/

√
3Idc 3π/2

1 0 0 1 0 0 0 x
0 1 0 0 1 0 0 x
0 0 1 0 0 1 0 x

 

Figure 6. The space vector diagram of rectifier stage.

In order to compensate for the displacement angle caused by the input filer, the input current
vector has to be lagged behind the input voltage vector with the angle δ as shown in Figure 6. If we
assume that the input current space vector, Iin, is located in sector 1, Iin is synthesized by two neighbor
active vectors Iab and Iac. The duty cycles dδ and dγ for two active vectors are given by:

dδ = mrec sin(βin − δ + π/6) (15)

dγ = mrec sin(π/6 − (βin − δ)) (16)
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where mrec is the modulation index of the rectifier stage.
In the modulation of the rectifier stage, the zero current vectors are not used to obtain the

maximum DC-link voltage.
Therefore, in order to complete the sampling period, the duty cycles of two adjacent active vectors

are adjusted as follows:

dac =
dδ

dδ + dγ
=

cos(βin − 4π/3 − δ)

cos(βin − δ)
(17)

dab =
dγ

dδ + dγ
=

cos(βin − 2π/3 − δ)

cos(βin − δ)
(18)

And, the average DC-link voltage becomes:

Vdc = dab(va − vb) + dac(va − vc) =
3
2

Vin
cos(βin − δ)

cos δ (19)

The calculation of duty cycles for the active and zero vectors is similar to that of the conventional
method, and they are given in Equation (20).

d1 =
√

3 Vout
Vdc

sin(π/3 − θout)

d2 =
√

3 Vout
Vdc

sin(θout)

d0 = d7 = 0.5(1 − d1 − d2)

(20)

Similar to the conventional method, the voltage space vectors in the inverter stage are arranged in
a double-side switching sequence V0–V1–V2–V7–V7–V2–V1–V0, but with unequal halves.

The duty cycles of the active and the zero vectors in the inverter stage are given in Equation (21)
during which the first active current vector Iab is applied to the rectifier stage.

d1(ab) =
√

3 Vout
Vdc

sin(π/3 − θout)
cos(βin−2π/3−δ)

cos(βin−δ)

d2(ab) =
√

3 Vout
Vdc

sin(θout)
cos(βin−2π/3−δ)

cos(βin−δ)

d0(ab) = d7(ab) =
1
2

(
dab − d1(ab) − d2(ab)

) (21)

In contrary, when the second active current vector Iac is applied to the rectifier stage, the duty
cycles are obtained as Equation (22).

d1(ac) =
√

3 Vout
Vdc

sin(π/3 − θout)
cos(βin−4π/3−δ)

cos(βin−δ)

d2(ac) =
√

3 Vout
Vdc

sin(θout)
cos(βin−4π/3−δ)

cos(βin−δ)

d0(ac) = d7(ac) =
1
2

(
dac − d1(ac) − d2(ac)

) (22)

Figure 7 shows the block diagram of the proposed SVM method. First, after detecting the
three-phase input voltages/currents using voltage/current sensors, the displacement angle δ is
calculated based on Equation (12). Then, the duty cycles of the active vectors in the rectifier stage
and average dc-link voltage are determined based on Equations (18) and (19). In the inverter stage,
the duty cycles of active and zero vectors are calculated based on the desired output voltage, desired
compensation angle δcom, and the duty cycles of the rectifier stages. Finally, the gating signals are
generated by using the switching pattern.
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From Equation (1) and Figure 6, the line-to-line input voltages vab and vac are obtained as follows:

vab =
√

3Vin cos(βin + π/6) =
√

3Vin cos(αin + δ + π/6) (23)

vac =
√

3Vin cos(βin − π/6) =
√

3Vin cos(αin + δ − π/6) (24)

From Figure 6, the phase angle of input current vector, αin, in sector 1 is given as:

− π

6
≤ αin ≤ π

6
(25)

From Equation (23)–(25), in order to keep vab and vac positive, the compensation angle should
satisfy the Equation (26).

δcom ≤ π

6
(26)

Therefore, the compensation angle is chosen as following:{
δcom = δ if δ ≤ π/6

δcom = π/6 if δ > π/6
(27)

CC C

L

L

L

Input filter

Measure input voltage 
and input current

Rectifier stage Inverter stage

Calculate duty cycles in the 
rectifier stage (17)-(18)

Calculate duty cycles of active 
and zero vectors and make the 

switching pattern (21)-(22)

Three-phase load

Gate drivers

Desired output voltage and 
compensation angle δcom  

Calculated displacement 
angle δ (12)

Generate the gating signals

va ia

vb ib

vc ic

Calculate average dc-
link voltage (19)

Figure 7. The block diagram of the proposed SVM method.

4. Simulation Results

In order to verify the performance and the effectiveness of the proposed method, simulations
were carried out using Psim 9.0 software (Powersim Inc., Rockville, MD, USA) with three-phase RL
load. The parameters of the IMC system were as follows:

• Three-phase load: R = 12 Ω, L = 10 mH.
• Input filter inductance: L = 1 mH, input filter capacitance: C = 25 μF.
• Switching frequency: 10 kHz (Ts = 100 μs).
• Three-phase power supply voltage for the IMC set to 100 V (line-to-neutral voltage), frequency:

60 Hz.

Figure 8a,b shows the input and the output side waveforms with using the conventional method
when the output voltage transfer ratio, m is 0.6, and the out frequency, fout is 50 Hz. In Figure 8a,
the input current of the IMC (iai) contained many switching harmonics, and its fundamental component
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was in phase with input voltage (va), while the input current (ia) of the power supply led the input
voltage by δ = π/9. Therefore, the power factor (PF) in the input side was not at unity; the achievable
power factor was 0.94.

5A/div 50V/div 5ms/div

iai

va

ia

(a) (b)

Figure 8. (a) Input waveforms; and (b) DC-link voltage and output waveforms with the conventional
method at m = 0.6 and fout = 50 Hz.

Figure 9a,b shows the input and the output side waveforms with the proposed modulation
method under the same output voltage condition, with the conventional method in Figure 8. From
Equation (27), the compensation angle was selected to be δcom = π/9. The input current of power supply
was in phase with the input voltage, meaning that the input power factor became at unity, so that the
input current magnitude became smaller under the same load condition. Contrarily, the input current
of the IMC lagged behind the input voltage of power supply by π/9. Also, the output voltage/current
waveforms in Figure 9b had good performance, like those in Figure 8b, although the DC-link waveform
was different from that of the conventional method, due to the different modulation strategy.

iai

va

ia

5A/div 50V/div 5ms/div

pi/9

(a) (b)

Figure 9. (a) Input waveforms; and (b) DC-link voltage and output waveforms with the proposed
method at m = 0.6 and fout = 50 Hz.

In order to investigate the performance of the low output voltage operation, the output voltage
references were changed to m = 0.35 and fout = 50 Hz. Figures 10 and 11 show the currents and
voltages at the input and output side with the conventional and the proposed methods, respectively.
As mentioned before, in Figure 10a, the displacement angle between the input and output current
became larger at the low output voltage δ = π/4; the input power factor was 0.71. When the proposed
method was applied with the maximum compensating angle (δcom = π/6) from Figure 11, the input
power factor improved to 0.91. Figure 11a shows that the IMC input current iai lagged behind the
input voltage va with the desired compensated angle π/6. From Figure 11b, the proposed method
provided the same output voltage performance as that in Figure 10b.
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From the simulation, it was clear that the proposed method is effective in improving the input
power factor without deteriorating the output performance in both cases of low and high output
voltage transfer ratio.

5A/div 50V/div 5ms/div

ia

ia

va

5A/div 100V/div 5ms/div

IA

vAB

vdc

(a) (b)

Figure 10. (a) Input waveforms; and (b) DC-link voltage and output waveforms with the conventional
method at m = 0.35 and fout = 50 Hz.

5A/div 50V/div 5ms/div

ia

ia

va

pi/6

(a) (b)

Figure 11. (a) Input waveforms; and (b) DC-link voltage and output waveforms with the proposed
method at m = 0.35 and fout = 50 Hz.

5. Experimental Results

In order to validate the effectiveness of the proposed SVM method, a laboratory prototype was set
up experimentally. Figure 12 shows the experimental setup for the IMC topology. The controller board
was developed with high performance DSP (TMS320F28335, Texas Instruments, Dallas, TX, USA) and
CPLD (EPM128S, Altera, San Jose, CA, USA). The power circuit of the rectifier stage was constructed
by six insulated-gate bipolar transistor (IGBT) modules (SK 60GM123, Semikron, Nürnberg, Germany)
and the inverter stage was composed of three dual-IGBTs (FMG2G100US60, Fairchild Semiconductor,
Sunnyvale, CA, USA).

Figures 13 and 14 show the input and the output waveforms with the conventional method and
the proposed method, respectively, under the same load condition: m = 0.6 and fout = 50 Hz. We saw
that the input power factor improved from 0.91 to unity, with the compensation angle at π/9.
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Figure 12. Experimental setup for the IMC topology.

(a) (b) 

Figure 13. (a) Input waveforms; and (b) DC-link voltage and output waveforms with the conventional
method at m = 0.6 and fout = 50 Hz (PF = 0.94).

(a) (b)

Figure 14. (a) Input waveforms; and (b) DC-link voltage and output waveforms with the proposed
method at m = 0.6 and fout = 50 Hz (PF = 1.0).

Figures 15 and 16 show the experimental performance of the low voltage operation at voltage
transfer ratio m = 0.35 and output frequency fout = 50Hz, with the conventional method and the
proposed method, respectively. In Figure 15a, the maximum compensation angle π/6 was applied,
so that the power factor improved from 0.71, which was obtained from the conventional method
in Figure 15a, to 0.91. Comparing Figure 15a with Figure 16a, the input current magnitude became
smaller under the proposed method, due to the improved input power factor.
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(a) (b)

Figure 15. (a) Input waveforms; and (b) DC-link voltage and output waveforms with the conventional
method at m = 0.35 and fout = 50 Hz (PF = 0.71).

(a) (b)

Figure 16. (a) Input waveforms; and (b) DC-link voltage and output waveforms with the proposed
method at m = 0.35 and fout = 50 Hz (PF = 0.91).

As a result, the experimental results matched the simulated results very well, and the effectiveness
of the proposed method was also verified by experiment as well as simulation.

6. Conclusions

This paper presents a new SVM method for the IMC to compensate for the input power factor,
which is implemented by using the input voltage and the input current. Analysis, design and
implementation of the proposed SVM for the three-phase IMC with the improvement of the input
power factor, were presented. And also, the allowable of compensating angle according to the
displacement angle caused by LC input filter is analyzed. By using the proposed SVM method, the
input power factor was compensated significantly regardless of the existence of the input filter, without
any performance degradation on the input/output waveforms. The unity input power factor was
obtained with the proposed SVM method. Thanks to the improved power factor, the magnitude of the
input current became smaller compared to the conventional method. The performance of the proposed
SVM was verified with both simulation and experiment.
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Abstract: Monitoring Power Quality Events (PQE) is a crucial task for sustainable and resilient
smart grid. This paper proposes a fast and accurate algorithm for monitoring PQEs from a pattern
recognition perspective. The proposed method consists of two stages: feature extraction (FE) and
decision-making. In the first phase, this paper focuses on utilizing a histogram based method that
can detect the majority of PQE classes while combining it with a Discrete Wavelet Transform (DWT)
based technique that uses a multi-resolution analysis to boost its performance. In the decision stage,
Extreme Learning Machine (ELM) classifies the PQE dataset, resulting in high detection performance.
A real-world like PQE database is used for a thorough test performance analysis. Results of the study
show that the proposed intelligent pattern recognition system makes the classification task accurately.
For validation and comparison purposes, a classic neural network based classifier is applied.

Keywords: event detection; power quality; histogram; machine learning; wavelet transform

1. Introduction

The Smart grid is a complex network that needs an advanced monitoring system to assure its
reliability, security, and sustainability. The increase in stream of data from the smart devices makes more
amount of knowledge to be processed by network operators. Considering the industrial Internet of
Things (IoT) architecture, intelligent devices use embedded processing and communication capabilities
that produce exceptionally large amounts of data, rising the necessity of fast processing algorithms.
Furthermore, today’s power system experts face with a new paradigm. The government is not the only
provider of energy, there are also non–public companies providing grid demand. Common purpose is
effective energy consumption. Thus, power providers bring service quality, resilience, sustainability
and reliability into the forefront. Blackouts and power quality issues inherently create significant
financial loses because modern industrial area and electrical energy are tightly coupled [1–4].

In the research field of power quality monitoring, Power Quality Event (PQE) classification has
an important position. In monitoring centers, measured PQ signals are collected and transformed to
knowledge for managing the whole grid with the help of intelligent systems. Researchers investigate
event classification in terms of feature space and decision space [5–12]. Feature space includes
extracting distinctive features of signal and in a decision space the classifier performs discrimination.
Construction of feature set relies on different signal processing methods [5,13]. In literature,
there has been many studies based on transform and model–based methods [14–19]. In addition
to data–driven methods, such models using micro–synchrophasor measurement data [20] are also
proposed. Conventionally, Fast Fourier Transform (FFT) and Root Mean Square (RMS) variation
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tracking methods exist and have a long-term usage in feature extracting [21,22]. In addition, FFT and
RMS methods have no ability in signal analysing of time and frequency domains [23]. Short time
FFT (ST–FFT), which is proposed to upgrade the FFT method with a time domain analysis, has
a fixed window width when analyzing a raw signal. Kalman Filter, Hilbert–Huang Transform,
and S–Transform are enumerable among the most used methods [3,5,24,25]. In power systems,
Wavelet Transform (WT) was first used in the year 1996 with its Multi–Resolution Analysis (MRA)
structure [26,27]. WT is a time–frequency analysis method that uses a variable window width to gain
a robust frequency tracking [28,29]. The histogram is a representation, which briefs distribution of a
numerical array by counting the same values of data within specified intervals. Sturges Rule defines
the choice of those intervals in data range [30]. This article uses a histogram method as a crucial part
of the feature set and proposes the method as its contribution. Histogram and commonly used feature
extraction method WT are integrated to obtain an effective feature set. The histogram method is easy
to implement and it has a less computational time. This study proposes a fast algorithm for feature
extraction that is the most important phase of PQE classification.

Developing technology of computer hardware systems brings powerful components, which have
a high process capability. Following this, intelligent systems are able to implement complex artificial
methods. Conventional Artificial Neural Network (ANN) structure, Support Vector Machine (SVM)
classifier, and Fuzzy and Expert system based classifiers are commonly used decision makers in the
literature [5,13,23,25,31–33]. Today, Machine Learning (ML) based classifiers are challenging topics
for researchers. Furthermore, one method that has presented top performance is Extreme Learning
Machine (ELM). ELM is a learning algorithm that covers the Single Layer Feed Forward Neural
Network (SLFN) structure and it has an adequate performance without any necessity of iterative
process [34]. Since it was first proposed, ELM has been applied to classification and regression models
in the various field of research as computer vision, biomedical signal processing and so on [35–42].

In this article, a novel feature extracting method is highlighted, which is combined with Discrete
Wavelet Transform (DWT) Entropy details. Decision-making is held by ELM with a high performance
value. The histogram method retrieves distinctive features from the raw PQE data and has never been
used before in PQE classification. With an ELM based classifier, the proposed pattern recognition
system compiles PQE classification process with an acceptable performance improving. Using ELM
and the histogram, this study expresses its novelty among other studies in the literature. The processed
database has been simulated via an elaborate software. Simulation model generates the more frequent
voltage disturbances such as sag, swell, interruption, harmonics, and flickers. In literature, there has
been so many studies using transform based methods in feature extraction. The study in Ref. [8]
uses Discrete Gabor Transform (DGT) with a type-2 fuzzy based SVM classifier. They experiment two
different level of noise conditions using a synthetic dataset. In our study, we use a non-transform based
easy to implement method using an extremely fast ELM classifier, our proposed system outperforms
the DGT with SVM method. (Please see Section 6).

The proposed system utilizes a single phase event classification that is compatible with a multiple
usage in three–phase systems. DWT–Entropy and Histogram methods generate a distinctive feature
set from raw synthetic data. We designed the dataset using a comprehensive model in MATLAB
(R2015a, MathWorks, MA, US) [43]. In our study, we may list our contributions as: (1) we propose a
non-transform based feature extraction method that uses a histogram with an effective computational
cost. Using a conventional DWT based method has improved the overall performance; (2) in
decision-making, we use a machine learning based non-iterative ELM classifier. In comparison
with classical algorithms like ANN, ELM solves a single linear equation to reach the solution; and (3)
an intelligent classifier system uses a detailed dataset that we designed through a PQE generator
toolbox elaborately. For the next stages, we have planned to prepare it as a virtual toolbox for Power
Systems lectures. In Figure 1, we present the general block sheme of the proposed intelligent event
classification system. The three main steps—database construction, feature extraction and decision
steps—are demonstrated with the included methods.
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Figure 1. General block scheme of the proposed intelligent event classification system.

Following this chapter, the rest of this article is structured in this case: Sections 2–4 describe the
methodology of FE and decision-making under the topics of DWT and the Entropy method, histogram,
and ELM structure, respectively. Section 5 describes the PQE dataset and designated PQE generator;
Section 6 emphasizes analyses and results of the proposed pattern recognition system. The last chapter
is a brief conclusion for the study.

2. Feature Extraction: Wavelet–Entropy

WT operates a resilient time-frequency analysis and reveals the implicit partitions that signal
includes. While FFT only performs frequency analysis, ST–FFT fills the gap and performs its analysis
in the time-frequency domain. ST–FFT utilizes a fixed width window when tracking the signal.
WT overcomes this issue by means of a scalable window width. Thus, analysis continues with
extended window width to probe low-frequency divisions of signal and with reduced window width
to probe high-frequency divisions. In power system signal processing, WT is a useful tool because it
can clearly detect beginning and ending points of events [44]. WT governs a scalable wavelet model
when healing the constant resolution affair and gives a flexible time–frequency analysis at different
resolution levels [22,26,44–46]. The discrete form of WT is expressed as:

DWT(a, b) = 2−a/2
∫

y(t)ψ(2−at − b)dt, (1)

where a is the scaling parameter of frequency, and b is a time offset. y(t) represents the processed
signal while ψ(t) is the wavelet function. DWT method uses MRA, dividing the signal into lower
frequency levels. Theoretically, levels of frequency sub–bands are unlimited whereas in practice
sampling frequency restricts the levels of MRA [44]. In this study, 8-level decomposition is used in
DWT MRA and the wavelet function is “Daubechies 4” (db4) based on former works in literature [5].
Figure 2 shows DWT–MRA analysis in graphical representation for chosen sample events. As it can be
seen in depth, details in d1–d4 range indicate start and end moments of PQE, clearly. In Figure 2, “s” is
the raw signal.

Raw signals should be subject to a size reduction process before serving as classifier input. In this
study, the entropy method is applied to detail vectors of DWT (for detail vectors, see Figure 2). In terms
of statistical explanation, entropy states the “disorder” in a signal. The usage of signal processing
field, Shannon is one of the first proponents of the entropy approach [47]. Entropy computation is an
optimum way to measure the disorder in a non-stationary signal. Commonly used entropy calculations
in signal processing are Shannon, Threshold, Norm, Sure method and Logarithmical Energy [46,48].
Shannon Entropy is preferred in this study, which is described as:

E(y) = ∑
i

y2
i · log2(y

2
i ), (2)

where yi is the element of signal number i. Entropy computation generates eight features based on
DWT coefficient vectors for each PQE.
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Figure 2. Discrete wavelet transform–multi resolution analysis of power quality event data in graphical
view: 8-level decomposition details of a sample voltage sag event.

Figure 3 illustrates a graphical representation of DWT details’ entropy of four selected sample
events in the dataset. It can be clearly seen that DWT–Entropy features characterize PQE data effectively.
In this study, DWT is preferred for performance boosting of the histogram method.
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Figure 3. DWT–Entropy features of 8-level decomposition for sample events.
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3. Feature Extraction:Histogram

Using histogram, a graphical distribution is achieved that indicates the counts of samples in
specific intervals throughout complete data array [30,49,50]. In our PQE dataset, histogram features
characterize nearly whole events individually. Figure 4 illustrates the general histogram bars of
sample events.

Figure 4 shows a unique distribution scene for each event, making feature extraction
more distinctive.

In this study, counting points of each interval, so called “bins”, are specified by Sturges’ Rule,
which is defined inclusively in [30]. With this designation according to Equation (3), the histogram
feature set has consisted of 14 elements for each PQE , where C is the interval number and k is the
samples of each signal here is 10.001. Figure 5 shows us histogram features of sample events:

C = 1 + 3.322log(k). (3)

As one can see in Figure 5, histogram features have the ability to emphasize nearly all PQE
individually. Figure 5 includes the counts of signal magnitudes according to chosen 14 bins.

Figure 4. General histograms for sample events.

Algorithm 1 briefs the whole process of feature extracting. Algorithm 1 runs for every sample of
the dataset, which is a number of 600.

Algorithm 1 Applied FE method using DWT–Entropy and histogram

Input: Loading PQE Dataset
Output: Total feature set to be classified

Feature Extraction :
1: for i = 1 to 600 do

2: Calculate the DWT details of PQE signals using (1),
3: Calculate the Entropy values of DWT details with (2)
4: Form the feature set [E1 . . . E8],
5: Calculate the Histogram counts of PQE signals
6: Form the feature set [H1 . . . H14]
7: end for
8: Compose the total feature vector [E1 . . . E8, H1 . . . H14]
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Figure 5. Histogram features of sample events.

4. Decision-Making: Extreme Learning Machine

ELM was firstly proposed by Huang et al. [34] and is a learning structure applied to SLFNs.
In the ELM algorithm, weights and biases of the input layer are arbitrary while only the outputs
are calculated [51]. The fact that the first layer is assigned arbitrarily has been stated, and the
learning time for ELM is extremely short. Additionally, the ELM structure has accurate generalization
ability compared to Feed Forward ANN (FF–ANN) based conventional learning algorithm [38,39].
Figure 6 briefs a basic SLFN frame. Inputs and outputs of the classifier are shown as xi and yi.

The basic SLFN frame, which contains M total of hidden nodes and operates with g(x) activation
function, can be described in mathematical form as:

M

∑
i=1

βig(wi · xj + bi) = oj, j = 1 . . . N, (4)

where w is the input weights of the layer, and β is weights of the output layer. bi is bias values of the
input layer. o defines the expected output of ELM. (wi · xj) operand is the inner product of wi and xj
so-called weighted inputs. Given the structure of SLFN can establish the “zero error” theoretically, i.e.,
o value is equal to y output vector. Thus, Equation (4) can be reformulated as:

M

∑
i=1

βig(wi · xj + bi) = yj, j = 1 . . . N. (5)

Equation (5) exhibits that there are suitable output weights able to form measured outputs or real
outputs of SLFN. If a facilitation is implemented as in (6), Equation (5) can be reformed as in (7):

g(wi · xj + bi) = Hij, (6)

Y = H · β. (7)

Equation (7) refers to a linear equation whose solution takes us to output values of ELM. In usual
learning frames, there is a need for iterative processes to obtain expected outputs, but ELM solves
only a linear equation to execute the similar process at one time without any iteration. Equation (8)
describes the solution for getting β value from (7):

β = H♦ · Y, (8)

where H♦ is operated via the “Moore–Penrose inverse” so-called generalized inverse of H matrix [22,52].
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Figure 6. Basic single layer feed-forward neural network frame.

Algorithm 2 briefs the ELM learning. In decision-making, we use the last feature vector with a
length of 22 that includes eight features (E1, . . . , E8) from DWT–Entropy and 14 features (H1, . . . , H14)
from the histogram method. Process loop runs for every sample of the dataset.

Algorithm 2 ELM Method

Input: Training set, [t = 1, 2, ..., T],
Output: Output weights of ELM structure: Calculation of β from Y = Hβ.

Initialisation :
1: Defining input weights and biases randomly.
2: for t = 1, 2, ..., T. do

3: Compute H matrix using (4) and (6),
4: Compute the output weights from (8),
5: end for

Test :
6: Predict an unlabeled test input
7: Decide the type of PQE

5. Power Quality Event Data Description

The PQE simulation model presented in this paper has three steps: generating events using
mathematical equations, normalization, and building last datasets to be processed. All three steps of
the model have been designed in MATLAB [43]. Built simulation model generates five categories of
voltage events such as sag, swell, interruption, harmonic polluted voltage, and flicker. In addition,
a pure sinusoidal voltage is generated in order to depict normal operating conditions. PQE generator is
operated at 10 kHz sampling frequency. Sampling frequency value can be thought of as measurement
devices’ operating frequency. The built model composes the dataset using mathematical models of
events [8,25]. The frequency of the grid model is considered as 50 Hz; thus, a data array includes
200 samples in a period duration and measured time is set to 1-s. This operation time gives 1 × 10,001
length of raw data vector. The complete dataset includes six different classes for a total of 600 events,
each with a length of 10,001 samples. At the end of the feature extraction process, the dataset is subject
to a size reduction and as a result the feature vector has a length of 22 before processing in the classifier
stage. In a 1-s period of an operation window, data rows have three sections as pre–event, event and
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post–event. Occurring durations are different from each other for every single event data. The built
simulation model sets different durations of events in every data row. This makes every PQE unique
in each class. Table 1 briefs the dataset in terms of Event Class (EC) types.

Table 1. Mathematical model based power quality event types and numbers.

PQE Type Class Number of Signals

Normal Sine EC1 100
Sag EC2 100
Swell EC3 100
Harmonics EC4 100
Interruption EC5 100
Flicker EC6 100

Total 600

In order to resemble a real-field dataset, noise distortion is considered at values of Signal-to-Noise
Ratio (SNR) 10 dB, 20 dB, and 30 dB. Noise addition makes dataset closer to real-site signals so that
classifier performance is forced to various difficulty levels. Figure 7 illustrates three type of exemplary
PQE signals in the dataset.

Figure 7. Three samples of PQE data in graphical view (Signal-to-noise ratio 30 dB) (a) sag; (b) swell;
(c) interruption.

6. Results and Discussion

After feature extraction process using DWT–Entropy and histogram methods, a set of distinctive
features is obtained to be classified in a decision-making phase. Whole feature set matrix includes
E1, . . . , E8 set as DWT–Entropy features, and H1, . . . , H14 set as the histogram features. The feature
matrix has a row number of 600, the same as samples of the dataset. In this study, a feature vector that
consists of 22 elements is used for classification.

The feature set has a pre-processing period containing normalization and a cross-validation
procedure. A 10-fold cross validation algorithm is used to get a better test performance and to
force classifiers to more complicated test periods. Because of using cross-validation, accuracy values
are given for 10-fold on average. FF–ANN and ELM have the same form as the SLFN structure.
Because of this reality, we compare the proposed method just with the classic FF–ANN topology. In our
experiments, number of hidden neurons are 225 and 20 for ELM and FF–ANN. Both classifiers use
tangent sigmoid activation function in the hidden layer. Given parameters are acquired empirically
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as optimum values of several experiments. All the simulation is held by a work station hardware
including a dual-processor with a clock of 2.1 GHz and 32 GB of RAM value. Results for SNR 10 dB,
SNR 20 dB, and SNR30 dB are given using those classifier parameters above.

In Table 2, results for SNR 30 dB, 20 dB, and 10 dB noise conditions are presented collectively
for both classifiers. It is said that ELM has a robust structure for different noise states. In Table 2,
results for SNR 30 dB conditions show that ELM has a superior performance with 100% accuracy and
classifies all the classes correctly. In addition, ELM is good at a time cost in both training and test
phases. FF–ANN has an adequate performance, but it is nearly three times slower in the training
period. This time costs when processing the big data concept. In Table 2, we can see the accuracy
performance of SNR 20 dB as 99.66%. In Ref. [8], the performance value that belongs to the same
condition is 96.22%. Using an easy to implement method with less features and less computational
time, our proposed system outperforms the DGT with type-2 fuzzy based SVM. Because our classifier
demonstrates its robustness in Table 2 with different noise levels, we set the SNR 30 dB value as the
benchmark level. Other result tables present the results with the benchmark noise level as SNR 30 dB.

Table 2. The result table for signal-to-noise ratio 30 dB, 20 dB, and 10 dB conditions.

Classifier Average Time (s)
Type Accuracy (%) Training Test

Results for 30 dB Conditions

ELM 100 0.3266 0.0250
FF–ANN 99.0 0.9007 0.0111

Results for 20 dB Conditions

ELM 99.66 0.3141 0.0000
FF–ANN 98.00 0.8883 0.0262

Results for 10 dB Conditions

ELM 99.83 0.2906 0.0000

FF–ANN 99.17 0.9641 0.0138

When making a comparison between two similar classifiers, it is always considered whether
the test is running under equal circumstances. The results carried out using the optimal classifier
parameters are above. In this part of the experiments, two more different operation conditions are
provided for classifiers: (1) when ELM has a number of 20 hidden layer neurons just the same
as FF–ANN; and (2) when FF–ANN has a number of 225 hidden neurons just the same as ELM.
This allows both classifiers for evaluating with the same situations. Table 3 presents the results of those
two conditions.

The most important argument of this evaluation approach is about time cost of FF–ANN. In Table 3,
when FF–ANN has 225 neurons, training time is nearly four hundred times more. In comparison with
FF–ANN, when ELM has 20 neurons, it generates nearly accuracy of 98% with a fast training time.
Dealing with a large-scale dataset, training time is a crucial value of interest.

Table 3. The result table for SNR 30 dB and both ELM & FF–ANN are under equal terms of
neuron numbers.

20 Neurons 225 Neurons

Classifier
Average Training Testing Average Training Testing

Accuracy (%) Time (s) Time (s) Accuracy (%) Time (s) Time (s)

ELM 97.50 0.0578 0.0000 100 0.3266 0.0250
FF–ANN 99.00 0.9007 0.0111 96.00 129.353 0.0325
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The results above are obtained via using of the full feature set. Now, the ongoing analysis has a
feature searching starting with DWT–Entropy features. Figure 8 shows E1, . . . , E8 feature sub-set for
all the samples of the dataset.

One can see from Figure 8 that E1 to E5 features are less distinctive comparing to E6 to E8 features.
Magnitudes of E1–E5 are low values and show a little change only for EC4 class, but E6–E8 features
differ from each other for all the classes of the dataset. Table 4 shows the ELM results of classification
using only DWT–Entropy for SNR 30 dB with different combinations.

Table 4. ELM results for DWT–Entropy features (SNR 30 dB).

Feature Average Time (s)
Set Accuracy (%) Training Test

E6–E8 72.70 0.3609 0.0156
E1–E5 63.80 0.3094 0.0000
E1–E8 96.20 0.3563 0.0000

Figure 8. Variation of DWT–Entropy feature sub-set according to samples, Classes: EC1–EC6.

The meaning of Table 4 differs from graphical projection. Figure 8 tells us that E1–E5 features are
less distinctive but classification results refute that estimation. Using just E6–E8 features gives 72.7% of
average accuracy. When E1–E5 features are added and using the whole DWT–Entropy sub-set, average
accuracy rises to 96.2% value and the result for using only E1–E5 sub-set has an average accuracy
of 63.8%.

General distribution of the histogram features is given in Figure 9. It can be clearly seen that
all histogram features (H1–H14) are distinctive for nearly all classes. The features of EC2 are less
distinctive among all feature sub-sets, but if we zoom in its distribution, it is seen that they differ from
each other.

Now, the next results are obtained using just the histogram features, H1–H14. Table 5 lists the
ELM classification according to H1–H14 feature sub-set with SNR 30 dB. The histogram feature sub-set
with an average accuracy of 98.7% is adequate for the proposed PQE classification system.
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Table 5. ELM result table for histogram features (SNR 30 dB).

Feature Average Time (s)
Set Accuracy (%) Training Test

H1–H14 98.70 0.3734 0.0266

A general comparison is given in Table 6 according to processing time and average accuracy
values; specs of total feature sets are also listed. As it can be seen in Table 6, extracting features from
the histogram method is 15 times faster than DWT–Entropy. Average accuracy values are close to
each other so the important point is time cost, most particularly dealing with big data. For the whole
feature set, the proposed system for PQE classification reaches the perfect classification. However,
the proposed intelligent recognition system can be used just preferring the histogram method based
feature set, which is the novelty of this paper. Its accuracy reaches an adequate performance value and
the DWT method supports this for more.

Table 6. Feature extraction method comparison.

Method
Feature Set Processing Average

Length Time (s) Accuracy of ELM (%)

DWT–Entropy 8 7.66 96.2
Histogram 14 0.51 98.7
Total feature set 22 8.2 100

Figure 9. Variation of histogram feature subset according to samples, Classes: EC1–EC6.

7. Conclusions

In this paper, a machine learning based ELM classifier coupled with DWT–Entropy and histogram
methods for classification of PQE signals is proposed. With its MRA nature, the DWT method is used
to establish a time-frequency analysis suitable for event signals. Feature extraction from DWT is based
on entropy calculation. This study proposes the histogram, which is a novel feature extracting method
used in power system signal processing with a machine learning based classifier. Histogram features
characterize PQE data in an accurate manner. Feature extraction methods provide a size reduction
in the raw dataset before classification process. In addition, the proposed feature extraction method
of histogram comes to the fore with being fast in time, and its easy implementation for embedded
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systems. Designing a power quality event monitoring device using just histogram features is one of
the future aims of this study. The conventional DWT method is used for performance improvement of
the histogram. Given results prove the increase in performance.

The results from the proposed pattern recognition system prove that it carries an efficient
classification process with six categories of PQE. In addition, it can be said that the proposed system
has a robust structure for different noisy conditions. Future works will include building an embedded
system for the histogram method. Thus, it would be able to run the algorithm on a field device.
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Abstract: This paper proposed an efficient phase-locked loop (PLL) that features zero steady-state
error of phase and frequency under voltage sag, phase jump, harmonics, DC offsets
and step-and ramp-changed frequency. The PLL includes the sliding Goertzel discrete Fourier
transform (SGDFT) filter-based fundamental positive sequence component separator (FPSCS),
the synchronous-reference-frame PLL (SRF-PLL) and the secondary control path (SCP). In order
to obtain an accurate fundamental positive sequence component, SGDFT filter is introduced as it
features better filtering ability at the frequencies that are integer times of fundamental frequency.
Meanwhile, the second order Lagrange-interpolation method is employed to approximate the actual
sampling number including both integer and fractional parts as grid frequency may deviate from the
rated value. Moreover, an improved SCP with single-step comparison filtering algorithm is employed
as it updates reference angular frequency according to the FPSC, which promises a zero steady-state
error of phase and improves the frequency tracking speed. In this paper, the mathematical model
of the proposed PLL is constructed, its stability is analyzed. Also, design procedure of the control
parameters is presented. The effectiveness of the proposed PLL is confirmed by experimental results
and comparison with advanced pre-filtering PLLs.

Keywords: distorted grid conditions; SGDFT; Lagrange-interpolation method; frequency adaption;
SCP

1. Introduction

The information about instantaneous grid voltage phase and frequency are usually obtained via
phase lock loop (PLL), which is of vital importance to maintain synchronization and stable operation
for grid-connected power electronic devices [1–5]. Recently, the presence of DC offsets and harmonics
in grid voltages caused by measurement devices, nonlinear loads and grid faults throws down a new
challenge to the synchronization technique [6].

Synchronous-reference-frame PLL (SRF-PLL) is probably the most popular synchronization
technique under ideal grid condition [7,8]. However, the disturbance rejection capability of SRF-PLL
is poor for unbalanced voltages, harmonics, step-and ramp-changed frequency and DC offsets.
Under unbalanced condition, the fundamental negative sequence component imposes the second
harmonic ripple on variables in dq axis. Under polluted condition, the nth order harmonic components
of input voltages become (n − 1)th harmonics (if it is a positive sequence harmonic) or (n + 1)th
harmonics (if it is a negative sequence harmonic) in dq axis [9]. Especially, DC offsets become
fundamental component in dq axis. Under step-and ramp-changed frequency, there is an error between
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the reference angular frequency and the actual one. As a result, the SRF-PLL cannot track phase and
frequency precisely.

To solve this problem, numerous advanced PLLs have been intensively studied [10–27].
The improved methods generally fall into two classes. One representative method is the in-loop
filtering technique which adds various specific filters in the phase control loop, such as adaptive
notch filter-based PLL [10], moving average filter-based PLL (MAF-PLL) [11], Type-1 PLL [12],
dq-frame delayed signal cancellation operator based-PLL [13] and the variable sampling period filter
based PLL (VSPF-PLL) [14]. These PLLs show satisfactory performances but they are not applicable to
the situation where precise fundamental positive sequence component (FPSC) is needed.

The other method is the pre-filtering technique which employs various filters to extract FPSC
from the non-ideal voltages [15–27]. References [15,16] present a multiple complex-coefficient
filter-based (MCCF) synchronization technique with no need of the symmetrical component method
and rotating frame transformations. Reference [17] proposes a generalized second-order and
third-order complex-vector filter based on reference [15] for better dynamic performance and higher
harmonic attenuation, but DC offsets of input signal are not considered. Moreover, as CCF gives
relatively limited gains for each order harmonics especially for DC offsets, it cannot maintain
tracking precision of grid phase under harmonics and DC offsets. As a representative pre-filtering
SRF-PLL, second-order generalized integrator-based (SOGI) PLL is presented in [16] and improved
in references [19,20]. Dual SOGI in [18] is the building block of the quadrature signal generator
(QSG) and offers harmonic blocking capability to the system. References [19,20] make SOGI-PLL
frequency adaptive by adding a harmonic decoupling network and an angular frequency feed
forward loop, respectively. Consequently, the SOGI-based PLLs exhibit a relatively precise and
frequency-adaptive response under unbalanced condition, but they also cannot track the phase
precisely under harmonics and DC offsets due to similar filtering characteristics with CCF based PLL.
The moving average filter-based (MAF) pre-filtering PLL has precise accuracy under unbalanced and
heavily polluted conditions when the filtering window width is integer times of the input AC signal’s
period [21]. The filtering window width in [22,23] is set to one time of the input AC signal’s period
in dq axis, which can eliminate DC offsets of input signal. But this will give one period delay and
increase the response time. References [24] proposes a generalized delay signal cancelation-based
(GDSC) pre-filtering PLL, which can eliminate the negative-sequence component and any given
harmonics under unbalanced voltages, harmonics and DC offsets. References [25–27] focus on the
frequency-adaptive scheme of GDSC-PLL. They all track frequency precisely and give an acceptable
response time when input frequency varies. However, it bears burdensome digital computation time, as
it needs 4 to 5 cascaded DSC modules to suppress all-field harmonics. Furthermore, the aforementioned
pre-filtering PLLs give steady-state error on estimated phase when input signal’s frequency varies
due to the fixed reference angular frequency. Thus, some improved PLLs adopt a secondary control
path (SCP) for better tracking accuracy [28,29]. But the reference angular frequency is calculated
directly from the input signals without pre-filter, which would make the reference angular frequency
inaccuracy and consequently mislead the detected frequency under variable frequency.

With the aim of further improvement in tracking accuracy and disturbance rejection capability
under unbalanced voltages, harmonics, step-and ramp-changed frequency and DC offsets, an improved
PLL based on sliding Goertzel discrete Fourier transform (SGDFT) pre-filter is proposed. The FPSC
is extracted by SGDFT pre-filter as it features unit gain on specified frequency and negative infinite
gain on other frequencies; Second order Lagrange-interpolation method is used to approximate the
actual sample number as grid frequency may deviate from the normal value; In order to obtain
an accurate reference angular frequency, the extracted FPSC is adopted as the input of SCP rather
than the one without being pre-filtered. Meanwhile, single-step comparison filtering algorithm is
proposed according to the SCP characteristics, which gives lower delay and higher accuracy on the
calculation of reference angular frequency than traditional low pass filter (LPF). By means of these
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schemes, zero steady-state error and rapid transient response in phase and frequency are guaranteed
under distorted conditions.

The rest of this paper is organized as follows: Section 2 analyzes the SGDFT filter characteristics.
Section 3 proposes the new PLL structure and its mathematical model. Section 4 describes the design
and implementation method. The comparative experimental results of five PLLs obtained from the
prototype comprised of signal generator and digital signal processor (DSP) TMS320F28335 control
board are given in Section 5. Finally, the conclusions are drawn in Section 6.

2. SGDFT Overview

The quadrature signal generator (QSG) is widely used in pre-filtering PLL. However, it has
limited performance under polluted condition, since the separated FPSCs still contain harmonics.
The SGDFT filter is derived from the standard DFT equation and commonly used to compute DFT
spectra [30]. Compared with QSG, it has better filtering ability at the frequencies that are integer times
of fundamental frequency. The transfer function HSGDFT(z) and the structure of SGDFT filter are shown
in Equation (1) and Figure 1, respectively.

HSGDFT(z) =
(1 − e−j2kπ/Nz−1)(1 − z−N)

1 − 2 cos (2kπ/N)z−1 + z−2 (1)

where k is frequency domain index and N is the sampling number.

 
Figure 1. Block diagram description of SGDFT.

Figure 2 shows the frequency response and z-domain zero/pole of SGDFT. As shown in Figure 2a,
Hre(z) and Him(z) are the real and imaginary part of HSGDFT(z), while Gd(s) and Gq(s) represent the
transfer function of QSG in d and q axis, respectively. The magnitude of the four transfer functions are
all 0 dB at the fundamental frequency f 0 = 50 Hz. It is shown that the frequency response of SGDFT is
same with QSG except at the frequencies that are integer times of f 0. Meanwhile, SGDFT has much
smaller gain than QSG at the integer multiple of f 0, which means that SGDFT has better filtering
ability than QSG under polluted condition. In Figure 2b, there are 256 zeros (blue circle) of the transfer
function equally spaced around the unit circle on z-domain. Moreover, it has two conjugate poles
(red cross) cancelling zeros at z = e±j2π/256. Thus, one can conclude that SGDFT can calculate the
fundamental coefficient of the input signal precisely. Therefore, SGDFT is introduced to separate
the FPSC.
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Figure 2. Frequency response and z-domain zero/pole of SGDFT when k = 1, N = 256. (a) Real and
imaginary frequency response of SGDFT; (b) z-domain zero/pole.

3. The Proposed PLL

The block diagram of the proposed PLL is shown in Figure 3. This PLL structure consists of three
main parts: FPSCS, SRF-PLL and SCP. The FPSCS module uses SGDFT filter and the symmetrical
component method to separate the FPSC precisely even under distorted conditions. Considering
that the practical grid frequency may deviate from the rated value, Lagrange-interpolation method is
adopted to approximate the actual sampling number Nr, in order to make the SGDFT filter effective
under variable frequency. The SCP module updates reference angular frequency, which improves its
tracking performance.

 

Figure 3. Block diagram of the proposed PLL.

3.1. SGDFT-Based FPSCS

The SGDFT structure is shown in Figure 1. vα and vβ are input signals in two-phase stationary
frame. v′α and qv′α are the filtered direct and quadrature parameters of vα. v′β and qv′β are the filtered
direct and quadrature parameters of vβ. v+α and v+β are FPSC in two-phase stationary frame, v+α1 and
v+β1 are normalized FPSC. The FPSC v+α and v+β in αβ axis are obtained by:[

v+α
v+β

]
=

1
2

[
v′α − qv′β
qv′α + v′β

]
(2)

In practical power system, the grid frequency f 0 is a time-varying parameter. The problem arises
when f 0 cannot be divisible by the sampling frequency f s, i.e., the order Nr would not be a integer and
can be described as Nr = Na + D, where Na = floor (Nr) is the integer and D = Nr − Na (0 ≤ D < 1) is
the fractional part. Thus, the delay is given as: z−Nr = z−Naz−D. The Lagrange-interpolation method is
introduced because it is an effective way to approximate the fractional delay for FIR filter design [31].
The fraction delay z−D can be approximated by:
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z−D ≈
n

∑
k=0

H(k)z−k k = 0, 1, · · · , n (3)

The coefficients H(k) are calculated as:

H(k) =
n

∏
i=0
i 
=k

D − i
k − i

k = 0, 1, · · · , n (4)

Specifically, the case n = 1 corresponds to the linear interpolation and the two coefficients are
H(0) = 1 − D and H(1) = D. Figure 4 shows the frequency responses of Lagrange-interpolating fraction
delay z−D at different D values.

In Figure 4, the fractional D are 0.3 (red line), 0.5 (green line) and 0.75 (blue line) for validation.
It shows that the magnitude of fraction delay with n = 2 (dashed line) is closer to the case with D = 0
(the real value), meanwhile the phase has smaller change at different D values than n = 1 (solid line).
The magnitude of fraction delay with the order n = 3 is close to the case with D = 0 while it exceeds the
unit amplitude, which may introduce stability problem. Moreover, the fraction delay with the order
n = 3 consumes more addition and multiplication operations than n = 2. Considering these two aspects,
n = 2 is chosen to be the Lagrange interpolation order. Hence, the corresponding fractional delay is:

z−Nr = H(0)z−Na + H(1)z−Na−1 + H(2)z−Na−2 (5)

 

Figure 4. Frequency responses of Lagrange-interpolating fraction delay. (a) Magnitude responses; (b)
Phase responses.

Therefore, the structure of SGDFT can be improved, as shown in Figure 5.

 

Figure 5. The improved structure of SGDFT.
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3.2. Description of SCP

The secondary control path is introduced to improve the transient response rate. Moreover,
it updates the reference angular frequency to decrease phase error under variable frequency.

In reference [28], the phase θ ∈ [−π/2, π/2] can be deduced as θ = tan−1(v+β/v+α). However,
arctangent function gives rapid change at ±nπ/2, which results in differential errors in digital
implementation. Therefore, this paper uses arcsin function to calculate the phase. Besides, an abs
function is adopted to regulate the negative angular frequency. In order to eliminate the digital
differential error in the regulated angular frequency, the single-step comparison filter is realized
as follows:

ωr(kn) = {ω(kn) ≥ ω(kn − 1)}?{ωr(kn) = ω(kn)}:{ωr(kn) = ω(kn − 1)} (6)

where kn is the current cycle counter. Both the differential part d/dt and Equation (6) need one
control period delay, thus its transfer function can be described as Gf(s) = 1/(2Tss + 1). As analyzed in
Section 2, the model of SGDFT is equivalent to QSG. Thus, the pre-filtering stage small signal model
in the proposed PLL can be used as Go(s) = ωo/(s + ωo), where ωo equals to 0.707ωr. Therefore,
the secondary control path transfer function is ωr(s) = Go(s) × Gf(s) × ω(s).

Moreover, the introduction of SCP changes the type and pole-zero location of tracking loop [29].
Thus, the voltage normalization part is employed to remove this adverse effect. It can be achieved as:⎧⎪⎪⎨⎪⎪⎩

v+α1 = v+α√
v+2
α +v+2

β

v+β1 =
v+β√

v+2
α +v+2

β

or

⎧⎪⎪⎨⎪⎪⎩
v+α1 = v+α

0.5(
√

v′2α+qv′2α+
√

v′2β+qv′2β)

v+β1 =
v+β

0.5(
√

v′2α+qv′2α+
√

v′2β+qv′2β)

(7)

3.3. Proposed PLL Model

According to the aforementioned deduction, the small-signal model and equivalent model of the
proposed PLL are shown in Figure 6.

 

Figure 6. Small-signal model of the proposed PLL. (a) Original model; (b) Equivalent model.

It can be deduced from Figure 6b as:

θ+p (s) = VmGo(s)GPI(s)
1
s︸ ︷︷ ︸

Ga(s)

θe(s) + Go(s)Gf(s)
{
θe(s) + θ+p (s)

}
(8)

Then the open-loop transfer function can be obtained as:

Gol(s) =
θ+p (s)

θe(s)
=

Go(s)Gf(s) + Ga(s)
1 − Go(s)Gf(s)

(9)
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The term Go(s) × Gf(s) can be replaced by Ge(s) = 1/(Tes + 1) because these two terms are small
inertial elements, where Te is the equivalent delay that equals to 2Ts + 1/ωo. Therefore, the complete
open-loop and closed-loop transfer functions are:

Gol(s) =
θ+p (s)

θe(s)
=

s3 + s2ωo(1 + kpTe) + sωo(kp + kiTe) +ωoki

Tes3(s +ωo)
(10)

Gcl(s) =
θ+p (s)

θ(s)
=

s3 + s2ωo(1 + kpTe) + sωo(kp + kiTe) +ωoki

s4Te + s3(1 +ωoTe) + s2ωo(1 + kpTe) + sωo(kp + kiTe) +ωoki
(11)

4. Systematic Design Approach

The aim of this section consists of four aspects: parameter design guidelines for the
proposed PLL, system stability analysis, study of bandwidth and dynamic responses, and discrete
implementation method.

4.1. Parameters Design

It can be seen from Equation (10) that the open-loop transfer function is a four-order expression.
Thus, zero-pole cancellation which is convenient for parameters design is adopted to simplify the
system. Suppose that numerator polynomial has three real zeros, and one of them equals to ωo. Thus,
the open-loop transfer function would be:

Gol(s) =
(s +ωz1)(s +ωz2)(s +ωo)

Tes3(s +ωo)
(12)

It has been proved that the coincident zeros (i.e., ωz1 = ωz2) can provide a higher stability margin
than the spread ones [32]. Thus, combining Equations (10), (12) and ωz1 = ωz2 = ωz, Equation (10) can
be rewritten as:

Gol(s) =
(s +ωz)

2

Tes3 =
s2 +ωokpTes + ki

Tes3 (13)

where kp and ki are the proportional and integral parameters of PI regulator shown in Figure 6.
From Equation (13), the phase margin (PM) and the crossover frequency ωc of the proposed PLL can
be determined as:

PM = −90◦ + 2 tan−1 (h)
ωc =

1
Te sin2 (tan−1 (h))

(14)

where ωc = hωz. Figure 7 illustrates that PM is a function of h.

 
Figure 7. PM is a function of h.
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The PM within the range of 30◦~60◦ is the recommended range for stable operation [32]. Generally,
PM = 45◦ is selected, which corresponds to h = 2.5, as shown in Figure 7. When h = 2.5, it can be derived
that ωc = 246.8 rad/s, ωz = 98.7 rad/s, kp = 2ωz/(ωo × Te) = 189.2 and ki = ωz

2 = 9746 according to
Equations (13) and (14).

4.2. System Stability

It is known that the introduction of SCP aggravates the stability problem as the voltage
amplitude Vm changes the zeros of the open-loop and closed-loop transfer function. Thus, the voltage
normalization is utilized to remove this effect. From Equations (10) and (11), it can be seen that Vm is
no longer an influence factor. According to the analysis in Section 4.1, the open-loop bode plots are
shown in Figure 8.

 

Figure 8. Open-loop bode plots of the proposed PLL.

It can be observed that the gain margin (GM) is between 8.1 and 16.9 dB within the PM range of
29.1◦~60.2◦, which are coincide with the aforementioned calculation. Therefore, one can conclude that
the design guideline for the proposed PLL gives satisfactory PM and GM.

4.3. Bandwidth and Dynamic Response Evaluation

In order to analyze the bandwidth of the proposed PLL, the closed-loop bode plots of SRF-PLL,
DSOGI-PLL and the proposed PLL are drawn. From Figure 9, it can be seen that the proposed PLL
obtains wider bandwidth than the other two PLLs.

 

Figure 9. Closed-loop Bode plots of three kinds of PLL for h = 2.5.
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The dynamic responses of the proposed PLL are evaluated by the unit step and ramp response.
The corresponding transient responses are shown in Figure 10. It can be seen that the settling time are
about 2 fundamental periods in these two conditions. Also, the steady-state value of unit step response
equals to 1, and ramp response tracks the input ramp function 1/s2 precisely. These results validate
that the proposed PLL obtains good dynamic performance.

 
Figure 10. Transient response of closed-loop transfer function for h = 2.5. (a) The unit step response;
(b) The unit impulse response.

4.4. Discrete Implementation of the Proposed PLL

Performance of the proposed PLL highly depends on digital discretization approach. The Tustin
with pre-warping method (s = ω1

tan(0.5ω1Ts)
z−1
z+1 ) gives better accuracy and frequency characteristics

than the forward Euler and the backward Euler methods [33]. It is worth noting that SRF-PLL is
regulated in q-axis. Therefore, ω1 = 0 and Tustin with pre-warping method has the same effect as
Tustin (trapezoidal) method (s = 2

Ts
z−1
z+1 ). The discretization implementations of the proposed PLL are

shown in Table 1. It is worth noting that n means the current period and y means α or β.

Table 1. The digital implementation.

Discretization Expression Difference Equation Implementations

SGDFT

Nr(z) =
2π fs

ωr(z)z−1

y(z) = (1−cos (2kπ/Nr)z−1)(1−z−Nr )
1−2 cos (2kπ/Nr)z−1+z−2 x(z)

qy(z) = sin (2kπ/Nr)z−1(1−z−Nr )
1−2 cos (2kπ/Nr)z−1+z−2 x(z)

Nr(n) =
2π fs

ωr(n−1)
v(n) = 2 cos (2kπ/Nr)v(n − 1)− v(n − 2)

+ x(n)− x(n − Nr)
y(n) = v(n)− cos (2kπ/Nr)v(n − 1)
qy(n) = sin (2kπ/Nr)v(n − 1)

SRF-PLL

v+α1(z) = v+α(z)/
√

v+2
α (z) + v+2

β (z)

v+β1(z) = v+β(z)/
√

v+2
α (z) + v+2

β (z)
v+q (z) = − sin (θ+p (z)z−1)v+α1(z)

+ cos (θ+p (z)z−1)v+β1(z)
ω+

p (z) = v+q (z)
[
kp + kiTs(1 + z−1)/(2 − 2z−1)

]
+ωr(z)

θ+p (z) = Ts(1 + z−1)/(2 − 2z−1)ω+
p (z)

v+α1(n) = v+α(n)/
√

v+2
α (n) + v+2

β (n)

v+β1(n) = v+β(n)/
√

v+2
α (n) + v+2

β (n)
v+q (n) = − sin (θ+p (n − 1))v+α1(n) + cos (θ+p (n − 1))v+β1(n)
ω+

p (n) = ω+
p (n − 1) +ωr(n)−ωr(n − 1)

+ v+q (n)(kp + kiTs/2)− v+q (n − 1)(kp − kiTs/2)

θ+p (n) = θ+p (n − 1) + Ts/2
[
ω+

p (n) +ω+
p (n − 1)

]

SCP

θ+αβ(z) = v+α(z)/
√

v+2
α (z) + v+2

β (z)
ω+

αβ(z) = (2 − 2z−1)/(Ts + Tsz−1)θ+αβ(z)

ωr(z) =
∣∣∣ω+

αβ(z)
∣∣∣LPF(z)

θ+αβ(n) = v+α(n)/
√

v+2
α (n) + v+2

β (n)

ω+
αβ(n) = ω+

αβ(n − 1) + 2
Ts

[
θ+αβ(n)− θ+αβ(n − 1)

]
ωr(n) =

∣∣∣ω+
αβ(n)

∣∣∣LPF(n)

5. Experimental Validation

The aim of this section is to evaluate the performance of the proposed PLL by extensive
experimental studies under distorted conditions. The experimental setup presented in Figure 11
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consists of signal generator and digital signal processor (DSP) TMS320F28335 control board.
Throughout the experimental studies, the voltage benchmark is 311 V and the grid fundamental
frequency f 0 is 50 Hz. The PI parameters in control loop are: kp = 189.2 ki = 9746 and the sampling
frequency f s is 12.8 kHz. In addition, three phase DC offsets (0.1 p.u., −0.1 p.u. and 0.1 p.u.) caused
by measurement devices are considered all the time in the rest experiments. The detailed distorted
conditions performed in experiments are summarized as follows:

Condition I: An asymmetric voltage sags (0.1, 0.2 and 0.3 p.u.) at t = 30 ms.
Condition II: An asymmetric phase jumps (10◦, 20◦, and 30◦) at t = 40 ms.
Condition III: 5th and 7th order harmonics (0.2 and 0.1 p.u.) emerge at t = 50 ms.
Condition IV: Grid frequency jumps from 50 to 55 Hz at t = 60 ms.
Condition V: Grid frequency ramp change occurs at t = 100 ms with ramp rate of 20 Hz/s.

 
Figure 11. The experimental platform.

5.1. Experimental Results of the Proposed PLL under Distorted Conditions

The main variables of the proposed PLL are displayed: three-phase voltage (vabc); FPSCs in
two-phase stationary frame (v+α and v+β); phase angle of fundamental positive sequence voltages (θ+p );
calculated reference angular frequency (ωr); detected grid frequency (f m); estimated phase error (Δθ);
detected frequency error (Δf ). The settling time is the time required for the response curve to reach
and stay within certain range of 98% steady-state value for Δθ and Δf, respectively. Figure 12 shows
the experimental results of the proposed PLL performed under voltage sag (condition I), phase jump
(condition II), harmonics (condition III), and step-changed frequency (condition IV).

As can be seen in Figure 12, v+α and v+β give same amplitude and π/2 angle difference,
which means the FPSCs are extracted accurately under conditions I–IV. As SGDFT needs one cycle to
collect data, v+α and v+β become stable after one cycle when disturbances occur at t = 30 ms, t = 40 ms,
t = 50 ms and t = 60 ms. Besides, it is worth noticing that θ+p and v+α reach the maximum simultaneously
and f m is in accordance with f 0 in steady-state regardless of the distorted conditions.

The performance of the proposed PLL under ramp-changed frequency (condition V) is also
evaluated. The corresponding experimental results are shown in Figure 13. It can be observed that f m

tracks the ramp change of f 0 with a small error. In addition, f m gives obvious overshoot at the start and
end of ramp change, as SGDFT cannot give correct reference during its settling process. The detailed
steady-state and dynamic performance indexes under conditions I–V are shown in the next section.
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Figure 12. The experimental results under conditions I–IV. (a) Voltage sag; (b) Phase jump;
(c) Harmonics; (d) Step-changed frequency.

 
Figure 13. The experimental results under ramp-changed frequency.

5.2. Experimental Results Compared with Other Pre-Filtered PLLs

The effectiveness of the proposed PLL is further confirmed by comparing its performance
with MCCF-PLL, DSOGI-PLL, PMAF-PLL and GDSC-PLL in [15,18,21,24], respectively. In order
to allow a fair evaluation, the PI parameters of the above four PLLs are regulated according to
the tunning methods in the corresponding articles. The PI parameters of the above four PLLs are:
kp1 = 141.1 ki1 = 9952, kp2 = 222 ki2 = 6169, kp3 = 390 ki3 = 40,426, and kp4 = 266 ki4 = 35,530, respectively.
The comparative tracking performance under conditions I–V are shown in Figures 14 and 15. Besides,
the relevant data are summarized in Table 2.
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Figure 14. The comparative experimental results under conditions I–IV. (a) Voltage sag; (b) Phase jump;
(c) Harmonics; (d) Step-changed frequency.
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Figure 15. The comparative experimental results under ramp-changed frequency.

Table 2. Dynamic performance index.

Performance
Index

Conditions
MCCF-PLL DSOGI-PLL PMAF-PLL GDSC-PLL Proposed PLL

Δθ Δf Δθ Δf Δθ Δf Δθ Δf Δθ Δf

Settling
Time (ms)

I ≈30 ≈33 ≈40 ≈40 ≈36 ≈31 ≈35 ≈30 ≈25 ≈23
II ≈36 ≈38 ≈41 ≈42 ≈40 ≈40 ≈39 ≈39 ≈30 ≈30
III ≈30 ≈35 ≈38 ≈39 ≈34 ≈34 ≈33 ≈33 ≈30 ≈28
IV ≈31 ≈32 ≈38 ≈40 ≈41 ≈36 ≈40 ≈35 ≈35 ≈25
V - - - - - - - - ≈50 ≈50

Overshoot
(rad, Hz)

I ≈0.14 ≈4 ≈0.14 ≈4 ≈0.01 ≈0.3 ≈0.01 ≈0.3 ≈0.006 ≈0.9
II ≈0.32 ≈10 ≈0.28 ≈7 ≈0.11 ≈3.1 ≈0.11 ≈3.1 ≈0.03 ≈4.5
III ≈0.14 ≈4 ≈0.16 ≈4.1 ≈0.01 ≈0.31 ≈0.012 ≈0.31 ≈0.012 ≈2.1
IV ≈0.29 ≈4.1 ≈0.31 ≈4.1 ≈0.18 ≈5 ≈0.18 ≈5 ≈0.006 ≈3.8
V - - - - - - - - ≈0.18 ≈4.5

Steady-state
value (rad, Hz)

I ≈0.13 ≈3.9 ≈0.1 ≈2.9 0 0 0 0 0 0
II ≈0.13 ≈4 ≈0.1 ≈3.5 0 0 0 0 0 0
III ≈0.14 ≈4 ≈0.15 ≈4.5 0 0 0 0 0 0
IV ≈0.28 ≈3 ≈0.29 ≈3.5 ≈0.17 0 ≈0.17 0 0 0
V - - - - - - - - ≈0.013 ≈0.39

DC offsets are considered in all conditions in Table 2.

It can be seen from Figure 14 that only MCCF-PLL and DSOGI-PLL contain obvious fundamental
component in Δθ and Δf as their pre-filters are not effective for DC offsets. Also, it is clear that Δθ

and Δf of MCCF-PLL and DSOGI-PLL are strongly distorted under heavily polluted condition due to
their limited filtering characteristic for harmonics. As shown in Figure 14a–c, PMAF-PLL, GDSC-PLL
and the proposed PLL have satisfactory disturbance rejection ability for DC offsets, voltage sag,
phase jump and harmonics. However, PMAF-PLL and GDSC-PLL give obvious Δθ steady-state errors
in Figure 14d. Moreover, in Figure 15 MCCF-PLL, DSOGI-PLL, PMAF-PLL and GDSC-PLL cannot
track ramp-changed frequency accurately as their reference angular frequency is not updated with
input signal’s frequency. It is clear that the proposed PLL is effective under DC offsets, voltage sag,
phase jump, harmonics, step- and ramp-changed frequency.

In Table 2, the performance indexes of the first four PLLs under condition V is not provided as
they cannot track the ramp-changed frequency stably. Moreover, the steady-state values of MCCF-PLL
and DSOGI-PLL refer to the peak value because they both contain fundamental components.

As summarized in Table 2, DSOGI-PLL gives the maximal settling time overall. The settling time
of PMAF-PLL and GDSC-PLL are almost same. They are slightly smaller than DSOGI-PLL. MCCF-PLL
tracks relatively faster than the previous PLLs. The proposed PLL gives the least settling time of Δθ
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and Δf under conditions I–IV and it needs about 2.5 cycles to track the ramp-changed frequency as
SGDFT needs one cycle to collect data when the periodical signals change.

MCCF-PLL and DSOGI-PLL give obvious overshoots due to the existed DC offsets. The Δθ

overshoots of PMAF-PLL and GDSC-PLL are smaller than the first two PLLs. It is worth noticing that
the proposed PLL gives the smallest Δθ overshoot but it cause a slight increase in the overshoot of Δf
under conditions I–IV. In addition, the proposed PLL gives acceptable overshoot in Δθ and Δf under
condition V.

MCCF-PLL and DSOGI-PLL have obvious fundamental components of Δθ and Δf under
steady-state condition, while the other three PLLs can obtain zero steady-state error of Δθ and Δf
under conditions I–IV except for Δθ of PMAF-PLL and GDSC-PLL under condition IV. Moreover,
the proposed PLL gives the smallest steady-state values of Δθ and Δf.

We can conclude from the experimental results in Figures 12–15 and Table 2 that, (1) Like
PMAF-PLL and GDSC-PLL, the proposed PLL has good disturbance rejection capability of DC offsets;
(2) Only the proposed PLL can solve the ramp-changed frequency problem due to its improved SCP;
(3) The proposed PLL can obtain the least settling time of phase and frequency under conditions
I–IV; (4) The proposed PLL gives the least overshoot of phase and the third small overshoot of
frequency under conditions I–IV; (5) The proposed PLL almost obtains zero stead-state error of phase
and frequency.

6. Conclusions

This paper presents an efficient PLL based on SGDFT filter and the improved SCP. SGDFT filter is
employed to enhance separation accuracy of FPSC under distorted conditions. Lagrange-interpolation
method is applied to remove the adverse effect of the fractional delay when the sampling number is
not integer. The improved SCP is employed to promise precise phase estimation and enables the PLL
tracking reference frequency rapidly. Comparative experimental results demonstrate that the proposed
PLL can achieve zero steady-state error in phase and frequency with a rapid speed compared with
the other four PLLs. Meanwhile, it has satisfactory disturbance rejection capability under unbalanced
voltages, harmonics, step-and ramp-changed frequency and DC offsets.
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Abstract: This paper presents the concept of the impact of harmonic distortion on a digital protection
relay. The aim is to verify and determine the reasons of a mal-trip or failure to trip the protection
relays; the suggested solution of the harmonic distortion is explained by a mathematical model in the
Matlab Simulink programming environment. The digital relays have been tested under harmonic
distortions in order to verify the function of the relays algorithm under abnormal conditions. The
comparison between the protection relay algorithm under abnormal conditions and a mathematical
model in the Matlab Simulink programming environment based on injected harmonics of high values
is provided. The test is separated into different levels; the first level is based on the harmonic effect of
an individual harmonic and mixed harmonics. The test includes the effect of the harmonics in the
location of the fault point into distance protection zones. This paper is a new proposal in the signal
processing of power quality disturbances using Matlab Simulink and the power quality impact on
the measurements of the power system quantities; the test simulates the function of protection in
power systems in terms of calculating the current and voltage values of short circuits and their faults.
The paper includes several tests: frequency variations and decomposition of voltage waveforms with
Fourier transforms (model) and commercial relay, the effect of the power factor on the location of
fault points, the relation between the tripping time and the total harmonic distortion (THD) levels
in a commercial relay, and a comparison of the THD capture between the commercial relay and
the model.

Keywords: protection relay; Simulink; Matlab; Omicron CMC 256plus; power quality; enerlyzer;
comtrade; distance protection

1. Introduction

In electrical engineering, the protective relay is a relay device designed to trip a circuit breaker
when a fault is detected, and has the ability to measure the power system quantities through the
internal logic of a microprocessor. Digital relays have become more efficient and functional, especially
for each of the following processes: the digital relay features accurate methods to calculate the voltage,
current measurements, and other electrical quantities, and has become a communication standard for
electrical Substation Automation Systems (SAS). Digital relays include multi-protection functions such
as distance protection, overcurrent protection, under-voltage protection, etc. In addition, there are many
measurements that can be done using the microprocessor, such as internal/external fault diagnosis,
fault measurements, zero current sequences, and disturbance recording. Additional functions of
the digital relays, such as monitoring, metering, setting groups, fault recorder communication, and
reports, have no direct relation to the protective elements. The hierarchy structure of power system
automation comprises an electrical protection relay, control, measurement and monitoring, and
data communications. Power system automation is a system that is integrated into the various
components connected to the power network. The numerical relay is a focal concept of the power
system automation for protecting the equipment and limiting the damage. The system’s components
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have better communication with each other; the information is exchanged via dozens of communication
protocols, this concept can be characterized by the fact that one sensor is enough to obtain and
collect information through the network instead of a sensor per component in the power system.
Power system automation has several levels to integrate between the power substations and the
substation supervisory system (SCADA). It defines both the information model and services used for
communication between the Intelligent Electronic Devices (IEDs) in a substation.

Some studies presented the practical test of the harmonic influence on electromechanical and
microprocessor relays, the test implemented the current signal accompanied by the total harmonic
distortion on relays, these studies found that the mixed-harmonics influence is minor on the protective
relays, conversely, the influence of pure signal above the fundamental frequency found a significant
effect on protection relays function [1–5]. The evaluation influence of the power quality on the proactive
relays presented using the simulation models (Mathcad software) [6–9], these studies focused on the
advantages and distances of the relay algorithm. The harmonic distortions in the power system and
the associated problems caused by non-linear loads were briefly discussed. A review related to various
methodologies for detecting and measuring harmonics based on this review of a new hybrid method
for detecting and measuring harmonics is introduced in these references [10–12]. Few studies explore
the research associated with quantifying the cost of reliability and power quality. Various power
quality disturbances are investigated and possible methods of quantifying both the effect and cost
are presented [13–15], moreover, it aims at analyzing and probing the influences of harmonics to
differential relays. It analyzes and compares the mathematic models which are constructed by using
EMTP and the test results [16,17]. It presents the impact of the fault in the power line based on the
short circuit and abnormal condition, comparing the fault tripping time on the distance relay with two
simulation scenarios developed using matlab environment [18].

This paper explains the signal processing of power quality disturbances using Matlab 2016,
MathWorks, Natick, MA, USA) Simulink, especially the power quality impact on the measurements of
the power system quantities; the test simulates the function of protection in power systems in terms
of calculating the current and voltage values of short circuits and their faults. The model includes
a number of blocks that process the signals for the current and voltage coming from the simulator
side. First, the current and voltage signals are filtered through a low-pass filter which removes the
high-frequency components from these signals. After the passage of the signals through the filter,
there is the second level that converts the analog signals into digital signals through the processing
signal within four stages. The first stage is the sampling process of the original signal, taking into
account the sampling frequency which is determined to be 80 samples/cycle according to IEC standard
61850 (4000 Hz per second for systems operating at 50 Hz frequency). For this block, the input signals
are analog and plus generator signals. The signal is then inserted into a quantizer that converts the
sinusoidal signal into a digital signal. Meanwhile, the signal is filtered through a digital filter. The
parameters of this filter are adjusted to match the previous filter. The last stage is the calculation
relating to the signal itself, which includes the amplitude angle using the Fourier transformation or an
arms calculation. The model characteristics are calculated from the parameters of the component with
the intention to protect the relay, such as the transmission line, the transformer, and the generator, etc.

2. Impact of Harmonics on Protection Relays

The main reasons to study the power quality as follows:

• Intelligent electrical devices (IED) have become more accurate in power quality measurements
and less tolerant with higher frequency components than the nominal frequency of these devices.
The major risk of harmonics in power systems is mal-operation of the protective relays and the
thermoelectric effect accompanied by these harmonics.

The reason to study the impact of harmonics on protective relays is the existence of harmonics in
current and voltage signals which can cause a mal-trip of the relay when no fault happens or the system
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fails to trip when there is a fault in the power system, especially when a harmonic can be noticed
during faulty performance. The relay algorithm is an important factor to define the harmonic impact.
There is a difference between the higher values of relay tripping thresholds and the lower values
of normal operation. A large difference will cause a higher risk of failure to trip and mal operation.
The power systems quantities are converted to the digital form that provides easy implementation of
digital processing signal (DPS) and analysis the power quality.

Usually, the harmonic can be determined by the load characteristics; moreover, the harmonic in
the current has a more intense impact than the harmonic in the voltage.

In the power system, the harmonics might reduce the power quality and cause a number of
problems, such as overloads in distribution systems because of an increase in the rms current value,
and harmonics can also cause a shorter lifespan of generators, transformers, motors, and other power
system components. On the other hand, the sensitive loads can be affected by harmonic distortion.

Harmonic Phenomena

The total harmonic distortion (%THD) is a percentage of the rms of the fundamental component.
The percentage current total harmonic distortion is

THDi =

√
∑∞

k=2 I2
h,rms

Irms
× 100%, (1)

where Ih,rms is the current harmonic amplitude of order h (i.e., the h-th harmonic) and Irms is the current
amplitude of the normal frequency and harmonic components:

Irms =
√

∑∞
k=2 I2

h,rms, (2)

This subsequently leads to the formula:

Irms = I1

√
1 + THDi

2 (3)

The total power factor

PF =
P

V1,rms I1,rms

√
1 +

(
THDi
100%

)2
(4)

The percentage voltage total harmonic distortion is

THDv =

√
∑∞

k=2 V2
h,rms

Vrms
× 100% , (5)

where Vh,rms is the voltage harmonic amplitude of order h (i.e., the hth harmonic) and Vrms is the
voltage amplitude of the normal frequency and harmonic components:

Vrms =
√

∑∞
k=1 V2

h,rms, (6)

The European energy organizations define the power quality in three parameters [2]:

• Commercial quality: it refers to the services which provide by the electrical distribution companies.
Voltage quality: it refers to the total harmonic distortion, frequency variation and voltage
distortion can cause mal-operation. Levels of continuity of supply depend on the measurements
which can be collected at all voltage level.

The IEC (International Electrotechnical Commission) is an organization for standardization
comprising all national electrotechnical committees.
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There are three European standards defining the limitation of harmonic currents injected to the
power system. They define the limits of the harmonic component of the input current which may be
produced by the equipment:

• IEC 61000-3-2:2014 Electromagnetic compatibility (EMC)—Part 3-2: Limits—Limits for harmonic
current emissions (equipment input current ≤16 A per phase). This standard is applicable to the
electrical equipment which required an input current up to 16 A.

• IEC 61000-4-7: Testing and measurement techniques—General guide on harmonics and
inter-harmonics measurements and instrumentation, for power supply systems and equipment
connected thereto. The new requirement launched for measuring harmonic should get 10 cycles
of the fundamental current. Furthermore, no gap and no overlapping between the successive
measuring windows are allowed.

• IEEE 519: The standard provides limitations for a harmonic distortion (a limitation on the
harmonic voltage distortion provided by the distributor to the customers, a limitation on the
harmonic current distortion superimposed to the system by a customer).

• Individual Voltage Distortion limits for the bus voltage level of 69 kV and below should be not be
exceeded by 3% and the total voltage distortion THD should be not be exceeded by 5%. Moreover,
according to IEEE 519, there are more conditions with regard to the effects of harmonics on
protective relays (electromechanical, static, and digital relays).

• It is important to bear in mind that the impact of the power quality on the protection relays can
cause incorrect trips and relay mal-operation, while an incorrect tripping time occurrence depends
on the power frequency variations and harmonic distortion [7,16].

3. Description of Mathematical Model

The model is a suggested method of processing the voltage and current signals similarly to the
process that takes place in relays, precisely, for the frequency variations and the number of samples per
cycle. To ensure the validity of the test for this model, a comparison was made between the output of the
model and the output of the physical relay located in the laboratory. The simulator generated signals
for the voltage and current of a single phase fault (a short circuit) with the accompanying of these
signals. These signals have been sent to the physical relay and have been recorded and changed the
format to Comtrade (Common Format for Transient Data Exchange for power systems); after that the
signals have been sent to the model; see Figure 1. Comtrade is a file format for status data related to a
transient power system and storing signals. In addition to blocks that simulate these physical elements,
the model also contains a display and calculation blocks for graphic representation of the results of
simulated scenarios. The model presents the simulation and modeling of communication-based digital
relay using Matlab and the model tested under abnormal conditions (short circuit) and under various
fault types. The behavior of the model can be monitored and compared with the real protection relay
by using the Enerlyzer in Omicron which can able to record voltage and current signals. The model
reads the recorded signals by using a comtrade reader and the model offers the analysis of signals as
shown in Figure 2.
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Figure 1. The test structure.

Figure 2. Model for current/voltage signal processing (DSP).

The model was made in the Matlab Simulink programming environment (Figure 2) using elements
of the Sim-Power-Systems library. The first step is to get the current and voltage signals from the
current and voltage transformer sides and apply some functions to them. The digital processing
signal is the process of modifying a signal to improve the performance of the relay, to eliminate the
high-frequency components, and to avoid the phenomenon of aliasing from a fault signal; low pass
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anti-aliasing analog filters with suitable cut-off frequency are used. Holding and sampling the signal is
the second block of the signal process which converts the analog signal to the sample. The quantizer
converts the smooth signal into a stair step output. Fast Fourier Transform (FFT) is a faster version
of the Discrete Fourier Transform (DFT) which is used to find the fundamental frequency and higher
frequencies contained in the input signal [6,7].

3.1. The Low Pass Filter Block

The low pass filter block can filter every channel of the input signal separately using the given
design specification as shown in Figure 3 and the Table 1. A detailed description and the possibilities
of determining equivalent parameters are thoroughly discussed in [9,19].

Figure 3. Low pass filter block characteristics.

Table 1. Parameters of low pass filter block.

Parameter Value

Passband edge frequency (Hz) 6000
Stopband edge frequency (Hz) 12,000

Maximum passband ripple (dB) 0.1
Minimum stopband attenuation (dB) 80

Input sample rate (Hz) 28,000 *

* Sampling frequency (3 kHz, 9 kHz, 28 kHz).

The output signal from the Finite impulse response (FIR) filter can be described by Equation (1):

y[n] = b0x[n] + b1x[n − 1] + · · ·+ bN x[n − N] =
N

∑
i=0

bi.x[n − i], (7)

where:

x[n] Refers to the current or voltage signals,
y[n] Refers to the filtering signal,
N Refers to the filter order,
bi is the value of the impulse response at the ith instant for 0 ≤ i ≤ N of an Nth-order FIR filter.
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3.2. Sample and Hold

The sample and hold block gets the input signal when it receives a trigger event at the trigger
port. The block holds the output signal until the next triggering event occurs.

• When the trigger input rises from a negative value to a positive value, the block starts to acquire
the input signal.

• When the trigger input drops from a positive value to a negative value, the block starts to acquire
the input signal.

3.3. Pulse Generator

The pulse generator block is the trigger input of the sample and hold block. It generates square
wave pulses at regular intervals. The block waveform parameters (amplitude, pulse width, period,
and phase delay) determine the shape of the output waveform.

3.4. Fourier Block

The Fourier block offers the calculation the amplitude and phase of the input signal (current and
voltage), total harmonic distortion. The block offers analysis of the signal components as a percentage
of the fundamental signal.

Recall that a signal f (t) can be expressed by a Fourier series of the form

f (t) =
a0

2
+

∞

∑
n=1

ancos(nwt) + bnsin(nwt) (8)

where n represents the rank of the harmonics. (n = 1 corresponds to the fundamental component.) The
magnitude and phase of the selected harmonic component are calculated by these equations:

|Hn| =
√

an2 + bn
2 (9)

where

an = 2
T

t∫
t−T

f (t)cos(nwt)dt

bn = 2
T

t∫
t−T

f (t)sin(nwt)dt

T = 1
f1

f1: Fundamental frequency.

3.5. Phase Locked Loop (PLL) System

This block is used to synchronize a variable frequency sinusoidal signal. Meanwhile, this model
is used to determine the frequency and the fundamental component of the signal phase angle which
can be used to track the frequency and phase of the sinusoidal signal by using an internal frequency
oscillator. The control system changes the internal frequency to keep the phase difference set to 0, as
shown in Figure 4.

The model discusses two cases of Power Frequency variations when the power frequency
gradually increases from 50 Hz to 52 Hz and returns to the normal frequency after a period of
time; see Figure 5. The model compares the conventional way of calculating the frequency variation
and the proposed way using a closed circuit. The proposed method is to track the frequency and
amplitude of the input wave by using the frequency oscillator. In Figure 6, in contrast, the frequency
decreases by 2 Hz gradually to 48 Hz.
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Figure 4. Phase locked loop (PLL) system. (PID: proportional–integral–derivative controller).

Figure 5. Frequency variation measurements between 50 and 52 Hz.

Figure 6. Frequency variation measurements between 48 and 50 Hz.
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4. Relay Report and Simulink Result

Fault points were used in the tests, and a single phase with ground (SLG) was chosen; the fault
points were included in the harmonic components. The points were located near the border of zone 1
and zone 2. The characteristic zones of the distance relay and the chosen points can be seen in Figure 7.
As it is known, most digital relays use quadrilateral characteristics due to the many advantages
which those characteristics can provide. The configuration and settings of the relay should be done
in the first place; after that, exporting of these settings to CMC 256 is important to evaluate the relay
functions. CMC 256 provides different platforms to test the relay with its zones setting, transmission
line parameters, and time delay. Moreover, an advanced distance test displays the amplitude and phase
of the three phase currents and voltages determined by the fault type and the fault location [11]. The
distance relay is a universal short-circuit protection. Its mode of operation is based on the measurement
and evaluation of the short-circuit impedance which, in the classic case, is proportional to the distance
to the fault. Its tripping time is approximately one to two cycles (20 to 40 ms at 50 Hz) in the first zone
for faults within the first 80% to 90% of the length. In the second zone, the tripping time depends on
the settings which are usually 300–500 ms [20].

Figure 7. Characteristic zones of a distance relay and fault points.

The parameters of the derived model are based on the physical relay, as shown in Figure 7, which
presents the characteristic zones of distance relay designed in the matlab environment.

The Testing Conditions

A harmonics test allows for creating a voltage and current signals with three states: pre-signal
refers to the signal with the fundamental frequency and pre-signal time can be determined according
to the test conditions, signal refers to the signal accompanied by the harmonic components, post signal
refers to the signal with the fundamental frequency as shown in Table 2. Harmonic can be added to the
voltage an current signals individually or mixed. The test offers the file export as comtrade formate
and playback.
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Table 2. Harmonic testing conditions Omicron.

Voltage Current Signal Definition Triger Condition Harmonic Input

VA IA Pre-signal time Active high % of fundamental
VB IB Signal Active low Absolute
VC IC Post-signal

Measured trip time

The distorted voltage and the current waveform can be composed of harmonic components;
however, the distorted waveform can be decomposed into a fundamental sinusoidal waveform at
nominal and harmonic frequencies. The decomposition of distorted waveforms can be done by Fourier
transform, as shown in Figure 8. An evaluation of the relay function and harmonics impact can be
done in this test. The test is divided into different levels. The first level is based on the harmonic effect
of mixed harmonics and individual harmonics. Both are used to test the protection operation and the
Simulink model, considering that protection is IED and Matlab is a Simulink model. Figure 8 shows
three mixed harmonics (2nd, 4th, 6th) of the fundamental signal. The discrete Fourier transform is
used to calculate the THD in the Matlab model. The DFT Spectrum of a one-cycle (20 ms) voltage
signal was taken, applying the DFT to the first 20 ms of sampled signal results in the line spectrum
at discrete frequencies 50, 100, 150 Hz, etc. Figure 8 shows the magnitude values of the harmonics
by using Equation (8). The figure shows that the 50 Hz component dominates; it is already visible
from the original signal. The voltage signal contains significant components at even harmonics of 100,
200, and 300 Hz. Figure 9 shows decomposed voltage waveform with harmonic distortions of three
harmonics (3rd, 5th, 7th) using the Fourier transform/ Matlab window. The harmonic analysis was
tested and measured using a Matlab model.

Figure 8. Decomposed voltage waveform with Fourier transform/Matlab window.

Figure 9. Decomposed voltage waveform with Fourier transform/Matlab window.

The test was conducted at five different fault points and a total harmonic distortion was added to
each of these tests. The total harmonic distortion on the current wave added at two points (the arrow
direction up) is called an overreach, and the total harmonic distortion was added to the voltage wave
at three points, as shown in Figure 10. The total harmonic distortion was added as a percentage of
the fundamental signal as follows: 10%, 20%, 30%, 40%, and 50%, and were colored in the following
colors, respectively (violet, blue, yellow, red, and green).
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Figure 10. Quadrilateral characteristic and measured fault impedance locus.

Overreach and underreach of protection relays are common problems in power systems; they
cause a mal-operation of the protection relays and it is impossible to detect the fault in the correct
zone. The overreach of the point of the fault can cause the protection relay to send a mal-trip signal,
which means that the relay instead of a trip in a delayed time zone 2 will send the tripping signal
in zone 1, which is not desired; as shown in Figure 10. A harmonic distortion can change the power
factor which leads to a change in the measured impedance lower than the actual value. The overreach
can be noticed from a distorted voltage waveform, as shown in Figure 10, due to the lagging power
factor. Conversely, an underreach of the point of fault can cause the change of protection relay and the
decision to send a mal-trip signal; it means that the relay instead of a trip at a delayed time zone 1 will
send a tripping signal at zone 2, which is not desired, as shown in Figure 10. A harmonic distortion
can change the power factor, which leads to a change in the measured impedance higher than the
actual value. The underreach can be noticed from a distorted voltage waveform, as shown in Figure 10,
due to the leading power factor. The overreach of the distance relays should be avoided mostly in the
first zone.

The test can illustrate harmonic distortion. A single-phase fault operation of a distance digital
relay was applied and, as a result, the relay made a mal-operation decision. The analysis has been
summarized from the integral disturbance recorder in the relay that has an area of memory. The relay
can store all events in a disturbance recorder. Figure 11 shows a single phase to earth fault on the
transmission line in a power system with a high harmonic content. It is assumed that three harmonics
(3rd, 5th, and 7th) exist. The distance protection relay shows the instantaneous value of the three-phase
voltage with a high harmonic content once a single phase with earth occurs.

Figure 11. Voltage waveforms during single-phase fault (IED).
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5. Distance Relay: Tripping Time vs. THD Level

Based on previous reports [21,22], the total harmonic distortion was measured at 30 different grids
in the Czech Republic at different intervals. The measurements and evaluation of the harmonic level
were made by the E.ON Distribution in the Czech Republic, operated by the company E.ON Czech
Republic. More than 1000 MW of distributed energy sources (DES) are connected to this network,
mainly from photovoltaic (PV) sources; see Table 3.

Table 3. Evaluation of the voltage harmonic from Grids.

Grid 3rd 5th 7th 15th

1 0.80% 1.60% 0.80% 0.10%
2 0.20% 0.80% 1.40% 0.10%
3 1.90% 2.20% 1.60% 0.42%
4 1.00% 1.80% 1.20% 0.38%
5 0.60% 1.70% 0.80% 0.02%
6 0.40% 2.20% 1.90% 0.50%
7 0.70% 1.90% 1.40% 0.18%
8 0.70% 1.80% 1.80% 0.17%
9 0.40% 1.60% 1.20% 0.08%
10 1.00% 1.60% 1.00% 0.26%
11 0.80% 1.80% 1.60% 0.30%
12 0.40% 1.40% 1.60% 0.10%
13 1.40% 1.40% 2.00% 0.41%
14 0.80% 1.80% 1.60% 0.20%
15 1.00% 1.80% 0.80% 0.24%
16 1.60% 1.80% 1.40% 0.36%
17 1.00% 2.60% 1.60% 0.08%
18 0.60% 1.00% 1.20% 0.19%
19 0.60% 0.80% 1.70% 0.16%
20 1.00% 1.80% 1.80% 0.42%
21 0.60% 1.70% 1.20% 0.40%
22 0.40% 1.00% 1.80% 0.12%
23 2.50% 2.40% 2.10% 0.60%
24 2.40% 2.00% 1.80% 0.60%
25 1.60% 2.40% 1.80% 0.48%
26 0.40% 1.00% 3.20% 0.18%
27 1.00% 1.00% 1.80% 0.18%
28 1.00% 2.00% 1.40% 0.32%
29 0.60% 0.60% 2.40% 0.12%
30 0.40% 1.00% 2.10% 0.08%

According to the total harmonics of the measured points in grids, the distance relay was tested.
Its mode of operation is based on the measurement and evaluation of the short-circuit impedance
which in the classic case is proportional to the distance to the fault.

This test explains how a different magnitude of the total harmonic distortion can influence the
relay’s operation and the tripping time of most digital protection relays used. A fault was located at
zone 1 near the border zone 1–2 border (as shown in Figure 12: the tripping time for fault without
distortion was 23 ms (average of 10 measurements); the tests were performed with zone 1 tripping time
set to 0 ms and zone 2 tripping time set to 1000 ms. It is possible to see how the harmonic distortion
can affect the distance relay’s accuracy and assessment of where the fault took place. During harmonic
distortion, a portion of the current is missing so an excessively large impedance is measured. In our
measurements on the distance protection, the zone reach is reduced. It is acceptable for near faults,
because the distance to the zone limit is long [13,16].
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Figure 12. Distance relay: tripping time (seconds) vs. THD level of grids.

For faults close to the zone limit, an underreach is not permitted; the relay will trip in the second
zone with a time delay [11]. Figure 12 shows the relation between the tripping time and the THD of
the voltage. In this test, the THD does not exceed 4.5%. Note that the tripping time for the distance
protection varies according to the added harmonic value.

Figure 13 presents the harmonic influence on the tripping time of the physical distance relay,
where the current and voltage signals contain harmonics at a high level. The test was repeated five
times and the average tripping time is presented. The type of fault is a single phase with the ground
and tripping time without added harmonics of 1 s. The rms current and rms voltage should be constant
during the test. For example, when the voltage and current signals contain the second harmonic, the
tripping time of the distance protection is not constant, and the tripping time starts to change from
1 s to 1.6 s, meaning that the relay algorithm calculated the impedance in the third zone when the
harmonic level was 10–40% of the current and voltage signals. Moreover, when the harmonic level was
50% of the current and voltage signals, the tripping time is changed to 3 s and the distance protection
decision wrongly calculated the fault in zone 4.

Figure 13. Distance relay: tripping time (seconds) vs. %THD level.
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6. Comparison of Total Harmonic Measurement between Physical Relay and Model

The test involves a calculation of performance indicators concerning the level of harmonics
through a commercial relay. This chapter contains a large number of measurements. The interval in
the relay is 10 cycles in a 50-Hz system according to IEC 61000-4-30 and the model. The harmonics
were added as the percentage of the current and voltage signals.

• Testing Conditions

To achieve a comparison between the THD in the commercial relay and the model, EnerLyzer is
used to control the measuring features of the CMC test sets. It runs as a stand-alone test module. It
has four modes of operation: a multimeter mode, a transient recording mode, a harmonic analysis
mode, and a trend recording mode. It calculates the harmonic analysis of all configured inputs (up to
64 harmonics) and displays it in a bar graph and in a tabular format.

• Total Harmonic Distortion Detection in Physical Relay and Matlab Model

Through the test, the results show that the commercial relay of the harmonic capture ratio is lower
than the original harmonic value. The total harmonic distortion is 10%, 20%, 30%, 40%, and 50% of
the current signal according to the relay report. Figure 14 shows the harmonic measurements in a
commercial relay. The second, third, and fourth harmonics were added as well as the three harmonics
combined (2nd, 4th, 6th) and were added to the 3rd, 5th, and 7th harmonics. We can conclude that the
commercial relay measures the THD with a difference of up to 35%, especially when there are three
harmonics combined in the input signal, as shown in Figure 14. The digital relays start function when
abnormal conditions occurred as faults. Abnormal events are accompanied by harmonics which are
combined with the current and voltage signals.

Figure 14. Commercial relay measurement of THD.

Figure 14 shows the measurement of THD in a commercial relay. A harmonic measurement
evaluates the error of calculation, and the calculation method described above applies to the steady
state fault conditions. The measurements of the third harmonic showed that the error of calculation in
the commercial relay increased according to the harmonic percentage of the signal. The error of the
calculation of the third harmonic is ca. 7% when the percentage of harmonic is 0–10%. After that, the
error of the calculation of the third harmonic is stabilized to 10% when the percentage of harmonic is
10–50%. The highest error of the calculation of the THD can be found in mixed harmonics, as shown
in Tables 4 and 5. The THD for mixed 3rd, 5th, and 7th harmonics is ca. 10–20% when the harmonic
content is 0–10%. After that, the error of the calculation of THD for mixed 3rd, 5th, and 7th harmonics
is stabilized to 33% when the percentage of harmonic is 10–50%.
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Table 4. Data from distance relay’s tests with fault near to the border from zone 1 to zone 2.

THD
Level

Tripping Time (ms)

Test 1 Test 2 Test 3 Test 4 Test 5 Average

0.00% 0 20 30 20 1 14.2
1.63% 20 21 20 50 20 26.2
1.68% 1005 1000 26 1000 1000 806.2
1.96% 1000 170 1000 1000 15 637.0
1.97% 30 1000 1005 25 1005 613.0
1.98% 1005 1000 1005 80 1000 818.0
2.04% 1000 130 180 30 1005 469.0
2.10% 291 70 20 1000 1000 476.2
2.15% 1000 1000 70 1000 1000 814.0
2.17% 1000 1000 50 15 15 416.0
2.20% 1000 1000 1000 40 210 650.0
2.22% 20 1001 20 1000 1000 608.2
2.30% 1000 160 1000 1005 60 645.0
2.36% 80 20 1000 30 1000 426.0
2.41% 100 1000 1000 1000 1000 820.0
2.47% 60 40 20 1000 1005 425.0
2.55% 1006 1000 160 1000 1000 833.2
2.56% 1001 1000 20 1005 1000 805.2
2.65% 1000 80 160 70 1000 462.0
2.66% 1000 1000 1000 1000 1000 1000.0
2.77% 1000 1000 90 1005 1000 819.0
2.81% 1000 1000 20 1000 1000 804.0
2.84% 1000 30 1000 1001 1000 806.2
2.98% 1000 1000 40 15 1000 611.0
3.21% 1000 46 40 1000 1000 617.2
3.34% 1000 1000 26 1000 1000 805.2
3.38% 50 1000 70 20 30 234.0
3.43% 1000 1000 20 280 45 469.0
3.66% 70 1000 1000 1000 1005 815.0
4.10% 1000 1000 1000 1000 50 810.0

Table 5. The error of calculation THD for commercial relay.

THD 10% 20% 30% 40% 50%

2nd harmonic 2.04 3.62 3.45 3.62 3.52
3rd harmonic 7.526 9.89 10.29 10.19 10.13
4th harmonic 9.89 20.48 20.48 14.28 20.48

2nd + 4th + 6th harmonics 17.56 21.95 21.95 21.58 21.65
3rd + 5th + 7th harmonics 21.95 35.13 34.53 34.22 34.77

Figure 15 shows the measurement of THD in the model. The harmonic measurements evaluate
the error of calculation. The measurements of the third harmonic show that the error of the calculation
in the model is increasing according to the harmonic percentage of the signal and the error of the
calculation of the third harmonic is ca. 1% when the harmonic percentage is 0–10%. After that, the
error of the calculation of the third harmonic is stabilized to 2% when the harmonic percentage is
10–50%. The highest error in the calculation of THD can be found in mixed harmonics, as shown
in Figure 15 and in Table 6; the THD for the 3rd + 5th + 7th harmonics is around 1–2% when the
harmonic percentage is 0–10%. After that, the error in the calculation of the THD for the 3rd + 5th +
7th harmonics is stabilized to 3% when the harmonic percentage is 10–50%.
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Figure 15. Model measurements of THD.

Table 6. The error of calculation THD for Matlab model.

THD 10% 20% 30% 40% 50%

Har2 1 1.52 1.69 2.04 2.04
Har3 2.045 2.38 2.74 2.827 3.092
Har4 1.01 1.522 2.739 3.359 3.519

Har246 4.16 4.712 4.89 5.26 5.932
Har357 5.266 5.263 6 6.1 6.38

Because the model implements the voltage and current signals, it is able to measure higher THD
than the physical relay, as shown in Figure 15. The model captures harmonics with accuracy of 90–95%.
In the case of the individual harmonics, however, the physical relay captures with accuracy of 80–85%,
as shown in Figure 14. Similarly, mixed harmonics are inserted in the physical relay accompanied
by the fault current and voltage signals. The physical relay captures mixed harmonics with accuracy
of 65–70%, however the model captures mixed harmonics with accuracy of 85–90% , as shown in
Figures 14 and 15.

The model provides a filter to reduce the harmonic distortion; this filter is built up from passive
RLC components. Their values are computed using the specified nominal reactive power, tuning
frequency, and quality factor. The filter has been implemented to mitigate the total harmonic distortion
of the current and voltage. In case of an abnormal condition (a short circuit), the simulation implements
a fault (a single-phase with the ground) from 0.1 to 0.15 s. Conversely, the steady state has been
implemented during the period from (0 to 0.1) s and (0.15 to 0.2) s. During the implementation of
the simulation, the delay to start the calculation at the very beginning takes 0.02 s or 1 cycle. The
steady state of the model takes place under normal operation and the calculation of voltage total
harmonic distortion (VTHD) and current total harmonic distortion (ITHD) are implemented. Abnormal
operation begins at 0.1 s and lasts for 0.05 s (2.5 cycles), which is accompanied by increasing the fault
current and decreasing the voltage.

Figure 16 shows the rms current calculation during the steady state and fault (short circuit)
between phase B and the ground. The THD filter block offers the possibility to mitigate the harmonics,
and the THD filter is designed to reduce the 5th, 7th, 11th, and 13th) harmonics, as it known that the
physical relay has the ability to remove harmonics up to the 5th.
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Figure 16. Compare rms current calculation using THD filter & without THD filter.

Figure 17 shows the comparison between the rms measured voltage with and without a THD
filter. The figure confirms the assumption that the rms voltage with a THD filter is lower than the rms
voltage without a THD filter.

Figure 17. Compare rmsvoltage calculation using THD filter & without THD filter.

Figure 18 shows the computed total harmonic distortion (THD) of the current signal. The THD
is defined as the rms value of the total harmonic content of the signal divided by the rms value of its
fundamental signal. For example, for currents, the THD is defined as

THD =
IH
IF

(10)

IH =

√
I2

2 + I3
2 + · · ·+ In

2, (11)

In: rms value of the harmonic n,
IF: rms value of the fundamental current.
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Figure 18. Compare %THD of current calculation using THD filter & without THD filter.

In Figure 18, when the simulation performs a normal condition, the ITHD has decreased
accordingly by 1% to 2% when the filter has been implemented, during the short circuit the ITHD has
decreased accordingly by 0.4% to 1.7%.

In Figure 19, when the simulation was run under normal conditions, the VTHD decreased
accordingly by 5% to 7%. When a filter was implemented during the short circuit, the ITHD decreased
accordingly by 2% to 5%.

Figure 19. Comparison of the %THD of voltage calculation with and without THD filter.

7. Conclusions

This paper explains part of the digital signal processing in a power system. Moreover, the paper
provides different methods to compare the relay algorithm which can be used in a power system
based on the impact of harmonics once they are injected in high values. The implementation of the
test requires analyzing the occurrence of events in the power system. Each event contained in the
input signals can be imported to Matlab via a Comtrade reader which reads the selected event. Digital
relays are limited because they can only respond to changes in the magnitude of the fundamental
current or voltage. Regarding overcurrent relays, a low level of harmonic distortion may not affect
their operation. However, concerning distance relays, while the relay’s ability to find faults away from
zone’s limit may still be reliable, when it comes to faults located near the limit of the zone, there is a
possibility for the distance relay to be misguided as to the location of the fault.

Protective relays implement different techniques to measure the current and voltage. The
microprocessor relays use a digital filter to take out the fundamental component. Filtering techniques
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were developed to accommodate a wide variety of harmonic influences. Anti-aliasing provides the
ability to remove the frequencies higher than the Nyquist frequency; filter techniques should be
implemented to reduce the harmonic level from the power system measurements. The THD filter
implemented in this paper can mitigate the THD of the current and voltage. The calculations of the
THD during abnormal and normal conditions showed that the voltage harmonics were reduced by
2–5% and the current harmonics were reduced by 0.4–1.7%.
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Abstract: Superconducting magnetic energy storage (SMES) systems, in which the
proportional-integral (PI) method is usually used to control the SMESs, have been used in
microgrids for improving the control performance. However, the robustness of PI-based SMES
controllers may be unsatisfactory due to the high nonlinearity and coupling of the SMES system.
In this study, the energy shaping passivity (ESP)-based control strategy, which is a novel nonlinear
control based on the methodology of interconnection and damping assignment (IDA), is proposed
for robustness improvement of SMES systems. A step-by-step design of the ESP-based method
considering the robustness of SMES systems is presented. A comparative analysis of the performance
between ESP-based and PI control strategies is shown. Simulation and experimental results
prove that the ESP-based strategy achieves the stronger robustness toward the system parameter
uncertainties than the conventional PI control. Besides, the use of ESP-based control method can
reduce the eddy current losses of a SMES system due to the significant reduction of 2nd and 3rd
harmonics of superconducting coil DC current.

Keywords: microgrid (MG); renewable power generation; superconducting magnetic energy storage
(SMES); energy shaping passivity (ESP)-based control

1. Introduction

The fossil energy crisis has expedited the development of renewable power generation (RPG) [1].
The microgrid (MG), an important part of the future smart grid, can flexibly organize the RPG
integration into the power system [2–5]. Typical RPGs such as wind and photovoltaic generation
have high intermittent and fluctuating natures, which deteriorate the stability of the power system [6].
Consequently, energy storage systems (ESSs) are essential in the MG to sustain the output power,
voltage, and frequency [7–9]. The superconducting magnetic energy storage (SMES) system is a
promising ESS in MG applications due to its significant life cycle and power density advantages [10–12].
The SMES system has been used in MG for the power smoothing, load following, power oscillation
damping, power factor correction, and dynamic voltage improvement [13]. In this study, SMES is
applied in MG for the power smoothing in the grid-connected (GC) mode as well as the frequency and
voltage regulation in the islanded mode.

The power conditioning system (PCS) is used to transfer the energy between the superconducting
coil and the AC grid. The power switch of the PCS can be the half-controlled device thyristor or the
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fully-controlled device such as insulated gate bipolar transistor (IGBT). The PCS topology is divided into
two types: voltage source converter (VSC), and current source converter (CSC) [2]. In this study, and IGBT
switched VSC-based topology is adopted for SMES due to the mature technology and wide applications.

The control performance of SMES mainly relies on a PCS control strategy [14]. The VSC-based
SMES system has relatively high nonlinear and coupling characteristic because the PCS of a SMES system
includes the DC/DC chopper and VSC. Robustness should be an important consideration in any SMES
system to maintain its stability due to its high nonlinear and coupling characteristics [15,16]. In the real
implementation, the model mismatch is inevitable due to the parameter drift and uncertainty [17,18].
In some cases, the structural parameters of the SMES converter may actively improve the certain
performance such as the output impedance of the converter (the switching ripple filters). A controller
with poor robustness might substantially undermine the performance in the SMES applications [18,19]
whereas a controller with strong robustness can maintain satisfactory performance and prevent the
redesign process. Conventionally, the proportional–integral (PI) strategy is employed to control the
PCS of SMES. However, the PI-based SMES system might present an unsatisfactory robustness [20]
because the SMES and MG systems are both complex nonlinear and strongly coupling systems [21].
Since the partially linearized model of the SMES system is usually used to design the PI controller,
the PI method can only obtain the local stability and the respectable performance near the equilibrium
point [20]. When the operation points deviate from the balance point, the conventional PI method
might achieve poor performance, and even become unstable. To solve the problem, in [22], the authors
have proposed an H2/H∞-based robust PI control method for the SMES system. However, this
approach employs the particle swarm optimization (PSO) strategy to adjust the PI parameters, which
increases the computation and complexity of the SMES control system significantly.

Nonlinear control methods such as hysteresis, sliding, and fuzzy control methods, which can
improve the robustness of the system compared with the conventional PI method [23], have been
studied in the converter control areas [24–26]. Hysteresis control is simple to implement with
good transient performance and robustness, but the unfixed switching frequency may increase the
difficulty of the filter design. Sliding control is insensitive to the parameter variation and disturbance,
but nonetheless, chattering problems will deteriorate the control performance. Fuzzy control can be
applied to the complicated system to enhance the control robustness. However, it presents low steady
performance, and the design is not systematic. Due to their respective defects, these methods are subject
to limitations when applied in a SMES control system. Recently, an advanced nonlinear control strategy,
the so-called energy shaping passivity (ESP)-based control method, has drawn the interest of many
researchers [27–29]. The property of passivity, a special case of the system’s dissipation characteristics,
means that the energy injected from the outside is always less than the energy accumulated in the
system. The passivity is an important concept in control theory because it corresponds to the Lyapunov
stability of the system. The passivity-based control (PBC) is a class of the advanced control using an
expected energy storage function and the damping injection, which guarantees the system’s passivity
to achieve control stability. Unlike the conventional control concept which focuses on the signal,
the PBC considers the controller design from the viewpoint of the energy which is the essential
attribute of the physical system. Therefore, some desired control properties can be achieved easily
such as the global stability, strong robustness, etc. Compared with the “classical” PBC which is usually
called the Lyapunov control, the ESP-based control is proved to be superior because it retains the
Lagrangian structure of the system [30]. Energy shaping (ES) is the power configuration process
to stabilize the closed-loop control system at the expected equilibrium point. Interconnection and
damping assignment (IDA) strategy, which have low control complexity and outstanding performance,
can be considered as an effective implementation of ES [31]. In the IDA methodology, the structure of
the expected system is firstly described by the port-controlled Hamiltonian (PCH) equations. Then the
energy of the closed-loop system is configured to match the structure of the scheme. Finally, the control
input can be achieved by solving the resulting simultaneous equations. The advantage to ESP-based
method over the other nonlinear regulation approaches lies in the full consideration of the system
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interconnection features, which results in a straightforward controller implementation [32]. In contrast
to the traditional PI control, the ESP-based approach provides better transient control performance.
Moreover, the ESP-based approach can remain stable and robust over a wider operation range than PI
control [33]. Consequently, the ESP-based control method can achieve superior robustness performance
in SMES application in comparison with the conventional PI method.

The ESP-based method has been studied in the areas of mechanics, astronautics, robotics, and
power electronics [33–40]. Recently, the ESP-based strategy has been studied for power converter
control applications such as AC/DC converters [36], motor drive converters [37], battery charging
converters [38], GC inverters [39], and active power filters (APFs) [40]. Although the ESP-based
controllers are designed and can get good control effect, there are still some limitations in these studies.
References [36–39] only focused on the control performance of ESP-based strategy itself and did
not compare the performance of ESP-based method with that of some other approaches. Besides,
the conditions of parameter variations, which are very common in the practical application, were not
examined in [37–39]. Additionally, the PI regulator proposed in [40] for the comparison has an unclear
design basis and a weak control effect.

So far, no ESP-based strategy has been proposed for the SMES control. In this study, the ESP-based
method is implemented to control the PCS of the SMES for robustness improvement of the SMES system.
In particular, the robustness to the uncertainties of the converter parameters is considered in this paper.
Furthermore, a step-by-step ESP-based design method including the robustness considerations for
the SMES system is proposed, which might provide a useful reference for other ESP-based researches.
The IDA strategy and integral operation incorporate organically to ensure the outstanding performance
even under the model mismatch circumstances. The robustness of the ESP-based SMES controller is
compared with that of the conventional PI controller. Besides, the DC current in the superconducting
coil is also compared between ESP-based and PI control system to evaluate the efficiency of ESP-based
SMES control system. The remainder of this paper is organized as follows: Section 2 presents a stepwise
ESP-based regulator design strategy which is used for the current control loop of SMES system with
the consideration of the robustness issue. Section 3 provides the example MG system and the overall
regulation scheme of SMES system for MG application. Section 4 offers the simulation results of
the ESP-based method and compares the robustness of the ESP-based and PI methods. Section 4
also provides some discussions of the simulation results. Section 5 presents the experimental results.
Finally, Section 6 concludes this study.

2. Design of the Current Control Loop for SMES System Using ESP-Based method

Figure 1 depicts the SMES topology utilized in this study. The superconducting coil is firstly
linked to the DC capacitor by a bidirectional DC/DC chopper and then interfaced to the AC MG by a
VSC. This topology is well known as VSC-based SMES. VSC can independently control the real and
reactive powers transfer.

Figure 1. The topology of the SMES system.
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In Figure 1, S stands for the IGBTs, and D is the power diode. It is assumed that the direction
flowing into the SMES is positive both for the SMES current ig and power Pm. The superconducting coil
charges and discharges through the bidirectional DC/DC converter to maintain a stable DC capacity
voltage. When the DC voltage is controlled to be constant, energy releasing from the SMES is the sum
of system losses and the energy injected into the grid.

In this study, the ESP-based method used in the current loop of the SMES system is proposed
to contain both DC/DC and VSC converters for the robustness improvement. As shown in Figure 1,
the ESP-based control directly calculates the duty ratio of the converter to control the SMES. The
detailed ESP-based design process including the robustness considerations for SMES system consists
of the following four steps.

2.1. The Establishment of Mathematical Model

The design of ESP-based control method requires the mathematical model of the VSC-based
SMES system. To facilitate the analysis and control, the VSC model is represented in the two-phase
synchronous rotating coordinate (d-q frame). Then, the mathematical model of SMES system depicted
in Figure 1 is given as in Equation (1):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Lg
digd
dt = −Rgigd + ω0Lgigq − sdudc + ugd

Lg
digq
dt = −Rgigq − ω0Lgigd − squdc + ugq

C dudc
dt = idc − smim

Lm
dim
dt = smudc

(1)

where s represents the duty cycle of the system. In particular, sd and sq are for the VSC control, and sm

is for the DC/DC chopper control. To simplify the analysis, sm is defined as in (2):

sm = s7 + s8 − 1 (2)

Meanwhile, in the ESP-based strategy, the PCH model of the system should be established as the
following standard form: { •

x = [J(x)− R(x)]∇H(x) + g(x)u(x)
y(x) = gT(x)∇H(x)

(3)

where R(x) describes the damping properties of the dissipative system, and it should meet R(x) =
RT(x) > 0; J(x) and g(x) can depict the interconnect characteristics of the physical system. H(x) is the
energy function that corresponds to the storage energy of the system.

By using (1) to (3), the PCH model of the VSC-based SMES system is given as below:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x = [Lgigd Lgigq Cudc Lmim]

T

u = [sd sq ugd ugq idc 0]
T

H = 1
2 Lgi2gd + 1

2 Lgi2gq +
1
2 Cu2

dc +
1
2 Lmi2m

y = ∇H = [igd igq udc im]
T

(4)

J =

⎡⎢⎢⎢⎣
0 ω0Lg 0 0

−ω0Lg 0 0 0
0 0 0 −sm

0 0 sm 0

⎤⎥⎥⎥⎦, R =

⎡⎢⎢⎢⎣
Rg 0 0 0
0 Rg 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎥⎦, g =

⎡⎢⎢⎢⎣
−udc 0 1 0 0 0

0 −udc 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0

⎤⎥⎥⎥⎦ (5)
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2.2. The Determination of the Equilibrium Points

The IDA energy-shaping method is employed in this study because it is easy to implement and
the control performance is satisfactory. The structure of closed-loop SMES control system should be
configured in the following PCH equation:

•
x = [Jd(x)− Rd(x)]∇Hd(x)⎧⎪⎨⎪⎩

Jd(x) = J(x) + Ja(x) = −JT
d (x)

Rd(x) = R(x) + Ra(x) = RT
d(x) > 0

Hd(x) = H(x) + Ha(x)

(6)

The matrices with the subscript d are the desired parameters in the feedback control system,
whereas the matrices with the subscript a mean the functions awaiting to be determined, which
correspond to the parts introduced by the feedback regulation. For example, Ha(x) describes the energy
introduced by the regulation. Based upon IDA strategy, the expected Hamilton energy function Hd(x)
should adapt the configured structure of the closed-loop control system with the minimum value at
the equilibrium point x*. Furthermore, the balance positions of the closed-loop control system can be
gained by:

•
x|x=x∗ = 0 ⇒ ∂Hd(x∗)

∂x
= 0 (7)

Based on the instantaneous power equations in the d-q frame, the current references of VSC can
be obtained: ⎧⎪⎨⎪⎩

i∗gd =
2
3 (ugdP∗+ugqQ∗)

u2
gd+u2

gq

i∗gq =
2
3 (ugqP∗−ugdQ∗)

u2
gd+u2

gq

(8)

The DC voltage should be controlled stably at the reference u∗
dc to maintain the proper operation

of VSC. u∗
dc should be high enough to ensure the tracking ability of the VSC. Meanwhile, the selection

of u∗
dc should also consider the withstand voltage capability of the IGBTs.

2.3. The Configuration of Energy Shaping and Stability Analysis

In the closed-loop control system, the desired Hamilton energy function which should meet the
Equation (7) to ensure the convergence of balance points is given in Equation (9):

Hd = 1
2 Lg(igd − i∗gd)

2 + 1
2 Lg(igq − i∗gq)

2 + 1
2 C(udc − u∗

dc)
2 + 1

2 Lm(im − i∗m)2⎧⎨⎩∇Hd = [igd − i∗gd igq − i∗gq udc − u∗
dc im − i∗m]

T

∇Ha = [−i∗gd −i∗gq −u∗
dc −i∗m]

T
(9)

Energy shaping is the process to make the closed-loop system reach the expected energy Hd by
controlling the injected energy Ha. By combining the (3) and (6), it can be obtained by:

(Jd − Rd)(−∇Ha) = (Ja − Ra)∇H − gu (10)

Equation (10) is a significant constraint in the implementation of the ESP-based method.
By choosing suitable indefinite matrices Ja and Ra, the expected duty ratio s for PCS in the closed-loop
control system can be achieved by solving Equation (10). With the control law obtained by Equation (10),
the energy of the closed-loop system will converge to the expected Hd value. The system will be stable
at the balance points, and the energy shaping is achieved.
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The design method for indefinite matrices in the ESP-based method is provided in [30]. For the
purpose of facilitating the design and decreasing the complexity of the ESP-based controller, here the
indefinite matrices are determined as:

Ja =

⎡⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤⎥⎥⎥⎦, Ra =

⎡⎢⎢⎢⎣
r 0 0 0
0 r 0 0
0 0 r1 0
0 0 0 r2

⎤⎥⎥⎥⎦ (11)

By substituting Equations (5), (6), (9) and (11) into (10), the intermediate variable i∗m can be
eliminated. The following equation can be acquired:⎧⎪⎪⎨⎪⎪⎩

sd = [−Rgi∗gd + r(igd − i∗gd) + ω0Lgi∗gq + ugd]/udc

sq = [−Rgi∗gq + r(igq − i∗gq)− ω0Lgi∗gd + ugq]/udc

sm = −[r2im +
√

r2
2i2m + 4r2u∗

dc(r1udc − r1u∗
dc + idc)

]
/2u∗

dc

(12)

Stability is an essential consideration for the regulator design. The Lyapunov second theorem is
convenient to check the stability of the nonlinear system like ESP-based SMES. Hd can be chosen as
the Lyapunov function because it describes the energy features of the closed-loop control system with
the nonnegative characteristic and just achieves the zero value at the balance position. This choice
can substantially decrease the complexity of stability evaluation, which is a significant advantage for
the ESP-based control strategy. Based on the Lyapunov criterion, the stability of the controller can be
judged by the derivative of Hd showed in Equation (13):

dHd
dt

= [∇Hd]
T •

x = [∇Hd]
T(Jd − Rd)∇Hd = −[∇Hd]

TRd∇Hd ≤ 0 (13)

The derivation process of Equation (13) employs two mathematical conditions. Firstly, Jd has
the antisymmetric feature. Therefore, it can be known [∇Hd]

T Jd∇Hd ≡ 0. Secondly, Rd has the
nonnegative and symmetric characteristics. From Equation (13), the derivative of Hd is non-positive
and just get the zero value at the balance position. Consequently, the equilibrium position gains the
asymptotical stability. Moreover, it can be easily concluded that if ‖x‖ → ∞, Hd → ∞. The system
can acquire a large-scale asymptotic stability near the balance position, which is another outstanding
merit of the ESP-based control.

2.4. Introducing the Integrators

The ESP-based method configures of the structure and energy of the system with the aid of the
PCH model. Parameter variation and the external noise may introduce the steady-state performance
problem to the ESP-based method such as the existence of the steady error. For the purpose of dealing
with this issue, the ESP-based control can introduce the integrators in the IDA strategy to achieve the
outstanding static performance even in the situation of the model mismatch and the interference [41].
The duty ratios are functioning to the SMES converter regulation. The original location of sm lies in the
interconnection matrix J. It should be transferred to the input vector u in the new PCH model for the
SMES system as shown below:⎧⎪⎨⎪⎩

•
xn = (Jn − Rn)∇Hn + g1u1 + g2u2

y1 = gT
1∇Hn

y2 = gT
2∇Hn

(14)
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Jn =

⎡⎢⎣ 0 ω0Lg 0
−ω0Lg 0 0

0 0 0

⎤⎥⎦, Rn =

⎡⎢⎣ Rg 0 0
0 Rg 0
0 0 0

⎤⎥⎦, g1 =

⎡⎢⎣ 0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤⎥⎦,

g2 =

⎡⎢⎣ −udc 0 0
0 −udc 0
0 0 −im

⎤⎥⎦, Jan =

⎡⎢⎣ 0 0 0
0 0 0
0 0 0

⎤⎥⎦, Ran =

⎡⎢⎣ r 0 0
0 r 0
0 0 r1

⎤⎥⎦
(15)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
xn =

[
Lgigd Lgigq Cudc

]T
, u1 =

[
0 0 ugd ugq idc

]T
, u2 =

[
sd sq sm

]T

∇Hn =
[

igd igq udc

]T
,∇Hdn =

[
igd − i∗gd igq − i∗gq udc − u∗

dc

]T

y1 =
[

0 0 igd igq udc

]T
, y2 =

[
−igdudc −igqudc −imudc

]T

(16)

The subscript n means new. It is worth noting that the state variable Lmim is ignored in the new
PCH model. The reason is that the expected controlled variables are igd, igq, and udc. im is only the
intermediate variable in the model and can be omitted in the integral combination.

It can be noticed in Equation (16) that ∇Hdn represents the differences between the actual
value and the expected value for the control variables. Defining y2d = gT

2∇Hdn, a new part can be
introduced as: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

Z = −KI
∫

y2ddt = −KI
∫

gT
2∇Hdndt

KI =

⎡⎢⎣ KIdq 0 0
0 KIdq 0
0 0 KIdc

⎤⎥⎦ (17)

where KI is the integral coefficient matrix, and Z is an introduced integrator array.

When
•
Z = −KIgT

2∇Hdn → 0 , the static error will be eliminated even under the parameter
uncertainty situations. New parts introduced in the model are defined as:{

HdnZ =
ZTK−1

I Z
2

HT(x, Z) = Hdn(x) + HdnZ(Z)
(18)

The ESP-based SMES PCH model with the integrator extension can be built as in Equation (19):[ •
xn
•
Z

]
=

[
Jdn − Rdn KIg2

−KIgT
2 0

][
∂HT(x,Z)

∂x
∂HT(x,Z)

∂Z

]
{

∂HT(x,Z)
∂x = ∇Hdn

∂HT(x,Z)
∂Z = K−1

I Z

(19)

Reference [41] has proposed and proved the integral stability theorem for the IDA strategy. Based
on this theorem, the integrator extension of IDA methodology in the PCH system will not change any
stability characteristic of the control system. Furthermore, the steady errors can be eliminated by:⎡⎢⎣ sdn

sqn

smn

⎤⎥⎦ =

⎡⎢⎣ sd
sq

sm

⎤⎥⎦+ Z =

⎡⎢⎣ sd
sq

sm

⎤⎥⎦− KI

∫
gT

2∇Hdndt (20)

By taking the related variables into Equation (20), it can be finally acquired:⎧⎪⎪⎨⎪⎪⎩
sd = [−Rgi∗gd + r(igd − i∗gd) + ω0Lgi∗gq + ugd]/udc + KIdq

∫
udc(igd − i∗gd)dt

sq = [−Rgi∗gq + r(igq − i∗gq)− ω0Lgi∗gd + ugq]/udc + KIdq
∫

udc(igq − i∗gq)dt

sm = −[r2im +
√

r2
2i2m + 4r2u∗

dc(r1udc − r1u∗
dc + idc)]/2u∗

dc + KIdc
∫

im(udc − u∗
dc)dt

(21)
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The determination of KI just needs to consider the magnitude the steady error. Equation (21) is
the control law in the ESP-based method. The duty ratio of the converter can be directly calculated by
the sampling value of the related variables. sd and sq are used to control the VSC, while sm is used to
regulate the DC chopper. It can be concluded from Equation (21) that the ESP-based control strategy is
simply implemented due to the direct calculation.

3. Test Microgrid System and SMES Control System for Microgrid Application

In this study, an AC MG consisting of the wind generation (WG), DG, load, and SMES is employed
as an example. The constitution and parameters of the example MG system for the test are illustrated in
Figure 2. The rated line voltage RMS value is 380 V and the rated frequency is 60 Hz. A constant-speed
wind turbine generator (WTG) is employed in the simulation with the expected output power of
300 kW. The capacity of the DG is 200 kVA. The 500 kW resistor load is considered in the simulation.
The inductance value of the superconductive coil is 1.5 H, and the initial coil current is 1000 A.
The forward direction of the primary power flow in MG system is also provided in Figure 2. PM has
the reversible power flow characteristics, and the charge is determined to be forward.

Figure 2. The test MG system.

Figure 3 provides the control diagram of ESP-based SMES system. In the GC mode, the SMES real
power reference is calculated by P∗

g = PE − PA whereas the reactive power reference is set constantly.
SMES can stabilize the power fluctuation of the WG and achieve the steady power flow at the point
of common coupling (PCC). The power references of SMES are obtained by using the first-order low
pass filter to smooth the fluctuations in WG. In the islanded mode, an additional frequency-real power
(f -p) PI regulator generates the real power reference of the SMES. Another outer voltage-reactive
power (v-q) PI regulator calculates the reactive power reference of the SMES. The designed ESP-based
current control strategy ensures that the SMES power can be controlled to follow the given trajectory.
Meanwhile, the ESP-based strategy can stabilize the DC voltage at the given value to guarantee the
normal operation of the PCS. It is noteworthy that the power tracking control is adopted without
the extra power feedback in this study. Although this extra feedback can improve the precision
of the power regulation, it is a tough to tune the parameters of the multi-loop PI controllers with
sufficient stability. The structure of the ESP-based control system is quite different from that of the
conventional PI-based control system. In the PI control system, VSC utilizes one PI controller for the
power control, and the DC chopper needs another different PI regulator to maintain the DC voltage.
Instead, the ESP-based method considers the SMES converters as a whole and integrates the control of
VSC and DC-DC chopper together. Therefore a better overall performance it can be anticipated for
the ESP-based control strategy. Finally, space vector PWM (SVPWM) technology is employed in VSC
control to increase the DC voltage utilization. The unipolar PWM method is used in the DC chopper to
reduce the harmonics.
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Figure 3. Overall control diagram of the SMES system.

For the purpose of showing the merits of the proposed ESP-based method, the performance of the
ESP-based control is compared with that of the conventional PI current control strategy in the example
SMES system. In this part, the design of the conventional PI control system for comparison is briefly
provided. The PI current controller for the VSC is used to regulate the output power of the SMES.
The classic current feedforward decoupling PI control which is commonly employed in VSC control
area is adopted in this study. The structure of the controller is depicted in Figure 4.

 
Figure 4. The structure of the PI controller for VSC.

As shown in Figure 4, the grid voltage is fed forward to restrain the disturbance in the control loop.
The feedforward decoupling operation eliminates the control coupling between d and q components.
The detailed design strategy of this controller is presented in [42]. The simplified control block diagram
of the current loop is illustrated in Figure 5.

Figure 5. The simplified control block diagram of the PI current loop.

In Figure 5, the function of the PWM and sampling delay are combined into one inertia link with
the time constant of 1.5Ts. According to [42], the adverse pole −Rg/Lg can be directly eliminated by the
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PI current controller to ensure the tracking ability of the system. By this design method, the closed-loop
transfer function of the control system is a typical second-order oscillation link. Based on the optimal
design method for the second-order oscillation system, the damping coefficient is determined as
ξVSC = 0.707 to achieve the satisfactory overall performance. Accordingly, the implementation
equations for PI current controller are as follows:

kp(VSC) =
Lg

3Ts
, ki(VSC) =

Rg

3Ts
(22)

When the parameters of the system such as Lg and Rg vary, the performance of the PI control
system may deteriorate because the position of the adverse pole changes and the PI controller cannot
eliminate it. Meanwhile, the PI controller for the DC/DC chopper is used to control the DC voltage.
The detailed design method of the PI voltage controller is proposed in [43]. The closed-loop transfer
function of the DC voltage loop is as follows:⎧⎪⎨⎪⎩

Φ(s) = udc
u∗

dc
=

ω2
n(1+Ti(dc)s)

s2+2ξdcωns+ω2
n

ωn =

√
kp(dc)

Ti(dc)C
, ξdc = 0.5

√
Ti(dc)kp(dc)

C

(23)

As is shown in Equation (23), the closed-loop system is also a second-order oscillation link. In the
equation, ωn is the natural oscillation frequency; Ti(dc) is the integral time constant in the PI voltage
controller; ξdc is the damping ratio of the system. Considering the characteristic and demand of the
DC voltage control, Ti(dc) is chosen to be 16 ms, and ξdc is determined to be 2 [43].

The additional f -p and v-q PI controllers are designed by the classic Ziegler-Nichols parameter
tuning method. The primary simulation parameters are provided in Table 1.

Table 1. The primary simulation parameters.

Parameter Type Parameter Value

Sampling/switching frequency 10 kHz/10 kHz
DC voltage reference 750 V

C 32,000 μF
Lg, Rg 1 mH, 1.1 mΩ

Lm 1.5 H
PE 500 kW

kp(vsc), ki(vsc) 3.333, 3.667
kp(dc), ki(dc) 32, 2000

kpf, kif
1 139.5, 3799

kpv, kiv
1 4, 2

KIdq, KIdc 3, 0.35
r, r1, r2 1500, 3000, 3000

1 The power unit is W or Var.

It should be noted that the state of charge (SOC) is a significant factor in the energy management
studies which is considered for a long-term operation. However, this study focuses on the control
problem in SMES which deals with the short-term operation. It is assumed that the energy managing
of the SMES system has been designed appropriately. Accordingly, the SOC issue of the SMES can be
neglected in our study.

4. Simulation Results and Discussion

In the simulation, the constant step-size and ode3 arithmetic is employed. Figure 6 illustrates the
power of each primary element in the example MG test system. The whole simulation period lasts 16
s. At the time point of 0.5 s, PCS converters of SMES is put into operation. At the time point of 5 s,
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MG transits from GC mode to the islanded mode. A load with ΔPL = 40 kW is switched into the MG
at the time point of 8 s and disconnected at the time point of 12 s.
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Figure 6. The power of each primary element in the example test MG system.

4.1. Simulation in the GC Mode

In the GC mode, SMES is employed to stabilize the WG power fluctuation, which can be seen in
Figure 7. Ideally, the constant power flow at the PCC can be achieved. In this simulation, the MG is in
the GC mode before 5 s.
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Figure 7. Performance under the grid-connected (GC) mode (Lg = 1 mH, Rg = 1.1 mΩ): (a) the
performance on stabilizing the grid-side power; and (b) the performance on SMES power tracking.

Figure 7a demonstrates the performance comparison of smoothing PCC power between PI and
ESP-based control strategies under the situation of Lg = 1 mH and Rg = 1.1 mΩ. Figure 7b provides
a comparison of the SMES power tracking performance between these two approaches. It can be
seen that both PI and ESP-based approaches can stabilize the PCC power flow and follow the power
reference well. However, some visible differences between them still deserve the concern. Firstly,
when the PCS of SMES is put into operation, the PI-based system has a visible 7 kW overshoot and an
around 2 s regulation period as shown in Figure 7a. Accordingly, we can notice in Figure 7b that before
2 s the SMES power by the PI control has a distinct difference compared to the power reference and
needs a regulation period to remove the error. The primary reason for this problem is that the start of
the PCS is a disturbance for the control system, and the conventional PI control strategy has a relatively
poor disturbance rejection performance. Conversely, the ESP-based control system practically avoids
this disturbance regulation process, which can be seen in Figure 7. Hence, the ESP-based control
has stronger disturbance rejection ability in comparison to the PI method. Secondly, the steady-state
performance of PI control strategy is not as satisfactory as that of the ESP-based control strategy. From
the enlarged figure in Figure 7b, it can be noticed that the ESP-based control strategy provides a smaller
tracking error. Accordingly, the stabilized PCC power by the PI control strategy is not steady as that
by the ESP-based control strategy. Due to the better tracking ability, the ESP-based method can reduce
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the low-frequency harmonic of the system and has a lower ripple in the smoothed power compared to
the PI control, which can be seen in the enlarged figure of Figure 7a.

Figure 8 provides the DC voltage regulation performance. It can be found that the ESP-based
control strategy has much superior dynamic performance in contrast to the PI control. More specifically,
the PI control strategy has a 50 V overshoot and nearly 0.06 s regulation period. Instead, ESP-based
control method turns stable in the very short time without any overshoot.
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Figure 8. The performance on DC voltage regulation.

Robustness is a critical consideration for SMES control system design because the model mismatch
is unavoidable in any real system. In this study, the robustness to the parameters variation of Lg and Rg

are considered. The reason for this selection mainly relies on two aspects. On the one hand, the actual
values of these two parameters are usually unknown and varying with the service time. Nevertheless,
this kind of parameter change is often in the small range. On the other hand, these parameters could
be modified deliberately to enhance the performance. This type of parameter uncertainty may be on a
large scale. Hence the parameter uncertainty considered in this study is in a considerable region. If the
controller can maintain the reliable performance and stability in this condition, it will greatly facilitate
the design and reform of the system.

Figure 9 shows the comparison of the GC mode performance between PI and ESP-based control
strategies under the condition of Lg = 3 mH, Rg = 0.1 Ω. while Figure 10 provides the comparison
of the situation of Lg = 4 mH and Rg = 0.2 Ω. It is obvious in the figures that the performance of
these two approaches is quite different under the two test situations. The ESP-based control strategy
keeps the good performance on both the grid power stabilizing and the reference power tracking.
In contrast, the PI control strategy presents an inferior regulation performance. There is apparent
reference power tracking error during most of the time. As a result, the PCC power stabilized by the
PI control has a much bigger fluctuation than that by the ESP-based control. The following aspects
can explain this performance difference. On the one hand, due to the enlargement of connection
impedance, the tracking ability of the PCS converter decreases correspondingly. Power tracking
for PCS significantly increases the difficulty and requires an outstanding tracking ability for the
controller. On the other hand, PI parameters are designed based on the situation of Lg = 1 mH
and Rg = 1.1 mΩ. Under the new circumstances, the PI control parameters are not suitable, and
the controller gets a poor tracking capability. To the contrary, the ESP-based method maintains an
outstanding tracking performance and presents a better robustness to parameter uncertainty. Also,
we can find the performance of PI control method is especially bad near 2.5 s. Around this time,
the SMES power strongly deviates from the reference power, which can be seen in Figures 9b and 10b.
Accordingly, the smoothed PCC power gets a large peak error as shown in Figures 9a and 10a.
The reason for this problem is probably that the absolute value of reference power is high and increases
very steeply during this time. The PI method has serious trouble with this situation due to the
insufficient tracking ability.
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Figure 9. Performance under the grid-connected (GC) mode (Lg = 3 mH, Rg = 0.1 Ω): (a) The performance
on stabilizing the grid-side power; and (b) The performance on SMES power tracking.
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Figure 10. Performance under the grid-connected (GC) mode (Lg = 4 mH, Rg = 0.2 Ω): (a) The performance
on stabilizing the grid-side power; and (b) The performance on SMES power tracking.

4.2. Simulation in the Islanded Mode

At the time point of 5 s, MG is switched to the islanded mode. The SMES system takes part
in the frequency and magnitude regulation for the MG voltage. Figure 11 provides the regulation
performance under the circumstance of Lg = 1 mH and Rg = 1.1 mΩ.
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Figure 11. Performance under the islanded mode (Lg = 1 mH, Rg = 1.1 mΩ): (a) Frequency control
performance; and (b) Magnitude control performance.

Figure 11a,b show the comparison of the control performance in the islanded mode between PI
and ESP-based control approaches, respectively. The regulation performance of the PI and ESP-based
control methods is similar because the external f-p and v-q PI controllers are the same. Both PI and
ESP-based methods can follow the reference well in this parameter situation. However, there are still
some performance differences between these two approaches. On the one hand, the ESP-based control
strategy presents a superior dynamic performance in comparison to the PI method. During the mode
transition and load change periods, the ESP-based control has a smaller overshoot in both frequency
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and magnitude regulations. On the other hand, the ESP-based control method has a smaller frequency
and voltage ripple.

Figure 12 provides the performance comparison under the situation of Lg = 3 mH and Rg = 0.1 Ω.
It can be found that the performance of PI and ESP-based control methods has a sharp distinction.
In Figure 12a, it is noticed that the ESP-based control provides a much smaller frequency overshoot
during the islanded mode. Also, it can be seen that the frequency ripple by the ESP-based method is
much lower than that by the PI method. Similarly, the voltage overshoot and ripple by the ESP-based
control is also much smaller than those by the PI method. The main reason for these differences is that
the tracking ability of the PI method is awful in this parameter situation as mentioned before.
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Figure 12. Performance under the islanded mode (Lg = 3 mH, Rg = 0.1 Ω): (a) frequency control
performance; and (b) magnitude control performance.

Figure 13 shows the frequency regulation performance under the situation of Lg = 4 mH and
Rg = 0.2 Ω. It can be seen that the PI method becomes unstable, whereas the ESP-based method
maintains the proper performance in this situation. The poor tracking ability can explain this stability
problem for the PI method. When the power reference is large and fast-changing, the frequency
regulation of the PI control method gets unstable due to the insufficient tracking capability under this
parameter situation. It is concluded that the ESP-based method has a larger stability region than PI
method under the situation of parameter uncertainty.
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Figure 13. Frequency control performance under the islanded mode (Lg = 4 mH, Rg = 0.2 Ω).

Figure 14 compares the harmonic of the grid voltage controlled by the PI and ESP-based
control methods.

The results show that the typical harmonic in the grid voltage by the ESP-based method is smaller
than that by the PI method due to the superior tracking ability. When the system parameters change,
the harmonic performance of the ESP-based method is much better than that of the PI control.
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Figure 14. Comparison of the harmonic of the grid voltage: (a) Lg = 1 mH, Rg = 1.1 mΩ; and
(b) Lg = 3 mH, Rg = 0.1 Ω.

4.3. The Harmonic Analysis of the Superconducting Coil Current

The eddy current loss in the SMES system is an important consideration, for it greatly influences
the efficiency of the system. Meanwhile, the eddy current loss has a significant relationship with
the harmonic of the DC current in the superconducting coil, especially the low-order harmonic
(2nd and 3rd) [44]. In this part, the comparison of the DC current harmonic between PI and ESP-based
methods is provided to estimate the eddy current loss conditions.

It can be easily found in Figure 15a that the DC current by the ESP-based method is much
more sinusoidal than that by the PI method. We also provide the low-order harmonic analysis in
Figure 15b. The harmonic of the DC current is substantially reduced by the ESP-based method due
to the outstanding tracking ability. Therefore, the ESP-based method can be estimated to achieve the
eddy current loss reduction and the system efficiency improvement.

(a) (b) 

1.84 1.85 1.86 1.87 1.88 1.89 1.9 1.91 1.92988.4

988.6

988.8

989

989.2

989.4

t (s)

D
C

 c
ur

re
nt

 in
 th

e 
co

il 
(A

)

 

 

PI method
ESP-based method

0 2 4 6 8 10 12 14 160

20

40

60

80

100

120

Harmonic order

M
ag

 (%
 o

f F
un

da
m

en
ta

l)

 

 

PI method (THD=160.41%)
ESP-based method (THD=65.13%)

Figure 15. The DC current in the superconducting coil (Lg = 1 mH, Rg = 1.1 mΩ): (a) the current
waveforms; and (b) harmonic analysis.

4.4. Discussion

In this part, some discussions based on the simulation results are provided. Firstly, in order to
well explain the difference in simulation results between PI and ESP-based method, the frequency
response of the current control loops are tested by the control design toolbox in Matlab. The amplitude
of the input test current is 10 A, and the frequency variation range of the input is from 10 Hz to 200 Hz.

Figures 16 and 17 provide the frequency response results of the PI and ESP-based current
controllers under two different parameter situations. Under the expected parameters, both the PI
and ESP-based control present a satisfactory frequency response, which proves the correctness of
the controller design in this study. The magnitude gain range is within ±1 dB, and the phase shift
is within ±10 degree. Both PI and ESP-based control can achieve good tracking performance under
this situation. When the parameters change, the magnitude gain of the ESP-based control is still in
the region of ±1 dB. Nevertheless, the maximum phase shift increases to be −35 degree which is still
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acceptable due to the enlargement of the output impedance of the converter. In contrast, both the
magnitude and phase characteristics of the PI control deteriorate seriously under this situation. From
the frequency response analysis, it can be concluded that the ESP-based control can remain the good
tracking capability when parameters change, while the parameters affect the tracking ability of the PI
control significantly. This conclusion also can well explain the previous simulation results.
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Figure 16. The frequency response of PI control: (a) magnitude-frequency characteristics; and
(b) phase-frequency characteristics.
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Figure 17. The frequency response of ESP-based control: (a) magnitude-frequency characteristics; and
(b) phase-frequency characteristics.

Secondly, in order to verify the model adopted to design the ESP-based controller, a brief
sensitivity analysis [45] is provided in this part. The sensitivity analysis factor (SAF) which is defined
in Equation (24) is introduced to evaluate the sensitivity of the controller to system parameters:

SAF =
ΔA/A
ΔF/F

(24)

In Equation (24), ΔA/A represents the change rate of evaluating indicator; ΔF/F means the
change ratio of the uncertain system parameter. The positive/negative signs of the SAF reveal that the
evaluating indicator changes with uncertain system parameter at the same/opposite direction. In the
GC mode, SMES is used to smooth the WG power. Hence, the peak-to-peak power (Pp-p) of the PCC
power is adopted as the evaluating indicator.

The magnitude of Pp-p can evaluate the steady degree and the ripple level of the smoothed
power. Table 2 provides SAF performance when the system parameters change. Considering that
some parameters in the power system are prone to change, the parameter variations in the sensitivity
analysis consider not only the structural parameters of SMES but also the related parameters of power
grid. It can be found that the performance is not sensitive to the most of the parameter variation, which
proves the effectiveness of the adopted model and the designed ESP-based controller. The performance
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is a little sensitive to the grid voltage and the WG power fluctuation. However, Pp-p is still small
enough to guarantee the good performance.

Table 2. The SAF performance of ESP-based control in the GC mode.

Parameters Change Rate (%) Pp-p (kW) SAF

No 0 4.163 /
Lm 10 4.248 0.204

im (initial) 10 4.188 0.060
C 10 4.185 0.052

u∗
dc 10 4.108 −0.133

Lg 100 3.953 −0.050
Rg 100 4.246 0.020

ΔPW
1 50 5.988 0.876

PL 50 4.107 −0.027
ug 5 4.45 1.379
f 0.5 4.156 −0.336

1 ΔPW means the fluctuation of the WG power.

In the islanded mode, the frequency overshoot (�f = f − 60) when the load changes (at the time
point of 8 s) is employed to be the evaluation indicator in the sensitivity analysis. It can be seen from
Table 3 that the most of the parameters have little effect on the transient performance of the controller.

Table 3. The SAF performance of ESP-based control in the islanded mode.

Parameters Change Rate (%) Δf (Hz) SAF

No 0 −0.272 /
Lm 10 −0.2726 0.022

im (initial) 10 −0.2713 −0.026
C 10 −0.274 0.073

u∗
dc 10 −0.2722 0.007

Lg 100 −0.2703 −0.006
Rg 100 −0.2735 0.006

ΔPW 50 −0.277 0.035
ΔPL

1 50 −0.349 0.566
1 The positive/negative ΔPL means the load connecting/disconnecting to MG.

The load change ΔPL influences the transient performance of the system to some extent. If the
tolerance limit of �f is determined as ±0.5 Hz, the permitted load change region is approximately
±140 kW which is obtained by the simulation test.

5. Experimental Verification

In order to further verify the feasibilities of the proposed control method, the real-time
simulation based on the hardware-in-the-loop simulation (HILS) using OP5600 and OP8665 (OPAL-RT
Technologies, Montreal, QC, Canada) is implemented. The HILS system used for the test of proposed
control method is depicted in Figure 18.

As shown in Figure 18, the HILS system can simulate the complex MG and the converter of
SMES by the programming of the software RT-LAB (Version 11, OPAL-RT Technologies, Montreal,
QC, Canada). The OP8665 including the digital signal processor (DSP) TMS320F28335 implements
the proposed control method by sampling the analog signal from the OP5600 and generates the PWM
commands for the converter of SMES. All of the parameters in the experiment are the same with those
in the previous simulation to facilitate the comparison. Nevertheless, the WG power is extended
periodically every 16 s in contrast to Figure 6.
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Figure 18. The HILS system used for the test of proposed control method.

Figure 19a compares the DC voltage performance between the PI and ESP-based methods. The DC
voltage by the ESP-based method has a much better transient performance without any overshoot
than PI control. Figure 19b provides the comparison of the WG power smoothing performance under
the expected parameter. The performance of PI and ESP-based control methods are both satisfactory
under this situation. It can be noticed that the switching ripple of ESP-based control mainly lies in
the high-frequency region, which is easily absorbed by the additional LC or LCL filter. Figure 19c,d
demonstrate the performance comparison under the situation of the parameter change. Figure 20a,b
provide the SMES power tracking performance under these two conditions. The experimental results
are quite similar with the previous simulation results. Both of the power smoothing and the power
tracking performance are poor by the PI control method when parameters change. In contrast, the
performance of ESP-based control method is still satisfactory under the situation of the parameter
variation. The reasons for the performance difference have been analyzed in Section 4.
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Figure 19. The DC voltage and WG power smoothing performance: (a) DC voltage; (b) PCC power
(Lg = 1 mH, Rg = 1.1 mΩ); (c) PCC power (Lg = 3 mH, Rg = 0.1 Ω); and (d) PCC power (Lg = 4 mH,
Rg = 0.2 Ω).
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Figure 20. SMES power tracking performance: (a) when Lg = 3 mH, Rg = 0.1 Ω; and (b) when Lg = 4 mH,
Rg = 0.2 Ω).

Figure 21 provides the frequency and voltage regulation performance in the islanded mode
without the parameter variation. It can be found that under the expected parameter situation the
performance of the PI and ESP-based methods are quite similar. The reason is that their outer f -p or v-q
controllers are the same, and in this parameter situation, both PI and ESP-based methods have the good
tracking ability. Figure 22 shows the regulation performance when Lg = 4 mH and Rg = 0.2 Ω. Under
this situation, the PI-based control system becomes unstable due to the poor tracking capability. To the
contrary, the ESP-based method remains the good regulation performance when parameters change.
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Figure 21. Experimental performance of the islanded mode (Lg = 1 mH, Rg = 1.1 mΩ): (a) MG
frequency; and (b) MG voltage.
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Figure 22. Experimental performance of the islanded mode (Lg = 4 mH, Rg = 0.2 Ω): (a) MG frequency;
and (b) MG voltage.

6. Conclusions

In this study, an ESP-based control strategy, which can integrate the VSC and DC chopper
regulation together, has been proposed for the robustness improvement of SMES systems. A stepwise
ESP-based design strategy in the SMES system has been presented, which consists of four steps:
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building the mathematical model, establishing the balance positions, energy shaping, and introducing
the integrators. The designed ESP-based regulator is easily realized in the programming. Experimental
verification by using the HILS system with DSP was performed in this study to show the validity of
the proposed controller.

A comparison between the ESP-based and PI strategies is presented to show the merits of the
proposed ESP-based control. The parameters of the connection impedance of the PCS converter were
changed to test the robustness of the controllers. Both the PI and ESP-based control methods could
follow the power reference well under the expected parameter situation. Nevertheless, ESP-based
control avoids the disturbance rejection process and achieves a flatter PCC power flow under the GC
mode. Moreover, the ESP-based control provides a smaller overshoot and ripple in contrast to the PI
control method under the islanded mode. When the system parameters change, the ESP-based control
method could achieve a much superior performance than PI control. In particular, when the reference
power was high in value and varied steeply simultaneously, the SMES power controlled by the PI
controller would deviate from the reference due to the insufficient tracking ability. This problem also
caused a weak stability region for the PI method when parameters vary. It can be concluded from
the simulation results that the ESP-based control strategy has a superior robustness to the parameter
variation in comparison with the conventional PI control strategy. Besides, the ESP-based method
significantly reduced the harmonic of DC current compared with the PI method, which results in the
reduction of eddy current losses compared to the PI control method.

The SMES with the designed ESP-based control method might provide better overall performance
compared with the conventional PI-based SMES. On the one hand, the good robustness of ESP-based
SMES could maintain the satisfactory performance even when converter parameters change, and this
could avoid the redesign process in some cases. On the other hand, ESP-based SMES can provide
better dynamic property for improving the transient performance of the power system.
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Nomenclature

Abbreviations

SMES Superconducting magnetic energy storage
ESP Energy shaping passivity
IDA Interconnection and damping assignment
PCS Power conditioning system
RPG Renewable power generation
MG Microgrid
VSC Voltage source converter
CSC Current source converter
PCH Port-controlled Hamiltonian
GC Grid-connected
DG Diesel generator
WG Wind generation
SOC State of charge
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Variables, Parameters, and Constants

PW,PG,Pm,PD,PL The power of WG/utility grid/SMES/DG/load
Lg,Lm The inductance of the filter inductor/the superconducting coil
Rg The total resistance of the filter inductor and IGBTs (lumped parameter)
C The DC bus capacitance of VSC
f ,v Frequency/voltage
f ∗,v∗ Frequency/voltage reference
p,q Real/reactive power
idc,im The current flowing into the DC capacitor/the superconducting coil
PE,PA The expected/actual power of WG
P∗

m,Q∗
m The real/reactive power reference of SMES

P∗
g ,Q∗

g The real/reactive power reference of SMES under the GC mode
P∗

i ,Q∗
i The real/reactive power reference of SMES under the islanded mode

kp(vsc) ,ki(vsc) The proportional/integral parameter in the PI controller for VSC
kp(dc) ,ki(dc) The proportional/integral parameter in the PI controller for DC-DC chopper
kpf,kif The proportional/integral parameter in additional f -p regulator
kpv,kiv The proportional/integral parameter in additional v-q regulator
KIdq,KIdc The integral parameters in ESP-based controller
i∗g(d,q),ig(d,q) The reference/actual current of SMES (in d-q axis)

ω0 Fundamental angle frequency
u∗

dc, udc The reference/actual DC voltage of VSC
ugd,ugq Grid voltage in d/q axis
sd,q,sm The duty cycle of the VSC (in d-q axis)/the DC chopper
u(x),y(x) The input/output vector of the PCH model
J(x),g(x) The interconnection matrices
Jd(x),Rd(x) Expected interconnection/dissipation matrix
H(x),Hd(x) The original/expected Hamilton energy function
Ja(x),Ra(x) The interconnection/dissipation matrix to be decided
Ha(x) Hamilton energy function to be decided

1. Kim, Y.S.; Kim, E.S.; Moon, S.I. Distributed generation control method for active power sharing and
self-frequency recovery in an islanded microgrid. IEEE Trans. Power Syst. 2017, 32, 544–551. [CrossRef]

2. Han, H.; Hou, X.; Yang, J.; Wu, J.; Su, M.; Guerrero, J.M. Review of power sharing control strategies for
islanding operation of AC microgrids. IEEE Trans. Smart Grid 2016, 7, 200–215. [CrossRef]

3. Lotfi, H.; Khodaei, A. AC versus DC microgrid planning. IEEE Trans. Smart Grid 2017, 8, 296–304. [CrossRef]
4. Hou, X.; Sun, Y.; Yuan, W.; Han, H.; Zhong, C.; Guerrero, J.M. Conventional P-ω/Q-V droop control in

highly resistive line of low-voltage converter-based AC microgrid. Energies 2016, 9, 943. [CrossRef]
5. Sreekumar, P.; Khadkikar, V. Direct control of the inverter impedance to achieve controllable harmonic

sharing in the islanded microgrid. IEEE Trans. Ind. Electron. 2017, 64, 827–837. [CrossRef]
6. Liu, Y.; Hou, X.; Wang, X.; Lin, C.; Guerrero, J.M. A coordinated control for photovoltaic generators and

energy storages in low-voltage AC/DC hybrid microgrids under islanded mode. Energies 2016, 9, 651.
[CrossRef]

7. Lian, B.; Sims, A.; Yu, D.; Wang, C.; Dunn, R.W. Optimizing LiFePO4 battery energy storage systems for
frequency response in the UK system. IEEE Trans. Sustain. Energy 2017, 8, 385–394. [CrossRef]

8. Guo, L.; Liu, W.; Li, X.; Liu, Y.; Jiao, B.; Wang, W.; Wang, C.; Li, F. Energy management system for stand-alone
wind-powered-desalination microgrid. IEEE Trans. Smart Grid 2016, 7, 1079–1087. [CrossRef]

9. Tang, X.; Hu, X.; Li, N.; Deng, W.; Zhang, G. A novel frequency and voltage control method for islanded
microgrid based on multienergy storages. IEEE Trans. Smart Grid 2016, 7, 410–419. [CrossRef]

10. Tang, Y.; Mu, C.; He, H. SMES-based damping controller design using fuzzy-grhdp considering transmission
delay. IEEE Trans. Appl. Supercond. 2016, 26, 5701206. [CrossRef]

185



Energies 2017, 10, 671

11. Zheng, Z.; Xiao, X.; Li, C.; Chen, Z.; Zhang, Y. Performance evaluation of SMES system for initial and steady
voltage sag compensations. IEEE Trans. Appl. Supercond. 2016, 26, 5701105. [CrossRef]

12. Song, M.; Shi, J.; Liu, Y.; Xu, Y.; Hu, N.; Tang, Y.; Ren, L.; Li, J. 100 kJ/50 kW HTS SMES for micro-grid.
IEEE Trans. Appl. Supercond. 2015, 25, 5700506. [CrossRef]

13. Ali, M.H.; Wu, B.; Dougal, R.A. An overview of SMES applications in power and energy systems. IEEE Trans.
Sustain. Energy 2010, 1, 38–47. [CrossRef]

14. Molina, M.G.; Mercado, P.E. Power flow stabilization and control of microgrid with wind generation by
superconducting magnetic energy storage. IEEE Trans. Power Electron. 2011, 26, 910–922. [CrossRef]

15. Wan, Y.; Zhao, J. H∞ control of single-machine infinite bus power systems with superconducting magnetic
energy storage based on energy-shaping and backstepping. IET Control Theory Appl. 2013, 7, 757–764.
[CrossRef]

16. Dechanupaprittha, S.; Sakamoto, N.; Hongesombut, K.; Watanabe, M.; Mitani, Y.; Ngamroo, I. Design and
analysis of robust SMES controller for stability enhancement of interconnected power system taking coil size
into consideration. IEEE Trans. Appl. Supercond. 2009, 19, 2019–2022. [CrossRef]

17. Davari, M.; Mohamed, Y.A.R.I. Dynamics and robust control of a grid-connected VSC in multiterminal DC
grids considering the instantaneous power of DC-and AC-side filters and DC grid uncertainty. IEEE Trans.
Power Electron. 2016, 31, 1942–1958. [CrossRef]

18. Ngamroo, I.; Supriyadi, A.C.; Dechanupaprittha, S.; Mitani, Y. Stabilization of tie-line power oscillations by
robust SMES in interconnected power system with large wind farms. In Proceedings of the 2009 Transmission
& Distribution Conference & Exposition: Asia and Pacific (T&D Asia), Seoul, Korea, 26–30 October 2009;
pp. 1–4.

19. Iqbal, M.; Bhatti, A.I.; Ayubi, S.I.; Khan, Q. Robust parameter estimation of nonlinear systems using
sliding-mode differentiator observer. IEEE Trans. Ind. Electron. 2011, 58, 680–689. [CrossRef]

20. Liu, F.; Mei, S.; Xia, D.; Ma, Y.; Jiang, X.; Lu, Q. Experimental evaluation of nonlinear robust control for SMES
to improve the transient stability of power systems. IEEE Trans. Energy Convers. 2004, 19, 774–782. [CrossRef]

21. Tan, Y.L.; Wang, Y. Stability enhancement using SMES and robust nonlinear control. In Proceedings
of the 1998 International Conference on Energy Management and Power Delivery (EMPD), Singapore,
3–5 March 1998; pp. 171–176.

22. Vachirasricirikul, S.; Ngamroo, I. Improved H 2/H∞ control-based robust PI controller design of SMES
for suppression of power fluctuation in microgrid. In Proceedings of the 2014 International Electrical
Engineering Congress (iEECON), Pattaya, Thailand, 19–21 March 2014; pp. 1–4.

23. Lu, Q.; Sun, Y.; Mei, S. Nonlinear Control Systems and Power System Dynamics; Kluwer: Norwell, MA, USA,
2001; pp. 343–372.

24. Yi, H.; Zhuo, F.; Wang, F.; Wang, Z. A digital hysteresis current controller for three-level neural-point-clamped
inverter with mixed-levels and prediction-based sampling. IEEE Trans. Power Electron. 2016, 31, 3945–3957.
[CrossRef]

25. Flores-Bahamonde, F.; Valderrama-Blavi, H.; Bosque-Moncusi, J.M.; García, G.; Martínez-Salamero, L. Using
the sliding-mode control approach for analysis and design of the boost inverter. IET Power Electron. 2016, 9,
1625–1634. [CrossRef]

26. Tao, C.-W.; Wang, C.-M.; Chang, C.-W. A design of a DC–AC inverter using a modified ZVS-PWM auxiliary
commutation pole and a DSP-based PID-like fuzzy control. IEEE Trans. Ind. Electron. 2016, 63, 397–405.
[CrossRef]

27. Nageshrao, S.P.; Lopes, G.A.D.; Jeltsema, D.; Babuška, R. Port-hamiltonian systems in adaptive and learning
control: A survey. IEEE Trans. Autom. Control 2016, 61, 1223–1238. [CrossRef]

28. Schöberl, M.; Siuka, A. On casimir functionals for infinite-dimensional port-hamiltonian control systems.
IEEE Trans. Autom. Control 2013, 58, 1823–1828. [CrossRef]

29. Dirksz, D.A.; Scherpen, J.M.A. Structure preserving adaptive control of port-hamiltonian systems. IEEE Trans.
Autom. Control 2012, 57, 2880–2885. [CrossRef]

30. Ortega, R.; Garc�a-Canseco, E. Interconnection and damping assignment passivity-based control: A survey.
Eur. J. Control 2004, 10, 432–450. [CrossRef]

31. Nunna, K.; Sassano, M.; Astolfi, A. Constructive interconnection and damping assignment for port-controlled
Hamiltonian systems. IEEE Trans. Autom. Control 2015, 60, 2350–2361. [CrossRef]

186



Energies 2017, 10, 671

32. Kwasinski, A.; Krein, P.T. Passivity-based control of buck converters with constant-power loads.
In Proceedings of the 2007 IEEE Power Electronics Specialists Conference (PESC), Orlando, FL, USA,
17–21 June 2007; pp. 259–265.

33. Zeng, J.; Zhang, Z.; Qiao, W. An interconnection and damping assignment passivity-based controller for a
DC–DC boost converter with a constant power load. IEEE Trans. Ind. Appl. 2014, 50, 2314–2322. [CrossRef]

34. Qiu, J.; Hu, C.; Yang, S. PMSM Hamiltonian energy shaping control with parameters self-tuning PID control.
In Proceedings of the 2015 34th Chinese Control Conference (CCC), Hangzhou, China, 28–30 July 2015;
pp. 4506–4511.

35. Tang, Y.; Yu, H.; Zou, Z. Hamiltonian modeling and energy-shaping control of three-phase AC/DC
voltage-source converters. In Proceedings of the 2008 IEEE International Conference on Automation and
Logistics (ICAL), Qingdao, China, 1–3 September 2008; pp. 591–595.

36. Yu, H.; Teng, Z.; Yu, J.; Zang, Y. Energy-shaping and passivity-based control of three-phase PWM rectifiers.
In Proceedings of the 2012 10th World Congress on Intelligent Control and Automation (WCICA), Beijing,
China, 6–8 July 2012; pp. 2844–2848.

37. Santos, G.V.; Cupertino, A.F.; Mendes, V.F.; Seleme, S.I. Interconnection and damping assignment
passivity-based control of a PMSG based wind turbine for maximum power tracking. In Proceedings
of the 2015 IEEE 24th International Symposium on Industrial Electronics (ISIE), Rio de Janeiro, Brazil,
3–5 June 2015; pp. 306–311.

38. Serra, F.M.; De Angelo, C.H. IDA-PBC control of a single-phase battery charger for electric vehicles with
unity power factor. In Proceedings of the 2016 IEEE Conference on Control Applications (CCA), Buenos
Aires, Argentina, 19–22 September 2016; pp. 261–266.

39. Serra, F.M.; Angelo, C.H.D.; Forchetti, D.G. IDA-PBC control of a three-phase front-end converter.
In Proceedings of the 2012 38th Annual Conference on IEEE Industrial Electronics Society (IECON), Montreal,
QC, Canada, 25–28 October 2012; pp. 5203–5208.

40. Liang, Z.; Xie, Z.; Wei, X.; Zhang, H. Computer control design of active power filter based on the energy
shaping control principle. In Proceedings of the 2009 WRI World Congress on Computer Science and
Information Engineering, Los Angeles, CA, USA, 31 March–2 April 2009; pp. 196–200.

41. Donaire, A.; Junco, S. On the addition of integral action to port-controlled Hamiltonian systems. Automatica
2009, 45, 1910–1916. [CrossRef]

42. Yazdani, A.; Iravani, R. Voltage-Sourced Converters in Power Systems: Modeling, Control, and Applications;
John Wiley & Sons: Hoboken, NJ, USA, 2010; pp. 217–226.

43. Casadei, D.; Grandi, G.; Reggiani, U.; Serra, G. Analysis of a power conditioning system for superconducting
magnetic energy storage (SMES). In Proceedings of the 1998 IEEE International Symposium on Industrial
Electronics (ISIE), Pertoria, South Africa, 7–10 July 1998; pp. 546–551.

44. Nguyen, T.T.; Yoo, H.J.; Kim, H.M. Applying model predictive control to SMES system in microgrids for
eddy current losses reduction. IEEE Trans. Appl. Supercond. 2016, 26, 5400405. [CrossRef]

45. Hamby, D.M. A review of techniques for parameter sensitivity analysis of environmental models.
Environ. Monit. Assess. 1994, 32, 135–154. [CrossRef] [PubMed]

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

187





energies

Article

A Time-Efficient Approach for Modelling and
Simulation of Aggregated Multiple
Photovoltaic Microinverters

Sungmin Park 1,*, Weiqiang Chen 2, Ali M. Bazzi 2 and Sung-Yeul Park 2

1 Department of Electronic & Electrical Engineering, Hongik University, Sejong 30016, Korea
2 Department of Electrical & Computer Engineering, University of Connecticut, Storrs, CT 06269, USA;

weiqiang.chen@uconn.edu (W.C.); bazzi@uconn.edu (A.M.B.); supark@engr.uconn.edu (S.-Y.P.)
* Correspondence: smpark@hongik.ac.kr; Tel.: +82-44-860-2510

Academic Editor: José Gabriel Oliveira Pinto
Received: 14 February 2017; Accepted: 29 March 2017; Published: 31 March 2017

Abstract: This paper presents a time-efficient modeling and simulation strategy for aggregated
microinverters in large-scale photovoltaic systems. As photovoltaic microinverter systems are
typically comprised of multiple power electronic converters, a suitable modeling and simulation
strategy that can be used for rapid prototyping is required. Dynamic models incorporating switching
action may induce significant computational burdens and long simulation durations. This paper
introduces a single-matrix-form approach using the average model of a basic microinverter with two
power stages consisting of a dc-dc and dc-ac converter. The proposed methodology using a common
or intermediate source between two average models of cascaded converters to find the overall average
model is introduced and is applicable to many other converter topologies and combinations. It
provides better flexibility and simplicity when investigating various power topologies in system-level
studies of microinverter and other power electronic systems. A 200 W prototype microinverter is
tested to verify the proposed average and dynamic models. Furthermore, MATLAB/Simulink (2010a,
Mathworks, Natick, MA, USA) is used to show the improved simulation speed and maintained
accuracy of the multiple microinverter configurations when the derived average model is compared
to a dynamic switching simulation model.

Keywords: computer simulation; modeling; microinverter; photovoltaic systems; state-space model

1. Introduction

Photovoltaic (PV) power is becoming more prevalent as its cost has become more competitive with
traditional power sources and it is especially attractive for microgrids. As PV systems become more
popular, higher efficiency and reliability are of increasing importance. Researchers have developed
many effective designs and methodologies that address several essential aspects to improve the
performance of PV systems. Modified or optimized power electronic energy conversion topologies
have gained significant interest since power stage configuration has significant impact on the system:
For example, recent work has shown that microinverters can yield significant reliability enhancement
in PV systems [1]. Another example is shown in [2] where different targets, such as efficiency, reliability
and cost, were considered to optimize the design of synchronous rectification (SR) boost topology.
A third example is a new cascaded active-front-end converter is proposed in [3] to increase system
reliability and decrease cost. A single-stage PV system [4] and a modified dual-stage inverter [5] along
with maximum power point tracking (MPPT), grid synchronization, and harmonic reduction, have
been implemented. Among all these designs, selecting proper converter topologies and components
and evaluating their performance, system modelling is critical to address higher efficiency and
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reliability needs [6,7]. Advanced control has also been of interest enhance maximum power point
tracking (MPPT) in PV systems [8–10]. For example, recent work shown in [11] focused on distributed
maximum power point tracking (DMPPT) converter design methodology to deal with the problem of
variation in temperature, irradiance and shadowing. Other efficiency and power quality enhancement
methods include those that utilize an energy storage device [12] or shunt active power filter [13]
on the bases of conventional inverter operation. PV systems can be classified per their connection
method between the PV modules and the power conditioning system (PCS). In a conventional string
configuration, shown in Figure 1a, which can also be connected with several parallel strings, several
series PV modules deliver electrical power to the grid and local ac loads through a central PCS.
An example is Nano Grid integration [14], which utilizes a central PCS to control multiple of small
distributed generation clusters. However, the central PCS configuration may cause mismatch losses of
arrays due to differences in manufacturing, temperature, shading, and degradation conditions among
the PV modules, resulting in a less efficient PV system. Also, failure of the PCS affects the reliability
of the whole system. On the other hand, the microinverter configuration shown in Figure 1b, also
referred to as the module-integrated converter (MIC), uses individual small PCSs mounted on each PV
module, allowing a simple “plug and play” installation and more localized control such as independent
maximum power point tracking (MPPT) at the individual PV module scale [15–18]. Compared to the
centralized PCS configuration, this system is expected to be more reliable with higher energy yield,
which justifies its minor cost increase. Comparison based on experimental testing of PCSs is provided
in [19], but due to the variations of operating conditions, experimental testing is not convenient or cost
effective for one-to-one comparisons between various PCSs and under different conditions.

 
(a)

(b)

Figure 1. PV system configurations. (a) Conventional string type; (b) multiple microinverters type.

Modeling and simulation has thus become essential especially in order to choose the proper
topology, select appropriate circuit component types and values, evaluate circuit performance, and
complete a system design [20,21]. There are several methods to build power electronics models and they
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usually involve switching power devices and passive power elements such as inductors, capacitors,
and resistors. Dynamic models have been used to analyze the performance of an inverter [5], but
dynamic models including switching actions may not be suitable for multiple-microinverter aggregated
system simulations despite their simple implementation and accurate transient responses. The increase
in the number of microinverters in a system simulation yields significant computational burdens and
long simulation times [22]. Another approach is to use the average pulse width modulation (PWM)
switch model replacing the switches in the dynamic models with time-averaged models represented
by voltage and current sources [23]. With the average modeling method, some simulation accuracy is
lost but the resulting simulation run time and setup time can be significantly reduced. The state-space
average model is employed to ascertain a set of equations describing the system behavior over one
switching period, which aids designers in understanding the physical relationship between control
parameters and converter states [20]. Using an average model, the transfer function of the system
can also be obtained, and larger simulation step sizes can be utilized with minimal loss of accuracy
which leads to a faster simulation time. Consequently the state-space average model will be the most
competitive modeling method in simulation studies for aggregated multiple microinverters.

A number of papers have examined the state-space averaging model for various power
converter topologies in different operating modes [24–33]. The proper analytical averaging model for
discontinuous conduction mode (DCM) operation in the dc-dc converter has been studied in [24], which
contains implicitly elements to generate a base model applicable to both fixed and variable frequency
operations. Many efforts have also been made to develop adequate seamless mode transitions
from DCM to continuous conduction mode (CCM) and vice versa in simulation studies of dc-dc
converters [25,26]. Furthermore, the issue of parasitic components on these modeling methods is
investigated in [27]. Recently the conventional converter configurations such as the boost, buck
and fly-back converter tend to be combined and integrated with other power electronics circuits for
high efficiency converters and thus their proper averaging model have been required. The boost
converter with a voltage multiplier cell has been analyzed in [28] to derive its average model which is
complex and requires the use of advanced techniques due to the resonant circuit. Not only small-signal
model approaches, but also large-signal model approaches have been conducted to investigate large
signal behaviors and capabilities in multiple dc-dc [29] or dc-ac [30] converters where a generalized
state-space averaging method employing the Fourier series with time-dependent coefficients. However,
these models cannot predict the complete dynamic behavior of these systems. While most papers focus
on dc-dc converter modeling, a small number of papers have been presented on average modeling
of dc-ac converters to approximate their behavior in grid-connected power electronics such as static
synchronous compensators (STATCOM), active power filters [31] and PV applications [32]. It should
be noted that references [24–33] have all addressed single-stage power converters and inverters, but
average modeling of multiple-stage converters such as microinverters is still open to research along
with the adequate simulation strategy that is necessary to improve simulation speed and accuracy of
multiple cascaded converters, such as multiple PV microinverters in a microgrid.

The primary objectives of this paper are to introduce the simulation strategy for aggregated
multiple microinverters by employing state-space average modeling of multi-stage power converters
represented by a single-matrix-form (SMF). SMF can be derived by using the intermediate source
model to link to converters with established average models, and thus this approach can facilitate
integration of existing average models for cascaded, parallel, and many topologies. Since the proposed
simulation strategy is based on the state-space average modeling technique which allows investigating
small-signal behavior of the systems, it can capture important dynamics of PV microinverters in
smaller power systems such as microgrids even under aggregated multiple converters, but switching
transients that slow down simulations are over-ridden. The main advantages of this proposed approach
are: (1) achieving a faster simulation time in research on aggregated multiple microinverter systems
compared to dynamic switching models of converters; (2) providing better flexibility with easily
interchangeable converter models; (3) understanding the relationship of state variables between
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multi-stage converters; and (4) simple extension to other power electronics conversion systems with
multiple-stage configurations. It is important to note that the main purpose of this paper is to introduce
this intermediate source methodology in multiple-converter systems which can be extended to various
topologies and applications, especially in the area of modeling and control of microgrids to capture
finer dynamics with faster simulations that mask switching transients.

This paper starts with descriptions of the proposed simulation strategy and state-space average
modeling of microinverters in Section 2. Model validation is carried out by comparing waveforms
from simulation results in MATLAB/Simulink with experimental results from a 200 W prototype
microinverter board in Section 3. These results are compared in open-loop mode to test the “plant”
dynamics using the proposed model, dynamic simulation model, and experiments. The general control
strategy for microinverters in PV applications is explained in Section 4, and then the simulation times
between the proposed modeling approach and the dynamic model are compared in Section 5. Finally,
Section 6 concludes the paper.

2. Proposed Simulation Strategy and State-Space Average Model with a Single Matrix-Form

It is common for PV microinverters to have multiple-stage configurations consisting of dc-dc and
dc-ac stages [15,16,34]. The dc-dc converter provides MPPT at the PV panel terminals while the dc-ac
converter delivers PV power to the grid or local ac loads in the second stage as shown in Figure 2. The
proposed approach to simulate the multiple microinverter system is shown in Figure 3. Several models
are required for a PV system simulation—PV module model, power converter model, grid model
and local load model. PV cell models are very common in the literature, especially those utilizing the
current source and inverse diode configuration [35]. Using this model, a 200 W PV panel model is
developed under different irradiance conditions. As for the load model, a simple resistor model is used
as the passive Local Load Model in Figure 3 since it yields simpler SMF. If reactive power needs to be
consumed or generated by local loads, the resistive load model can be replaced with other inductive
and capacitive loads or an RLC combination. The grid model encompasses a stiff single-phase voltage
source with fixed voltage and frequency characteristics in series with the grid impedance consisting of
a resistor and inductor. By using this model, it is possible to simulate all grid disturbances such as sag,
swell, and interruptions, and adjust the voltage source to include voltage harmonics. Details of the
converter dc-dc, dc-ac, and combined converter models are presented in this section.

While this paper presents examples of specific dc-dc and dc-ac stages, adjusting the matrices in
the average model of each stage to reflect other converter topologies is possible. The methodology
proposed in this paper for integrating two average models of dc-dc and dc-ac stages as shown in
Figure 4 can thus be followed. A SMF integrated with the dc-dc converter and dc-ac converter models
is used for better flexibility when other topologies are used as it directly links the state variables
between both energy conversion stages.

Figure 2. General PCS structure for converting PV power.
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Figure 3. Proposed modeling approach for the multiple microinverters system.

 

Figure 4. Multi-stage converter model with single matrix form.

2.1. DC-DC Converter Model

State-space average modeling is employed to obtain a set of differential equations applicable to a
selected converter topology [20]. The resulting model is expected to combine the dc-dc converter in
CCM and dc-ac converter. Those equations are capable of describing the system behavior over one
switching period. It is also desirable to include all parasitic effects in the state-space average model to
predict the dynamic behavior and frequency response of the microinverter accurately [27,36]. The state
space equation of the converter in CCM can be expressed as:

.
x(t) = (q(t)A1 + (1 − q(t))A2)x(t) + (q(t)B1 + (1 − q(t))B2)u(t) (1)

where q(t) is the switching function corresponding to the power device’s on/off states, Ak and Bk
are the system matrices where k = 1 or 2 depending on the switch status, and u(t) is the input vector.
The low-frequency components of state variables such as the inductor currents, capacitor voltages and
the output duty can be modeled by averaging over the switching period Ts and can be defined as:

x(t) =
1
Ts

�
t+Ts
t x(τ)dτ (2)

where the bar symbol denotes the so-called fast average or true average of a state variable x(t). Using (2),
the state average equation can be expressed as:

.
x(t) = (d(t)A1 + (1 − d(t))A2)x(t) + (d(t)B1 + (1 − d(t))B2)u(t) (3)

where d(t) is the duty cycle function.
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As an example, Figure 5 depicts the grid-connected microinverter, consisting of a non-ideal boost
converter and H-bridge inverter. To obtain the state-space average model with a SMF, these converters
can be considered separately as shown in Figures 6 and 7. The circuit equations of these converters for
turn-on and turn-off periods can be derived by applying Kirchoff’s voltage and current laws, and then
the system matrices according to the switching status can be obtained. From the dc-dc boost converter
shown in Figure 6, the state-space average model can be defined as:

.
xd(t) = Adxd(t) + Bdud(t)

= (Ddc(t)Ad1 + (1 − Ddc(t))Ad2)xd(t)
+(Ddc(t)Bd1 + (1 − Ddc(t))Bd2)ud(t)

(4)

where xd = [ipv vCdc]T, ud = [vpv vm vd idc]T and ipv is the dc inductor current, vCdc is the link capacitor
voltage, vpv is the output voltage of the PV module, vm is the drain-to-source voltage of the boost
switch, vd is the forward voltage of the diode, idc is the current in the dc-bus and Ddc is the duty ratio
of the boost converter. Matrices Ad1, Ad2, Bd1 and Bd2 when the switch is on and off are presented in
Appendix A. Using these matrices and (4), matrices Ad and Bd presented with averaged values during
one-sample time are:

Ad =

⎡⎢⎢⎣ −RLdc + DdcRMdc + (RCdc + Rd)(1 − Ddc)

Ldc
−1 − Ddc

Ldc
1 − Ddc

Cdc
0

⎤⎥⎥⎦ (5)

Bd =

⎡⎢⎢⎣
1

Ldc
−Ddc

Ldc
−1 − Ddc

Ldc

(1 − Ddc)RCdc
Ldc

0 0 0 − 1
Cdc

⎤⎥⎥⎦ (6)

where Ldc is the boost inductor value, Cdc is the dc link capacitor value, RLdc and RCdc are the parasitic
resistors of the passive and active components, RMdc and Rd are the switch on-resistance, respectively.

 
Figure 5. Circuit model for deriving the average model.

 

Figure 6. Circuit model for the dc-dc converter.
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Figure 7. Circuit model for the dc-ac converter.

2.2. DC-AC Converter Model

In a procedure similar to that discussed in the previous section, the average model of the H-bridge
converter shown in Figure 7 is defined as:

.
xa(t) = Aaxa(t) + Baua(t)
= (Dac(t)Aa1 + (1 − Dac(t))Aa2)xa(t)

+(Dac(t)Ba1 + (1 − Dac(t))Ba2)ua(t)
(7)

where xa = [iab vCac ig]T, ua = [vCdc vh vg]T, iab is the ac inductor current, vCac is the capacitor voltage in
the LC filter, ig is the grid current, vh is the drain-to-source voltage of the H-bridge switch, vg is the
grid voltage and Dac is the duty ratio of the H-bridge converter.

It is worthwhile to mention that the relationship between the average duty and modulation
index (M) of the H-bridge converter can be expressed as Dac(t) = 0.5 + M·sin(ωt) where ω is the grid
frequency since the average duty is between 0 and 1. Matrices Aa1, Aa2, Ba1 and Ba2 are shown in the
Appendix A. Using these matrices and (7), matrices Aa and Ba for averaged values during one-sample
time are given by:

Aa =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

−
⎛⎝ 2RHac + RLac

+RCacΨ + RCdc

⎞⎠
Lac

− Ψ
Lac

RCacΨ
Lac

Ψ
Cac

− Ψ
CacRL

− Ψ
Cac

RCacΨ
Lg

Ψ
Lg

− Ψ
Lg

(
RCac + Rg

+
RCacRg

RL

)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(8)

where Ψ = RL
RL+RCac

, and:

Ba =

⎡⎢⎣
(2Dac−1)

Lac
− 2

Lac
0

0 0 0
0 0 − 1

Lg

⎤⎥⎦ (9)

where, Lac is the ac inductor value, Cac is the capacitor value in the LC filter, RLac and RCac, are the
parasitic resistors of the passive components, RL is the local load resistance, and Lg and Rg reflect the
grid impedance, respectively.

2.3. Combined Average Model

As the next step, using the relationship between the dc-bus current and output current, the two
state-space average models obtained in (4) and (7) can be combined into SMF since the common source
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in the previously derived two state-space average model is the dc-bus current. Thus, the dc-bus current
can be represented by ac current and ac duty in the H-bridge converter as:

idc = (2Dac − 1)iab (10)

It is notable in (10) that the common source model causes the dc-bus current to include ac ripples
that are twice the ac output frequency, which is also reflected to dc-bus voltage. Moreover, the dc
voltage vdc and the output ac voltage vo can be expressed as:

vdc = RCdcipv + vCdc − RCdciab (11)

vo =

(
RLRCac

RL + RCac

)
iab +

(
RL

RL + RCac

)
vCac −

(
RLRCac

RL + RCac

)
ig (12)

The SMF state-space representation of the dc-dc and dc-ac converters in the circuits of Figure 5 is:

dx(t)
dt

= Ax(t) + Bu(t) (13)

y(t) = Cx(t) (14)

The state variables x, u and y in Figure 5, for grid connected mode are defined as:

x =
[

ipv vCdc iab vCac ig

]T
(15)

u =
[

vpv vm vd vh vg

]T
(16)

y =
[

ipv vdc iab vo ig

]T
(17)

Finally, using (5)–(12), matrices for the state, input, and output variables including the boost
converter and H-bridge converter can be derived as:

A =

⎡⎢⎢⎢⎢⎢⎣
Ad

(1 − Ddc)(2Dac − 1)RCdc/Ldc 0 0
−(2Dac − 1)/Cdc 0 0

0 (2Dac − 1)/Lac

0 0
0 0

Aa

⎤⎥⎥⎥⎥⎥⎦ (18)

B =

⎡⎢⎢⎢⎢⎢⎣
1/Ldc −Ddc/Ldc −(1 − Ddc)/Ldc 0 0

0 0 0 0 0
0 0 0 −2/Lac 0
0 0 0 0 0
0 0 0 0 −1/Lg

⎤⎥⎥⎥⎥⎥⎦ (19)

C =

⎡⎢⎢⎢⎢⎢⎣
1 0 0 0 0

RCdc 1 −RCdc 0 0
0 0 1 0 0
0 0 RCacΨ Ψ −RCacΨ
0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎦ (20)

Moreover, the state-space average model for stand-alone mode can be obtained in (18)–(20) by
setting the grid impedance (Lg and Rg) as infinity and the grid voltage (vg) as zero.
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3. Model Validation

The state-space average model of the microinverter in SMF obtained in the previous section can be
validated by simulating the model and comparing waveforms with a dynamic switching based model,
as well as experimental testing. A 200 W proto-type microinverter board is used for experimental
tests. Since long input wires are used for the experimental test in the dc-dc converter side, extra input
resistance Rin is added to RLdc in the simulation. For experimental validation, an open-loop control
scenario with resistive load is considered.

This validation procedure is intended to validate the plant dynamics in the average model,
dynamic switching model, and experiments without control effects where the plant is the microinverter
power stage. The main system parameters for simulation and experimental testing are summarized
in Table 1. The input voltage is 30 V to mimic that of a solar PV panel. Figure 8 shows the dynamic
behavior of the dc inductor current, dc voltage, and ac output current waveforms under open-loop
duty disturbances of the dc-dc converter while the modulation index of the H-bridge converter remains
constant at 0.935 in both MATLAB simulation models. At 0.35 ms, a 1% step change from 0.800 to 0.792
in duties is applied. Simulation results show excellent correspondence between the proposed average
model based on (18)–(20) and the dynamic switching model where the current and voltage values from
established average model are in the middle of the dynamic model switching ripple. An experiment
was carried out to ensure that the simulated models (average and dynamic) match a real setup under
the same test conditions where IRFP4332PbF and MUR840G are used for power devices. As shown in
Figure 9 and Table 2, experimental results are in agreement with simulation results in Figure 8, with
the exception of the settling time which is sensitive to various experimental set-up characteristics such
as the printed circuit board and line parasitic elements.

Table 1. Simulation and experimental parameters for model validation.

Parameters Value Parameters Value

vpv 25~40 V Ldc 2.63 mH
vg 110 Vrms RLdc 0.15 Ω
Vd 0.975 V Lac 1.3 mH
Vm 0.2 V RLac 0.075 Ω
Vh 0.2 V Cdc 680 μF
Rin 0.2 Ω RCdc 0.03 Ω

RMdc 0.029 Ω Cac 1 μF
Rd 0.02 Ω RCac 0.01 Ω

RHac 0.029 Ω Lg 3 mH
RL 62.5 Ω Rg 0.01 Ω

Table 2. Experimental results for model validation.

Parameters Simulation Results Experimental Results Errors (%)

vdc (Ddc = 80.0%) 141 V 138 V 2.1%
vdc (Ddc = 79.2%) 134 V 132 V 1.5%
ipv (Ddc = 80.0%) 4.2 A 4.1 A 2.4%
ipv (Ddc = 79.2%) 3.8 A 3.6 A 5.3%
iab (Ddc = 80.0%) 1.39 Arms 1.32 Arms 5.0%
iab (Ddc = 79.2%) 1.31 Arms 1.26 Arms 3.8%

Settling time (vdc) 0.07 s 0.09 s −28.6%
Undershoot (vdc) 132 V 127 V 3.8%
Settling time (ipv) 0.07 s 0.09 s −28.6%
Undershoot (ipv) 1.9 A 1.8 A 5.3%
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(a)

 
(b)

 
(c)

Figure 8. Simulation results for a single microinverter under open-loop control with resistive load.
(a) PV current; (b) dc-bus voltage; (c) ac output current.

 
(a)

Figure 9. Cont.
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(b)

 
(c)

Figure 9. Experimental results for a single microinverter under open-loop control with resistive load.
(a) PV current; (b) dc-bus voltage; (c) ac output current.

4. Control Strategy for PV Microinverter

After validating the proposed model with dynamic simulations and experimental tests, it is
desired to study the effect of integrating multiple PV microinverters in a grid-connected large-scale
system. For this purpose, two control block diagrams for the dc-dc and dc-ac converters are developed
as shown in Figure 10. Cascaded voltage regulators with current regulators are used to maintain
the PV bus voltage and dc link voltage, while maintaining operation at the maximum power point
in the I-V curve of the PV modules by using MPPT algorithms [37,38] and delivering the generated
PV power to the grid or the local ac load with a sinusoidal current waveform in phase with the grid
voltage [36,39,40] (assume that the direction of the output current is going into the grid).

 
(a)

Figure 10. Cont.
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(b)

Figure 10. Control block diagram for the microinverter. (a) dc-dc converter; (b) dc-ac converter.

Figure 11 shows simulation results with closed-loop control. The PV voltage is changed from 30 V
to 40 V with a current reference of 5 A while the dc-ac converter controls the dc-bus voltage with a
reference of 200 V. Waveforms from the established average model match the averaged values of the
switching model as expected.

 
(a)

 
(b)

 
(c)

Figure 11. Simulation results with closed-loop control. (a) PV currents; (b) dc-bus voltage; (c) ac
output current.
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5. Aggregated Microinverter in PV Applications

In order to validate the fast simulation time of the proposed modeling approach in a multiple
microinverter configuration, a simulation is carried out in MATLAB/Simulink with 20 parallel
microinverters at 200 W per PV panel for a total power output of 4 kW. Figures 12 and 13 show a
high-level block diagram of the simulated system and the PV module model emulating PV-TD195HA6
from Mitsubishi electric corporation (Tokyo, Japan) [41], respectively. The grid voltage is at 110 Vrms,
60 Hz, and the local loads are zero (RL → ∞). This means that all generated power from the PV
modules is sent to the grid.

Figure 12. Simulation structure for aggregated microinverters.

(a) (b)

Figure 13. Electrical characteristics of the simulated PV modules under different irradiance conditions.
(a) V-I curve; (b) V-P curve.

Partial shading is applied to some panels in order to demonstrate the simulation flexibility.
Figure 14a,b show the current waveforms of the second and third microinverters among the 20 inverters
where these panels have irradiance values of 900 W/m2 and 800 W/m2, respectively, and the irradiance
of the 18 other microinverters is 1000 W/m2. Another waveform shown in Figure 14a,b is that of #1
which is at 1000 W/m2. Figure 14c shows the total grid current from the 20 microinverters. Resulting
waveforms from using the dynamic switching model under the same conditions are shown in Figure 15.
As expected, taking the average of waveforms generated using the dynamic model eliminates switching
effects and the results match those in Figure 15 from the proposed average model.
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(a) (b) (c) 

Figure 14. Simulation waveforms using the state-space average model. (a) PV currents; (b) the output
currents; (c) grid voltage and current.

(a) (b) (c) 

Figure 15. Simulation waveforms using the dynamic switching model. (a) PV currents; (b) the output
currents; (c) grid voltage and current.

Generally, the simulation runtime is highly dependent on the computer’s performance and
specifications, where the simulation tool is run, and solver options. In this paper, a computer (Thinkpad
T420S, Lenovo) with an Intel core i5 processor, 16 GB memory, and MATLAB 2010(a) with fixed-time
step and Ode4 (Runge-Kutta) are utilized as a computational medium for simulations. Simulation
runtime is compared for both average and dynamic models as shown in Figure 16.

 

Figure 16. Comparison of the simulation runtime
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The proposed method allows the use of a smaller step size compared to the dynamic model, thus
reducing the total simulation runtime. Note that time steps ≥ 5.0 μs resulted in erratic results in the
dynamic model while the average model still performed well and all signals in the simulation model
were as expected.

6. Conclusions

As photovoltaic microinverter systems are typically comprised of multiple power electronic
converters, a suitable modeling and simulation strategy for rapid prototyping is required. The paper
has presented a time-efficient modeling and simulation strategy in multiple converter systems which
can be extended to various topologies and applications, especially in the area of modeling and control
of microgrids to capture finer dynamics with faster simulations. The simulation model represented by
a single-matrix-form using a common or intermediate source between two average models of cascaded
converters to find the overall average model was derived by employing a basic microinverter composed
of a boost stage and an H-bridge. Results show that the proposed state-space average model matches
experiments and dynamic simulations. The proposed model also provides significant reduction in
simulation runtime and simulation set-up time with aggregated microinverters compared to the
dynamic model. Larger step sizes were shown to be possible when using the average model to achieve
both accurate and fast simulation convergence. Finally, the advantages of the proposed modeling
and approach can be summarized as follows: (1) achieving a faster simulation time in research on
aggregated multiple microinverter systems compared to dynamic switching models of converters;
(2) providing better flexibility with easily interchangeable converter models; (3) understanding the
relationship of state variables between multi-stage converters; and (4) simple extension to other power
electronics conversion systems with multiple-stage configurations. It is expected that the proposed
model will have valuable use in very large-scale PV farm simulations and can be extended for other
cascaded power electronic topologies.
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PV photovoltaic
PCS power conditioning system
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MPPT maximum power point tracking
PWM pulse width modulation
CCM continuous conduction mode
DCM discontinuous conduction mode
SMF single-matrix-form

Appendix A

In the dc-dc boost converter shown in Figure 6, when the switch turns on, the dc inductor current and
capacitor voltage as state variables can be obtained as:

dipv

dt
= − 1

Ldc
(RLdc + RMdc) +

1
Ldc

vpv − 1
Ldc

vm (A1)

dvCdc
dt

= − 1
Cdc

idc (A2)
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When the switch turns off, the inductor current and capacitor voltage as natural state variables can also be
obtained as:

dipv

dt
= − 1

Ldc
(RLdc + Rd + RCdc)ipv − 1

Ldc
vCdc − 1

Ldc
vd +

1
Ldc

vpv +
RCdc
Ldc

idc (A3)

dvCdc
dt

=
1

Cdc
ipv − 1

Cdc
idc (A4)

Thus, the matrix Ad1, Ad2, Bd1 and Bd2 for the dc-dc converter is given by:

Ad1 =

[
− (RLdc+RMdc)

Ldc
0

0 0

]
(A5)

Bd1 =

[
1

Ldc
− 1

Ldc
0 0

0 0 0 − 1
Cdc

]
(A6)

Ad2 =

[
− (RLdc+RCdc+Rd)

Ldc
− 1

Ldc
1

Cdc
0

]
(A7)

Bd2 =

[
1

Ldc
0 − 1

Ldc

RCdc
Ldc

0 0 0 − 1
Cdc

]
(A8)

From (4) and (A5)–(A8), the state-space averaging model for the dc-dc boost converter over a switching
period can be written as:

[ .
ipv.

vCdc

]
=

[
− RLdc+Ddc RMdc+(RCdc+Rd)(1−Ddc)

Ldc
− 1−Ddc

Ldc
1−Ddc

Cdc
0

][
ipv

vCdc

]
+

[
1

Ldc
−Ddc

Ldc
− 1−Ddc

Ldc

(1−Ddc)RCdc
Ldc

0 0 0 − 1
Cdc

]⎡⎢⎣ vpv
vm
vd
idc

⎤⎥⎦ (A9)

Similarly, as for the H-bridge converter shown in Figure 7, when the switches S1, S4 of the H-bridge converter
turn on, the ac inductor current and capacitor voltage in the LC filter as state variables can be obtained as:

diab
dt =

−2RHac−RLac− RCac RL
Rcac+RL

−RCdc

Lac
iab − 1

Lac

(
RL

RL+RCac

)
vCac +

1
Lac

(
RL RCac

RL+RCac

)
ig − 2

Lac
vh +

1
Lac

vCdc (A10)

dvCac
dt

=
1

Cac

(
RL

RL + RCac

)
iab − 1

(RL + RCac)Cac
vCac − RL

(RL + RCac)Cac
ig (A11)

dig

dt
=

1
Lg

(
RLRCac

RL + RCac

)
iab +

RL
(RL + RCac)Lg

vCac −
RLRCac + RLRg + RCacRg

(RL + RCac)Lg
ig − 1

Lg
vg (A12)

When the switches S2, S3 of the H-bridge converter turn on, the ac inductor current and capacitor voltage in
the LC filter as natural state variables can be obtained as:

diab
dt =

−2RHac−RLac− RCac RL
Rcac+RL

−RCdc

Lac
iab − 1

Lac

(
RL

RL+RCac

)
vCac +

1
Lac

(
RL RCac

RL+RCac

)
ig − 2

Lac
vh − 1

Lac
vCdc (A13)

dvCac
dt

=
1

Cac

(
RL

RL + RCac

)
iab − 1

(RL + RCac)Cac
vCac − RL

(RL + RCac)Cac
ig (A14)

dig

dt
=

1
Lg

(
RLRCac

RL + RCac

)
iab +

RL
(RL + RCac)Lg

vCac −
RLRCac + RLRg + RCacRg

(RL + RCac)Lg
ig − 1

Lg
vg (A15)

Thus, the matrix Aa1, Aa2, Ba1 and Ba2 for the dc-ac converter is given by:

Aa1 =

⎡⎢⎢⎢⎢⎢⎢⎣
−
(

2RHac + RLac
+RCacΨ + RCdc

)
Lac

− Ψ
Lac

RCacΨ
Lac

Ψ
Cac

− Ψ
Cac RL

− Ψ
Cac

RCacΨ
Lg

Ψ
Lg

− Ψ
Lg

(
RCac + Rg

+
RCac Rg

RL

)
⎤⎥⎥⎥⎥⎥⎥⎦ (A16)
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Ba1 =

⎡⎢⎣ 1
Lac

− 2
Lac

0
0 0 0
0 0 − 1

Lg

⎤⎥⎦ (A17)

Aa2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
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)
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Ψ
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− Ψ
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(A18)

Ba2 =

⎡⎢⎣ − 1
Lac

− 2
Lac

0
0 0 0
0 0 − 1

Lg

⎤⎥⎦ (A19)

From (7) and (A16)–(A19), the state-space averaging model for the dc-ac converter can be written as:
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(A20)
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Abstract: In an electrical power system, the coordination of the overcurrent relays plays an
important role in protecting the electrical system by providing primary as well as backup protection.
To reduce power outages, the coordination between these relays should be kept at the optimum
value to minimize the total operating time and ensure that the least damage occurs under fault
conditions. It is also imperative to ensure that the relay setting does not create an unintentional
operation and consecutive sympathy trips. In a power system protection coordination problem,
the objective function to be optimized is the sum of the total operating time of all main relays. In this
paper, the coordination of overcurrent relays in a ring fed distribution system is formulated as
an optimization problem. Coordination is performed using proposed continuous particle swarm
optimization. In order to enhance and improve the quality of this solution a local search algorithm
(LSA) is implanted into the original particle swarm algorithm (PSO) and, in addition to the constraints,
these are amalgamated into the fitness function via the penalty method. The results achieved from
the continuous particle swarm optimization algorithm (CPSO) are compared with other evolutionary
optimization algorithms (EA) and this comparison showed that the proposed scheme is competent in
dealing with the relevant problems. From further analyzing the obtained results, it was found that
the continuous particle swarm approach provides the most globally optimum solution.

Keywords: continuous particle swarm optimization (CPSO); overcurrent relay coordination (OCR);
time multiplier setting (TMS); power system protection

1. Introduction

In an electric power system, the overcurrent relays provide both primary and backup protection
to maintain the system reliable and healthy, and to ensure minimum exposure to the healthy portion
of the system. In a transmission system, sometimes this type of relay is used as backup protection
when deploying distance protection as the primary protection. The overcurrent relays are a useful
choice for telecommunication networks, industries, and consumers in terms of offering fast protection
and from an economic point of view. Once the overcurrent relays fulfil the requirements of reliability,
sensitivity, and selectivity they can operate quickly and without mal-operating issues by isolating the
faulty portion of the system with the help of circuit breakers [1]. The main aim for the coordination of
relays is to set the relays so that the whole system receives both the primary and backup protection
if the level of load and fault current are known. Therefore, accurate coordination of the overcurrent
relays is necessary. Coordination amongst these OCRs should be maintained at the optimum value to
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reduce the overall operating time and ensure that the minimum number of power outages occur during
fault conditions. Hence, the coordination of OCRs is formulated as a minimization problem [2,3].
In the research undertaken by [4], a technical survey was presented for the optimal coordination
of time overcurrent relays. In the past, different optimization algorithms have been investigated in
order to deal with the problem of optimum coordination of relays. A linear programming technique
was applied in the study by [5]. In experiments described in [6], a random search method was used.
In [7], an evolutionary algorithm was applied for the first time to deal with the relay coordination
problem. In various papers [8–13], different versions of a genetic algorithm have been applied to
improve the convergence characteristics of genetic algorithms overall. A different version of the
particle swarm optimization technique has also been suggested in order to achieve the optimum values
for relay coordination [14–19]. In the research of [20], five different versions of the Modified Differential
Evolution Algorithm (MDE) were proposed to solve the coordination problem in order to figure out
the best performance of the MDE with respect to other algorithms. The artificial bee colony technique
was utilized in research by [21]. In [22], a hybrid evolutionary algorithm based on tabu search was
used for optimum relay coordination. Reference [23] suggested that the coordination of the overcurrent
relay is formulated as a mixed integer nonlinear program by employing a population-based heuristic
search algorithm, which regards optimization process as a search of optimal solution by a seeker
population. In [24], to improve and enhance the quality of solution the chaos theory is incorporated to
the conventional firefly algorithm to figure out the coordination problem. The coordination problem is
solved using different metaheuristic method is [25]. Reference [26] suggests that the coordination of
the overcurrent relay is formulated as a nonlinear program by employing a group search optimization
algorithm. In the paper by [27], the hybridized symbiotic organism search method is used to deal
with the directional overcurrent relay problem. The authors found the optimal coordination of
directional overcurrent relays by using a firefly algorithm [28]. In the paper by [29], distributed
system protection coordination is investigated based on directional overcurrent protection with an
inverse time characteristic. Reference [30] designed a protection scheme for a distribution system
considering different modes of operation. In [31], a robust optimization strategy was proposed for the
protection of micro-grids using microprocessor-based relays. The major deficiency of the previously
proposed methods, including both the mathematical and evolutionary approaches, is the possibility of
convergence to values which may not be a global optimum but rather are stuck at a local optimum.
To solve this issue, a continuous particle swarm optimization (CPSO) is examined in this study for
the optimum coordination of overcurrent relays, and is compared with continuous genetic algorithms
(CGA), genetic algorithms (GA), the dual and two phase simplex methods (DSM, TPSM), fire fly
algorithms (FA), and chaotic firefly algorithms (CFA).

This paper proposes that a continuous particle swarm optimization (CPSO), using the penalty
method, can achieve the optimum coordination of overcurrent relays. To enhance and improve
the quality of the solutions the CPSO scheme is assimilated, thereby preventing the search from
becoming stuck in local minima. The proposed algorithm has a high search capability and convergence
speed as compared to other evolutionary techniques, and these characteristics make the population
member of the CPSO more discriminative in finding the optimal solution than other evolutionary
techniques. To the best of the authors’ knowledge the CPSO has not previously been implemented for
the optimization of the overcurrent relay coordination problem, investigation into which is presented
in this paper. The main aim of this paper is to find the optimal values of the Time Multiplier Setting
(TMS) to minimize the operating time of overcurrent relays under several constraints, such as relay
setting and backup constraints.
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2. Formulation of the Overcurrent Relay Problem

In a multi- or single-source loop system the coordination of the directional overcurrent relays is
formulated as an optimization problem. However, the coordination problem has an objective function
and constraints that should satisfy the distinct constraints:

min f =
n

∑
j=1

wjTj,k (1)

where the parameters wi and Ti are the weight and operation of the relays. For all the relays the value
wi = 1. Therefore, the characteristic curve for the operating relay Ri can be selected from the IEC
standards and could be defined as follows:

Top = TMSi(
α

(
I fj
I pj

)
k − 1

) (2)

where α and k are constant parameters which define the relay characteristic and are assumed as
α = 0.14 and k = 0.02 for a normal inverse type relay. The variables TMSi and Ipj are the Time
Multiplier Setting and pickup current of the ith relay, while I fi is the fault current flowing through
relay Ri:

PSM =
I f j

I pj
(3)

where Ipj is the primary pickup current and PSM stands for the Plug Setting Multiplier:

Top = TMSi

(
α

(PSM)k − 1

)
(4)

The above problem, as represented in Equation (4), is a nonlinear problem in nature. By taking
the plug setting of the relay as fixed, and the operating time of the relays, and a linear function of the
TMS, the coordination can be expressed as linear programming. In linear programming only the TMS
is continuous while the rest of the parameters are constant, so Equation (4) becomes:

Top = aρ(TMSi) (5)

where:
aρ =

α

(PSM)k − 1
(6)

Hence the objective function can be formulated as:

min f =
n

∑
i=1

aρ(TMSi) (7)

Constraints

The objective of minimizing the total operating times of the relays should be achieved under
two types of constraints; the constraints of the relay setting parameters and coordination constraints.

The first type consists of the boundaries of the TMS, whereas the second type is pertinent to the
coordination of the primary and backup relays. The boundary on the relay setting parameters imposes
constraints (8) on the choice of relay parameters:

TMSi
min ≤ TMSi ≤ TMSi

max (8)
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The second type of constraint is pertinent to the adjustment of the operating time of the primary
and backup relays. Since the fault would be sensed by both the primary and the backup relays
simultaneously, in order to avoid mal-operation the coordination time interval (CTI) should be taken
into account in the tripping action. The CTI includes the sum of the operating time of the circuit breaker
(CB) associated with the primary relay, the overshoot time of the backup relay, and an appropriate
safety margin. Therefore, according to Figure 1, the backup relay Rj should operate later than the
primary relay Ri [32]. This is critical for satisfying the requirement for selectivity of the primary and
backup relays. The coordination constraint is defined as follows:

Tj ≥ Ti + CTI (9)

where Ti and Tj are the operating times of the primary and backup relays, respectively, for a fault
occurring in front of the primary relay. The value of the CTI could vary from 0.2 to 0.5 s, depending
upon different circumstances and factors.

Figure 1. A single end radial distribution system.

3. Continuous Particle Swarm Optimization

PSO is one of the EA techniques that is, in basic terms, inspired by the swarm behavior associated
with fish schooling and bird flocking [33–37]. The task of the PSO algorithm is to control the agents
or particle population, and these agents or particles are called a “swarm”. Each particle serves as
the possible result of the objective function under consideration. The particles in the population
can memorize the current position with respect to the objective function, and the best position and
velocity as visited during its fish flying tour or bird flocking tour in the group will be referred to as the
“personal best position” (pbest). The tour will find the best position among all the possible solutions
and this is referred to as the “global best position” (gbest). Some features of the continuous particle
swarm optimization are found in the literature [38–40]. In the literature survey, PSO in its standard
form has been widely used for unconstrained optimization projects. In this paper two modifications
have been added to the authentic PSO algorithm; the penalty method and the initialization of PSO
with a local search. As CPSO basically solves the unconstrained optimization problem, to convert
the relay coordination problem into an unconstrained optimization problem a new objective function
is defined via the penalty method. It is probable that the PSO executes such a bearded exploration
that it generates immature results, which is an insufficient solution. To produce a more satisfactory
solution, it is necessary to insert a local search algorithm into the original PSO. In this paper, the author
inserted a local search alongside the global best position vector. The CPSO method proposed for
the coordination of the overcurrent relay problem deals with each particle position on three key
vectors; velocity (vi), position (xi) and open facility (yi), where vi expresses the ith velocity vector
in the swarm, xi represents the ith position vector in swarm, and yi expresses the opening facilities
determined based on the position vector (xi). For N number of facility problems, each particle
contains N number of dimensions so the position vector xi approaches the continuous value for
N facilities, xi = [xi1, xi2, . . . , xin], although it does not describe a candidate solution to calculate the
total cost. To create a candidate solution, the position vector is reciprocated to a binary variable,
yi←xi. Specifically, a discrete set is formed from the continuous set for generating a candidate solution.
The fitness of the ith particle is calculated with the help of the open facility vector (yi). The personal
best fitness value of the ith particle pi is expressed by fibp. At the beginning the personal best vector is
computerized with the position vector (pi = xi), where pi is the position vector and the fitness values

212



Energies 2018, 11, 869

of the personal bests are equal to the fitness of the positions, fik = f (xi
k). Then, the best particle in the

whole swarm with respect to the fitness value is selected with the named global best and expressed
as gi. The global best, fbk = f (y←g) can be achieved by finding the best of the personal bests over the
whole swarm, fik = min{f (xi

k)}, with its corresponding position vector xg which is to be used for g = xg
and yg = y where yg express the yi vector of the global best. Then, the velocity of the individual particle
is updated based on its personal best and the global best in the following way (10):

v(t+1)
ik = (w.vt

ik + c1r1(pt
ik − xt

ik) + c2r2(gt
k − xt

ik)) (10)

where w, c1 and c2 are the inertia weight and learning factors, also known as the social and cognitive
parameters respectively, while r1 and r2 are random numbers with limits between [0, 1]. The job of w is
to control the influence of the preceding velocity on the present one. The next step is to update the
positions that are given as follows:

x(t+1)
ik = xt

ik + vt+1
ik (11)

Algorithm 1 scale equations to the same size as the rest of the text

1. Set parameter wmin, wmax, c1, c2 and r1, r2 of PSO
2. Initialize population of particles as having positions X and velocities V
3. Set iteration k = 1
4. Calculate fitness of particles Fk

i = f (xk
i ) ∀i and find the index of the best particle b

5. Select Pbestk
i = xk

i , ∀i and Gbestk = xk
b

6. w = wmax − k × (wmax − wmin)/Maxite
7. Update velocity and position of particles

v(t+1)
ik = (w.vt

ik + c1r1(pt
ik − xt

ik) + c2r2(gt
k − xt

ik)) x(t+1)
ik = xt

ik + vt+1
ik

8. Update Pbest population
9. If Fk+1

i < Fk
i then Pbestk+1

i = xk+1
i

Or else
Pbestk+1

i = Pbestk
i

10. If Fbk+1
b1 < Fk

b then
Gbestbk+1 = Pbestk+1

b1 and set b = b1
Or else
Gbestbk+1 = Pbestk

11. If K < Maxite then K = K + 1 and go to step 6
12. End while
13. End PSO-LS
Or go to step 14
14. Display optimum solution as Gbestk

After getting the updated position values of all the particles, if the prearranged meeting condition
is not fulfilled the corresponding open facility vectors are resolved with their fitness values to start a
new repetition, as the PSO produces a premature and unsatisfactory solution as a result of a rough
search. In this regard there is a need to implant a local search algorithm (LSA) into the PSO to produce
more satisfactory solutions. At the end of each iteration of the PSO the global best that is found is
adopted as the initial solution by the LSA. The Flow chart of CPSO is shown in Figure 2, and the
pseudocode of the proposed algorithm (CPSO) is also given above in algorithm 1 [39–41].
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Figure 2. Flow chart of continuous particle swarm optimization (CPSO).

4. Results and Discussion

To study the continuous particle swarm optimization algorithm, four case studies have been
considered. The system details of all case studies can be found in earlier works [9,24,42,43].

4.1. Case I

In this case a single end fed system with four overcurrent relay is used, as shown in Figure 3.
The relays R1 and R4 are non-directional while relays R2 and R3 have a directional feature. Two faults
are taken into consideration: A and B. At bus 2 the maximum load current, including overload,
is 600 A. The current transformer (CT) and plug setting ratio for each relay is 300:1 and 1, respectively.
The maximum fault current is 4000 A. For each relay the minimum operating time (MOP) is 0.1 s.
The primary and backup relation of the relays is shown in Table 1. Table 2 provides the detail of the
aρ constant and current seen by the relays for different fault points. In this case the total number of
constraints is six; four constraints emerge as a result of the boundaries of the relay operation and
two constraints emerge as a result of the coordination condition. The TMS range is 0.025–1.2. The CTI
is 0.3 s. The TMSs of all four relays are x1–x4. The optimal operations of the relays obtained by the
proposed algorithm are given in Table 3, which also provides the comparative results of the proposed
algorithm with a previously published algorithm described in the literature. According to Table 3,
the proposed algorithm is a better solution for the current case.

Table 1. Primary and backup relationships of the relays for Case I.

Fault Point Primary Relay Backup Relay

A 2 4
B 3 1
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Figure 3. A single end system with parallel feeders.

Table 2. aρ Constants and relay currents for Case I.

Fault Point 1 2 3 4

A
Irelay 10 3.33 - 3.33

aρ 2.97 5.749 - 5.749

B
Irelay 3.33 - 3.33 10

aρ 5.749 - 5.749 2.97

- Indicates the fault is not seen by the relay.

The objective function for minimization can be stated as:

z = 8.764x1 + 5.749x2 + 5.749x3 + 8.764x4 (12)

The constraints that emerge because of the MOPs of the relays are:

2.97x1 ≥ 0.1 (13)

5.749x2 ≥ 0.1 (14)

5.749x3 ≥ 0.1 (15)

2.97x4 ≥ 0.1 (16)

The constraints explained by Equations (14) and (15) violate the constraints of the minimum value
of the TMS. The minimum limit on the TMS is 0.025. Hence, these constraints are rewritten as:

x2 ≥ 0.025 (17)

x3 ≥ 0.025 (18)

The constraints that emerge because of coordination are:

5.749x4 − 5.749x2 ≥ 0.3 (19)

5.749x1 − 5.749x3 ≥ 0.3 (20)

The objective function was solved using a continuous particle swarm algorithm. In each case
study the number of iterations and population size are both taken to be 300, the minimum and
maximum inertia weights are 0.4 and 0.9, and the acceleration factor (c1, c2) is 2. In addition, r1 and r2

are between [0, 1]. As can be seen in Table 3, the proposed method works and it performs better as
compared to other evolutionary techniques. The proposed algorithm gives an optimal solution and
lower total operating time (∑ Top) and can solve the overcurrent relay problem faster and in a superior
way. The values of the TMSs obtained are found to satisfy all the constraints. They give the minimum
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operating time of the relays for any fault location and also ensure proper coordination. Figure 4 depicts
the graphical representation of the optimized Time Multiplier Setting in the literature.

Table 3. Comparison of the optimized TMS by the proposed method with the literature for Case I.

TMS GA 1 [42] GA 2 [42] SM [42] DSM [43] CPSO

TMS 1 0.081 0.168 0.07718 0.15 0.078
TMS 2 0.025 0.0250 0.0250 0.041 0.0250
TMS 3 0.025 0.0250 0.0250 0.041 0.0250
TMS 4 0.081 0.168 0.07718 0.15 0.078

Top z (s) 1.70 3.23 1.64 3.09 1.65

GA 1: Solution 1 using GA; GA 2: Solution 2 using GA.

Figure 4. Graphical representation of the optimized TMS compared with the literature for Case I.

The convergence characteristic graph for the total operating time (TOP) obtained for Case 1 during
the simulation is shown in Figure 5, demonstrating that the convergence is faster and achieved a
better value for the objective function (z) in fewer iterations. The total net gain in time achieved by the
proposed algorithm is shown in Table 4, which demonstrates the superiority and advantages of CPSO
over the techniques mentioned in the literature.

Figure 5. Convergence characteristic graph for Case I.

Table 4. Comparison of the total net gain in time achieved by the proposed algorithm with the literature
for Case I.

Net Gain CPSO/GA CPSO/GA CPSO/DSM

∑Δ(t)s 0.05 1.58 1.44
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4.2. Case II

In this case a parallel distribution system that is fed from a single end with five overcurrent relays
is shown in Figure 6. Five different fault points were considered with a negligible load current as
compared to the fault current. The primary and backup relation of the relays for five different fault
points are given in Table 5. The plug setting and CT ratios are illustrated in Table 6. The aρ constants
and current seen by the relays for the different fault locations are given in Table 7. In this case there are
nine constraints in total; five of these constraints arise as a result of boundaries of the relay operation
and the other four constraints emerge as a result of the coordination condition. The MOP of each relay
is 0.1 s and the CTI is 0.2 s. The TMSs of all the relays is x1–x5.

Figure 6. A single end fed parallel feeder distribution system.

Table 5. Primary and backup relationships of the relays for Case II.

Fault Point Primary Relay Backup Relay

A 1 -
B 3 -
C 1, 2 -, 3
D 3, 4 -, 1
E 5 1, 3

- Indicates no back up relay.

Table 6. CT ratios and plug settings of the relays for Case II.

Relay CT Ratio Plug Setting

1 300/1 1
2 300/1 1
3 300/1 1
4 300/1 1
5 100/1 1

Table 7. aρ Constants and relay currents for Case II.

Fault Point
Relay

1 2 3 4 5

A
Irelay 42.34 - - - -

aρ 1.799 - - - -

B
Irelay - 42.34 - - -

aρ - 1.799 - - -

C
Irelay 4.876 4.876 4.876 - -

aρ 4.348 4.348 4.348 - -

D
Irelay 4.876 - 4.876 4.876 -

aρ 4.348 - 4.348 4.348 -

E
Irelay 4.876 - 4.876 - 29.25

aρ 4.348 - 4.348 - 2.004

- Indicates the fault is not seen by the relay.
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The optimization problem can be stated as:

z = 14.843x1 + 6.147x2 + 13.044x3 + 4.348x4 + 2.004x5 (21)

The constraints that emerge because of the MOP of the relays are:

1.799x1 ≥ 0.1 (22)

4.348x2 ≥ 0.1 (23)

1.799x3 ≥ 0.1 (24)

4.348x4 ≥ 0.1 (25)

2.004x5 ≥ 0.1 (26)

The constraints that emerge because of coordination are:

4.348x3 − 4.348x2 ≥ 0.2 (27)

4.348x1 − 4.348x4 ≥ 0.2 (28)

4.348x1 − 2.004x5 ≥ 0.2 (29)

4.348x3 − 2.004x5 ≥ 0.2 (30)

The objective function was solved using the proposed algorithm and keeping the same parameters.
Table 8 provides the results of the proposed method for this case and a comparison with previous
works, respectively. In this case no miscoordination or violations were found. All the relays will initiate
operation at a minimum operating time while maintaining coordination. The time required by the
relay R1 to initiate its operation is lowest for a fault at point A (0.214 s) and will require extra time for
a fault at point D (0.43 s) and E (0.3 s). Hence, at fault point A the relay R1 will operate first while
at fault points D and E, relays R4 and R5 should operate first. If the expected relay fails to activate,
then relay R1 should take over the tripping action. The graphical representation of the optimized TMS
is shown in Figure 7, and demonstrates that the TMS is optimized up to the optimum value. Figure 8
shows the convergence characteristic graph obtained during the simulation. According to Tables 8
and 9, the proposed method finds a better solution for this case.

Figure 7. Graphical representation of the optimized TMS compared with the literature for Case II.
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Figure 8. Convergence characteristic graph for Case II.

Table 8. Comparison of the proposed method with the literature for Case II.

TMS CGA [9] CPSO

TMS 1 0.08 0.0690
TMS 2 0.026 0.0230
TMS 3 0.08 0.0690
TMS 4 0.026 0.0230
TMS 5 0.052 0.0499
Top (z) 2.52 2.21

Table 9. Total net gain in time achieved by the proposed algorithm compared with the literature for Case II.

Net Gain ∑∑∑Δ(t)s

CPSO/CGA 0.31

4.3. Case III

A parallel distribution system that is fed from a single end with five overcurrent relays is shown
in Figure 9. The current transfer ratio and plug setting of the relays are assumed to be 300:1 and 1,
respectively. Two fault currents are imposed in the middle of the lines, i.e., A and B. For the fault at A
backup protection will be provided by relay R3 to relay R2 while for the fault at B the backup will be
provided by relay R1 to R4, and for the fault at C back up will be provided by R1, R3 to R5. In this case,
the total number of constraints is nine; five constraints arise as a result of the boundaries of the relay
operation and four constraints emerge as a result of the coordination condition. The MOP of each relay
is 0.1 s. The CTI is 0.2 s. The TMSs of all the relays is x1–x5. The currents seen by the relays and aρ

constants for different fault locations are given in Table 10.

Table 10. aρ Constants and relay currents for Case II.

Fault Point
Relay

1 2 3 4 5

A
Irelay 9.059 3.019 3.019 - -

aρ 3.106 6.265 6.265 - -

B
Irelay 3.019 - 9.059 3.019 -

aρ 6.265 - 3.106 6.265 -

C
Irelay 4.875 - 4.875 - 29.25

aρ 4.348 - 4.348 - 2.004

- Indicates no fault current seen by the relay.
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Figure 9. A single end parallel feeder distribution system.

In this case two optimization problems are derived from Table 10 for comparison with the other
published techniques mentioned in the literature and can be stated as:

minz = 13.719x1 + 6.265x2 + 13.719x3 + 6.265x4 + 2.004x5 (31)

minz = 3.106x1 + 6.265x2 + 3.106x3 + 6.265x4 + 2.004x5 (32)

The constraints that emerge because of the MOP of the relays are:

3.106x1 ≥ 0.1 (33)

6.265x2 ≥ 0.1 (34)

3.106x3 ≥ 0.1 (35)

6.265x4 ≥ 0.1 (36)

2.004x5 ≥ 0.1 (37)

The constraints that emerge because of coordination are:

6.265x3 − 6.265x2 ≥ 0.2 (38)

6.265x1 − 6.265x4 ≥ 0.2 (39)

4.348x1 − 2.004x5 ≥ 0.2 (40)

4.348x3 − 2.004x5 ≥ 0.2 (41)

The problem was solved using the CPSO algorithm. The optimized graphical representation
and convergence characteristic graph for this case is shown in Figures 10–12, which demonstrate that
the proposed method yields a faster convergence and a better solution for the objective function “z”.
Table 11 provides the comparative results of the proposed algorithm with a previous optimization
algorithm explained in the literature, which ensures that for the fault at point A, relay R1 is first to
operate, whereas for the fault at point B relay R4 will operate, and for the fault at point C the relay R5

should get the first chance to operate. The total net gain in time achieved by the proposed algorithm is
tabulated in Table 12.
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Figure 10. Graphical representation of the optimized TMS compared with the literature for Case III.

Figure 11. Convergence characteristic graph of the objective function z (31) for Case III.

Figure 12. Convergence characteristic graph of the objective function z (32) for Case III.
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Table 11. Comparison of the optimized TMS with the literature for Case III.

TMS TPSM [44] CPSO 1 FA [24] CFA [24] CPSO 2

TMS 1 0.069 0.069 0.032 0.032 0.069
TMS 2 0.025 0.0160 0.0160 0.047 0.0160
TMS 3 0.069 0.069 0.121 0.091 0.069
TMS 4 0.025 0.0160 0.0160 0.0160 0.0160
TMS 5 0.0499 0.0499 0.104 0.094 0.0499

Top z (s) 2.27 2.17 1.73 1.63 0.7291

1 For the objective function mentioned in Equation (31); 2 for the objective function mentioned in Equation (32).

Table 12. Comparison of the total net gain in time achieved by the proposed algorithm compared with
the literature for Case III.

Net Gain ∑∑∑Δ(t)s

CPSO 1/TPSM 0.10
CPSO 2/FA 1.01

CPSO 2/CFA 0.91
1 For the objective function mentioned in Equation (31); 2 for the objective function mentioned in Equation (32).

4.4. Case IV

In this case, a multi-loop system with six overcurrent relays and with negligible line charging
admittances is considered, as shown in Figure 13. A set of various primary and backup relays are
designed which are subject to the locations of the various faults. These configurations are contingent
on the path of the fault current in the different feeders. The line data of the system are shown in
Table 13. Four different fault positions are considered. The primary and backup relationships of the
relays for the four fault points are given in Table 14. The CT ratios and plug setting are illustrated
in Table 15. The aρ constants currents seen by the relays for the different fault locations are given in
Table 16. In this case study the total number of constraints is eleven; six constraints emerge as a result
of the boundaries of the relay operation and five constraints emerge as a result of the coordination
condition. The MOP of each relay is 0.1, while the range of the TMS is 0.025–1.2, except x1 which
is 0.027. The CTI is 0.3 s. The TMSs of all six relays are x1–x6. The optimal operation of the relays
as achieved by the proposed algorithm is given in Table 17, which also provides the comparative
results of the proposed algorithm with a previous optimization algorithm explained in the literature.
According to Table 18, the proposed algorithm achieves a better solution for this case.

Figure 13. A multi-loop distribution system.
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Table 13. Line data for Case IV.

Line Impedance (Ω)

1-2 0.08j1
2-3 0.08 + j1
1-3 0.16 + j2

Table 14. Primary and backup relationships of the relays for Case IV.

Fault Point Primary Relay Backup Relay

A 1, 2 -, 4
B 3, 4 1, 5
C 5, 6 -, 3
D 3, 5 1, -

- Indicates no back up relay.

Table 15. CT ratios and plug settings of the relays for Case IV.

Relay CT Ratio Plug Setting

1 1000/1 1
2 300/1 1
3 1000/1 1
4 600/1 1
5 600/1 1
6 600/1 1

Table 16. aρ Constants and relay currents for Case IV.

Fault Point
Relay

1 2 3 4 5 6

A
Irelay 6.579 3.13 - 1.565 1.565 -

aρ 3.646 6.065 - 15.55 15.55 -

B
Irelay 2.193 - 2.193 2.193 2.193 -

aρ 8.844 - 8.844 8.844 8.844 -

C
Irelay 1.096 - 1.096 - 5.482 1.827

aρ 75.91 - 75.91 - 4.044 11.539

D
Irelay 1.644 - 1.644 - 2.741 -

aρ 13.99 - 13.99 - 6.872 -

- Indicates the fault is not seen by the relay.

Table 17. Comparison of the optimized TMS by the proposed method with the literature for Case IV.

TMS CGA [9] FA [24] CFA [24] CPSO

TMS 1 0.0765 0.027 0.027 0.0589
TMS 2 0.034 0.130 0.221 0.0250
TMS 3 0.0339 0.025 0.025 0.0250
TMS 4 0.036 0.025 0.025 0.0290
TMS 5 0.0711 0.489 0.363 0.0630
TMS 6 0.0294 0.0285 0.029 0.0250

Top z (s) 15.88 16.25 14.39 11.87
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Table 18. Comparison of the proposed method results with the literature for Case IV.

Method Objective Function

CGA [9] 15.88
FA [21] 16.25

CFA [21] 14.69
Proposed

CPSO 11.87

The objective function for minimization can be defined as:

z = 102.4x1 + 6.06x2 + 98.75x3 + 24.4x4 + 35.31x5 + 11.53x6 (42)

The constraints that emerge because of the MOP of the relays are:

3.646x1 ≥ 0.1 (43)

6.055x2 ≥ 0.1 (44)

8.844x3 ≥ 0.1 (45)

8.844x4 ≥ 0.1 (46)

4.044x5 ≥ 0.1 (47)

11.539x6 ≥ 0.1 (48)

The constraints explained by Equations (44)–(48) violate the constraints of the minimum value of
the Time Multiplier Setting (TMS). All the TMSs should be greater than 0.025. Hence, these constraints
are rewritten as:

x2 ≥ 0.025 (49)

x3 ≥ 0.025 (50)

x4 ≥ 0.025 (51)

x5 ≥ 0.025 (52)

x6 ≥ 0.025 (53)

The constraints that emerge as a result of coordination are:

15.55x4 − 6.065x2 ≥ 0.3 (54)

8.844x1 − 8.844x3 ≥ 0.3 (55)

8.844x5 − 8.844x4 ≥ 0.3 (56)

75.91x3 − 11.53x6 ≥ 0.3 (57)

13.998x1 − 13.998x3 ≥ 0.3 (58)

The objective function was solved using a continuous particle swarm algorithm. As can be seen in
Tables 17 and 18, the proposed method achieves a satisfactory solution as compared to other methods.
The values shown in Table 17 prove that the relays will operate in the minimum possible time for a
fault at any point in the system, and will also maintain coordination. The time taken by relay 1 to
operate is the minimum possible time for the fault at point A, while it will take maximum time for
the fault at point C. This is desirable, because for the fault at point A, relay 1 is the first to operate,
whereas for the fault at point C, relay 6 should be the first to operate. If relay 6 fails to operate then
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relay 3 should take over the tripping action, and if relay 3 also fails to operate only then should relay 1
take over the tripping action. The proposed algorithm gives an optimal solution and optimized total
operating time up to the optimum value. Figure 14 depicts a graphical representation of the optimized
Time Multiplier Setting compared with the literature. The convergence characteristic for the total
operating time obtained for Case IV during the simulation is shown in Figure 15, which demonstrates
that the convergence is faster and achieved a better value for the objective function in fewer iterations.
The total net gain in time achieved by the proposed algorithm is shown in Table 19, demonstrating the
superiority and advantages of CPSO over the techniques mentioned in the literature.

Figure 14. Graphical representation of the optimized TMS compared with the literature for Case IV.

Figure 15. Convergence characteristic graph for Case IV.

Table 19. Comparison of the total net gain in time achieved by the proposed algorithm compared with
the literature for Case IV.

Net Gain ∑∑∑Δ(t)s

CPSO/CGA 3.242
CPSO/FA 4.348

CPSO/CFA 2.82

5. Discussion

The CPSO algorithm was used to evaluate the overcurrent relay coordination problem.
The proposed algorithm has a high search capability and convergence speed as compared to other
optimization techniques, and these characteristics make the population member of the CPSO more
discriminative in finding the optimal solution than that of other optimization techniques. The case
studies presented in this paper have also been evaluated by GA, CGA, FA, CFA, DSM, SM, and TPSM
optimization algorithms, with several different initial conditions and parameter values as shown in
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the literature, and an improved optimal solution was observed from the proposed CPSO algorithm
compared to these other algorithm options. The optimum relay coordination problem is basically
a highly constrained optimization problem. As CPSO can solve constrained and unconstrained
optimization problems, the relay coordination problem has been converted into an unconstrained
optimization problem by defining a new objective function (using the penalty method) and by using
the boundaries on the TMS (and boundaries on the relay operating time) as the limits of the variables.
A systematic procedure for converting a relay coordination problem into an optimization problem has
been developed in this paper. A program has been developed in MATLAB for finding the optimum
time coordination of relays using the CPSO method. The program can be used for setting the optimum
time coordination of relays in a system with any number of relays and any number of primary-backup
relationships. The TMS and total operating time of relays obtained for all case studies by the proposed
CPSO algorithm ensured that the relays will activate in the minimum possible amount of time for
a fault at any point in the system. However, if the number of relays is increased the nature of the
highly constrained problem becomes more distinct. Therefore, an accurate optimum relay coordination
minimizes the total operating time as well as reduces and limits the damage produced by the fault.
Unwanted tripping of the circuit breaker can also be bypassed by this method. The convergence
characteristic graphs obtained during simulations show that the convergence is faster and obtains a
superior solution for the fitness function “z” in fewer iterations. The CPSO algorithm is superior to
the GA, DSM, TPSM, FA, CFA, and CGA algorithms, as shown in Tables 4, 9, 12 and 19. The CPSO
algorithm gains 1.58 s and 1.44 s over the GA and DSM algorithms in Case I, and although this may
appear insufficient it should be noted that it is a very small system. In Case II the CPSO algorithm
gains 31 ms over the CGA algorithm. In Case III the CPSO gives an advantage of 1 ms over the
TPSM and 1.01 s and 0.91 s over the FA and CFA algorithms, respectively. In Case IV the CPSO
algorithm gives an advantage of 3.24 s, 4.34 s, and 2.82 s over the CGA, FA and CFA algorithms.
For Case IV this advantage is sufficient given that it is a very small system, as it can be clearly seen
from Tables 4, 9, 12 and 19, and from Figure 5, Figure 8, Figure 11, Figure 12, and Figure 14 that the
proposed method is superior to the recent published techniques mentioned in the literature in term of
the quality of the solution, convergence, and minimizing the objective function to the optimum value.
The proposed method additionally addressed the weaknesses of the previous methods.

6. Conclusions

This paper proposed a CPSO algorithm based on inspirited swarm behavior associated with fish
schooling and bird flocking. The overcurrent relay coordination problem was pursued using the CPSO
algorithm for the various test systems. The prolificacy of the CPSO algorithm has been determined and
tested on various single end multi-loop distribution systems, by analyzing its superiority compared
with GA, SM, DSM, TPSM, CGA, FA, and CFA published techniques. The simulation results of the
CPSO algorithm efficiently minimize all four models of the problem. The efficiency of the CPSO can be
observed from the minimum function evaluations required by the algorithm to reach the optimum as
compared to the CGA, FA, CFA, GA, and TPSM algorithms. The CPSO contributes a new approach for
clarification as one of its distinctions is the generous field of research considering the characterization
of fish schooling and bird flocking. The simulation results acknowledge the supremacy of the proposed
CPSO algorithm in solving the overcurrent relay coordination problem. In future work, this algorithm
can be extended to solve overcurrent relay problems of higher buses and complex power systems.
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Abstract: In the three-phase four-wire system, there are usually multiple grounding points in the
primary neutral line due to safety and economic considerations. The rising “neutral to earth voltage
(NEV)” caused by a broken primary neutral can threaten the safety of nearby facilities and humans;
therefore, the integrity of the primary neutral conductor is of vital importance for the multi-grounded
neutral (MGN) system. In this paper, a new passive method is proposed to monitor the integrity
of the primary neutral line in the MGN system. The method is based on the measured voltage
and current data at the service transformer, and there is no need to install any signal generators.
Therefore, it causes no disturbance to the utility and customer. In the paper, the equivalent analysis
circuit is established and a new parameter is proposed to reflect the neutral condition. The value
of the parameter is estimated based on the measured data, and then, the equivalent impedance of
the primary neutral groundings can be obtained. On the other hand, the impedance value for the
primary neutral under normal operating conditions can be estimated based on the derived analytical
formulas. By comparing the monitored primary neutral impedance with its normal value, the broken
neutral condition in the primary system can be detected. Different primary neutral broken cases are
analyzed in the paper based on the Monte Carlo simulation. The results indicate that the integrity
condition in the primary neutral can be accurately monitored by the proposed method.

Keywords: primary neutral integrity; multi-grounded neutral (MGN) system; neutral integrity
detection; passive method

1. Introduction

Nowadays, the three-phase four-wire multi-grounded neutral (MGN) system has been widely
adopted in many utilities due to its lower installation costs and higher sensitivity of fault protection
compared with the three-phase three-wire system [1,2]. Since the primary neutral line is grounded
through multiple points, the unbalanced current in the system will flow through the neutral into the
earth, which can produce neutral to earth voltage (NEV) at the customer side. Especially, when the
MGN network experiences a broken neutral or loose-connected neutral, more current will be forced
into the ground, resulting in a rising NEV [3,4]. The NEV is very harmful to the safety of nearby
facilities and humans [5,6]. Therefore, in order to guarantee that the MGN system works safely and
efficiently, it is necessary for the utility to routinely monitor the neutral integrity condition of the MGN
primary system.

Due to the complicated construction of the MGN system, the detection of the primary neutral
integrity is not a trivial task. There is not even an accurate model for the multiple neutral grounding
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systems, and the impact of the primary neutral is either merged into the phase wires or directly
neglected in order to simplify the simulation of an MGN system. From 2000, a full-scale model for the
MGN distribution system was introduced in [1]. However, in this method, the multiple grounding
electrodes were represented by only one node. Other research about the MGN system mainly focuses
on the power flow analysis or ground fault analysis [7–11], and the research on the broken neutral
integrity monitoring is relatively little. Some researchers have proposed the method of measuring the
primary neutral impedance, such as “fall of potential”-based methods [12] and “staged fault”-based
methods. However, for these methods, it is difficult to find a “true” ground to measure the voltage in
order to calculate the primary neutral impedance. Moreover, once the soil conditions and some other
conditions are changed, the potential electrode has to be relocated [13–15]. In [16], an active method
based on the disturbance generated by a signal generator is proposed to reflect the neutral condition.
This is generally a good detection method for the primary neutral condition, but usually, the customers
are reluctant to install signal generators at their homes, which is needed for the active method.

In this paper, a new passive method to monitor the primary neutral integrity is proposed. Rather
than directly measuring the primary neutral impedance, it is proposed to estimate the primary neutral
condition based on the measured primary and secondary neutral current at the monitored transformer.
There is no need for the method to install any devices or proxy loads to generate the disturbance signal;
therefore, the method causes no disturbance to the utility and customer. In the paper, a parameter is
first proposed to reflect the condition of the primary neutral. The actual value of the parameter can
be estimated based on the measured neutral current. Then, the equivalent impedance of the MGN
system in the primary side can be calculated. The theoretical value of the equivalent impedance can
be calculated based on the system parameters under normal operating conditions. By comparing the
monitored primary neutral impedance with its normal value, the condition of the multi-grounding
neutral in the primary system can be determined.

The remainder of the paper is organized as follows: Section 2 illustrates the proposed passive
method. Section 3 introduces the data selection criteria for calculating the proposed parameter and
further summarizes the flowchart of the proposed method. Section 4 verifies the validity of the
proposed method by using the Monte Carlo simulation. Finally, the conclusions of the paper are given
in Section 5.

2. The Proposed Primary Neutral Monitoring Method

2.1. Establishment of the Equivalent Analysis Circuit

The single-line diagram of a typical three-phase four-wire system with multiple primary neutral
groundings is shown in Figure 1. The neutral line in the primary system is grounded at multiple
electrodes along its route. For the North American power system, there are usually at least four
grounds per 1.6 km [17]. The primary neutral and secondary neutral are often tied at the service
transformer grounding, as shown in Figure 1. Here, for simplification, only one phase of the
distribution transformer is depicted. The loads in the transformer secondary side are represented by
customer houses. Generally, one service transformer supplies dozens or hundreds of individual houses
depending on the community size. At the transformer secondary side, the neutral is grounded via the
grounding resistance at the service panels of the customer. In Figure 1, RT represents the transformer
grounding resistance, and Rgc represents the customer grounding resistance. Under normal operating
conditions, the current flowing in the neutral line of the MGN system is mainly caused from the
unbalanced utility loads and customer loads, and the flow of current is shown in Figure 1. In Figure 1,
the green line represents the unbalanced current caused by the unbalanced customer loads, and the
red line represents the unbalanced current caused by the unbalanced utility loads.
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Figure 1. The single line diagram of the three-phase four-wire multi-grounded neutral system.

In order to analyze the neutral current at the transformer primary and secondary side,
an equivalent circuit is first established, as shown in Figure 2. The transformer primary system
is equivalent to be a Thévenin circuit represented by VP and ZS, where VP is the phase to neutral
voltage and ZS is the equivalent impedance for the primary system. ZMGN represents the equivalent
impedance of the primary multiple groundings. The derivation process for the value of ZMGN will
be discussed in the next subsection. Zan represents the equivalent customer loads between the hot
wire a and neutral; Zbn represents the equivalent customer loads between the hot wire b and neutral;
Zab represents the equivalent customer loads between the hot wire a and b. Zsn is the impedance of the
neutral line in the transformer secondary side, and Zsp is the distribution line impedance. In Figure 2,
the current flowing in the primary neutral is labeled as Inp, and the current flows in the secondary
neutral are labeled as Ins. Ia, Va and Ib, Vb represent the phase current and voltage of the secondary side.
IP represents the current in the transformer primary side, and IRT represents the grounding current
of the transformer. The unbalanced current in the transformer secondary side is labeled as Iub_S in
Figure 2.
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Figure 2. The equivalent analysis circuit for the multi-grounded neutral (MGN) system.

Suppose that the neutral current is totally caused by the customer, and the utility has no
contribution. According to Figure 2, there are two circulation paths for this unbalanced current
caused by the customer loads. One part of it flows through the secondary neutral line and then back to
the customer loads. The other part flows into the ground through the customer grounding Rgc and
then flows from the earth to the transformer grounding RT and primary grounding ZMGN. This neutral
current further circulates back to the transformer secondary neutral.
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According to the above descriptions, the equivalent circuit for the neutral current circulation
can be simplified as shown in Figure 3. In the figure, the current source IU is determined by the
unbalanced voltage VU and the equivalent load impedance ZU, which is caused by the imbalance of
the two single-phase loads (Zan and Zbn). The analytical formulas to calculate ZU and IU are given in
Equations (1) and (2).

ZU = Zan//Zbn =
Zan × Zbn
Zan + Zbn

(1)

IU = VU/ZU (2)

UI

UIUZ

spZ

spZ

_sn CI_ns CI

gcR

TR

MGNZ

_TR CI

_np CI

snZ

Figure 3. The equivalent analysis circuit for the unbalanced current totally caused by the customer.

VU is the equivalent unbalanced voltage source, which can be calculated based on the transformer
secondary rated voltage VN.

VU =
Zbn − Zan

Zan + Zbn
× VN (3)

In Figure 3, Isn_C represents the current flowing through the secondary neutral line, and Ins_C
represents the current flowing into the ground through the customer grounding impedance Rgc.
The current Ins_C is split into two parts as IRT_C and Inp_C. The subscript C in each variable represents
that the neutral currents are caused only by the customer. Based on Figure 3, it can be seen that the
current flowing in the neutral of the primary system Inp_C can be calculated by Equation (4).

Inp_C =
RT

RT + ZMGN
Ins_C (4)

Here, a parameter g is introduced, which is shown in Equation (5).

g =
RT

RT + ZMGN
(5)

It can be seen that the value of parameter g is determined by the transformer grounding impedance
RT and the primary neutral equivalent impedance ZMGN. For an MGN system, the transformer
grounding resistance RT is usually constant. Therefore, the value of g is mainly determined by the
equivalent neutral impedance ZMGN of the primary system. If the primary system neutral is broken, the
equivalent impedance ZMGN should increase, and the value of parameter g should decrease. Therefore,
the variation for the value of parameter g can be used to reflect the primary neutral condition.
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2.2. Impedance Determination under Normal Operating Conditions

Under normal operating conditions, the value of transformer grounding impedance RT can be
estimated based on the substation database. The value of impedance ZMGN can be determined based
on the following procedures.

The primary neutral line of an MGN system is naturally a ladder network, as shown in Figure 4,
where zpn is the primary neutral conductor impedance between two grounding poles. Rgn represents
the pole grounding resistance. Zlad(k) and Zlad(k+1) represent the equivalent impedance for the multiple
grounding system with k or (k + 1) grounding poles, respectively. The equivalent impedance of a
ladder network with (k + 1) grounding poles can be calculated according to Equation (6) [18].

Zlad(k+1) =
Zlad(k)Rgn

Zlad(k) + Rgn
+ zpn (6)

pnz

gnR

pnz pnz pnz

gnRgnRgnRgnR

pnz

( 1)lad kZ + ( )lad kZ

Figure 4. The equivalent circuit of multi-grounding neutral ladder network.

For the ladder network shown in Figure 4, a ladder network has the property that after certain
more parallel networks are added, the change in the equivalent impedance becomes insignificant;
therefore, when the number k is sufficiently large, Zlad(k) ≈ Zlad(k+1).

Then, Equation (6) can be expressed as Equation (7).

Zlad(k) =
Zlad(k)Rgn

Zlad(k) + Rgn
+ zpn (7)

After certain rearrangement of Equation (7), Equation (8) can be obtained:

Z2
lad − zpnZlad − zpnRgn = 0

Zlad = 1
2 (zpn ±

√
z2

pn + 4zpnRgn)
(8)

The subscript (k) is omitted for simplicity in Equation (8). The positive root of Zlad is the equivalent
impedance of the ladder network; thus, Equation (9) is derived.

Zlad =
1
2
(zpn +

√
z2

pn + 4zpnRgn) (9)

Since the neutral conductor impedance zpn is much smaller than Rgn, Equation (9) can be
simplified to Equation (10).

Zlad ≈
√

zpnRgn (10)

The impedance calculation result based on Equation (10) is compared with the results
from Equations (6) and (9) for an example system. The parameters for the MGN system are:
zpn = (0.0427 + j0.0961)Ω and Rgn = 15 Ω. The estimation results for the equivalent impedance
of the ladder network are shown in Figure 5. It is apparent that the equivalent impedance of the ladder
network reaches a constant value when the length of the ladder network is larger than 1000 m.
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Figure 5. The system equivalent impedance versus the neutral line length.

The neutral system seen from the transformer primary node N (referring to Figure 2) can be
equivalent to the circuit shown in Figure 6. It can be seen that, from the transformer connection point N,
the multi-grounding primary system can be seen as two parallel ladder networks, labeled as Zlad1 and
Zlad2. The equivalent impedance of each network can be estimated by Equation (10). Additionally, the
equivalent primary system impedance seen from the transformer connection point can be calculated by
the parallel connection of Zlad1 and Zlad2 according to the analytical formula shown in Equation (11).

ZMGN ≈ Zlad1//Zlad2 =
√

zpnRgn//
√

zpnRgn =
1
2

√
zpnRgn (11)
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to
transformer

1ladZ 2ladZ
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gnRgnRgnRgnRgnR
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to

transformer

N

N

Figure 6. Estimation of ZMGN under normal operating conditions.

2.3. Impedance Determination Based on the Measurement Data

Referring to the multi-grounding system shown in Figure 2, the neutral current in the primary
system is caused simultaneously by both the utility and customer; therefore, the primary neutral
current Inp can be divided into two parts, as shown in Equation (12).

Inp = Inp_U + Inp_C (12)

Inp_U is the primary neutral current caused by the utility, and Inp_C is the primary neutral current
caused by the customer. Similarly, the neutral current in the secondary system Ins is also composed of
two parts, Ins_U and Ins_C.

Ins = Ins_U + Ins_C (13)

Bring Equations (4) and (5) into Equations (12) and (13), the following relation can be derived.

Inp = Inp_U + g(Ins − Ins_U) (14)
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Based on the measurement data of two consecutive time instants t1 and t2, Equation (14) can be
rewritten as Equations (15) and (16).

Inp,1 = Inp_U,1 + g(Ins,1 − Ins_U,1) (15)

Inp,2 = Inp_U,2 + g(Ins,2 − Ins_U,2) (16)

Subscripts 1 and 2 indicate that the data are for time instants t1 and t2, respectively. Subtracting
Equation (15) from Equation (16), then Equation (17) can be obtained.

ΔInp = ΔInp_U + g(ΔIns − ΔIns_U) (17)

Here, Δ is used to indicate the difference between the values of each variable at different time
instants. From Equation (17), it can be seen that, if the utility causes no variation to the neutral current,
ΔInp_U and ΔIns_U will both equal zero. Equation (17) can be further simplified to Equation (18);
therefore, parameter g can be calculated by Equation (19).

ΔInp = gΔIns (18)

g =
ΔInp

ΔIns
(19)

Therefore, the variation of Inp and Ins can be used to estimate the value of parameter g.
Furthermore, based on the estimated parameter g, the primary neutral impedance ZMGN can be
estimated from Equation (20) according to Equation (5).

ZMGN =
1 − g

g
× RT (20)

2.4. Determination of the Primary Neutral Condition

Under normal operating conditions, the equivalent impedance ZMGN of the primary neutral
system can be calculated according to Equation (11). The actual value of ZMGN can be estimated
based on the procedures shown in Section 2.3. When the primary neutral line is loosened or
broken, the equivalent impedance of the primary neutral conductor ZMGN should increase. Therefore,
by monitoring the value of ZMGN, the condition of the primary neutral integrity can be known.

In the actual application, data acquisition devices can be installed at the service transformer,
and the neutral currents Inp and Ins can be monitored continuously. Therefore, parameter g can be
estimated according to Equation (19) based on the variation of the neutral current. The transformer
grounding impedance can be known based on the substation data, and then ZMGN can be estimated by
Equation (20).

A sensitivity coefficient SC is proposed to evaluate the discrepancy between the monitored ZMGN
and theoretical ZMGN.

SC =
|ZMGN_m − ZMGN_t|

|ZMGN_t| × 100% (21)

where ZMGN_t is the theoretical value of ZMGN obtained from Equation (11), which represents the
primary neutral impedance of a normal operating system; ZMGN_m is the monitored value of ZMGN
based on Equation (20), which can reflect the actual condition of the primary neutral groundings.
Under normal operating conditions, the monitored parameter ZMGN_m should equal its theoretical
value ZMGN_t, and SC should be of a value nearly of zero. If there is a neutral broken problem
happening at the primary side, the value of ZMGN_m will increase. Referring to Figure 1, it is known
that the nearer the neutral broken point to the monitored transformer, the larger ZMGN and the larger
SC. Therefore, the value of SC not only reflects the primary neutral condition, but also reflects the
distance of the primary neutral broken point to the monitored service transformer.
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3. Data Selection Criteria

The derivation of Equation (19) is based on the assumption that the neutral current variation is
totally caused by the customer and the utility has no contribution. Actually, under most situations,
the variation of neutral current is caused by both the utility and customer. Therefore, in order to use
Equation (19) to estimate parameter g, the data corresponding to the variation of load should be first
selected out.

Under normal operating conditions, the neutral current caused by the utility is mainly due to the
unbalanced loads in the system. In order to guarantee that there is no contribution of the utility to the
neutral current variation, the load at the primary side should remain constant. On the other hand, in
order to select out the data that corresponds to the variation of customer load, there should be enough
variation in the phase a and phase b loads of the monitored transformer. In summary, in order to select
out the proper data, the following data selection criterion should be satisfied: (a) variations of the
sum power consumed by customer side loads have to be small enough; therefore, the neutral current
caused by the utility can be neglected; (b) the individual variations for the transformer secondary
single phase power Pa and Pb should be large enough in order to guarantee that enough neutral
current disturbances can be generated by the customer load. Moreover, the time interval between two
consecutive sampled data should be short enough in order to further assure that the current variation
caused by the primary side is small. The data that can satisfy the above criterion are selected out, and
then, the time instants corresponding to these data are determined. Since the estimation of parameter
g is based on the variation of neutral current in the primary and secondary neutral, the neutral current
data corresponding to the above time instants are further selected out and used for the parameter
estimation according to Equation (19).

In practice, many groups of neutral current ΔInp and ΔIns can be selected out according to the
above data selection criterion. Assume that there are N groups of neutral current that can meet the
above requirements, such as (ΔIns,1, ΔInp,1), (ΔIns,2, ΔInp,2), . . . , (ΔIns,i, ΔInp,i), . . . ,(ΔIns,N , ΔInp,N).
According to the least square method, parameter g can be estimated based on the selected datasets as
shown in Equation (22).

g =

N
∑

i=1
(ΔInp,i − ΔInp)(ΔIns,i − ΔIns)

N
∑

i=1
(ΔIns,i − ΔIns)

2
(22)

where subscript i indicates the i-th selected data, and ΔInp =
N
∑

i=1
ΔInp,i/N, ΔIns =

N
∑

i=1
ΔIns,i/N.

After obtaining the value of parameter g, the equivalent impedance for the primary
multi-grounding ZMGN_m can be estimated, and the sensitivity coefficient SC can be determined
according to Equation (21). Parameter ZMGN_m can be estimated at a certain time interval based on
the continuously monitored data, and thus, the value of SC can be updated for each time period.
The broken or loosened problems happening in the primary neutral line can be reflected by the
variation of SC. A threshold value (TV) to evaluate the variation of SC should be set beforehand based
on the parameters of the power system. If SC is less than TV, this indicates that the condition of the
primary neutral system is good. Otherwise, one should check the primary neutral condition near the
monitored transformer.

To summarize, the estimation flowchart of the proposed method for the monitoring of the primary
neutral integrity is presented in Figure 7.

236



Energies 2017, 10, 380

Figure 7. Flowchart of the proposed method for monitoring the primary neutral integrity.

4. Simulation Verification

In this section, the validity of the proposed method is verified based on the simulation studies.
There are three parts for the verification. Firstly, the validity of using the variation of neutral current to
calculate parameter g is verified based on the system shown in Figure 2. Secondly, Monte Carlo
simulation is set up to imitate a real distribution network that contains five residential houses.
The parameters g and ZMGN are estimated, and SC is calculated based on the proposed method;
and the results are compared with their theoretical values. Finally, in the third part, the broken
primary neutral situations are simulated, and the proposed method is used to reflect the primary
neutral condition.

4.1. Validity Verification of Parameter g

The simulation system is constructed as the equivalent circuit shown in Figure 2. The system
is 60 Hz, and the capacity of the service transformer is 37.5 KVA. The rated voltage for the primary
and secondary of the step-down transformer is 14.4 kV and 120 V, respectively. Other parameters of
the system are listed in Table 1. The system is set up in MATLAB Simulink (The MathWorks, Natick,
MA, USA).

Table 1. Equivalent circuit parameters for the studied system.

# Parameters Values

Primary System
ZS (Ω) 0.00249

ZMGN (Ω) 0.4404
RT (Ω) 15

Secondary System
Rgc (Ω) 1.0000

Zsn, Zsp (Ω) 0.0498, 0.0249
Zan, Zbn, Zab (Ω) 20, 12, 10
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Based on the analysis in Section 2, it is known that the value of parameter g is influenced by
the primary system equivalent neutral impedance ZMGN and the transformer grounding impedance
RT. In order to verify the proposed method for systems under different neutral integrity conditions,
the following three scenarios are simulated.

Scenario 1: A normal operating condition of the system with RT = 15 Ω and ZMGN = 0.4404 Ω.
Scenario 2: A broken primary neutral condition with RT = 15 Ω and ZMGN = 7.5 Ω.
Scenario 3: A transformer neutral broken condition with RT = 150 Ω and ZMGN = 0.4404 Ω.

The theoretical value of parameter g can be calculated according to Equation (5). Additionally, for the
above three scenarios, the theoretical values of g are shown below.

Scenario1 : g = RT
RT+ZMGN

= 15
15+0.4404 = 0.9715

Scenario2 : g = RT
RT+ZMGN

= 15
15+7.5 = 0.6667

Scenario3 : g = RT
RT+ZMGN

= 150
150+0.4404 = 0.9971

Under normal operating conditions, parameter g can be estimated based on the variations of
neutral current Inp and Ins. Additionally, the parameter calculation should be under the assumption
that the neutral current variation is caused only by the customer. Therefore, by adjusting the individual
load power in the two hot wires of the customer and at the same time maintaining the total load
power to be constant, many cases have been generated. Due to space limitation, the results for four
cases of each scenario are shown in Table 2. Based on the variation of the neutral current, parameter
g can be calculated based on Equation (19), and the estimation results of g are compared with their
theoretical value.

Table 2. Simulation data for the estimation of parameter g in three different scenarios.

# Parameters Case 1 Case 2 Case 3 Case 4

Equivalent
customer loads

Zan (Ω) 17 18 19 20
Zbn (Ω) 13.4 12.9 12.4 12
Zab (Ω) 10 10 10 10

Scenario 1
Ins (A) 0.06277 0.08725 0.1113 0.1324
Inp (A) 0.06098 0.08476 0.1081 0.1286

Scenario 2
Ins (A) 0.01533 0.02131 0.02717 0.03233
Inp (A) 0.01022 0.01420 0.01812 0.02156

Scenario 3
Ins (A) 0.06230 0.08659 0.1104 0.1314
Inp (A) 0.06212 0.08633 0.1101 0.1310

From Figure 8, it can be seen that the value of parameter g can correctly reflect the condition of
the neutral grounding system. For example, in Scenario 2, when the primary neutral is broken, ZMGN
becomes larger, and the value of g should be less than its normal value. Correctly, the estimation
result of g based on the variation of the neutral currents reflects this situation. In Scenario 3, when the
transformer grounding is broken, RT becomes larger, and the value of g should become larger than its
normal value. Again, the estimated result correctly reflects this situation. Moreover, the estimation
values of parameter g for all cases nearly overlap with their theoretical values. Therefore, analysis
in this section reveals that the proposed parameter g can correctly reflect the neutral condition in
the MGN system, and the method to estimate g based on the variation of neutral current is valid
and accurate.
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Figure 8. Results comparison for parameter g under three different scenarios.

4.2. Verification of the Proposed Method Based on a Typical MGN Network

A typical MGN network in North America is depicted in Figure 9. It contains a three-phase
25-kV MGN distribution system, a single-phase service transformer (14.4/0.12 kV) and five houses
connected in parallel in the secondary side of the transformer. The span of primary neutral between
two grounded points is 100 m [17]. The total length of the distribution line is 5 km. The distance
between two houses is 20 m. Since the residential loads of each house are time-varying during a day,
the Monte Carlo method is adopted to simulate this characteristic [19]. The Monte Carlo simulation is
performed to provide a realistic one-hour load behavior for the studied system. Then, the proposed
method can be verified based on the data provided by the Monte Carlo simulation.

gsR gnR TR

C
B
A

N

AE
BE
CE

gnR gnR gnR gnR gnR

gcR

pnz
pnzpnzpnzpnz

gcR gcR
gcR gcR

Figure 9. Single-line circuit for the typical MGN system.

Other parameters for the simulated system are listed in Table 3, where Rgs is the substation
grounding resistance (less than 1 Ω), Rgn is the pole grounding resistance, Zline1 is the primary phase
conductor impedance, zpn is the primary neutral conductor impedance, RT is the transformer grounding
resistance, Rgc is the customer grounding resistance, Zline2 is the secondary phase conductor impedance
and Zsn is the secondary neutral conductor impedance.
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Table 3. System parameters of the Monte Carlo simulation.

Parameter Value

Rgs (Ω) 0.15
Rgn (Ω) 15

Zline1 (Ω/km) 0.2494 + 0.8782
zpn (Ω) 0.04271 + j0.09609
RT (Ω) 15
Rgc (Ω) 1

Zline2 (Ω/km) 0.2028 + j0.0936
Zsn (Ω/km) 0.5500 + j0.3650

Under normal operating conditions, the equivalent neutral impedance for the above MGN system
is estimated as follows.

ZMGN_t =
1
2

√
zpnRgn = 0.5265 + j0.3422 (23)

Therefore, the theoretical value of parameter g can be calculated according to Equation (24).

gt =
RT

RT + ZMGN_t
= 0.9656 − j0.0213 (24)

In the Monte Carlo simulation, the power flow of the system is calculated once every second,
so there are 3600 sets of data for the one-hour simulation time period. The datasets of the transformer
power are shown in Figure 10. Pa and Pb represent the phase a and phase b loads in the transformer
secondary side, respectively. (Pa + Pb) is the total load in this phase of the transformer. Sp represents
the total three-phase power for the whole transformer. The quantitative data selection criterion for this
system is summarized as shown in Equation (25).⎧⎪⎪⎪⎨⎪⎪⎪⎩

Δ(Pa + Pb)/(Pa + Pb) ≤ 1%
ΔSp/Sp ≤ 1%
ΔPa/Pa ≥ 3%
ΔPb/Pb ≥ 3%

(25)
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Figure 10. The powers and neutral currents of the transformer under normal operating conditions.
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Based on the proposed data selection criteria, the proper power data are selected out, and the
corresponding neutral current data are determined. The result of the estimated g is shown in Figure 11
according to Equation (22). Then, according to Equation (20), ZMGN_m can be obtained, and the results
of ZMGN_m and SC are shown in Table 4.
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Figure 11. Results of the estimated g based on LSM.

Table 4. Estimation results of ZMGN_m and SC.

Parameter Value

ZMGN_m (Ω) 0.5227 + j0.3616
ZMGN_t (Ω) 0.5265 + j0.3422

SC (%) 3.15%

From the results, it can be seen that, under normal operating conditions, the monitored ZMGN_m
matches the theoretical ZMGN_t very well, and the value of SC is very small. This means that the
quantitative data selection criterion is proper and the proposed method is accurate to estimate the
equivalent primary neutral impedance ZMGN under normal operating conditions.

4.3. Monitoring of the Primary Neutral Broken Condition

In order to verify the effectiveness of the proposed method to monitor the neutral condition in
the primary system, two different neutral broken cases are simulated. In the first case, the primary
neutrals at both sides of the transformer are broken. In the second case, only the primary neutral is
broken at one side of the transformer. Moreover, monitoring of the broken transformer grounding
neutral is also simulated. Furthermore, in this part, the sensitivity of parameter ZMGN to reflect the
primary neutral condition is studied, and the threshold value of SC is proposed.

4.3.1. Broken Primary Neutral at Two Sides

Figure 12 shows the case that the primary neutrals are broken at both sides of the service
transformer. The distance between the broken Point A and the monitored transformer is greater
than 100 m and less than 200 m. The distance of broken Point B away from the service transformer is
less than 100 m. Under this condition, the primary neutral system changes from a ladder network to a
single point grounding system. Monte Carlo simulation is used to generate a realistic one-hour load
behavior for the system. The powers and neutral currents at the transformer primary and secondary
side are shown in Figure 13. The neutral current data that can meet the data selection criteria are
selected out, and parameter g is estimated shown in Figure 14 according to Equation (21). The estimated
value of parameter ZMGN is shown in Table 5. The theoretical value ZMGN_t under normal operating
conditions can be used as a reference to check the estimated ZMGN_m value. Then, the sensitivity
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coefficient SC can be calculated according to Equation (21), which is an indicator that can be used to
reflect the primary neutral integrity.

AE

gsR gnR
N A B

BE

CE

 

Figure 12. Two broken neutral points at both sides of the monitored service transformer.
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Figure 13. The powers and neutral currents of the transformer for the two-side broken
neutral condition.
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Figure 14. Results of the estimated g based on LSM (two broken points).
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Table 5. Estimation results of ZMGN_m and SC.

Parameter Value

ZMGN_m (Ω) 13.0590 + j0.6512
ZMGN_t (Ω) 0.5265 + j0.3422

SC (%) 2002.1%

From Table 5, it can be seen that the value of SC reaches a very high value of 2002.1%, which is a
good indicator that the primary neutral is broken near the monitored transformer.

4.3.2. Broken Primary Neutral at One Side

Figure 15 shows the condition that the primary neutral is broken at only one side of the service
transformer. The distance of broken Point A is greater than 100 m and less than 200 m from the
monitored transformer.

AE

gsR gnR
N A

BE

CE

 

Figure 15. One broken neutral point near the monitored service transformer.

According to Equation (25), the proper neutral current data are selected out from Figure 16.
The parameter g can be estimated from the selected data, and the result is shown in Figure 17.
The theoretical values of ZMGN_t and SC are given in Table 6.
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Figure 16. The powers and neutral currents of the transformer for the single-point neutral-
broken condition.
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Figure 17. Results of the estimated g based on LSM (single broken point).

Table 6. Estimation results of ZMGN_m and SC.

Parameter Value
ZMGN_m (Ω) 1.0216 + j0.5826
ZMGN_t (Ω) 0.5265 + j0.3422

SC (%) 87.64%

Based on the results shown in Table 6, it can be seen that, when the primary neutral is broken
at only one side of the transformer, the estimated parameter ZMGN_m is larger than its normal value,
and the sensitivity parameter SC can reach a value of 87.64%, which can correctly reflect the broken
neutral condition in the primary system near this transformer. However, SC is smaller than the
two-broken-point case; this is reasonable since the neutral broken at two sides of the transformer is
more serious than the neutral broken at only one side of the transformer. By changing the distances
between the neutral broken point and the service transformer, the relationship between the broken
distance and parameter SC is analyzed, whose results are shown in Figure 18. Additionally, from the
results, it can be seen that, when the broken neutral is close to the transformer, SC is large. As the
distance between the broken neutral and the transformer increases, SC becomes smaller. This is
reasonable since the sensitivity of SC will get lower for the broken neutral happening far away from
the monitored transformer.
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Figure 18. The relationship between the broken point distance and parameter SC.

Based on the analysis results, the threshold value of SC is suggested to be 10%, which also means
that the monitoring distance of one service transformer is about 1500 m. Additionally, if the distance
between two adjacent transformers is less than 3000 m, the primary neutral condition between these
two transformers can be under good monitoring.
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4.3.3. Broken Transformer Grounding

The proposed method can also be used to monitor the condition of the transformer grounding.
Theoretically, if the transformer grounding is broken, the transformer grounding resistance will
significantly increase compared with the normal situation. Therefore, based on Equation (5), it is
known that the value of parameter g should increase. Thus, by comparing the value of estimated g
and theoretical g, the neutral condition of the monitored transformer can be directly determined.

In this part, the situation of broken transformer grounding is simulated by setting the transformer
neutral resistance to 150 ohms. Figure 19 shows the variation of transformer secondary and primary
powers. Additionally, proper data can be selected out to calculate parameter g from Figure 19.
The results of the estimated g based on the LSM method is g = 0.9880 − j0.0025.
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Figure 19. The secondary and primary side power for the transformer.

Therefore, the value of parameter g has increased compared with its normal value, as shown in
Equation (24) (g = 0.9656 − j0.0213). Therefore, the result indicates that there is a broken problem in
the transformer grounding.

5. Conclusions

A new method to monitor the integrity of the primary neutral in an MGN system is proposed in
this paper. The method is based on the measurement data at the service transformer. Therefore, it does
not need any signal generator and causes no disturbance to the utility and customer. The equivalent
impedance for the primary neutral can be estimated based on the monitored neutral currents at the
service transformer. By comparing the calculated value of the primary neutral impedance with its
theoretical value under normal conditions, the integrity of the multiple grounding neutral in the
primary side can be reflected. The method is verified based on an MGN distribution system using the
Monte Carlo simulation. From the simulation results, it can be concluded that the proposed parameter
can correctly detect the existence of a broken neutral in the primary system. Moreover, the method can
also be used to reflect the broken condition in the transformer grounding.
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Abstract: A Direct Current (DC) microgrid is a concept derived from a smart grid integrating DC
renewable sources. The DC microgrids have three particularities: (1) integration of different power
sources and local loads through a DC link; (2) on-site power source generation; and (3) alternating
loads (on-off state). This kind of arrangement achieves high efficiency, reliability and versatility
characteristics. The key device in the development of the DC microgrid is the power electronic
converter (PEC), since it allows an efficient energy conversion between power sources and loads.
However, alternating loads with strictly-controlled PECs can provide negative impedance behavior
to the microgrid, acting as constant power loads (CPLs), such that the overall closed-loop system
becomes unstable. Traditional CPL compensation techniques rely on a damping increment by the
adaptation of the source or load voltage level, adding external circuitry or by using some advanced
control technique. However, none of them provide a simple and general solution for the CPL problem
when abrupt changes in parameters and/or in alternating loads/sources occur. This paper proposes
a mathematical modeling and a robust control for the basic PECs dealing with CPLs in continuous
conduction mode. In particular, the case of the low voltage residential DC microgrid with CPLs is
taken as a benchmark. The proposed controller can be easily tuned for the desired response even by
the non-expert. Basic converters with voltage mode control are taken as a basis to show the feasibility
of this analysis, and experimental tests on a 100-W testbed include abrupt parameter changes such as
input voltage.

Keywords: robust control; DC-DC converter; constant power load; low voltage direct-current
residential microgrid

1. Introduction

A Distributed Generation System (DGS) can be understood as a flexible structure in the generation,
transmission, distribution and storage of electric energy [1]. Nowadays, it is a common practice to
use DGS in smart grids. A smart grid based on a DGS must have the following characteristics: (a) fast
response to load transients; (b) energy storage capability, which feeds electricity back to the grid from
the client. (c) self-control of power load demands; and (d) intensive use of small power generators
based on renewable energy sources [2].

A relatively novel and important kind of smart grid is the DC microgrid. The DC microgrid is
generally structured using DC renewable energy sources, for example fuel cells, photovoltaic panels,
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Energies 2018, 11, 1130

wind generators with a rectifier and energy storage systems (batteries) with an energy management
system, among others. A particularity of the DC microgrid with respect to the smart grids is
the integration of different power sources joined through a DC link and connected to local loads.
In addition, the energy source can be generated on-site in such a way that the microgrid achieves high
efficiency, reliability and versatility [3].

Today, there are numerous electronically-managed power loads that can be connected to the
DC-link of a smart grid, such as televisions, electric ovens, coffee makers, LED lamps, computing
equipment, among many others. However, it is necessary to mention that power electronics is the key
device in the development of a DC microgrid, mainly due to the use of PECs, which allow an efficient
power energy conversion between sources and loads. There are different kinds of PECs that can
be connected to a DC microgrid in order to reduce, invert or increase the desired/nominal DC-link
voltage, i.e., buck, boost, interleaved boost, positive buck/boost, forward, fly-back, half bridge and full
bridge converter, to name a few [4].

However, for this paper, a low voltage DC microgrid for building/residential applications similar
to the one proposed in [5] is considered as a benchmark. This arrangement is divided into three sections
as in the following description. The first one includes high power elements for common building
facilities (greater or equal to 538 V and 10 kW), including photovoltaic panels, wind generators,
fuel cells, among others. The second one relies on the medium power elements, which are usually
found in kitchen appliances and laundry rooms ([230, 400] V, [0.4, 10] kW). It is necessary to mention
that the current loading can remain similar to the 230-V AC system. However, the voltage can be
increased up to 400 V if a size reduction is needed. Finally are the low power loads, which include
devices located in bedrooms, living rooms and outdoor areas ([24, 48] V, less than 0.4 kW).

It is well known that in a closed-loop scenario, the load can act as a constant power load (CPL)
for its source, producing a negative-rate varying resistance (known as negative impedance), which
destabilizes the system. Since the theoretical analysis complexity increases with this characteristic,
the development of different approaches to ensure the stability of the closed-loop system has been
encouraged. Traditional CPL compensation techniques rely on a damping increment by adapting
the voltage level of the source or the load, adding external circuits or by using advanced control
techniques. An interesting review of these approaches was reported in [6], which classifies the CPLs
into two groups, control approaches and auxiliary circuits/power buffer. In the first group, control
techniques such as feedback linearization, sliding mode, pulse adjustment and pole placement were
reviewed such that their main benefit is that they do not diminish the load performance. In the second
group, the instability problem seems solved; however, an auxiliary circuit is needed, increasing the
implementation cost and complexity; the overall system stability is omitted.

Another attractive survey can be found in [7] in which a review of the state of the art in the
performance and usual properties of DC microgrids connected to CPLs, stability approaches and
compensation methods were described. Recently, a novel discrete-time modeling and an active
stabilizer for PWM converters was proposed in [8]. This proposal allows performing the stability
analysis for the DC distribution systems with nonlinear characteristics. The authors reported that the
proposed discrete-time method could identify slow-scale and fast-scale instabilities and also a measure
of the sensitivity to some parameter change. The robustness of the proposal to filter the parameters’
variation was also studied. Finally, this proposal was numerically- and experimentally-verified.
Nevertheless, a formal analysis of the CPL case is not reported.

On the other hand, an active damping method was stated in [9]. In this paper, a variation of
the CPL in the system by attaching a supercapacitor-based energy storage system was proposed.
As a result, the CPL’s instability effects can be decreased by virtually increasing the resistive loads.
Numerical simulations and practical results were reported. The limitation of this proposal relies on
the extra components needed such as a supercapacitor and a bidirectional converter; besides, the
production of an energy consumption increase and a slow dynamics response are present.
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In contrast, [10] present a sufficient condition for the local stability of DC linear and time-invariant
(LTI) circuits with CPLs. A set of steps that should be met for the reported method was also proposed.
In order to validate their proposal, two cases were analyzed: a single-port DC RLC circuit with
a constant voltage input connected to an ideal CPL and a two-port DC circuit with a single constant
voltage input connected to two CPLs, both modeled as LTI systems. Likewise, in [11], a sum of
squares (SOS) technique for DC power networks with CPL was presented. In this paper, the region of
attraction of the system was estimated by using the SOS and a semidefinite programming algorithm.
Additionally, two methods were proposed and compared for the calculation of the region of attraction;
it was stated that a reduction of the estimation was achieved by increasing the degree of a Lyapunov
function. Furthermore, [12] reported a generalized method to algebraically analyze the stability of
DC distribution systems. The authors derive necessary and sufficient conditions for stability by
algebraically determining the system’s eigenvalues. Furthermore, an insight into the parameter’s
relationship with the DGS stability was presented. Numerical simulations were reported to validate
the proposed method, and unfortunately, practical results were not presented. Another interesting
approach was reported in [13]. In this paper, a load side compensation technique was proposed by
using a sliding mode (SM) approach. Additionally, a comparative study was performed with a PID
controller. Besides the good dynamic response achieved by SM, only numerical simulations were
reported. In [14], inner and outer control loops for higher order PECs, such as SEPIC, Cuk and Zeta,
connected to a CPL were proposed. For the inner loop, a virtual resistance, connected in series with
the input inductor, worked as an active damping stage. An integral controller was added in the
outer loop with the main aim to compensate the output voltage steady state error. In this paper,
the stability conditions for the equilibrium points and a validation given by numerical simulation
were reported. Practical experiments for a high order PEC were also reported. In [15], the DC
microgrid stability was analyzed for a known quantity of CPLs. In this paper, the problem was
formulated as a robust stability problem of a polytopic uncertain linear system and a set of sufficient
conditions to guarantee, at least locally, the robust stability. On the other hand, [16] investigated
the DC microgrid with a resistive-inductive load in a CPL scheme using a droop control. A stability
condition was discussed, and the corresponding stable region was obtained. Validation of the proposal
was reported by numerical simulations. Unfortunately, practical results on a test bed were not
reported. In [17], two controllers were proposed: the first an integer order and the second a fractional
order, for sliding mode controllers in a DC/DC boost converter feeding a CPL on a typical DC
microgrid scheme. Nonlinear sliding manifolds and stability were also researched, and numerical
simulations to compare their performance were reported. Nevertheless, practical results were not
reported. Further information can be found in [18]. Finally, in [19], the DC microgrid stability was
analyzed for a known quantity of CPLs. The problem was formulated as a robust stability one for
a polytopic uncertain linear system. A set of sufficient conditions to guarantee, at least locally, the
robust stability was obtained. Several numerical simulations were reported to show the effectiveness
and non-conservativeness of this proposal. Unfortunately, experiments were not performed.

From the previous paragraph, it can be noted that a large amount of research work has been done
to solve the instability problem imposed by the CPLs and that many methods have been proposed
to overcome the problem, but none of them provide a simple and more general solution for this
issue. In this paper, the mathematical modeling, the robust control and the stability analysis for the
basic PECs (buck, boost and buck-boost), even in a reconfigurable scheme dealing with CPLs and
parameter variation in continuous conduction mode (CCM), are presented to gain knowledge about
more complex configurations with CPLs. The reconfigurable converter presented in this paper is
a kind of PEC that can change its structure while the activity is going on (on-the-fly), providing a high
flexibility and increased operating range with few components; see, for example, [20–22].

The major contributions of the proposed approach are listed below:

• Robust stability against arbitrary (bounded) changes in source voltage, output power, inductance
and capacitance on the desired operating-point.
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• Flexibility for use with the basic converters and even in a reconfigurable scheme.
• Low implementation time and cost.
• Easy tuning for a certain desired response.

This paper is structured as follows. In Section 2, a unified model for the buck, boost and
buck-boost PECs, in continuous conduction mode, voltage mode and current mode, is presented;
then, the instability with CPLs is analyzed. In Section 3, a feedback linearization is used to build
a linear parameter varying (LPV) system of the voltage-mode model. Robust stability against arbitrary
(bounded) changes in source voltage and output power are analyzed so that the nonlinear CPL
converter is stabilized on the desired operating point. In this section, a discussion is presented
regarding the advantages and limitations of this scheme. After that, a Taylor series linearization is
introduced for voltage and current mode; the latter in order to obtain the polytopic LPV representation
for both cases. The advantages of the polytopic LPV as a natural representation of the CPL converter
are highlighted. Subsequently, robust controllers are proposed in order to demonstrate analytically
the stability of the polytopic systems despite that the CPLs are alternated/switched. It is necessary to
mention that abrupt changes on CPL are a typical condition in renewable energy scenarios. In order
to illustrate the robust stability of the proposed controller, even under arbitrary (bounded) changes,
a 100-W testbed was implemented by using an inexpensive 100-W P-MOSFET and an 8-bit microchip
microcontroller. Representative experimental tests with CPL, while an output voltage stabilization is
reached, are presented in Section 4. Tests include parameter changes such as input voltage and CPL
alternating. In this section, a brief comparison with other proposals is given. In the last section of this
paper, final conclusions are given, which summarize the feasibility of the proposed model and control
strategy to be robust in CPL scenarios and to be implemented on a low-cost platform.

2. Modeling

In this section, the models of the unified PEC for voltage-mode control and for current-mode
control in continuous conduction mode are presented. That is, the mathematical models that are
presented are valid for buck, boost and buck-boost converters. As reported in [7,23], the PEC dynamics
for voltage and current control mode in discontinuous conduction mode with CPL are open-loop
stable, and they are not within the scope of this article.

2.1. Voltage-Mode Modeling

In a microgrid scenario, several CPLs are switched depending on client necessities; each load can
be modeled as a resistance with an additional current source parallel to its value of current, indirectly
proportional to the voltage and directly proportional to the value of the constant power dissipated.
A PEC provides adequate voltage/current levels to the CPL, but, since different voltage levels in the
DC-link are needed for different kinds of CPLs, a PEC is attached to each DC-link in such a way that
a cascaded configuration is structured. An example of such a configuration is shown in Figure 1.
For instance, a buck, a boost or a buck-boost converter stands for the PEC in the most common
scenarios. In order to consider any of the above PECs, even in an on-the-fly reconfiguration between
them, the reconfigurable PEC (RPEC) from [24] is used. This means that the following analysis is valid
for any of the mentioned configurations even if a reconfiguration is performed. Consider the RPEC in
Figure 2; each mode/reconfiguration can be modeled as follows.

The overall power demand is provided by one or more power supplies; however, this scenario
can be easily simplified from the point of view of each RPEC, considering that the power source is
a time-varying voltage/current source and that the load is a CPL (orange block in the figure) with
a piecewise constant level or even as a fast varying power level. In this study, the CPL is simplified
by a time-varying resistance with known bounds (known and bounded CPL levels); for instance,
with S1, S2 closed and S3 open, a buck converter is configured with a CPL in its output as shown
in Figure 3. In this figure, the schematics of a buck-type PEC with varying parameters are shown.
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The load resistance R(t) is indirectly proportional to a constant power value and directly proportional
to the square of the output voltage Vo(t), and it can represent a set of CPLs. Since the objective is to
maintain Vo(t) at a set-point level Vx, a voltage/duty cycle representation is obtained as follows.

Figure 1. Illustrative block diagram of a microgrid. RPEC, reconfigurable power electronic converter.

Figure 2. Reconfigurable PEC of this paper.

Consider the nominal values for E(t) = e, L(t) = L and C(t) = C; note that later in this
paper, a design range for the variation of these parameters will be considered for the stability analysis.
Similar to [25], by comparing the particular dynamic systems’ descriptions with respect to the MOSFET
(M) state, with ideal components, a dynamic model is obtained:

L
di
dt

= ude − Vo (1)

C
dVo

dt
= i − P

Vo
(2)

where the time dependence is omitted for readability and ud ∈ {0, 1} is a discrete function that
represents the state of M with a 1 for closed and a 0 for open, in a high enough switching frequency
operation. Redefining the control variable ud as a sufficiently smooth function taking values in the
compact interval [0, 1], the averaged dynamic description that predicts the behavior of the PEC with
CPL is:

L
di
dt

= ue − Vo (3)

C
dVo

dt
= i − P

Vo
(4)
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The C∞ differentiability property of the above system allows replacing Equations (3) in (4) to
obtain the voltage-mode PEC with the CPL mathematical description:

ẋ1 = x2 (5)

ẋ2 =
e

LC
u − 1

LC
x1 +

P
Cx2

1
x2 (6)

where x1 = Vo and x2 = V̇o.

Figure 3. Schematic of the buck converter with a constant power load (CPL).

From [24], the above mathematical representation is valid also for boost and for buck-boost
topologies depending on the u value, that is in a reconfigurable scheme. Three operation modes are
allowed, and each one of them is selected by a proper switching activation and by a pulse width
modulation (PWM) MOSFET activation:

1. S1, S2 closed, S3, M2 open and PWM switching on M1, buck.
2. M1, S2 closed, S1, S3 open and PWM switching on M2, boost.
3. M2, S3 closed, S1, S2 open and PWM switching on M1, buck-boost.

where the following is obtained:

• a buck PEC if 0 ≤ u ≤ 1
• a boost PEC if u > 1
• a buck-boost PEC if u < 0

and with the PWM duty cycle for buck (ǔ), boost (û) and buck-boost (ũ) calculated by:

• buck duty-cycle for 0 ≤ u ≤ 1 is u = ǔ
• boost duty-cycle for u > 1 is u = 1

1−û

• buck-boost duty-cycle for u < 0 is u = ũ
ũ−1

Note that a few extra components are needed for the reconfigurable on-the-fly topology.
On the other hand, it is known that the instability property of a nonlinear system can be inferred

from its linearization instability property (Theorem 4.15 of [26]). The linearization of (5) and (6) in
x1 = Vx, x2 = 0 and u = ux is:

ẋ1 = x2 (7)

ẋ2 =
e

LC
u − 1

LC
x1 +

P
CV2

x
x2 (8)

and it has the following transfer function:

x2(s)
u(s)

=
e

LCs2 − PL
V2

x
s + 1

(9)
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whose poles remain in the right-side complex semi-plane, even with no varying parameters, so that
the instability property can be extended to the nonlinear system. Therefore, technically there exists
the possibility of an output voltage drop for the open loop PEC with CPL even with time-invariant
parameters. In the following section, a nonlinear control law that stabilizes the (7) and (8) system, even
with varying parameters, is shown.

2.2. Current-Mode Modeling

From the dynamic system (1) and (2), it is easy to demonstrate that:

dIo

dt
=

I3
o − iIo

CP
(10)

di
dt

=
ue
L

− P
IoL

(11)

with u defined as in the previous section. The C∞ differentiability property of the above system allows
replacing Equations (10) in (11) to obtain the unified mathematical description:

ẏ1 = y2 (12)

ẏ2 =
2y2

1y2

CP
+

y2
2

y1
− euy1

CPL
+

1
LC

(13)

where y1 = Io and y2 = İo. The linearization of (12) and (13) in y1 = Ir, y2 = 0 and u = uy is:

ẏ1 = y2 (14)

ẏ2 = − eIr

CPL
u − euy

CPL
y1 +

2I2
r

CP
y2 +

1
LC

+
euy Ir

CPL
(15)

and it has the following transfer function:

y2(s)
u(s)

=
Iy

CPLs2 − 2LI2
y s + uy

(16)

whose poles remain in the right-side complex semi-plane, in a way that the instability property can be
extended to the nonlinear system.

3. Controller Design and Stability

In the following, linearization is used in order to determine a linear parameter varying system for
a robust stability analysis. Firstly, a feedback linearization is performed in voltage mode, and after,
Taylor series linearizations are performed for voltage and current mode control. Once each linear
system is obtained, a simplice polytopic system is constructed that allows a stability analysis by means
of a common Lyapunov function, as well as appropriate values of the controllers’ gains. Note that the
controllers are easy to implement for linearizations in Taylor series.

3.1. Feedback Linearization for Voltage-Mode Controller

Consider the system (5) and (6). A feedback linearization is performed in order to obtain a linear
polytopic system, with the main aim to demonstrate that it is robust against arbitrary parameter
changes. The feedback proposed is as follows:

u = −k1x1 −
(

PL
ex2

1
+ k2

)
x2 (17)
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where k1, k2 are controller gains; the system under the above controller action is obtained substituting
u in the system (5) and (6):

ẋ1 = x2 (18)

ẋ2 = −α1x1 − α2x2 (19)

where:

α1 =
k1e + 1

LC
(20)

α2 =
k2e
LC

(21)

Selecting k1 > 0 and k2 > 0, one has that α1 > 0 and α2 > 0.
Consider parametric variation within known ranges, denoted by an underline for the minimum

value and by an overline for the maximum value, as follows: e(t) ∈ [e, e], L(t) ∈ [
L, L

]
and C(t) ∈ [

C, C
]
. The linearized system (18) and (19) can be written as a polytopic, simplice

system [27]:

ẋ = θ1 A1x + θ2 A2x + θ3 A3x + θ4 A4x (22)

where Θ = θ1 + θ2 + θ3 + θ4 = 1, θ1 ≥ 0, θ2 ≥ 0, θ3 ≥ 0, θ4 ≥ 0 (simplice) and:

A1 =

[
0 1

−α1 −α2

]
, A2 =

[
0 1

−α1 −α2

]
, A3 =

[
0 1

−α1 −α2

]
, and A4 =

[
0 1

−α1 −α2

]
. (23)

That is, α1 is the minimum value of α1 for the defined parametric variation ranges and similarly
for the other bound of α1 and the boundaries of α2. From [28], the quadratic stability of the system (22)
is ensured if it is quadratically stable with θ1 = 1, with θ2 = 1, with θ3 = 1 and with θ4 = 1:

Proposition 1. [28] The quadratic stability of the system (22) is equivalent to the existence of a P ∈ R
2×2

symmetric, positive definite matrix satisfying:

PAi + AT
i P ≺ 0, ∀i = 1, ..., 4 (24)

where Ai denotes the i-th vertex and · ≺ 0 denotes a definite negative matrix.

That is, it is enough to demonstrate quadratic stability for all vertices; in fact, in such a case,
a common Lyapunov function (CLF) can be constructed from one of the vertices. With that objective,
from [26], every eigenvalue of the Ai-th matrix must take a negative real value in order to determine the
quadratic stability of the vertex; it can be resolved that the second vertex conditions are the supreme,
and it is enough to accomplish (see Appendix A for a proof):

k1 >
LC
4e

(
k2e
LC

)2
− 1

e
(25)

k2 > 0 (26)

to ensure the robust quadratic stability; so, it can be concluded that the proposed feedback
linearization (17) stabilizes the nonlinear system (5) and (6) if the gains k1, k2 are selected so that (25)
and (26) are met.

254



Energies 2018, 11, 1130

3.2. Taylor Series Linearization for Voltage-Mode Controller

Although a direct feedback linearization can be carried out in order to nullify the nonlinear
term in (6), as described in the previous section, possibly time-varying and hardly-estimable terms
are involved, for example L(t). Instead of a direct feedback linearization, consider the Taylor-series
linearization (7) and (8) and consider once again known ranges for parameter variation, additionally
with Vx(t) ∈

[
Vx, Vx

]
as the output voltage operating point range, P(t) ∈ [

P, P
]

as the output power
range and the linear feedback u = −k3x1 − k4x2. A polytopic, simplice system can be constructed as
in Section 3.1, [27]:

ẋ = θ1A1x + θ2A2x + θ3A3x + θ4A4x (27)

where:

A1 =

[
0 1

−σ1 −σ2

]
, A2 =

[
0 1

−σ1 −σ2

]
, A3 =

[
0 1

−σ1 −σ2

]
, and A4 =

[
0 1

−σ1 −σ2

]
, (28)

Following the same technique used in Section 3.1, it is easy to demonstrate that:

σ1 =
ek3 + 1

LC
(29)

σ2 =
k4e
LC

− P
CV2

x
(30)

where the σ boundaries are constructed with the boundaries of the parameter variation ranges as in
the previous section. The stability of all of the vertices is ensured if:

k3 > 0 (31)

0 <
k4e
LC

− P
CVx

2 < 2
√

σ1 (32)

It is worth mentioning that in this analysis, there is no restriction on the rate of change in the
parameters including the value of the constant power transferred to the load. Therefore, it can be
concluded that the proposed feedback, stabilizes the polytopic system (27) if the gains k3, k4 are selected
so that (31) and (32) are met. In order to accomplish these conditions, first select a k3 and calculate σ1

to determine the maximum value of k4.
Note that several linearizations in different operating points can be performed to obtain a switched

polytopic system, and the global stability can be demonstrated by a CLF; however, it is not the objective
of this paper. Refer to [29] for a switched polytopic stability approach.

3.3. Taylor Series Linearization for Current-Mode Controller

In current-mode, a feedback linearization as in the case of voltage-mode is not possible due to the
squared current change (y2

2). In this case, a direct linearization of (12) and (13) in the operating point
y1 = Ir, y2 = 0, u = uy and variable changes z1 = y1 − Ir, z2 = y2 are performed:

ż1 = z2 (33)

ż2 =
euy

CPL
z1 +

2I2
r

CP
z2 − eIr

CPL
u (34)

Consider u = k5z1 + k6z2 where k3, k4 > 0 are controller gains; the system (33) and (34) is now:

ż1 = z2 (35)

ż2 = −γ1z1 − γ2z2 (36)
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where:

γ1 =
k5eIr

CPL
− euy

CPL
(37)

γ2 =
k6eIr

CPL
− 2I2

r
CP

(38)

Again, a polytopic system can be built as follows:

ż = ϑ1A1z + ϑ2A2z + ϑ3A3z + ϑ4A4z (39)

where:

A1 =

[
0 1

−γ1 −γ2

]
, A2 =

[
0 1

−γ1 −γ2

]
, A3 =

[
0 1

−γ1 −γ2

]
, and A4 =

[
0 1

−γ1 −γ2

]
. (40)

For the quadratic stability of the system (39), every eigenvalue of the Ai-th matrix must take
a negative real value in order to determine the quadratic stability of the vertex. Calculating such
conditions for γ1, γ2 > 0, for all Ai and for all the eigenvalues results in the controller gains conditions:

k5 >
PLC
eIr

⎡⎣1
4

(
k6eIr

PLC
− 2I2

r

PC

)2

+
euy

PLC

⎤⎦ (41)

k6 >
2I2

r PLC
eIrCP

(42)

It is worth mentioning that, in this analysis, there is no restriction about the rate of change in
the parameters including the value of the constant power transferred to the load. Once again, it can
be concluded that the proposed feedback stabilizes the polytopic system (39) if the gains k5, k6 are
selected in a way that (41) and (42) are met.

4. Experimental Behavior

In order to illustrate the robust stability of the proposed controller even under arbitrary (bounded)
changes, a 100-W testbed was implemented (Figure 4) for a buck topology (although simulations were
performed for a wide variety of tests including at high power ranges, such data are not presented
here; the interested reader can refer to the Data Availability Section at the end of the paper for PSIM
11 schematics and data). At the top is a low voltage power source that feeds the low control board
voltage at the bottom. In the middle are the power source and the electronic load from top to bottom.

Figure 4. Experimental testbed.
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The buck topology was selected due to lowering of the voltage, which is the most required
case for the LVDCdistribution system for building/residential applications. Indeed, it is required to
decrease the voltage from the main 375-V DC bus in the following cases: (a) loads with input rectifier
(325 V DC); (b) loads with pure resistive loads (230 V DC); (c) loads without protection against indirect
contacts (120 V DC); (d) light electronic appliance loads, based on the standard telecommunication
industry (48 V DC); (e) EMerge Alliance Occupied Space Standard loads (24 V DC); and (f) automotive
loads (12 V DC).

4.1. Equipment

In Figure 5, the configuration of the testbed used to perform the demonstrative experiments is
shown. The PEC and PWM were built in a single PCB. The PCB that was built is shown in Figure 6.
The low cost of the PEC, the 8-bit Microchip microcontroller running at 20 MHz, sampling at 625 kHz
and the common 120-W P-MOSFET that were used, is worth highlighting. A programmable medium
power DC power source (1200 W), Model 9116 from BK PRECISION, was used for the input; this source
allows obtaining abrupt changes in output voltage and current. Additionally, a 600-W programmable
DC electronic load, Model 8510 from BK PRECISION, was used as the output; this device allows
setting a constant power (CPL) for some desired voltage or current and performs abrupt changes in
the power level on-the-fly. Two mechanical switches SL and SC were laid to perform abrupt changes
of the passive components of the PEC; that is, to connect/disconnect a parallel capacitor/inductor
(CP/LP) with C and L. The output current is measured with a Tektronix A622 current probe with
100 mV/A (1 A) connected to a four-channel oscilloscope; the input and output voltages are measured
by a direct connection to the oscilloscope.

Figure 5. Experimental testbed configuration.

Figure 6. PCB of the DC-DC converter and robust CPL controller.
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The parameter boundaries for this testbed were as follows: L ∈ [2.2 mH, 2.4 mH], C ∈
[0.9 μF, 1.1 μF] , P ∈ [45 W, 100 W] , e ∈ [80 V, 100 V]. The voltage-mode robust controller (Section 3.2)
was selected for the experiments due to its implementational simplicity (no current measure is
performed to calculate the control output), such that controller gains that fulfill (31) and (32) were
tuned with Vx = 48 V. That is, first, k3 = 3.5 > 0 was tuned to obtain a desired behavior, and with this
value, σ1 was calculated to determine the value of k4 that fulfills (32); in such a case, k4 results in a very
low positive value.

4.2. Procedure

In order to show the validity of the analysis of this paper, several tests were performed in the
testbed described in the previous section. The overall tests were performed at normal temperature
conditions (22 degrees for the room temperature and 40 degrees at the heat sink).

The first representative test consists of performing abrupt input voltage changes emulating a real
microgrid scenario. For a 100-W CPL the following sequence of input voltage changes was used: 90 V,
80 V, 70 V, 80 V, 90 V and 100 V. The output voltage response is shown in Figure 7 in purple at the
bottom, while the input voltage is shown in blue at the top and the output current in yellow in the
middle. The CPL is maintained at 50 W at 48 V.

The second representative test consisted of CPL changes, that is the constant power load value
was modified in the following sequence: 50 W, 1 W, 80 W and 1 W, in order to recreate a scenario with
several CPLs in a changing ON-OFF condition with e = 80 V. No adverse effects were detected in
this test, as shown in Figure 8; again, the output voltage response is shown in purple at the bottom,
while the input voltage is shown in blue at the top and the output current in yellow in the middle.

The third representative test consisted of performing a capacitance abrupt change by connecting
a series capacitor of 3.9 μF with C through a switch (mechanical). The first 5 s (approximately) shown
in Figure 9 correspond to a 1 μF capacitance; then, the switch is turned on up to 10 sto increase the
capacitance to 4.9 μF, which is out of the design bounds. Note that the current ripple in the CPL
increases slightly since more current is needed to charge the capacitor; however, the CPL voltage
remains stable without transients. This procedure is repeated one time, as shown in the figure.

The fourth test consisted of performing an inductor abrupt change by a switch (mechanical).
A parallel inductor of the same nominal value (2.3 mH) is connected to L from zero to 5 s
(approximately) till the total inductance is 1.15 mH, which is out of the design bounds. Then, the switch
is turned off, and the inductance turns to 2.3 mH up to 10 s. Note that in spite of a CPL current ripple
increase (with a small inductance), the CPL voltage remains stable without transients. This procedure
is repeated as shown in the Figure 10.

Figure 7. Output voltage (purple, bottom) and current responses (yellow, middle) for e (blue, top)
abrupt changes.
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Figure 8. Output voltage (purple, bottom) and current responses (yellow, middle) for constant e
(blue, top) and P abrupt changes.

Figure 9. Output voltage (purple, bottom) and current responses (yellow, middle) for constant e
(blue, top) and a capacitor change from 1 to 4.9 μF alternating every 5 s.

Figure 10. Output voltage (purple, bottom) and current responses (yellow, middle) for constant e
(blue, top) and an inductor change from 1.15 to 2.3 mH alternating every 5 s.

The last representative test presented in this paper was performed demanding a power load
wattage from 50 W to 110 W, which is out of the design boundary [45, 100] W; Figure 11 shows the
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obtained results; note that the controller was able to maintain the output voltage without signals of
instability, and only a small voltage transient of a 15% was perceived during the CPL change.

Figure 11. Output voltage (purple, bottom) and current responses (yellow, middle) for constant e
(blue, top) and a large P change (out of the design bound P(t) = 110 /∈ [45, 100] W).

4.3. Discussion of the Results

For the first test, Figure 7 shows the results obtained for both the input and CPL voltage, as well
as the CPL current, during abrupt input voltage changes. This is a normal situation in an LVDC
microgrid since the voltage is provided from a non-regulated source. In spite of the abrupt changes in
input voltage, it is easily seen that the CPL holds with a constant output voltage as expected from the
analysis. Note that a small output transient is presented at the beginning of the test; this is reasonable
since a derivative controller was used, and initially, the absolute value of the error is high. This can be
diminished (if desired) by an ad hoc tuning.

One difficulty encountered during the experiment was that an abrupt increment in the CPL value
can easily damage the MOSFET if the voltage is low because the current increases rapidly. The solution
was to use a MOSFET, with an adequate working voltage (VDS = 200 V).

For the second test, Figure 8 shows the results obtained for abrupt CPL changes. In this
test, another LVDC microgrid real scenario is emulated since some loads in the microgrid can
connect/disconnect from the bus unexpectedly. In spite of abrupt changes in CPL, it is easily seen that
the CPL holds with a stable output voltage as expected from the analysis. Note that the CPL voltage
ripple increases slightly when the CPL level is low (this is external to the boundaries of the design
[45, 100] W).

For the third test, Figure 9 shows the results obtained for abrupt capacitance (C) changes. In this
test, another real LVDC microgrid scenario is emulated since some loads in the microgrid can provide
a parasitic impedance and/or the temperature or another variable can change the total capacitance
of the PEC/RPEC. In spite of abrupt changes in capacitance, it is easily seen that the CPL holds with
a stable output voltage as expected from the analysis. Note that the CPL voltage ripple increases
slightly when the capacitance is high (as in the previous test; this is external to the boundaries of the
design [0.9, 1.1] μF).

For the fourth test, Figure 10 shows the results obtained for abrupt inductance (L) changes. As in
the previous test, another real LVDC microgrid scenario is emulated for parasitic impedances. In spite
of the abrupt changes, it is easily seen that the CPL holds with a stable output voltage as expected
from the analysis. Note that the CPL current ripple increases when the inductance is low (again, this is
external to the boundaries of the design [2.2, 2.4] mH).
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Finally, the fifth test emulates a CPL that is external to the boundaries of the design with
a maximum of 110 W. Note in Figure 11 that a small output transient is present at every change
due to the derivative action, but in spite of those, the CPL voltage remains stable.

4.4. Brief Comparison with Other Proposals

Though this proposed controller has an easy operation and dynamic response, its advantages
have to be corroborated by comparing it with other proposals. In this paper, not only its complexity,
theory and implementation, but also, the dynamic response is evaluated in order to fulfill this purpose.
Because no experimental setup was built for additional proposals, the evaluation is performed based
on data from existing literature on the subject. A brief comparison for the proposed controller
with other schemes is given in Table 1. These are found to be classified in terms of the theory and
implementational difficulty.

Table 1. Comparison with other proposals.

Type of Controller
Theory

Difficulty
Implementation

Complexity
Dynamic
Response

Remarks

Active stabilizer [8] High High Good
Good performance and a digital

platform is used, in this case,
a dSPACE.

Active damping [9] Medium Medium Good
Good performance and a digital

platform is used, in this case a pair
of DSPs.

Linear [10] High High Good Good performance and only
numerical results are reported.

Sum of squares [11] High High Medium Medium performance and only
numerical results are reported.

Algebraic [12] Medium Medium Medium Medium performance and only
numerical results are reported.

Sliding mode [13] Medium High Good Good performance and only
numerical results are reported.

Linear damping [14] Medium High Good Good performance and a digital
platform is used, in this case a DSP.

Robust stability [15] High High Medium Medium performance and only
numerical results are reported.

Drop control [16] High High Good Good performance and only
numerical results are reported.

Fractional order
controller [17] High High Medium Medium performance and only

numerical results are reported.

Robust stability [19] High High Medium Medium performance and only
numerical results are reported.

Proposed approach Medium Low High
Good performance and a low cost

digital platform is used, in this case,
a microcontroller.

It may be observed that the proposed approach presents a good compromise between theory
implementation and dynamic response. Although most of the controllers that are based on non-linear
models propose comparable characteristics, the active damping presents a good dynamic response [8].
However, it requires a more sophisticated digital platform for its implementation. Additionally, as
seen in Table 1, several controllers are validated with only numerical simulations [10–13,15–17,19].
In contrast, this proposed controller offers a good dynamic response in comparison with the previous
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work. Additionally, as reported in Table 1, this proposal has a similar response to active damping;
however, it does not require much time to cope with CPL, since no sophisticated digital platform
is required.

Without a doubt, this proposal requires a natural digital implementation, however not necessarily
a sophisticated one (an 8-bit microcontroller is used for the experimental tests). Besides, there are
mathematical and experimental conditions where the controller may be operated properly, which
do not occur with other proposals. For instance, abrupt changes in passive parameters. Although
an in-depth practical comparison may be performed between references [8,9,14] and this proposal, this
is beyond the purposes of this publication.

5. Conclusions

In the present work, the CPL stabilization problem was analyzed from a robust-polytopic point
of view, for three basic converters even in a reconfigurable scheme while the activity is going on
(on-the-fly).

It was also demonstrated that the design of a polytopic, robust controller is natural for the CPL
problem since the ranges of power demand and other parameters are normally known. This controller
is robust against reasonable (design) changes in the power source voltage/current level and in the
values of the components.

It was analytically demonstrated and experimentally shown that a simple controller is enough
to stabilize a CPL voltage/current even when all of the parameters are time-varying values if some
conditions are met. Various scenarios of LVDC were emulated, and the validity of the analysis
presented can be easily extended to other topologies of PEC, even for those reconfigurable ones while
the activity is going on (on-the-fly).

The presented controller can be used in various real microgrid scenarios in which a stabilization
of the output voltage with parameters that change with time and a piecewise constant power demand
are present. The proposed controller and DC-DC converter can be extended for use in electric vehicles.
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Appendix A

Calculating conditions for A1 (eigenvalues), one has:

|A1 − λI| =
∣∣∣∣∣
[

−λ 1
−α1 −α2 − λ

]∣∣∣∣∣ = λ(α2 + λ) + α1 = λ2 + α2λ + α1 (A1)

solving for λ:

λ1 =
−α2 +

√
α2

2 − 4α1

2
(A2)

λ2 =
−α2 −

√
α2

2 − 4α1

2
(A3)
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It is enough for stability to get the negative real part of every eigenvalue, that is:

α1 >
α2

2
4

(A4)

α2 > 0 (A5)

Calculating the values of α1 and α2 results in:

α1 =
k1e + 1

LC
(A6)

α2 =
k2e
LC

(A7)

Substituting (A6) and (A7) in (A4) and (A5), the controller gains conditions for quadratic stability
can be determined:

k1 >
k2

2e
4LC

− 1
e

(A8)

k2 > 0 (A9)

For the second vertex, the same analysis can be performed, but now:

α1 =
k1e + 1

LC
(A10)

α2 =
k2e
LC

(A11)

is used; and the controller gains are:

k1 >
LC
4e

(
k2e
LC

)2
− 1

e
(A12)

k2 > 0 (A13)

For the third vertex, the same analysis can be performed, but now:

α1 =
k1e + 1

LC
(A14)

α2 =
k2e
LC

(A15)

is used; and the controller gains are:

k1 >
LC
4e

(
k2e
LC

)2
− 1

e
(A16)

k2 > 0 (A17)

For the fourth vertex, the same analysis can be performed, but now:

α1 =
k1e + 1

LC
(A18)

α2 =
k2e
LC

(A19)
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is used; and the controller gains are:

k1 >
k2

2e
4LC

− 1
e

(A20)

k2 > 0 (A21)

In order to obtain a single condition valid for the four vertices, it can be seen that selecting the
greater of them will be enough, and quadratic stability will be achieved. The k2 conditions are the
same. For k1, it is demonstrated that the right side of (A20) is greater than the right side of (A8):

k2
2e

4LC
− 1

e
<

k2
2e

4LC
− 1

e
(A22)

Since:

k2
2e

4LC
− 1

e
<

k2
2e

4LC
− 1

e
(A23)

Therefore:

k2
2e

4LC
− 1

e
<

k2
2e

4LC
− 1

e
(A24)

k2
2e

4LC
<

k2
2e

4LC
(A25)

e
LC

<
e

LC
(A26)

eLC
eLC

< 1 (A27)

Since e < e, C < C and L < L, the right side of (A20) is greater than the right side of (A8). Now, it
is demonstrated that the right side of (A12) is greater than the right side of (A16):

LC
4e

(
k2e
LC

)2
− 1

e
<

LC
4e

(
k2e
LC

)2
− 1

e
(A28)

Since:

LC
4e

(
k2e
LC

)2
− 1

e
<

LC
4e

(
k2e
LC

)2
− 1

e
(A29)

it can be written out as:

LC
4e

(
k2e
LC

)2
− 1

e
<

LC
4e

(
k2e
LC

)2
− 1

e
(A30)

LC
4e

(
k2e
LC

)2
<

LC
4e

(
k2e
LC

)2
(A31)

1 <

(
LC

)3 e2

(LC)3 e2
(A32)

Since e < e, C < C and L < L, the right side of (A12) is greater than the right side of (A16). Now,
it is demonstrated that the right side of (A12) is greater than the right side of (A20):

k2
2e

4LC
− 1

e
<

LC
4e

(
k2e
LC

)2
− 1

e
(A33)
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Since:

LC
4e

(
k2e
LC

)2
− 1

e
<

LC
4e

(
k2e
LC

)2
− 1

e
(A34)

it can be written out as:

k2
2e

4LC
− 1

e
<

LC
4e

(
k2e
LC

)2
− 1

e
(A35)

k2
2e

4LC
<

LC
4e

(
k2e
LC

)2
(A36)

eLC
eLC

< 1 (A37)

Since e < e, C < C and L < L, the right side of (A12) is greater than the right side of (A20). It can
be resolved that the second vertex conditions are the supreme, and it is enough to accomplish:

k1 >
LC
4e

(
k2e
LC

)2
− 1

e
(A38)

k2 > 0 (A39)
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Abstract: This paper proposes a new robustly adaptive hysteresis current digital control algorithm
for half-bridge inverters, which plays an important role in electric power, and in various applications
in electronic systems. The proposed control algorithm is assumed to be implemented on a high-speed
Field Programmable Gate Array (FPGA) circuit, using measured data with high sampling frequency.
The hysteresis current band is computed in each switching modulation period based on both
the current error and the negative half switching period during the previous modulation period,
in addition to the conventionally used voltages measured at computation instants. The proposed
control algorithm is derived by solving the optimization problem—where the switching frequency
is always constrained at below the desired constant frequency—which is not guaranteed by the
conventional method. The optimization problem also keeps the output current stable around the
reference, and minimizes power loss. Simulation results show good performances of the proposed
algorithm compared with the conventional one.

Keywords: half-bridge inverters; digital control; hysteresis current control; switching frequency;
optimization

1. Introduction

Nowadays, inverters and their controllers play an important role in the enabling of a wider
proliferation of renewable energy generation [1,2], the realization of new grid concepts with high
efficiency [3,4], and various applications in electronic systems [5,6]. Among various current control
techniques developed over last few decades, there are three major classes of control scheme:
sine-triangle Pulse Width Modulation (PWM), predictive dead-beat, and hysteresis current control.
While the asynchronous sine-triangle PWM is a popular technique to modulate current error, it requires
a PI (Proportional-Integral) regulator and often results in unavoidable delays. The predictive dead-beat
control technique tends to give good performance in terms of response and accuracy. However,
this technique is highly dependent on the accuracy of the predictive model and is complicated to
implement [7]. Hysteresis current control, on the other hand, is simpler to implement and does not
have such drawbacks. It has a fast dynamic response, and does not require any information about the
system parameters, which enhances its robustness [5,8]. For this reason, it finds applications in a large
variety of switching inverters.

The basic implementation of hysteresis current control is based on the switching signal that is
derived by comparing the actual current and the reference current so that the current error is kept
within the tolerance current band. In classical hysteresis current controllers, the hysteresis current band
is normally fixed to a certain value, which makes the switching frequency vary in order to contain
the current ripple within the band. This leads to unwanted heavy interference among the phases in
the three-phase system [9]. In order to overcome this problem, an adaptive hysteresis current control
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technique has been developed and used in many applications [10–12]. In this technique, the hysteresis
current band is not fixed, but controlled adaptively in each switching modulation period, and based
on the measured output voltage values and the desired constant switching frequency [13].

Digital hysteresis current control usually requires a sufficiently high sampling frequency to
control the switch devices with accurate switching time [14,15]. The ripple current varies during each
switching modulation at a very fast rate, which is inversely proportional to the output inductance
and proportional to the difference between the dc and output voltages. Because, during the sampling
interval, the hysteresis current band could not be observed until the arrival of the next data sample,
the low sampling frequency may lead to a large ripple current overshoot from the hysteresis current
band. A high sampling frequency at the MHz level seems to be quite high for conventional
Digital Signal Processors (DSP) and microcontrollers, which are employed in most power electronic
applications at present. Additionally, such a high sampling frequency is beyond the scope of the Field
Programmable Gate Array (FPGA) circuit, which has a high-speed clock and is becoming more and
more popular in inverter control [16–18].

In many applications, the high switching frequency has several advantages including lower
current ripple, faster transient response, and effective size reduction for the inverter circuit [19–21].
In some cases, the switching devices are operated near the highest possible switching frequency,
for example when the controller is redesigned for an existing device, or in order to reduce the price of
the inverters. For instance, when a motor is accelerated from a standstill to rated speed, an inverter
is usually designed to operate near its highest possible switching frequency in order to achieve
a low current distortion [22]. In these cases, if the switching devices are forced to change their
on-off states at a frequency beyond their limit, especially under the influence of noise, short-circuit
fault can occur and may lead to breakage of the switching device [23]. Therefore, it is important
to properly control the hysteresis current band so that the frequency of the switching device does
not exceed its highest possible switching frequency. However, the switching frequency fluctuation
controlled by the conventional method is not guaranteed to never exceed this limit, especially with
noise. The conventional method of computing a hysteresis current band uses only the measured
voltage values at the instant when the switches start a new modulation period [13,24]. The present
study proposes a new digital hysteresis current control algorithm that takes the feedback information
from the preceding modulation period into account, keeping the switching frequency constant and
always below the highest possible switching frequency of the switching device, even when noise is
present. The controller is assumed to be using an FPGA while the sampling interval is at the MHz level.

This paper is organized as follows. Section 2 presents a conventional method of using the fixed
band hysteresis current. In Section 3, a conventional adaptive hysteresis current control is described and
its disadvantages are explained. Then, a new robustly-adaptive hysteresis current control algorithm is
proposed in Section 4. In Section 5, the simulation results are shown to demonstrate that the proposed
method has better performance than the conventional method. Conclusions are given in Section 6.

2. Classical Fixed Band Hysteresis Current Control

Consider a single-phase half-bridge inverter circuit, where the output is connected to a grid ac
voltage vg as in Figure 1. The dc voltage is supplied by two constant and balanced dc sources, each of
which has a value of Vdc. Parameters L, C, and R present the output inductance, current ripple filter,
and load respectively. The inverter output current iL is controlled by the switching devices S1 and S2

to track a given reference current ire f . The ripple component of the output current iL is filtered by the
current ripple filter, and the grid current io is derived without a ripple component.
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Figure 1. Single-phase half-bridge inverter circuit.

Figure 2 shows the structure of the digital control system. The measured output voltages,
and currents are sampled by analog/digital converters, and used for computing on/off pulses of
switches S1 and S2. The states of the switches and the corresponding inputs and outputs of the inverter
are shown in Table 1.

Figure 2. Structure of the digital control system.

Table 1. States of switches and corresponding outputs.

Half Period S1 S2 Input Voltage vdc Output Current iL

Positive On Off Vdc Increase
Negative Off On −Vdc Decrease

In the classical fixed band hysteresis current control, the tolerance current band is fixed to
a certain value Δib [25]. While the measured output current iL is between the upper and lower limits,
no switching occurs. When the measured output current crosses above the upper limit of the hysteresis
band

(
ire f + Δib

)
, the switch S1 is turned off, the switch S2 is turned on and the current starts to

decay. In contrast, when the measured current crosses below the lower limit of the hysteresis band(
ire f − Δib

)
, the switch S1 is turned on, the switch S2 is turned off and the current starts to increase

(Figure 3).

Figure 3. Fixed band hysteresis current control.
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The hysteresis current band value is directly proportional to the current ripple and inversely
proportional to the switching frequency. Thus, increasing the value of the hysteresis current band will
increase the current ripple while a decrease in the band will increase the switching losses. In analog
controllers, the current ripple is always kept exactly within the hysteresis band. However, in digital
controllers, the hysteresis control is shown to be effective only if the current band is chosen to satisfy
the following condition [5]:

Δib > max
(dire f

dt

)
1
fsp

, (1)

where fsp is the sampling frequency. The maximum switching frequency fsw_max should be smaller
than half the sampling frequency fsp, i.e.,:

fsw_max ≤ 1
2

fsp. (2)

3. Conventional Adaptive Hysteresis Current Control

3.1. Algorithm of the Convention Adaptive Hysteresis Current Control

The above mentioned fixed band hysteresis control has many advantages: its simplicity, its fast
and stable response, and its independence from system parameters. However, a disadvantage is that
the switching frequency needs to vary in order to keep the peak-to-peak current ripple controlled at all
points on the fundamental frequency wave [10]. In order to solve this problem, the adaptive hysteresis
current control technique has been presented in the literature [7,26]. In this technique, the hysteresis
current band is not fixed, but controlled adaptively in each switching modulation period, based on the
measured output voltage values and the desired constant switching frequency. The adaptive hysteresis
current control is employed as shown below.

Define the current error Δi(t) as:

Δi(t) = iL(t)− ire f (t), (3)

where iL(t), and ire f (t) are the inverter output and the reference currents, respectively, at instant t.
Consider the instant t0, when the output current iL tends to cross the lower hysteresis band, and the
switch S1 is switched on. The current error at t0 is Δi(t0) (Figure 4). Assume that the switch S1 is
switched on during [t0, t1), and is switched off during [t1, t2) intervals. These intervals are called
positive and negative half switching periods respectively.

 

Figure 4. Conventional adaptive hysteresis current control.
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The output current dynamic equation can be written as:

diL(t)
dt

=
vdc(t)− vg(t)

L
(4)

for t0 ≤ t ≤ t2, where vg is the instantaneous grid voltage, L is the output inductance, and vdc(t) is the
inverter dc voltage, and can be elaborated as:

vdc(t) =

{
Vdc i f S1 is On
−Vdc i f S1 is O f f

. (5)

Define the output current slopes in the on and off periods by
.
Ion, and

.
Io f f respectively. Assuming

that the output voltage is slowly varying during the switching modulation period [t0, t2], the output
current slopes (4) can be expressed as:

.
Ion =

diL(t)
dt

=
Vdc − vg(t0)

L
(6)

for t ∈ [t0, t1), and:
.
Io f f �

diL(t)
dt

=
−Vdc − vg(t0)

L
(7)

for t ∈ [t1, t2).
The current errors in the positive and negative half switching periods are given as:

Δi(t1) = iL(t1)− ire f (t1)

= ire f (t0) + Δi(t0) +
.
IonTon − ire f (t1) ,

(8)

Δi(t2) = iL(t2)− ire f (t2)

= ire f (t0) + Δi(t0) +
( .

IonTon +
.
Io f f To f f

)
− ire f (t2).

(9)

where Ton and To f f are the on and off periods of switch S1, given as:

Ton = t1 − t0 (10)

To f f = t2 − t1 (11)

The reference current ire f (t) is slowly varying during the modulation period, such that it can be
approximated as:

ire f (t1) = ire f (t0) +
.
Ire f (t0)Ton, (12)

ire f (t2) = ire f (t0) +
.
Ire f (t0)

(
Ton + To f f

)
, (13)

where:
.
Ire f (t0) =

dire f (t)
dt

∣∣∣∣
t=t0

(14)

By substituting Equations (12) and (13) into Equations (8) and (9), one can write the current errors
Δi(t1), and Δi(t2) as:

Δi(t1) = Δi(t0) +
.
I
′
onTon (15)

Δi(t2) = Δi(t0) +
.
I
′
onTon +

.
I
′
o f f To f f = Δi(t1) +

.
I
′
o f f To f f (16)

where
.
I
′
on and

.
I
′
o f f are the current error slopes in positive and negative half switching periods, given as:
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.
I
′
on =

.
Ion −

.
Ire f (t0) =

Vdc − vg(t0)

L
− .

Ire f (t0), (17)

.
I
′
o f f =

.
Io f f −

.
Ire f (t0) =

−Vdc − vg(t0)

L
− .

Ire f (t0) (18)

Let fsw be the desired constant switching frequency. In the conventional adaptive hysteresis
current control method, the hysteresis current band Δib(t0) is derived by using the following
conditions:

Δi(t1) − Δi(t0) = 2Δib(t0) (19)

Δi(t2) − Δi(t1) = −2Δib(t0), (20)

Ton + To f f = Tsw, (21)

where Tsw = 1/ fsw is the desired constant switching period. Substituting Equations (19)–(21) into
Equations (15) and (16), we can derive the hysteresis current band as:

Δib(t0) =
1
2

.
Ion

.
Io f f

.
Io f f −

.
Ion

Tsw (22)

By substituting Equations (17) and (18) into Equation (22), the hysteresis band in Equation (22)
can also be written in the form of [26] :

Δib(t0) =
VdcTsw

4L

(
1 − m2(t0)

)
, (23)

where:
m(t0) =

1
Vdc

(
vg(t) + L

.
Ire f (t)

)
(24)

3.2. Disadvantages of Conventional Adaptive Hysteresis Current Control

Consider the case where the inverter needs to be controlled so that the operating switching
frequency is always strictly equal to or lower than a constant frequency, which may be the highest
possible switching frequency of the switching devices.

The conventional adaptive hysteresis current control described in Section 3.1 has been shown to
be able to improve on the disadvantage of the fixed band hysteresis current control of the varying
switching frequency [8]. However, when the inverter is operated under the effect of noise or
disturbances, this conventional method does not guarantee a stable response and constant switching
frequency as, for example, in the following problems.

Problem 1. If the negative half switching period of switch S1 in the previous modulation period is To f f _pre,
as shown in Figure 5, then:

To f f _pre = t0 − t−1 (25)

While the operating switching frequency can be defined from both the time periods Ton + To f f
and To f f _pre + Ton, the calculation of the conventional hysteresis current band only guarantees that
modulation period Ton + To f f is equal to the desired constant switching period Tsw, as in Equation (21).
If the noise or disturbances to voltage and current make the negative half switching period To f f _pre in
the previous modulation shorter than the calculated value, then the operating switching frequency of
the conventional method may exceed the highest possible switching frequency of the switching devices.
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Figure 5. Conventional adaptive hysteresis current control does not guarantee that the operating
switching frequency will be lower than the desired constant frequency.

Problem 2. In order to keep the average value of the output current equal to the reference current in each
switching modulation, the hysteresis current band should be computed so that:

− Δi(t1) = Δi(t2) = −Δib (26)

However, the hysteresis current band computed by the conventional method, as in Equations (19)
and (20), in general, does not satisfy the Condition (26), except in the case of the ideal condition
shown by the dashed line in Figure 6, where the current error at instant t0 is identical to the computed
hysteresis current band Δib, i.e.,:

Δi(t0) = −Δib (27)

When the Condition (27) is not satisfied, the average value of the output current during a switching
modulation period deviates from the reference current, which may lead to an unstable response as
shown in Figure 6 by the solid line.

 
Figure 6. Conventional adaptive hysteresis current control does not guarantee the stability of the
response current.
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4. Proposed Robustly Adaptive Hysteresis Current Control

Consider the instant t0, when the output current crosses to pass the lower limit of the hysteresis
band ire f + Δi(t0) and the switch S1 starts to be switched on as shown in Figure 7. The negative half
switching period of switch S1 in the previous modulation period To f f _pre is:

To f f _pre = t0 − t−1. (28)

Figure 7. Proposed adaptive hysteresis current control.

In order to solve the problem of unstable switching frequency of the conventional adaptive
hysteresis current control mentioned in Section 3, this study proposes a new hysteresis current band
computation method by setting an optimization problem as:

(i) To f f−pre + Ton ≥ Tsw,
(ii) Ton + To f f ≥ Tsw,
(iii)Δib = Δi(t1) = −Δi(t2),
(iv)Δib ≥ Δiconv,
minimize

Δi
J = (Δi(t1))

2 + (Δi(t2))
2,

(29)

where Δiconv is the hysteresis current band computed by the conventional method as in Equation (22),
and J is the objective function.

Constraint conditions (i) and (ii) in Equation (29) maintain the operating switching frequency to
always be equal to or smaller than the desired instant switching frequency. Condition (iii) keeps
the average value of the output current identical to the reference current during the switching
modulation period. Condition (iv) keeps the output current from deviating from the reference current.
The objective function J represents the power loss from the inverter in each switching modulation
period. The hysteresis current band is computed such that the power loss J is minimized.

Equations (15) and (16) can be written as:

Ton =
1

.
I
′
on

(Δi(t1)− Δi(t0)), (30)

To f f =
1

.
I
′
o f f

(Δi(t2)− Δi(t1)) (31)

Substituting Equations (30) and (31) into Equation (29), the optimization problem (29) can be
written as:
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(i)Δi(t1) ≥
.
I
′
on

(
Tsw − To f f−pre

)
+ Δi(t0),

(ii)
(

1 −
.
Ion.
Io f f

)
Δi(t1) +

.
Ion.
Io f f

Δi(t2) ≥
.
IonTsw + Δi(t0),

(iii)Δi(t1) = −Δi(t2) = Δi,
(iv)Δi ≥ Δiconv,
minimize

Δi
J = (Δi(t1))

2 + (Δi(t2))
2.

(32)

The constraints in the optimization problem given in Equation (32) are linear. They can be
solved by using the graphical method for minimization problems [27], as below. The feasible region
representing constraint conditions (i–iv) can be represented by the dark area on the phase-plane
(Δi(t1), Δi(t2)) as in Figure 8. The objective function J is represented by the distance from the original
phase-plane to the point (Δi(t1), Δi(t2)). Thus, the optimal solution for Problem (32) is the point
(Δi(t1)s, Δi(t2)s) on the feasible region, which is closest to the original point. The solution can be
derived as:

Δiopt = max(Δiconv, ΔiA, ΔiB), (33)

where ΔiA, ΔiB, Δiconv are the points which satisfy pair constraint conditions (i, iii), (ii, iii), (iv, iii),
respectively, and are given by:

ΔiA =
.
Ion

(
Tsw − To f f−pre

)
+ Δi(t0), (34)

ΔiB =

.
IonTsw + Δi(t0)

1 − 2
.
Ion/

.
Io f f

, (35)

Δiconv =
1
2

.
Ion

.
Io f f

.
Io f f −

.
Ion

Tsw (36)

When the optimal solution is at ΔiA, it means that, for example under the effect of noise,
the negative half switching period To f f _pre in the previous switching modulation was smaller than the
regular value (Problem 1 in Section 3) and the hysteresis current band needs to be broadened to satisfy
condition (i) in Equation (29). When the optimal solution is at ΔiB, it means that the average output
current deviated from the reference current (Problem 2 in Section 3) and the hysteresis current band
needs to be broadened to satisfy condition (ii) in Equation (29). When the optimal solution is at Δiconv,
it means that the conditions (i) and (ii) are satisfied and the hysteresis current band should be brought
to the steady state as in the conventional method.

Figure 8. Domain and optimal solution for the hysteresis current band.

Remark 1. In an ideal state, where the effect of noise is sufficiently small, the proposed method gives the same
hysteresis current band as the conventional adaptive hysteresis current control method.
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5. Simulation Results

Simulations have been carried out to assess the performance of the proposed method as compared
with the conventional method [13] using the Matlab-Simscape Power System. A single-phase half-
bridge inverter was employed with the following parameters: an output inductance of L = 1 mH
and a filter capacitor of C = 10μF. The switching transistors in the inverter circuit were modeled
by the Insulated Gate Bipolar Transistor (IGBT) block in the Matlab-Simscape(R2016a, MathWorks,
Natick, MA, USA) Power System. The IGBTs have internal and snubber resistances of 1 mΩ and 1 kΩ,
respectively. The inverter was connected to the dc voltage source Vdc = 175 V, and the ac voltage
of the grid was vg = 100

√
2 sin(100πt) V. The sampling frequency of the analog/digital converters

was fsp = 2 MHz. The reference current was set at ire f = 10 sin(100πt) A. The noise in the measured
current, which may have come from the current sensor or the analog/digital converter, was assumed
to be white noise with a variance of 0.01 A. Figures 9–11 show the operating switching frequencies and
the output currents of the proposed and conventional methods compared with the reference current
for the desired constant switching frequency fsw at 40 kHz, 20 kHz, and 10 kHz respectively. The upper
sub-figures show a part of the current hysteresis response. Regarding the desired constant switching
frequencies, both methods yielded hysteresis output currents that were similar to the reference current.
However, the operating switching frequency of the conventional method oscillated and went over the
desired constant switching frequency. On the other hand, the proposed method yielded a switching
frequency that was more stable than that of the conventional method and was always maintained at
equal to or lower than the desired constant switching frequency. All the Figures also show that the
hysteresis current band increased when the desired constant switching frequency was increased.

The power efficiency of the inverter has been calculated, taking into account hysteresis current
loss. Table 2 shows the power efficiencies of the proposed and conventional methods with the tested
switching frequencies. The efficiencies of both methods decreased when the switching frequency was
decreased. It can be seen that the proposed method performed better than the conventional method in
terms of power efficiency in all cases.

 

Figure 9. Current and switching period of the proposed method and conventional method for the
desired switching frequency at 40 kHz.
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Figure 10. Current and switching period of the proposed method and conventional method for the
desired switching frequency at 20 kHz.

 

Figure 11. Current and switching period of the proposed method and conventional method for the
desired switching frequency at 10 kHz.
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Table 2. Power efficiency with various switching frequencies (%).

Switching frequency fsw = 10 kHz fsw = 20 kHz fsw = 40 kHz

Proposed method 97.1 98.4 99.3
Conventional method 95.2 97.2 98.5

6. Conclusions

A new digital hysteresis current control algorithm for single-phase half-bridge inverters has
been proposed. By taking advantage of digital controls, the hysteresis current band is computed
in each switching modulation period based on both the negative half switching period and the
current error during the previous switching modulation period, in addition to the usual measured
voltage value at the instant of computing. The hysteresis current control, with its simplicity and its
fast and stable response, may be implemented on high-speed FPGA boards with a high sampling
frequency. The proposed algorithm for computing the hysteresis current band is derived by solving the
optimization problem where (i) the switching frequency is stable and always maintained at equal to or
lower than the desired constant frequency; (ii) the output current is kept stable around the reference
current; and (iii) the power loss is minimized. Although the proposed control method has not been
evaluated in experiments, the theoretical numerical and simulation results show good performance of
the proposed algorithm compared with those of the conventional method. The proposed method is
expected to contribute to the control theory of high-speed FPGA-based hysteresis current control.

Author Contributions: Triet Nguyen-Van, Rikiya Abe, Kenji Tanaka performed and discussed the research;
Triet Nguyen-Van carried out the simulations, analyzed the data, and wrote the paper.
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Abstract: This paper presents a new three-phase four-leg voltage source inverter (VSI), which achieves
a high cost effectiveness for mega-watt level system applications. The proposed four-leg inverter
adopts the integrated topology with thyristors and insulated-gate bipolar transistors (IGBTs), which
aims to reduce the number of IGBTs. In order to handle the zero sequence current, a neutral leg via
incorporating IGBTs is artfully integrated with the regular phase legs. Furthermore, the modelling
principles are elaborated and analyzed, which emphasizes switching states and voltage vectors in six
segments based on the states of thyristors. Finally, by using the carrier-based pulse width modulation
(PWM) method, the closed-loop current control of the proposed inverter is verified by both simulation
and experimentation.

Keywords: power inverter; voltage source inverter; four-leg inverter; cost-effectiveness; current
control; pulse width modulation

1. Introduction

Three-phase voltage source inverters (VSI) are widely used in industrial applications such
as uninterruptable power supply (UPS) [1,2], motor drives [3–5], wireless power transfer [6] and
distributed power generation system [7,8]. Unfortunately, this conventional topology is hard to
keep the neutral point potential in a constant level under unbalanced load conditions, which leads
to asymmetric output voltage [9]. To solve this problem, a split capacitor three-phase inverter is
investigated in [10], but such a topology poses a problem of low DC voltage utilization. Alternatively,
the three-phase four-leg VSI that connects the neutral point to the fourth leg is investigated by [11–18].
In fact, three-phase four-leg VSI is widely used in various industrial applications, such as distributed
power generation, three phase UPS systems and series active filters, where the balanced three-phase
voltage output is required during unbalanced load conditions [19–21]. However, the topology and
control algorithm of the four-leg VSI are inherently more complex than the traditional three-phase type.

There has been a substantial increasing trend in control strategy investigations on three-phase
four-leg inverters, including the carrier-based pulse width modulation (PWM) [22,23], space vector
modulation algorithm [24,25], and digital predictive control [26,27]. Firstly, a minimally switched
control algorithm is studied, which can minimize switching operations and monitor the current polarity
for three-phase four-leg inverter [28]. Then, a selective harmonic elimination (SHE) control strategy on
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a three-phase four-leg inverter is reported in [29], where the lower order nontriplen harmonics are
eliminated by using Fourier-based equations on line-to-line basis as conventional SHE technology to
express the control signals of three legs. In addition, two methods that mitigate the load neutral point
voltage (LNPV) for three-phase four-leg inverters are analyzed, which are based on the PWM strategy
and the common mode filter, respectively [30]. Moreover, a decoupled sequence control strategy,
employing positive sequence, negative sequence, and zero sequence controllers is studied in [31].

However, the available publications on three-phase four-leg inverters are limited to eight-
insulated-gate bipolar transistors (IGBTs) topologies, as illustrated in Figure 1a. In mega-watt level
applications, the IGBT with a rated current of thousands of ampere is not cost-effective and is not
suitable for some cost-sensitive situations.

S1

S2

S3

S4

S5

S6

S7

S8

Vdc/2

Ra Rb Rc

La Lb Lc

Lf LfLf

Cf CfCf

Vdc/2

(a) (b)

Figure 1. Configurations of a three-phase four-leg inverter, (a) Conventional topology with eight IGBTs;
(b) Proposed topology with five IGBTs.

The purpose of this paper is to propose and evaluate an IGBT-reduced three-phase four-leg VSI
that possesses the attractive feature of four-leg inverters. The proposed topology can reduce cost
significantly, especially for mega-watt level applications such as electric ship propulsion systems,
microgrid converters, motor drives, and so on. In Section 2, the configuration of the proposed
inverter and the operation principle will be introduced. Section 3 will be devoted to deducing the
representation of inverter output voltages as a three-dimensional space vector in a stator oriented
αβγ rectangular coordinate. In Section 4, closed-loop current control strategy of the proposed inverter
will be presented. Then, simulation and experiment results will be given to verify the validity of the
proposed inverter in Section 5. Consequently, a quantitative comparison between the proposed inverter
and the conventional three-phase four-leg inverter will be made in Section 6. Finally, conclusions will
be drawn in Section 7.

2. Topology and Operation Principle of the Proposed Inverter

The proposed cost-effective three-phase four-leg VSI is shown in Figure 1b. In particular,
the proposed inverter has the definite benefit of the reduction of three IGBTs. In addition, according to
the current market price, with a rated current of one thousand ampere, the thyristor is much cheaper
than the IGBT. Though the number of gating signals and control complexity increase inherently due
to the existence of the fourth leg, it possesses the advantage of handling unbalanced loads over the
three-leg inverter.

From Figure 1b, it also can be found that the thyristors are employed in phase legs, while the
IGBTs and diodes are in the fourth leg. Upon the commutation of the phase current alone, the thyristors
turn off naturally. Thus, the zero-crossing point of phase currents is the major factor which determines
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the switching time of thyristors. Also, it is worth mentioning that the directions of injected currents
for the analysis of the converter operation modes are shown in Figure 1b. Normally, the thyristors
in the same leg are not allowed to be switched on or off simultaneously. In particular, the upper
one is switched on during the positive cycle, while the lower one is on during the negative cycle.
Consequently, there are six combinations for upper thyristor switching states and each combination
corresponds to a specific time interval, as shown in Figure 2.

t

t

t

T1

Thyristors 
state

T3

T5

t1 t2 t3 t4 t5 t6

ON

OFF

ON

OFF

OFF

ON

 
Figure 2. Six divided segments based on the thyristor states.

In Segment I, T1 is switched on, T3 is off and T5 is on. For phase a, when Sa is turned on, current
flows through T1, Sa, and VD3. When Sa is turned off, the freewheeling current flows through VD4,
as shown in Figure 3a. It should be noted the current direction in phase b is negative in Segment I.
Thus, the current flows through VD6, Sb, and T4 when Sb is on, and the current passes through the
freewheeling diode VD5 when Sb is off. Meanwhile, phase c is in the same condition as phase a, while
the fourth leg can be analyzed as a typical inverter leg. According to these situations, the thyristor-IGBT
combined leg can be regarded as the same flowing path as a typical inverter leg. Therefore, based on
the proposed topology, one IGBT can provide the flowing path for both positive and negative currents,
whereas the current needs to pass through two different IGBTs in the conventional inverter leg.

The current flow paths for the other five segments can be analyzed in the same manner, while all
individual paths are illustrated in Figure 3b–f.
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Figure 3. Current flow path in six segments: (a) Segment I; (b) Segment II; (c) Segment III; (d)
Segment IV; (e) Segment V; (f) Segment VI.

3. Mathematical Modelling

It should be noted that when the thyristors are involved, the voltage equations would differ
from those produced by the conventional three-phase four-leg inverter. Referring to the middle point
of the direct current (DC) link, the voltages in each leg are defined separately for the positive and
negative cycles of the alternating current (AC) which is based on consideration of the thyristor states.
The relationship can be described as,⎡⎢⎢⎢⎣

vaN
vbN
vcN
vnN

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
2Sa − 1
2Sb − 1
2Sc − 1
2S1 − 1

⎤⎥⎥⎥⎦× Vdc
2

(T1, T3, T5 is on) (1)

⎡⎢⎢⎢⎣
vaN
vbN
vcN
vnN

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
1 − 2Sa

1 − 2Sb
1 − 2Sc

2S1 − 1

⎤⎥⎥⎥⎦× Vdc
2

(T1, T3, T5 is off) (2)

where vaN, vbN, vcN, and vnN are the voltage potentials between points a, b, c, n and N, respectively.

Si =

{
1, when Si is on
0, when Si is off

(i = a, b, c, 1) (3)

Referring to Figure 1b, the phase voltage that is represented in the matrix can be governed by⎡⎢⎢⎢⎣
van

vbn
vcn

vn

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
1 0 0 −1
0 1 0 −1
0 0 1 −1
0 0 0 0

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

vaN
vbN
vcN
vnN

⎤⎥⎥⎥⎦ (4)

where van, vbn, and vcn are the voltage potentials between points a, b, c, and n, respectively.
Normally, a four-leg inverter consists of 24 = 16 possible switching states, while for the new

topology, the states of thyristors have to be considered beside the states of IGBTs. The relationship
between phase voltage and switching states of phase a are summarized in Table 1, where the UT stands
for “Upper Thyristor”. Based on the same rationale, the phase voltages of phase b and phase c can be
analyzed in the same manner.
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Table 1. Switching States and Phase Voltage of Phase a.

Switching States Phase a

S1 1 0

UT 1 0 1 0

Sa 1 0 1 0 1 0 1 0

van 0 −Vdc −Vdc 0 Vdc 0 0 Vdc

It can be seen that there are, in total, eight switching-state combinations in accordance to three
voltages for each phase. When the states of UT are opposite, the corresponding phase voltage is inverse.
This feature can be utilized to simplify the control algorithm of the proposed inverter. The typical
converter’s modes of voltage vectors are analyzed in the aforementioned six segments, also known as
intervals, individually.

Since the state of the thyristor does not change within one segment, the voltage vectors can
only be defined according to the IGBT state in each segment. Therefore, the basic voltage vectors of
16-switching states are expressed in a binary system as 0000, 0001, . . . , 1111, respectively, where the
switching states are described in the order of Sa, Sb, Sc, and S1. The distributions of the voltage vectors
in all six segments can be obtained via Equations (1)–(4). The corresponding results are summarized in
Table 2.

Table 2. Switching Combinations and Voltage Vectors.

Vectors States van, vbn, vcn

I II III IV V VI
V0 0000 0, 1, 0 0, 1, 1 0, 0, 1 1, 0, 1 1, 0, 0 1, 1, 0
V1 0001 −1, 0, −1 −1, 0, 0 −1, −1, 0 0, −1, 0 0, −1, −1 0, 0, −1
V2 0010 0, 1, 1 0, 1, 0 0, 0, 0 1, 0, 0 1, 0, 1 1, 1, 1
V3 0011 −1, 0, 0 −1, 0, −1 −1, −1, −1 0, −1, −1 0, −1, 0 0, 0, 0
V4 0100 0, 0, 0 0, 0, 1 0, 1, 1 1, 1, 1 1, 1, 0 1, 0, 0
V5 0101 −1, −1, −1 −1, −1, 0 −1, 0, 0 0, 0, 0 0, 0, −1 0, −1, −1
V6 0110 0, 0, 1 0, 0, 0 0, 1, 0 1, 1, 0 1, 1, 1 1, 0, 1
V7 0111 −1, −1, 0 −1, −1, −1 −1, 0, −1 0, 0, −1 0, 0, 0 0, −1, 0
V8 1000 1, 1, 0 1, 1, 1 1, 0, 1 0, 0, 1 0, 0, 0 0, 1, 0
V9 1001 0, 0, −1 0, 0, 0 0, −1, 0 −1, −1, 0 −1, −1, −1 −1, 0, −1
V10 1010 1, 1, 1 1, 1, 0 1, 0, 0 0, 0, 0 0, 0, 1 0, 1, 1
V11 1011 0, 0, 0 0, 0, −1 0, −1, −1 −1, −1, −1 −1, −1, 0 −1, 0, 0
V12 1100 1, 0, 0 1, 0, 1 1, 1, 1 0, 1, 1 0, 1, 0 0, 0, 0
V13 1101 0, −1, −1 0, −1, 0 0, 0, 0 −1, 0, 0 −1, 0, −1 −1, −1, −1
V14 1110 1, 0, 1 1, 0, 0 1, 1, 0 0, 1, 0 0, 1, 1 0, 0, 1
V15 1111 0, −1, 0 0, −1, −1 0, 0, −1 −1, 0, −1 −1, 0, 0 −1, −1, 0

Note: The unit of the output voltage is Vdc.

The phase voltages can also be expressed regarding the load and current as⎡⎢⎣van

vbn
vcn

⎤⎥⎦ = L f

⎡⎢⎣
dia
dt
dib
dt
dic
dt

⎤⎥⎦+ L f Cf

⎡⎢⎢⎣
d2usa
dt2

d2usb
dt2

d2usc
dt2

⎤⎥⎥⎦+

⎡⎢⎣usa

usb
usc

⎤⎥⎦ (5)
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where ⎡⎢⎣usa

usb
usc

⎤⎥⎦ =

⎡⎢⎣La
dia
dt

Lb
dib
dt

Lc
dic
dt

⎤⎥⎦+

⎡⎢⎣Raia

Rbib
Rcic

⎤⎥⎦ (6)

Moreover, (5) in αβγ coordinate can be further formulated as

⎡⎢⎣vα

vβ

vγ

⎤⎥⎦ = L f

⎡⎢⎣
diα
dt
diβ

dt
diγ
dt

⎤⎥⎦+ Cf

⎡⎢⎢⎣
d2usα

dt2
d2usβ

dt2
d2usγ

dt2

⎤⎥⎥⎦+

⎡⎢⎣usα

usβ

usγ

⎤⎥⎦ (7)

where ⎡⎢⎣usα

usβ

usγ

⎤⎥⎦ =

⎡⎢⎣La
diα
dt

Lb
diβ

dt
Lc

diγ
dt

⎤⎥⎦+

⎡⎢⎣Raiα

Rbiβ

Rciγ

⎤⎥⎦ (8)

In particular, the quantities van, vbn, vcn and ia, ib, ic in Equation (5) can be transformed to
αβγ coordinate.

Through (1)–(8), the voltage vectors vα, vβ and vγ in αβγ coordinate can be obtained from Segment
I to Segment VI, respectively. vα and vβ form a hexagon in the αβ plane as shown in Figure 4, where
each vector corresponds to a combination of different switching states in different segments. Moreover,
it should be noted that vγ is determined by the state of the fourth leg. The graphical representation
of all voltage vectors in the six segments in αβγ coordinate is shown in Figure 5. It can be seen that
there are fourteen nonzero voltage vectors and two zero vectors in each segment. However, the same
voltage vector in different segments is formed by different corresponding switching state combinations.
For instance, 0110 in Segment I forms the same voltage vector as 0100 in Segment II. Moreover, there
are seven αβ planes in each coordinate. The distance between each of them is 1/3.

Figure 4. Switching projection of inverter vectors in αβ plane.
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(a) (b) (c) 

  
(d) (e) (f) 

Figure 5. Switching projection of inverter vectors in αβγ plane: (a) Segment I; (b) Segment II;
(c) Segment III; (d) Segment IV; (e) Segment V; (f) Segment VI.

4. Current Control Algorithm for Proposed Inverter

Carrier-based pulse width modulation (PWM) with proportional resonant (PR) controllers and
a pulse computational module (PCM) are employed to regulate the output currents of the proposed
inverter. The control algorithm is depicted in Figure 6.
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Figure 6. Current control diagram of the proposed inverter.

The PR regulator is used due to its capability of tracking the AC current with zero steady-state
error. The practical PR controller is described by the transfer function [32]:

G(s) = kp[1 +
s

Ti(s2 + ωrs + ω2
0)
] (9)

where kp is the proportional gain, Ti is the integral gain, ωr is the resonant cut off frequency, and ω0 is
equal to the inverter frequency.

The error between the measured current and the reference are sent to the PR controller to produce
commands var, vbr and vcr. It is worth mentioning that the neutral leg is commanded by the average of
the other three phase voltages,

vM =
1
3
(var + vbr + vcr) (10)

Each modulator generates a signal for one inverter leg when keeping with the principle of PWM.
However, except for the neutral leg, the signals produced by PWM modulator have to be processed
through a PCM before sending them to IGBTs. According to Table 1, it indicates that the opposite state
thyristor corresponds to the inverse phase voltage. Therefore, the switching signal values generated
from the PWM modulator for phase legs in the negative cycle should be flipped using a “NOT”
function. This computation process can be expressed through the piecewise functions where, the pulse
computation function for the positive cycle of phase a is shown as:

f1(t) =

{
1, nT + Δt ≤ t ≤ nT + T

2 + Δt, n = 0, 1, 2, 3 · · ·
0, nT + T

2 + Δt ≤ t ≤ (n + 1)T + Δt, n = 0, 1, 2, 3 · · · (11)

the pulse computation function for the negative cycle of phase a is shown as:

f2(t) =

{
0, nT + Δt ≤ t ≤ nT + T

2 + Δt, n = 0, 1, 2, 3 · · ·
1, nT + T

2 + Δt ≤ t ≤ (n + 1)T + Δt, n = 0, 1, 2, 3 · · · (12)
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the pulse computation function for the positive cycle of phase b is shown as:

f3(t) =

{
1, nT + T

3 + Δt ≤ t ≤ nT + 5T
6 + Δt, n = 0, 1, 2, 3 · · ·

0, nT + 5T
6 + Δt ≤ t ≤ (n + 1)T + T

3 + Δt, n = 0, 1, 2, 3 · · · (13)

the pulse computation function for the negative cycle of phase b is shown as:

f4(t) =

{
0, nT + T

3 + Δt ≤ t ≤ nT + 5T
6 + Δt, n = 0, 1, 2, 3 · · ·

1, nT + 5T
6 + Δt ≤ t ≤ (n + 1)T + T

3 + Δt, n = 0, 1, 2, 3 · · · (14)

the pulse computation function for the positive cycle of phase c is shown as:

f5(t) =

{
1, nT + 2T

3 + Δt ≤ t ≤ (n + 1)T + T
6 + Δt, n = 0, 1, 2, 3 · · ·

0, (n + 1)T + T
6 + Δt ≤ t ≤ (n + 1)T + 2T

3 + Δt, n = 0, 1, 2, 3 · · · (15)

the pulse computation function for the negative cycle of phase c is shown as:

f6(t) =

{
0, nT + 2T

3 + Δt ≤ t ≤ (n + 1)T + T
6 + Δt, n = 0, 1, 2, 3 · · ·

1, (n + 1)T + T
6 + Δt ≤ t ≤ (n + 1)T + 2T

3 + Δt, n = 0, 1, 2, 3 · · · (16)

here, T is the period of the phase current.
Using the PCM, all IGBTs are controlled. Phase shift factor Δt is defined in piecewise functions.

The optimum value of Δt is tuned to reduce the total harmonics distortion (THD) of the output current.
To control the thyristors, a triggering pulse is sent to the upper thyristor at the start of each positive
cycle and to the lower thyristor at the start of each negative cycle. When the current crosses zero, the
thyristor is switched off accordingly.

5. Verification Results of Proposed Topology

In order to verify the proposed topology, simulations and experiments are conducted and analyzed.
The system parameters for the simulation are listed in Table 3. The closed-loop current feedback
control was implemented.

Table 3. Key Parameters of Simulation System.

Parameters Values

DC link voltage 100 V
AC filter inductor for each phase 5 mH
Ac filter capacitor for each phase 1.5 μF

Switching frequency 5 kHz
Load inductor 1.5 mH
Load resistor 3-phase variable resistors

5.1. Simulation Results

Using the current feedback PWM scheme, the proposed inverter is operated with a balanced load,
as shown in Figure 7. With the support of the PR controller loop, the static performance of the current
is satisfactory. Moreover, the output current and phase voltage are well-balanced. Subsequently, the
unbalanced load condition is investigated with the load resistors of 2 Ω, 1 Ω and 0.5 Ω, respectively.
As shown in Figure 8a, the output currents stay balanced regardless of the unbalanced loads. In the
meantime, the line to line voltages in balanced and unbalanced load conditions are shown in Figures
7c and 8c, respectively. It can be observed that under the unbalanced loads, the current THD is slightly
increased, from 1.45% to 1.55%. Furthermore, when the inverter is operated as the controlled current
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source, the appropriate adjustments of the output voltages are shown in Figure 8b. In this way, the
amplitudes of the output currents are kept constant under unbalanced loads.
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Figure 7. Simulated results of the closed-loop current control scheme in a balanced load condition: (a)
Output currents; (b) Output phase voltages; (c) Output line to line voltages; (d) THD of phase a current.
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Figure 8. Simulated results of the closed-loop current control scheme in an unbalanced load condition:
(a) Output currents; (b) Output phase voltages; (c) Output line to line voltages; (d) THD of phase
a current.

5.2. Experimental Results

To further verify the performance of the proposed converter, a prototype of the new converter is
built as shown in Figure 9. The experimental setup mainly includes the inverter prototype, drive circuit
for IGBTs, drive circuit for thyristors, current sensors, R-L load, DC power supply and a dSPACE 1104
controller. The load parameters are: R = 5 Ω, 4 Ω, 3 Ω and L = 5 mH.

 

Figure 9. Experimental prototype.

The validity of the improved PWM-PR controller current control algorithm for the proposed
three-phase four-leg converter is investigated. It can be observed from Figure 10a that the triggering
pulse for the upper thyristor is generated when the current crosses zero from negative to positive,
while the triggering pulse for the lower thyristor is generated when the current crosses zero from
positive to negative. Figure 10b,c shows the phase current waveforms and THD of the proposed
converter at a steady 2 A reference current with an unbalanced load. By importing the data from
oscilloscope into Matlab, the THD of phase a current is obtained as 5.42%.
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Figure 10. Experiment results of the proposed converter: (a) Triggering pulses for phase a thyristors;
(b) Output three-phase currents; (c) THD analysis of phase a current.

Therefore, the characteristics of the proposed three-phase four-leg converter are verified by
simulation and experimentation. It proves that the proposed cost-effective converter possesses a
distinct merit for potential implementation in high power applications, such as electric ship propulsion
systems, microgrid converters, motor drives, and so on.

6. Comparison

To further demonstrate the merit of the proposed three-phase four-leg inverter, a quantitative
comparison with the conventional eight-IGBTs VSI is conducted and discussed. For a fair comparison,
the converter ratings are unified as the power level of 2.88 MW, whereas the DC voltage and current are
set to 1600 V and 1800 A. The specifications of IGBT, thyristor, and diode can be tabulated in Table 4.

Table 4. Specifications of Switches.

Item
IGBT Module

(Single Switch)
IGBT Module
(Dual Switch)

Thyristor Diode

Model FZ1800R16KF4 FF1800R17IP5 Y60KPE ZP2000A
Cost (USD) 550 965 50 30

Size (H × W × D, cm) 3.81 × 19.0 × 14.0 3.8 × 23.4 × 8.9 6.0 × 15 × 5.0 3.2 × 9.9 × 9.9
Weight (kg) 2.31 1.4 0.85 0.52
Ir (Amps) 1800 1800 1800 2000
Vr (Volts) 1600 1700 1800 5000

First, the number of switches for the proposed converter and the conventional three-phase four-leg
inverter can be determined according to Figure 1. The numbers of single switch IGBT module, dual
switch IGBT module, thyristor and diode for the proposed converter and conventional converter are 0,
4, 0, 0 and 1, 1, 6, 12, respectively. Subsequently, size and cost comparison can be calculated. The size
and weight are first compared with the specific data. Then, their cost is quantitatively compared
and discussed.

The estimated data of the proposed and conventional inverters, namely, the size, weight and cost
are summarized in Table 5. It can be observed that the proposed inverter has a definite advantage
in terms of lower cost, although it suffers from its relatively complicated structure and larger size.
Approximately USD 1094 can be saved by one three-phase four-leg inverter for the power level of a
2.88 MW system, which is appreciated for the demand side. Therefore, the proposed inverter has great
potential for mega-watt level cost-sensitive applications.
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Table 5. Comparison between Proposed and Conventional Inverter.

Item Proposed Inverter Conventional Inverter

Overall size (cm3) 8268.4 3165.56
Overall weight (kg) 15.05 5.6

Cost (USD) 2766 3860

7. Conclusions

In this paper, a new integrated IGBT-thyristor three-phase four-leg VSI is proposed, analyzed
and evaluated, specifically for mega-watt level applications. As compared with traditional four-leg
inverters, the proposed inverter achieves a distinct advantage of higher cost-effectiveness. The
operation principle of the proposed inverter is investigated and discussed. The inverter output voltage
in αβγ coordinate of each segment is also presented. Moreover, the current control strategy based
on carrier-based PWM with PR controllers and the PCM is developed and analyzed. Demonstration
results of simulation and experimentation for closed-loop current control are accomplished, which
verifies the functionality of the proposed inverter under balanced and unbalanced load conditions.
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Abstract: Due to our limited knowledge about silicon carbide metal–oxide–semiconductor field-effect
transistors (SiC MOSFETs), the theoretical analysis and change regularity in terms of the effects of
temperature on their switching characteristics have not been fully characterized and understood.
An analysis of variation in voltage (dVDS/dt) for SiC MOSFET during turn-on and turn-off has been
performed theoretically and experimentally in this paper. Turn-off variation in voltage is not a strong
function of temperature, whereas the turn-on variation in voltage has a monotonic relationship with
temperature. The temperature dependence is a result of the competing effects between the positive
temperature coefficient of the intrinsic carrier concentration and the negative temperature coefficient
of the effective mobility of the electrons in SiC MOSFETs. The relationship between variation in
voltage and supply voltage, load current, and gate resistance are also discussed. A temperature-based
analytical model of dVDS/dt for SiC MOSFETs was derived in terms of internal parasitic capacitances
during the charging and discharging processes at the voltage fall period during turn-on, and the
rise period during turn-off. The calculation results were close to the experimental measurements.
These results provide a potential junction temperature estimation approach for SiC MOSFETs. In SiC
MOSFET-based practical applications, if the turn on dVDS/dt is sensed, the device temperature can
be estimated from the relationship curve of turn on dVDS/dt versus temperature drawn in advance.

Keywords: power semiconductor device; temperature; switching transients; variation in voltage

1. Introduction

Although silicon power devices have developed rapidly in the past few decades, many of
them are reaching their physical limits. In recent years, silicon carbide (SiC) power devices have
offered a probable solution to this problem due to their wide bandgap and electrical and physical
characteristics [1]. In comparison with Si devices, the superiority of SiC metal–oxide–semiconductor
field-effect transistors (MOSFETs) has been demonstrated [2]. Since Si insulated-gate bipolar transistors
(IGBTs) are widely used to construct power electronics converters in many industrial products, such as
photovoltaic generation, motor drives, and uninterruptable power supplies, many efforts have been
devoted to the promotion and expansion of the applications of SiC MOSFETs [3]. In the future,
SiC MOSFETs may replace Si IGBTs in the voltage range of 1200 V and above, due to the fact they offer
considerable performance and smaller switching time.

Due to our limited knowledge about SiC MOSFETs, the theoretical analysis and change
regularity in terms of the effects of temperature on its switching characteristics have not been fully
characterized and understood. Previous work by Zhu et al. [4] analyzed the temperature dependence
of on-resistance. In [5,6], the threshold voltage has been investigated, which is not stable under
different temperatures because of electron tunneling into and out of the oxide traps. The switching
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characteristics of SiC MOSFETs were investigated in [7,8], but the impact of temperature was not
considered. The relationship between dVDS/dt and temperature for SiC MOSFET can be observed in
some published reports [9–14]. In [9] and [14], the characterization and comparison of three types of
1.2 kV SiC MOSFETs produced by different manufacturers is presented at 25 ◦C and 175 ◦C. Similar
measurements have also been performed in [10,11]. In [12], a SiC Implantation and Epitaxial MOSFET
(SiC-IEMOSFET) has been evaluated at the temperatures of 25 ◦C and 125 ◦C. In reference [13],
a behavioral model of SiC MOSFET in Pspice over a wide temperature range is provided. The static
and dynamic behavior is simulated using the presented model and compared to the measured
waveforms. However, the effects of temperature on switching characteristics were only examined at
two temperature conditions. From the aforementioned literature, we don’t know if the dVDS/dt varies
linearly with temperature due to the absence of measurement data. Furthermore, many issues still
remain unclear, such as the effects of supply voltage, load current and gate resistance on dVDS/dt and
the modeling of dVDS/dt. However, these are important for SiC MOSFET-based practical applications.
It is necessary to investigate the effects of temperature on the switching characteristics, which is useful
for understanding how the variation of voltage varies with temperature. Alternatively, in future
SiC MOSFET-based practical applications, the junction temperature measurement will become an
important topic. However, for SiC MOSFETs there is less temperature sensitivity for the same electrical
parameters as in Si IGBTs owing to their unipolar nature. Because of the wider bandgap, the lower
intrinsic carrier concentration and the faster switching speed, some conventional indicators of junction
temperature estimation for Si devices would fail for SiC MOSFETs [15,16]. Hence, it is also important
to find a temperature-sensitive electrical parameter to evaluate device temperature in SiC MOSFETs.

In this paper, a thorough analysis was completed of the variation in voltage for SiC MOSFETs
during turn-on and turn-off. The temperature dependency of turn-off variation in voltage and turn-on
variation in voltage were found to be different. The turn-off variation in voltage was not strongly
correlated with temperature, while the turn-on variation in voltage was a function of temperature.
The relationship is nearly linear. From the relationship curve, the junction temperature of SiC MOSFET
can be derived. Hence, turn-on variation in voltage is suitable as a temperature-sensitive electrical
parameter for junction temperature measurement. In addition, a temperature-based analytical model
of variation in voltage is presented and the effects of supply voltage, load current, and gate resistance
on the temperature dependency of variation in voltage are analyzed. Finally, the implementations of
the temperature dependence of variation in voltage are discussed.

2. Model

2.1. Overview of the Turn-On and Turn-Off Process

Figure 1 shows the typical structure of a SiC MOSFET consisting of three electrodes, namely drain,
gate, and source, gate oxide, JFET region, and N-drift. It is a vertical device with a planar gate.
Apart from that, the equivalent circuit of SiC MOSFET is also shown, including three internal parasitic
capacitances: gate–drain (CGD), gate–source (CGS), and drain–source (CDS).

Based on an inductive load circuit, the switching characteristic of a power MOSFET is illustrated
in Figure 2, showing the four phases during turn-on and turn-off. Due the existence of switching loop
stray inductances, the induced voltage across stray inductances will reshape the waveforms of a drain
source voltage VDS, causing a drop in turn-on and a peak in turn-off, as a result of the induced positive
voltages and negative voltages, respectively [17].

The current distribution in the device is changed due to the effect of the drain–source capacitance
CDS of the SiC MOSFET, which usually cannot be observed outside the SiC MOSFET. During the turn-on
process, the energy stored in CDS discharges through MOS channel, which causes the channel current
Ichannel to be larger than the drain current ID measured outside. While at turn-off, the capacitance CDS

is charged as the drain-source voltage VDS rises. In this process, a part of the load current flows to CDS,
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which causes Ichannel to be smaller than ID. As a result, the gate-source plateau voltage VGP in turn-on
is higher than that in turn-off.

DSC
GSC

DSC

mC

OXSC OXDC

GDJC

DSJC

bR

sR

Figure 1. Cross structure of a silicon carbide (SiC) metal–oxide–semiconductor field-effect transistor (MOSFET).
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Figure 2. Swtiching characteristic of a power MOSFET with an inductive load.

2.2. Temperature-Based dVDS/dt Model

The dynamic behavior of SiC MOSFETs is strongly dependent on their terminal capacitances: CGD,
CGS and CDS. The capacitances CGD and CGS govern the switching transient since they are charged
and discharged during the turn-on and turn-off processes. The effect of capacitance CDS can’t also be
neglected since it also charges and discharges. In Figure 2, the MOSFET is in the saturation region
and VGS remains almost unchanged at the voltage fall period during turn-on. Consequently, the gate
current deviates from the gate source capacitance CGS and the Miller capacitance CGD to mainly charge
the CGD. In addition, the drain source capacitance CDS is discharged in this phase and the discharging
currents will inject into the channel of the MOSFET. Similarly, the CDS is charged during the voltage rise
period during turn-off, and a part of the load current will be shunt. Owing to the discharging/charging
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of terminal capacitances, the current flowing through MOSFET, named the channel current, is not
equal to the current measured through the drain terminal, namely ID, which is larger or smaller than
ID. Figure 3a shows the discharging of capacitances CGD during turn-on, whereas the charging of
capacitances CGD is shown in Figure 3b. The discharging/charging process of Miller capacitance is
also exhibited in this figure.

Gate

Drain

Source
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+

-

  

Gate

Drain

Source

+

-

+

-

  

GDC

GSCGSV GSV

DSVDSV
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GI GI
DSC

GDC

GSC
DSC

channelIchannelI

(a) (b)

Figure 3. Terminal capacitances charging and discharging at: (a) the voltage fall phase and (b) the rise phase.

In the voltage rise phase during turn-off, the voltage across the inversion channel is higher
than the saturation voltage, VDS,sat, defined as VGS − VTH, and the SiC MOSFET is in the saturation
region [18,19]. The channel current is a function of saturation voltage VDS,sat and can be given as :

Ichannel =
B
2

V2
DS.sat(1 + λVDS) =

Wμ0COX

2L
(VGS − VTH)

2(1 + λVDS) (1)

where B = Wμ0COX/L is the transconductance parameter, W is the channel width, L is the channel
length, VTH and VGS are the threshold voltage and gate-source voltage, respectively, λ is the channel
length modulation parameter, μ0 is the effective mobility of the electrons in the channel, and COX is
the gate–oxide capacitor.

Since the drive voltage VGG has become the low level VGG_L in this phase, and the gate source
voltage VGS reaches its Miller plateau voltage that is equal to VTH+IL/gm, the gate drive current IG can
be calculated as shown in Equation (2), where RG is the gate drive resistance, IL is the load current,
and gm is the device’s transconductance:

IG =
VGS − VGG_L

RG
=

VTH + Iload
gm

− VGG_L

RG
=

VTH +
√

Iload L
Wμ0COX

− VGG_L

RG
(2)

The capacitance CDS is a drain–source voltage VDS –sensitive parameter due to the variation in
depletion region width of the drain–body junction with VDS, which is given by [20,21]:

CDS = ADS

√
qNAεSiC

2(VDS + Vbi)
(3)

where:
Vbi =

kT
q

ln(
NAND

n2
i

) (4)

while q is the fundamental electronic charge, εSiC is the dielectric constant in SiC, NA is the p-well
region doping, ADS is the drain–source overlap area, Vbi is the junction potential in drain-body junction,
ND is the doping in drift region, and ni is the intrinsic carrier concentration of SiC.
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The capacitance CGD is consisted of the gate oxide capacitance COX = εOXAGD/tox in series with
the bias-dependent depletion capacitance under gate oxide CGDJ = AGD(qNAεSiC /2VDS)1/2, which is
given by:

CGD =
COXCGDJ

COX + CGDJ
(5)

According to the charging and discharging processes of CGS, CGD, and CDS as seen in Figure 3,
the variation in voltage can be calculated for the voltage rise period during turn-off:

dVDS

dt
=

ID − Ichannel +
CGD

CGS+CGD
IG

CDS +
CGSCGD

CGS+CGD

(6)

where CGS is gate-source capacitance and ID is drain current of the SiC MOSFET, which is equal to
load current IL. According to different operating conditions, Mc Nutt et al. [22] found that capacitance
CGD can be further simplified. Figure 4 shows how the capacitance CGD varies under different
operating conditions. When gate-source voltage VGS is greater than threshold voltage, and drain-source
voltage VDS is greater than zero, capacitance CGD is approximately equal to the gate oxide capacitance
COX because depletion capacitance CGDJ is far in excess of the COX. Hence, Equation (6) can be
further simplified by using COX instead of CGD. Additionally, during turn-on, the expression of the
variation in voltage can also be derived is similar to Equation (6), where gate current is defined as
IG = (VGG_H − (IL/gm + VTH))/RG.

OXC OXC OXC

GDJC
GDJC

GDJC

OX GDJC C>>
OX GDJC C=

OX GDJC C<<

GD OXC C=
OX GDJC C<

GD OXC C≈

GS TH DS, 0V V V> > GS TH DS, 0V V V< >
GS DS0, 0V V= =

Figure 4. The gate–drain capacitance (CGD) varies under different operating conditions. (a) VGS = 0,
VDS = 0; (b) VGS > VTH, VDS > 0; (c) VGS < VTH, VDS > 0.

2.3. Dependency Analysis

Equation (6) shows that the variation in voltage is dependent on temperature, since the channel
current and gate current are correlated with temperature. The load current, voltage, and gate drive
resistance also have some influence on variation in voltage. The relationship between channel current
and temperature depends on the temperature dependency of the threshold voltage and the effective
mobility in SiC MOSFET. When the surface potential of the channel in the MOSFET is exactly twice the
bulk potential, the value of the gate voltage is called the threshold voltage. This means that the gate
potential has induced sufficient band bending for the intrinsic Fermi level in the p-type body of the
device to be below the Fermi level. The electron concentration in the channel is exactly equal to the
p-body doping and the channel is properly inverted, which is the minimum gate voltage to make the
device work. Hence, the threshold voltage can be calculated as shown below in Equation (7), where ψB
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is Fermi-potential, Qf is the fixed oxide charges, and ϕms is the work function difference between metal
and semiconductor [23]:

VTH = φms −
Q f

COX
+ 2ψB +

√
4εSiC · q · NA · ψB

COX
(7)

with:
ψB =

kT
q

ln(
NA

ni
) (8)

Due to the work-function difference ϕms and fixed oxide charges Qf being essentially independent
of temperature, the threshold voltage temperature dependency can be given through differentiating
Equation (7) with respect to temperature:

dVTH
dT

=
dψB

dT
(2 +

1
COX

√
εSiC · q · NA

ψB
) (9)

From Equation (3), assuming a constant drain-source voltage VDS, it is known that CDS

varying with temperature is dominated by the temperature dependency of Vbi. In the expression
of Vbi in Equation (4), as temperature T increases, kT/q rises and ln(NAND/n2

i ) decreases.
Hence, the more dominant parameter will determine how CDS changes with temperature. Theoretically,
the ln(NAND/n2

i ) term dominates the temperature dependency of CDS since Vbi decreases with
temperature shown in Figure 5, where the drift region doping ND is 3.8 × 1015 cm−3. From Figure 5,
CDS increases with temperature owing to its inverse proportional relationship with Vbi, according to
Equation (4). As reported by Chen et al. [7], experimentally, the C-V characteristics of SiC MOSFET
almost overlap under different temperatures. Hence, the temperature dependency of CDS is neglected
in the following analysis. Additionally, the CGS and COX are generally considered to be constant.

 
300 350 400 450 500
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3.0
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Figure 5. The junction potential in drain–body junction versus temperature.

From Equation (2), gate current is also correlated with threshold voltage and effective mobility,
since the Miller plateau voltage is determined by the two parameters, resulting in the gate current
varying under different temperatures. Hence, according to the temperature derivative of Equation (6),
the temperature dependence of dVDS/dt can be obtained, as shown in Equation (10):

d2VDS
dtdT

=
−1

CDS +
CGSCOX

CGS+COX

(
dIchannel

dT
− COX

CGS + COX

dIG

dT
) (10)
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According to Equations (1) and (2), the temperature dependence of the channel and gate currents
can be given by:

dIchannel
dT

=
1
2
(1 + λVDS)(VGS − VTH)[(VGS − VTH)

dB
dT

− 2B
dVTH

dT
]

=
WCOX

2L
(1 + λVDS)(VGS − VTH)[(VGS − VTH)

dμ0

dT
− 2μ0

dVTH

dT
]

(11)

dIG

dT
=

dVTH

dT
− IL

g2
m

dgm

dT
=

dVTH

dT
− 1

2μ0

√
IloadL

Wμ0COX

dμ0

dT
(12)

The equation of mobility can be adopted from Mudholkar et al. [22]:

μ0 =
947

1 + ( ND
1.94×1017 )

0.61 (
T

300
)
−2.15

(13)

Substituting Equations (9), (11) and (12) into Equation (10), the temperature sensitivity of
dVDS/dt can be derived via the temperature dependency of threshold voltage and effective mobility.
From Equation (13), mobility μ0 possesses a negative temperature coefficient and decreases with
temperature. However, for SiC MOSFET, dμ0/dT is very low and can be neglected due to its wide
band-gap characteristics as reported in Hasanuzzaman et al. [24]. Hence, the temperature sensitivity
of dVDS/dt is dominated by dVTH/dT and is negative because the temperature coefficient of threshold
voltage is negative. Hence, turn-off dVDS/dt decreases as temperature increases. Similarly, the variation
tendency of dVDS/dt under different temperatures during the turn-on process can also be predicted.

From Equation (6), the variation in voltage is also affected by load current, supply voltage,
and gate drive resistance. Since the derivative of dVDS/dt with respect to the load current is positive,
as shown in Equation (14), it has a positive impact on the variation in voltage, which means the
variation in voltage increases with increasing load current:

d2VDS

dtdIL
=

1

CDS +
CGSCOX

CGS+COX

(1 +
COX

RGgm(CGS + COX)
) (14)

For the voltage, the impact on the variation in voltage is similar to that of the load current
because the capacitance CDS varies under different voltages, as described in Equation (3). As seen
from Equation (2), the higher the gate resistance, the lower the gate current. Hence, the variation in
voltage decreases with increasing gate resistance. Likewise, for the voltage fall period during turn-on,
the variation in voltage also depends on the gate resistance, load current, voltage, and temperature,
and their impacts on variation in voltage can be obtained through a similar analysis process as for
turn-off. A flow diagram for the proposed temperature-based analytical model, described in function
blocks, is given in Figure 6. The temperature dependency of variation in voltage is a result of the
variation of the intrinsic carrier concentration ni and the effective mobility of the electrons μ0 with
temperature. Owing to the positive temperature effect of the intrinsic carrier concentration ni and
the negative temperature effect of effective mobility of the electrons μ0, dVDS/dt decreases with
temperature for turn-off and increases for turn-on. Since SiC MOSFET has wider band-gap energy,
the temperature sensitivity of the effective mobility of the electrons μ0 can be neglected and can be
considered approximately constant in the model.
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Figure 6. Summary of dependency of dVDS/dt on operation condition.

3. Experiment Details

The static characteristics of SiC MOSFET were measured using a B1505A curve tracer (Agilent,
Santa Clara, CA, USA) with the device placed in an environment chamber to control the temperature.
The switching characteristics were obtained by the clamped inductive double-pulse test circuit shown
in Figure 7.

GGV gR
DSV

DCV

abC

dcC
dcR

dcC

dcR

DI DSV

Figure 7. Schematics of the transient characteristics test.

The switching waveforms were captured using a 610Zi digital oscilloscope (Lecroy, New York,
NY, USA) which has a bandwidth of 1 GHz and a sample rate of 20 GS/s. During the experiment,
different ambient temperatures were simulated using a heater, and the SiC MOSFET was mounted at
the bottom of the test circuit board, connected to the heater through an aluminum plate with some
thermal paste for reliable heat transfer, shown in Figure 8. The heater can vary the temperature from
room temperature to 450 ◦C. Theoretically, the SiC MOSFET chip can be normal operation above 300 ◦C
due to its wider band gap and higher thermal conductivity. However, the maximum recommended
operation temperature per the device manufacturer is 175 ◦C, owing to the considerations listed on
the packaging and reliability issues. Hence, the maximum of 175 ◦C was selected for experimental
measurements. A fan was used for the heat dissipation of the test circuit board to reduce the effects
of temperature on the other components. In the test, the SiC MOSFET and diode were SCT2080KE
(Rohm, Kyoto, Japan) and SCS220AM (Rohm, Kyoto, Japan) devices, respectively.
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Figure 8. Schematic of the simulation of different ambient temperatures.

4. Experimental Results

4.1. Static Characteristics under Different Temperatures

Figures 9 and 10 show SiC MOSFET transfer and output characteristics at varying temperatures,
respectively. The temperature dependence of the threshold voltage was obtained, as shown in Figure 11.
The square represents the tested values under different temperatures, the solid line represents the
fitted values, and the dashed line is representative of the calculation based on Equation (7). As seen,
the threshold voltage significantly decreases with temperature increase, which is typical for 4H-SiC
MOSFETs and has been observed in previous studies [13,14]. The effect is caused by the increase of
intrinsic carrier concentration at higher temperature, seen in Equation (7), due to increased thermal
generation of carriers across the band gap, which forms the channel easier.
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Figure 9. Temperature-dependent transfer characteristics.
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Figure 10. Temperature-dependent output characteristics at gate-source voltages of 8 V and 16 V.
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Figure 11. Threshold voltage of SiC MOSFET under different temperatures.

From Figure 11, the temperature dependency of threshold voltage is approximately linear.
The temperature sensitivity coefficient kVT is about −6.37 mV/◦C. If nominal threshold voltage
VTH0 at room temperature is known, a simple expression can be used to describe threshold voltage at
any measured temperature T:

VTH(T) = VTH0 − kVT(T − T0) (15)

Figure 11 also shows the calculated values of threshold voltage according to Equation (7). Reasonably
good agreement exists between calculations and measurements. Nevertheless, the analytical model of
threshold voltage, given by Equation (7), is often used for theoretical analysis since its parameters relate
to the physics of the device. These parameters are usually hard to obtain. The linear fitting expression
of the threshold voltage, given by Equation (15), is usually adopted in practical applications. In order
to simplify the calculation, Equation (15) is used for the following calculations. The temperature
dependency of transconductance gm is dominated by the effective mobility μ0. As aforementioned
analysis, the dμ0/dT of SiC MOSFET is very low and can be neglected due to its wide band-gap
characteristics. Hence, the temperature dependency of transconductance gm is also not considered.

4.2. Temperature Dependency of dVDS/dt

From Equation (6), dVDS/dt depends on device temperature, load current, gate resistors,
and voltage. Here, the effects of these factors are investigated and the results are shown in Figures 12–19,
where the turn-off waveforms of drain voltage are shown in Figures 12–15, and the turn-on waveforms
are shown in Figures 16–19. The test conditions were set to voltages of 200, 400 and 600 V, and load
currents of 10, 15 and 20 A. The gate resistor varied from 10 Ω to 150 Ω and the temperature ranged
from 25 ◦C to 175 ◦C. An external drive system with 24/–5 voltage was used in the test and a double
pulse signal was generated by a pulse generator. The current was measured using a Pearson current
sensor. As seen, load current, voltage, temperature, and gate resistor have different impacts on dVDS/dt
during turn-off and turn-on. During turn-off, the relationship between dVDS/dt and temperature
is strongly dependent on the gate resistor. With larger values for the gate resistor, the curves nearly
overlap under different temperatures. With smaller values for the gate resistor, the variation in voltage
barely changed as temperature increased. However, the time at which the voltage rose obviously
increased with temperature, which means the delay time varied as temperature increased.

In the voltage fall period during turn-on, at larger gate resistor values, the impact of temperature
on the variation in voltage is obvious and its magnitudes increased as temperature increased. The time
at which the voltage falls is different, and decreased with temperature. For smaller gate resistor
values, the variation in voltage was nearly the same under different temperatures, since the waveforms
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overlapped. Moreover, load current and voltage were also important factors for the variation in voltage
with temperature.
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Figure 12. Turn-off waveforms for drain-source voltage (VDS) at a voltage of 200 V, a load current 15 A,
and at different temperatures with a gate drive resistance (RG) = 10 Ω.
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Figure 13. Turn-off waveforms for VDS at a voltage of 400 V, a load current 15 A, and at different
temperatures with RG = 10 Ω.
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Figure 14. Turn-off waveforms for VDS at a voltage of 400 V, a load current 20 A, and at different
temperatures with RG = 10 Ω.
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Figure 15. Turn-off waveforms for VDS at a voltage of 400 V, a load current 20 A, and at different
temperatures with RG = 150 Ω.
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Figure 16. Turn-on waveforms for VDS at a voltage of 200 V, a load current 15 A, and at different
temperatures with RG = 10 Ω.
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Figure 17. Turn-on waveforms for VDS at a voltage of 400 V, a load current 15 A, and at different
temperatures with RG = 10 Ω.
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Figure 18. Turn-on waveforms for VDS at a voltage of 400 V, a load current 20 A, and at different
temperatures with RG = 10 Ω.
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Figure 19. Turn-on waveforms for VDS at a voltage of 400 V, a load current 20 A, and at different
temperatures with RG = 150 Ω.

From the above curves, the measured values of dVDS/dt, which varies with temperature
under different measurement conditions, were obtained. The results are shown from Figures 20–25,
where Figures 20–22 are the results for turn-off, and Figures 23–25 are for turn-on. The calculated
values are also shown in these figures. In the calculations, the values of CGS and COX are 2.192 nF
and 3.387 nF, respectively, extracted by a constant gate current circuit during turn-on. Indeed, for a
SiC MOSFET the relative change in channel length is very small comparing with the long channel,
λ can be treated as zero. According to some points in the device output characteristic saturation
region, the values of W and L were obtained. The drain–source overlap area ADS was 5.3676 mm2.
Equation (15) was adopted as the expression of threshold voltage under different temperatures.

For a fixed voltage of 400 V and gate resistance of 10 Ω, the relationship between dVDS/dt and
temperature under different load currents is presented in Figure 20. Figure 21 shows the temperature
dependence of dVDS/dt under different voltages at 15 A load current of and 10 Ω gate resistance.
Note that dVDS/dt has little fluctuation as the temperature increases, meaning that turn-off dVDS/dt is
not a strong function of temperature. The dVDS/dt also increases with load current and supply voltage.
The positive voltage coefficient of dVDS/dt is due to the fact that drain-source capacitance and Miller
capacitance reduce with increasing supply voltage. The Miller capacitance is consisted of a fixed oxide
capacitance and a depletion capacitance that varies with voltage. The depletion width increases as
voltage increases resulting in a small depletion capacitance and hence the Miller capacitance declines
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at a large voltage. While, drain-source capacitance is comprised of the depletion region capacitance of
drain-body junction and the region width also increases with voltage. Hence drain-source capacitance
decreases. The calculated results show dVDS/dt is minimally temperature sensitive and decreases
with temperature. Some discrepancies can be found between the measurements and calculations.
The reason for this may be the temperature dependence of the effective mobility compensating for the
temperature dependence of the threshold voltage in realistic experimental conditions. Furthermore,
the impact of the gate resistors on the temperature dependence of dVDS/dt was also measured at 400 V
and 15 A. The results are exhibited in Figure 22. The dVDS/dt varied with different resistors, and was
large with smaller resistor values and was small with larger resistor values. The reason results from
the variation of gate current at different resistors observed in aforementioned analysis.
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Figure 20. Measured and calculated dVDS/dt as a function of temperature at a voltage of 400 V and a
gate resistor of 10 Ω during turn-off, shown for different load currents.
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Figure 21. Measured and calculated dVDS/dt as a function of temperature at a load current of 15 A
and a gate resistor of 10 Ω during turn-off, shown for different voltages.

308



Energies 2017, 10, 1456

 
20 40 60 80 100 120 140 160 180

2

4

6

8

10

100 Ω

150 Ω

47 Ω

10 Ω

5 Ω

dV
D

S/d
t(k

V
/

s)

Temperature(°C)

Figure 22. Measured dVDS/dt as a function of temperature at a voltage of 400 V and a load current
15 A during turn-off, shown for different gate resistances.

 
20 40 60 80 100 120 140 160 180

-7.5

-7.0

-6.5

-6.0

-5.5

-5.0

20 A

15 A

10 A

 Mearsured
         Calculated

dV
D

S/d
t(k

V/
s)

Temperature(°C)

Figure 23. Measured and calculated dVDS/dt as a function of temperature at a voltage of 400 V and a
gate resistor of 10 Ω during turn-on, shown for different load currents.
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Figure 24. Measured and calculated dVDS/dt as a function of temperature at a voltage of 15 A and a
gate resistor of 10 Ω during turn-on, shown for different voltages.
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Figure 25. Measured and calculated dVDS/dt as a function of temperature at a voltage of 400 V and a
load current 15 A during turn-on, shown for different gate resistances.

During the period of voltage fall during turn-on, the relationship between dVDS/dt and
temperature, under different load currents, at 400 V and 10 Ω, is presented in Figure 23. For different
voltages, the relationship at 15 A and 10 Ω is shown in Figure 24. Notably, dVDS/dt is less than zero
and its magnitude increases with temperature, as expected. Moreover, the temperature dependency
of dVDS/dt exhibits near-linear characteristics. The results are interesting since the monotonic
relationship may be a potential indictor for junction potential measurement for SiC MOSFET. At the
same temperature, a larger load current results in a smaller dVDS/dt. For voltage, the magnitude of
dVDS/dt is larger for a larger voltage. To evaluate the effects of gate resistors on the temperature
dependency of turn-on dVDS/dt, the temperature dependency of turn-on dVDS/dt was measured at
400 V and 15 A under different gate resistor values. The results are shown in Figure 25. A variation in
dVDS/dt can be observed in Figure 25 for different gate resistors at the same temperature. A smaller
gate resistor results in a larger magnitude of dVDS/dt. Moreover, in the above figures, the calculated
and measured values show good agreement at the evaluated temperature range.

5. Discussion

The variation trend between dVDS/dt and temperature for SiC MOSFET can be also seen in
previous studies. In Chen et al. [9] and DiMarino et al. [14], the measurements were performed
at a supply voltage of 600 V and load current of 10 A with 10 Ω gate resistance. The impact of
temperature is clear and the magnitude of dVDS/dt decreases as temperature increases for turn-off,
but increases with increasing temperature for turn-on. Othman et al. [11] experimentally showed the
temperature-sensitivity of turn-off dVDS/dt is very low and approximately constant under 400 V, 15 A,
and 28 Ω gate resistance test conditions. When temperature ranges from 25 ◦C up to 175 ◦C, the value
of dVDS/dt is approximately 10.44 V/ns. However, for turn-on dVDS/dt, the magnitude increases from
4.6 V/ns at 25 ◦C to 6.62 V/ns at 175 ◦C. As reported by Takao et al. [12], the same conclusions were
drawn from the switching waveforms of SiC MOSFETs at 25 ◦C and 175 ◦C at 600 V, 10 A, with 11.36 Ω
gate resistance. The magnitude of turn-on dVDS/dt is approximately 12 V/ns at 25 ◦C and 15 V/ns for
175 ◦C, whereas the values of turn-off dVDS/dt are all approximately 29.11 V/ns for both 25 ◦C and
175 ◦C. These provide a potential solution for SiC MOSFET junction temperature estimation.

In the case of Si IGBTs, the turn-off dVCE/dt under different temperatures has been reported
by Bryant et al. [25]. The dVCE/dt possesses a negative temperature coefficient and decreases with
temperature decreases. For different load currents, the slope is the same and its value is 6.75 V/(μs◦C).
Because of this fixed sensitivity and linearity, turn-off dVCE/dt can be used as an effective indicator for
junction temperature measurement of an IGBT. However, for a SiC MOSFET, turn-off dVDS/dt is not
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strongly correlated with temperature. Hence, monitoring turn-off dVDS/dt seems to be infeasible for
junction temperature measurement of a SiC MOSFET.

Equation (10) shows the two temperature-sensitive parameters that dominate the temperature
dependency of dVDS/dt are the threshold voltage and the effective mobility. For Si MOSFET,
the effective mobility decreases with temperature and its temperature dependency is negative. But for
SiC MOSFETs, as reported in [24], the temperature dependency of effective mobility can be neglected
and be considered approximately constant due to its wide band-gap characteristics. Hence, it can be
concluded theoretically that the temperature dependency of dVDS/dt in Si MOSFETs is less than that
in SiC MOSFETs owing to the compensating effects of the temperature characteristic of the effective
mobility to the temperature characteristic of the threshold voltage in Si MOSFETs. However, it is hard
to find the experimental measurements on the temperature dependency of dVDS/dt for Si MOSFETs in
previous literature. A comprehensive comparison between Si MOSFETs and SiC MOSFETs, regarding
the dependency of the dVDS/dt on temperature, load current and gate resistor, will be performed
experimentally in the next step.

From the measurements, the turn–on dVDS/dt is shown to have good temperature sensitivity
and is approximately linear. The results are interesting and significant because it may be a potential
indicator for junction temperature measurement of a SiC MOSFET. Others factors can also effect
turn-on dVDS/dt, as shown in Figures 23–25, but this is not an issue. Because the type of device
and system parameters, such as voltage, load current, and gate resistance, are usually fixed in
practical SiC MOSFET-based applications, and turn-on dVDS/dt is only dominated by temperature.
Before the turn-on dVDS/dt–based method is used for temperature assessment, the calibration curves
between dVDS/dt and temperature should be drawn experimentally and used as a lookup table.
Indeed, the lookup table is easily implemented by digital signal processing (DSP). The dVDS/dt can
also be easily measured by a RC high-pass connected to the drain and source terminals of device from
the switching waveforms. After the dVDS/dt is measured, the corresponding junction temperature
can be estimated from the lookup table.

6. Conclusions

A thorough analysis of variation in voltage for SiC MOSFETs during turn-on and turn-off was
completed. It can be concluded that turn on variation of voltage is a function of temperature and has
near-linear dependency with temperature. The relationship between turn-off variations in voltage
and temperature was also investigated. Turn-off variation in voltage was approximately invariant
with temperature with fixed supply voltage, load current, and gate resistance test conditions. Using a
temperature-based analytical model for variations in voltage, we demonstrated that the temperature
dependency of variation in voltage results from the positive temperature dependency of the intrinsic
carrier concentration and negative temperature dependency of the effective mobility of the electrons in
SiC MOSFETs. The analytical model also demonstrated the ability to correctly predict how variation in
voltage varies with temperature. Additionally, the effects of supply voltage, load current, and gate
resistance on the temperature dependency of variations in voltage were discussed. Due to good
linearity, turn on variation in voltage may be considered as a practical temperature-sensitive electrical
parameter for junction temperature estimation in SiC MOSFETs. With a database of turn-on variations
in voltage with temperature, supply voltage, load current, and gate resistance, the junction temperature
of SiC MOSFETs can be derived from the calibration curve. Future work includes a thorough
comparison with other models, a verification of whether the turn-on variation in the voltage–based
temperature measurement method represents correctly the junction temperature at realistic operation
conditions, and a comprehensive assessment in terms of selectivity, linearity, generality, and possibility
for online measurement.
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Abstract: In the case of a long-stator linear drive, unlike rotative drives for which speed or position
sensors are a single unit attached to the shaft, these sensors extend along the guideway. The position
signals transmitted from a maglev vehicle cannot meet the need of the real-time propulsion control
in the on-ground inverter power substations. In this paper the design of the propulsion inverter
control system with a position estimator for driving a long-stator synchronous motor in a high-speed
maglev train is proposed. The experiments have been carried out at the 150 m long guideway at the
O-song test track. To investigate the performance of the position estimator, the propulsion control
system with, and without, the position estimator are compared. The result confirms that the proposed
strategy can meet the dynamic property needs of the propulsion inverter control system for driving
long-stator linear synchronous motors.

Keywords: high speed maglev; long-stator synchronous motor; propulsion inverter control system
position estimator

1. Introduction

A maglev train system is a new transportation system technology that replaces the mechanical
components by electronic devices and, thus, can help to overcome the technical limitations that
wheels have in railway technology. In comparison with the existing wheel-on-rail systems, the maglev
train system ensures high-speed operation, high safety, low pollution, and low energy loss for mass
transport [1]. A long stator linear synchronous motor (LS-LSM) has the following special features
as compared to a rotary-type synchronous motor: Since the LS-LSM is made through a combination
of levitation magnets and the stator of propulsion motor, the magnetic flux density of the motor is
determined by the weight of the vehicle, and the thrust force is affected by the phase angle and the
magnitude of the stator current. Therefore, the position information of the mover is essential for the
LS-LSM drive inverter [2–5].

In the case of the Transrapid maglev system, as the position signal detection system PRW (coming
from the German word: polradwinkelverfahren) is mounted on the head portion and rear portion of the
train and the position information flag is installed in the guideway, with the absolute position signals
of the vehicle being transmitted to the propulsion system on the ground. The position information
transmission method is to transmit the position signals using radio frequency at intervals of 20 ms
with the use of the RS-485 communication protocol, and the transmission rate is 512 kbps. However,
the vehicle position information obtained through this method does not meet the requirements of the
propulsion inverter control system [6].
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This paper seeks to develop a propulsion inverter control system technology for the SUMA550-1,
a high-speed maglev train system based on an LS-LSM. The test vehicle driven by an LS-LSM was
fabricated with one-half the length of the final target model for this project and a LS-LSM guideway
of 150 m in length was constructed to test and evaluate the developed vehicle. The differences of
propulsion control between a rotating motor and a linear motor are analyzed and the propulsion
system with the vehicle magnetic flux position estimator is proposed in order to solve the problem
of linear motors. A difference in thrust force control between the rotative motor and linear unit was
analyzed, and the propulsion control system that has the vehicle flux position observer to solve the
problem which may occur in the linear unit is presented.

For performance verification of the propulsion inverter control system of the SUMA550-1,
the response characteristics of the current controller and speed controller, and the stability on the
control system were analyzed through a simulation model to which the system parameters and
propulsion controller gain parameters are applied. The control performance by the maximum torque,
the characteristic of position estimator, and the speed profile was confirmed through a propulsion
control experiment at the test track with 150 m in length.

2. Development of Propulsion Inverter Control System Based on Long Stator Linear
Synchronous Motor

2.1. The Thrust Force Characteristics of Propulsion System for a High-Speed Maglev Train

The final model to be developed through the research and development of high-speed maglev train
system is the SUMA550, whose configuration consists of three cars/one organization. The specifications
of the SUMA550-1, which is the first prototype model of the high-speed maglev train system developed
in this research project, are summarized in Table 1.

Table 1. High-speed maglev train specifications. LS-LSM: long stator linear synchronous motor.

Parameter Description SUMA550 SUMA550-1

Vehicles

Train configuration 3 cars 1⁄2 cars
Seats 156 25

Gross mass (ton) 150 27
Primary suspension Magnetic Suspension

Secondary suspension Passive Suspension
Air gap (mm) 10 (landing gap: 20)

Propulsion System
Motor type LS-LSM

Maximum speed 550 km/h 8 m/s@150 m
Maximum acceleration 1.1 m/s2

Guideway
Gauge 2600

Static deflection L (=15)/5600 At-grade
Dynamic deflection L (=15)/4000

The entire vehicle running resistance F of the SUMA550 is expressed by the sum of all resistances
to vehicle movement. Equation (1) represents the entire vehicle running resistances of high speed
maglev system:

F = Fa + Fm + FB (1)

where Fa is aerodynamic train running resistance; Fm is eddy current running resistance; and FB is
running resistance caused by linear generator.
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Each of equations for running resistance are described in Equation (2):

Fa = 2.8 × v2 × (0.265 × N + 0.3)[N]

Fm = N × (0.1 × v0.5 + 0.02 × v0.7)× 10−3[N]

FB =

⎧⎪⎨⎪⎩
0 [N] (for 0 ≤ v ≤ 20 km/h)
N × 7.3 × 103 [N] (for 20 ≤ v ≤ 70 km/h)
N × (146/v − 0.2)× 103 [N] (for 70 ≤ v ≤ 500 km/h)

(2)

where N is the number of vehicles and v is the velocity of the vehicle.
Figure 1 shows the required thrust force curve and electromagnet arrangement of the SUMA550,

and the electromagnet arrangement of the SUMA550-1.

 

(a) (c) 

 
(b) 

Figure 1. Required thrust force curve and electromagnet arrangement of the SUMA550, and the
electromagnet arrangement of the SUMA550-1. (a) Running resistance curve according to the gradient
slope of the maglev train; (b) arrangement of electromagnets in the final design model of the SUMA550;
and (c) the arrangement of electromagnets for the developed SUMA550-1 model.

2.2. Linear Synchronous Motor Propulsion Control System Configuration

2.2.1. Positioning System Configuration

For a propulsion system based on an LS-LSM, the phase angle error with respect to the magnetic
flux angle of the vehicle levitation electromagnet (secondary side of the motor) should be maintained
at less than 15◦ in order to maintain a high thrust force, and if it exceeds this range, the thrust force is
sharply reduced to less than 80%. Since the pole pitch of LS-LSM is 240 mm, the position error between
the levitation magnet on the vehicle and the LS-LSM on the guideway should be maintained within
10 mm.

The positioning system of the SUMA550-1 uses a combination of the absolute positioning system
and relative positioning system to detect the absolute information of the vehicle through the absolute
positioning system and the relative positioning system installed on both sides along the guideway.
The absolute position information of the vehicle is detected by the position reader of the vehicle.
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The absolute position information detected from vehicle is transmitted to the propulsion control
system on the ground via a radio communication system.

2.2.2. Design of the Propulsion Control System

The rotator flux orientated vector control has widely been used for the thrust force of propulsion
systems in trains. The synchronous rotating axis in the rotator flux orientated vector control should
be aligned to the flux angle of the rotator. Therefore, detecting precise position signals of the mover
flux is important to the thrust force control of the synchronous motor. To this end, a resolver or an
encoder is mainly utilized as a train speed and rotor position detection device, and the rotor position
information with high resolution is provided to the propulsion control system [7]. However, in the
propulsion system on the ground, such as high speed maglev train systems, the current position is
measured in the moving vehicle, and the absolute position information of the vehicle is transmitted to
the inverter on the ground in real-time. This method has three problems, as follows: First, it cannot
provide the absolute position information of the 50 μs cycle required by the propulsion inverter due to
the limits of the radio communication speed. Second, a failure in the radio communication makes the
absolute position information update cycle variable. Third, a delay in the communication time for the
absolute position information occurs when the vehicle runs at high speed.

In this paper, rotor flux oriented vector control was performed as a basic algorithm to control
the thrust force of the vehicle and the flux position observer of the vehicle was utilized to align the
flux of the vehicle with the moving magnetic flux of the LS-LSM. Since the propulsion inverter of the
SUMA550-1 has the current control loop of a 500 μs cycle, it needs the precise magnetic flux position
information of the 500 μs cycle to perform accurate phase current control in real-time. This system
receives the position signal delayed by approximately 5 ms from the vehicle in a 2 ms cycle and,
therefore, it requires the magnetic flux position observer that compensates the delay of the position
signal [8–11]. In this paper, the closed loop full-order position observer based on the DC motor
numerical model that has the position information from the vehicle as an input is proposed in order
to serve the high-resolution position information required in the propulsion inverter in real-time.
The detail on the design of the position observer are shown in reference [12].

θcomp = θ+ 2π
{

v×Td
1000

}
dθ̂
dt = v̂ +ωn(2ζ+ 1)(θcomp − θ̂)

dv̂
dt = − 1

M τ̂d +
1
M Ft +ω2

n(2ζ+ 1)(θcomp − θ̂)
dτ̂d
dt = ω3

n(θcomp − θ̂)

(3)

where v represents the vehicle speed, v̂ represents a state estimate of V, Td represents the
communication delay time constant, θ represents the phase angle measured in the vehicle,
θcomp represents the communication delay compensation phase angle, θ̂ represents an state estimate
of θ, M represents vehicle mass, Ft represents the propulsion torque of the vehicle, τd represents the
disturbance torque, τ̂d represents a state estimate of τd, ωn represents the observer natural frequency,
and ζ represents the observer damping ratio.

2.3. Experiments and Results Analysis

For the propulsion controller experiment of the SUMA550-1, a 150 m long guideway was
constructed. An LS-LSM was installed under the both sides of the guideway, and barcodes and
markers were also installed in combination with the LS-LSM. The vehicle is levitated up to 10 mm by
the mover of the LS-LSM and propulsion force is generated in accordance with the phase angle and
coil current of the ground LS-LSM.

The outward appearance of the SUMA550-1 is shown in Figure 2. The empty vehicle weight
is 24 tons, the gross weight is 27 tons, the maximum acceleration is 1.1 m/s2, the maximum jerk is
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0.5 m/s3, the maximum speed at a short-distance test line is 8 m/s, and there is no gradient of the
150 m-long guideway. The key parameters of the LS-LSM are summarized in Table 2.

 

Figure 2. High-speed maglev based on the LSM.

Table 2. The key parameters of LS-LSM.

Symbol Value Parameters

M 27,000 kg Gross mass
RW 0.36 ohm Phase resistance
Ld 4.41 mH d-axis stator self-inductance
Lq 1.85 mH q-axis stator self-inductance
τ 0.24 m Magnet pole pitch

2.4. Experiment Results and Analysis

For the performance verification of the propulsion control system of SUMA550-1, the maximum
thrust force experiment, performance test of the position estimator, and automatic operation test by
the speed profile were conducted in the test track. As described in Section 2.1, since the maximum
thrust force of the SUMA550 generated by 46 magnet modules is 180 kN, the maximum design thrust
force of the SUMA550-1 equipped with six magnet modules is 23.49 kN.

Figure 3 shows the maximum thrust force by applying the rated current Iqs = 500[A] to the
LS-LSM, and it is 24.88 kN, which is slightly more than the design value. This is because as the mover
magnetic flux of the LS-LSM increases, the thrust force slightly exceeds the maximum design value
under the full weight condition of the vehicle.

(a) (b) 

Figure 3. The thrust force experiment and the result waveforms of the SUMA550-1. (a) Complete
view of the maximum thrust force experiment; and (b) the thrust force experiment result waveforms
(the maximum thrust force of 24.88 kN).
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Figures 4 and 5 show the experimental result waveforms when the vehicle is operated manually
at speeds of up to 7 m/s. Figure 4a shows the results of the experiment performed by applying the
absolute position signals received from the vehicle, and each waveform represents the speed, vehicle
flux phase angle and estimated phase angle, and phase-U current of the LS-LSM from the top. In order
to analyze the distortion of the current by the discontinuous signals of the absolute position signal and
the subsequent current distortion, the expansion results of the 18.5–19.5 s section are represented in
Figure 4b. Figure 4 shows that there is no problem in the overall operation of the propulsion control
system to which the absolute position signal is applied, but the distortion of the phase-U current of
the LS-LSM stands out due to the discontinuous signal of the absolute position signal as shown in
Figure 4b. This current distortion can lead to the decrease in the thrust force of the propulsion control
system, instability of the communication system by the harmonic current, and increased loss of the
power converter system.

(a) (b) 

Figure 4. Waveforms of the propulsion control system in the application of the absolute position signal.
(a) Speed, phase angle, and estimated phase angle phase-U current; and (b) the expanded waveforms
of the 18.5–19.5 s section.

(a) (b) 

Figure 5. Waveforms of the propulsion control system in the application of the vehicle position
estimator. (a) Speed, phase angle, and estimated angle, phase-U current; and (b) the expanded
waveforms of the 18.5–19.5 s section.

Figure 5a shows the results of experiment performed by applying the vehicle position estimator
of the propulsion control system, and each waveform represents the speed, vehicle flux phase angle
and estimated phase angle, and phase-U current of the LS-LSM from the top. In order to analyze the
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discontinuous signal of the absolute position and the subsequent performance of the position estimator,
the expansion results of the 18.5–19.5 s section were represented in Figure 5b.

Figure 5 shows that the propulsion control system to which the vehicle position estimator is
applied is generally stable, and the phase angle of the vehicle position estimator is linearly estimated
with respect to the discontinuous signal of the absolute position as shown in Figure 5b.

The deviating behavior is shown in Figures 4 and 5 when the ground false position packets are
received. This is because the position estimator cannot distinguish whether the absolute position
information received from the vehicle is right or not. Thus, the position estimator tries to follow the
wrong information.

Nevertheless, this suggests that the phase-U current of the LS-LSM maintains a sine wave with
the output current controlled by the linear phase angle.

Figure 6 shows the fast fourier transform (FFT) analysis results of the current distortion depending
on the presence of the vehicle position estimator in the entire running section. Figure 6a shows the
FFT analysis results on the phase-U current in the case where the vehicle position estimator is not
applied, and Figure 6b shows the FFT analysis results on the phase-U current of the LS-LSM in case
the vehicle position estimator is applied. The comparison of the results revealed that the application
of the vehicle position estimator contributed to improving the running current harmonic wave, as
well as the running current fundamental wave, and the improvement rate was particularly high in the
100–200 Hz sections among running current harmonic components.

(a) (b) 

Figure 6. Phase-U current fast fourier transform (FFT) analysis results of the LSM. (a) LSM current
FFT analysis results (without the estimator); and (b) the LSM current FFT analysis results (with
the estimator).

Figure 7 represents the vehicle position estimation capability in the position information update
cycle of 30 ms, which is 15 times later than the current position information update cycle of 2 ms.
In order to identify the characteristics of the vehicle position estimator in case the absolute position
information is transmitted from the vehicle in a 30 ms cycle, which is the same as that of the Transrapid.
The results of Figure 7 confirmed that the phase angle of the vehicle position estimator is linearly
estimated even in the position information update information of two to three times per cycle within
the propulsion current and, therefore, the output current appears sinusoidal.

The operation parameters for generation of the speed profile were entered to analyze the
performance of the automatic operation. The set operation parameters include the constant operation
time of 2 s, maximum jerk limit of 0.5 m/s3, maximum acceleration of 0.5 m/s2, deceleration of
0.5 m/s2, and maximum speed of 4.2 m/s, and the generated speed profile and automatic operation
test results are shown in Figure 8.
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Figure 7. The experimental results of the position estimator with the position information update cycle
of 30 ms.

 

Figure 8. Automatic operation results according to the speed profile (top subplot: speed command and
vehicle speed; middle subplot: iqs* and iqs; bottom subplot: ius).

The experimental results showed that the speed tracking according to the speed profile is made
smoothly when the q-axis components of stator current iqs is tracked without error with respect to the
q-axis components of the stator reference current iqs*. In addition, the command value of the actual
travel distance and the actual travel distance were calculated by integrating the command velocity and
vehicle speed, respectively, in order to obtain the error rate of the automatic operation. According to
the calculation results, the travel distance by the speed command profile is 84.75 m, the actual travel
distance is 85.22 m and, therefore, the error rate of the travel distance is about 0.52%, if converted into
the error rate of the automatic operation.

3. Conclusions

This paper aims to develop the propulsion control system technology for a high-speed maglev
train system based on an LS-LSM. To this end, a test vehicle was fabricated with one-half the length of
the final model, and a 150 m long LSM guideway was constructed to conduct the test and evaluation
of the developed vehicle. The vehicle flux position observer was designed to analyze the difference
in thrust force control between the rotating machine and the linear machine and, thus, to solve the
problem that may occur in the liner machine. In addition, the characteristics of the current controller
and speed controller were analyzed to design the propulsion controller of the LS-LSM.

For verification of the propulsion control performance, experiments on the automatic operation
according to the speed profile and manual operation, and a comparison of the propulsion power
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quality enhancement on the position observer and torque required by the vehicle were performed, and
the results confirmed that the design objectives were archived. For future work, a system for position
detection within 5 mm, even at the maximum speed of 550 km/h, is planned to be developed for
high-speed operation.
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