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Abstract: Both backstepping control (BC) and sliding mode control (SMC) have been studied
extensively over the past few decades, and many variations of controller designs based on them can
be found in the literature. In this paper, sliding mode control in a backstepping framework (SBC)
for a class of nonlinear systems is proposed and its connections to SMC studied. SMC is shown
to be a special case of SBC. Without losing generality, the regulation control problem is studied,
while tracking control is achieved by replacing the states with the difference between the states
and their desired values. The SBCs are designed for nonlinear single-input-single-output (SISO)
and multiple-input-multiple-output (MIMO) systems with the presence of bounded uncertainties
from unmodeled dynamics, parametric variations, disturbances, and measurement noise, and the
closed loop systems are proven to be asymptotically stable using the Lyapunov stability theory.
The comparison of SBC to SMC from the design process, chattering effects, and chatter reduction are
also discussed. SBC inherits the merits of backstepping control in choosing gains independently,
while leveraging useful nonlinear dynamics for controller design simplification. Hence, it provides
more flexibility in controller design in the sense of controlling coverage speed and making use of
useful nonlinearities in the dynamics. To demonstrate the effectiveness of SBC, an application on
cruise tracking control of an autonomous underwater vehicle was studied.

Keywords: robust control; nonlinear systems; backstepping control; sliding mode control; Lyapunov
stability; autonomous underwater vehicle

1. Introduction

The backstepping method breaks the problem of controlling complex higher order systems into a
sequence of lower order control problems through a recursive procedure. By doing this, the flexibility in
these lower order systems can be explored for controller design, which makes the control less restrictive
in system complexity requirements, compared to other methods [1]. Over the past few decades,
backstepping control has been studied extensively with applications for the control of spacecraft and
aircraft [2–5], marine vessels [6–8], various motors [9–11], robotic manipulators and systems [12–14],
and many others [15–18].

Numerous variations of backstepping control can be found in the literature. Specific formulations
exist for nonlinear systems with time delays [19], systems with structural obstacles in obtaining
continuous feedback laws [20], time-varying systems [21], nonlinear systems with block structures [22],
plants with unknown backlash nonlinearities [23], nonholonomic systems with strong nonlinear
drifts [24], systems with unknown dead-zone non-linearity [25], nonlinear systems with delay of
neutral type [26], and so on. The backstepping method is also used to assist in design for fuzzy
control [27–29], neural network control [25,30–34], and wavelet adaptive control [35,36]. Another
related topic is robust backstepping control (RBC), which focuses on handling uncertainties from

J. Mar. Sci. Eng. 2019, 7, 452; doi:10.3390/jmse7120452 www.mdpi.com/journal/jmse1
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un-modeled dynamics (i.e., imperfection or simplification in modeling and variations in system
parameters), noise in measurements, and disturbances [37–39].

Aside from RBC, sliding mode control (SMC) is another Lyapunov-based robust control method,
which has attracted much attention from both the industry and academia [40]. SMC produces a
switching control law to force the system to converge to the sliding surface while trapping the
system within a boundary layer near the sliding surface under the guidance of the Lyapunov stability
theory [41,42]. Due to the nature of switching control law, the chattering problem associated with the
controller has also caught the attention of researchers. Many solutions can be found in [43–46]. There
is also some research that combines backstepping and sliding mode methods to design controllers for
special applications such as the adaptive backstepping sliding mode control for linear induction motor
drives presented in [47].

In this paper, a systematic SBC design is formulated for both single-input-single-output (SISO)
systems and multiple-input-multiple-output (MIMO) systems. The general nonlinear system considered
here is in a recursive form. Systems not in the standard form can be converted to the standard form
using input-output linearization or other methods. Starting from the recursive model, an SBC is
designed to guarantee that the closed loop system is asymptotically stable. The proposed controller is
also compared to the popular SMC on simplicity of design, uncertainty handling, and chatter reduction.
Further, the design of integral SBC (ISBC) is presented. It is found that SBC and ISBC retain the
advantages of both the robustness of SMC and the simplicity of backstepping control. The proposed
SBC/ISBC methods provide more flexibility in controlling the convergence speed of the closed loop
system, while retaining the ability to leverage useful nonlinear dynamics toward a simpler control law.
The main contributions of this paper are as follows: (1) SBC and ISBC for a class of nonlinear systems
are proposed; (2) the controller design formulations reveal both the equivalence and difference between
SBC/ISBC and SMC/ISMC; and (3) it demonstrates that the proposed SBC/ISBC are more flexible design
and can achieve better performance than the traditional SMC/ISMC.

The rest of the paper is organized as follows: in Section 2, the SBC for nonlinear SISO system is
presented. The results for MIMO system are given in Section 3. In Section 4, the SBC is compared
to SMC in terms of simplicity of design, chatter effects, and some additional performance metrics.
Section 5 details a benchmark control example using the proposed SBC method to illustrative the
effectiveness of the controller. Finally, conclusions are drawn in Section 6.

2. SBC of SISO Systems

2.1. Problem Formulation

The nonlinear SISO system considered in this paper is assumed to have the following form (or,
the system is assumed to be input-output linearizable to have the following form):

x(n) = f (x) + g(x)u (1)

where x is the state variable, composed of the state and its derivatives up to the order of n, and both
f (x) and g(x) are nonlinear functions of x. Without special notices, all scalar functions are in regular
style, while vectors and matrices will be in bold.

Remark 1. For a general nonlinear system given in a more general form as:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
x1 = f1(x)
.
x2 = f2(x)

...
.
xn = fn(x) + g1(x)u

(2)

2
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and assuming the output function is given as y = h(x), then, the system can be linearized using
input-output linearization, which results in⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
y = � f h(x) + �gh(x)u
..
y = � f (2)h(x) + �g� f h(x)u

...
y(r) = � f (r)h(x) + �g� f (r−1)h(x)u

(3)

where � represents the Lie derivative operator and r is the relative degree of the system. We know that:

�gh(x) = �g� f h(x) = · · · �g� f (r−2)h(x) = 0 (4)

and
�g� f (r−1)h(x) � 0 (5)

By defining the new states ξ1 = y, ξ2 =
.
y,· · · , ξr = y(r−1), the general nonlinear system in (2) can

be written in the form of (1).

Remark 2. Without losing generality, the regulation problem (i.e., lim
t→∞x = 0 for SISO system or

lim
t→∞x = 0 ∈ Rm for MIMO systems) will be considered in this paper. For tracking problems where

lim
t→∞x = xd or lim

t→∞x = xd ∈ Rm, new state variables x̃ = x− xd or x̃ = x− xd can be defined to convert

the tracking problem to a regulation problem.

Since the standard backstepping method breaks a complex system into a lower order system to
simplify the controller design process, system (1) is firstly written into the following canonical form as:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
x1 = x2
.
x2 = x3

...
.
xn = f (x) + g(x)u

(6)

Following the standard Backstepping control design, the first new state z1 is defined as z1 = x1.
Then, we take the derivative of z1 to get

.
z1 = −γ1z1 +

(
γ1z1 +

.
x1
)

︸�������︷︷�������︸
z2

. Hence, z2 can be defined as

z2 = γ1z1 +
.
x1 = γ1x1 + x2. We repeat this process until zn−1. Since the system in (6) is already in

canonical form, this process can be described using the following transformation:

zi =

(∏
i−1
j=1

(
d
dt

+ γ j

))
x, 1 < i ≤ n (7)

It is easy to verify that under the transformation given in (7), the system in Equation (6) can be
converted into the following recursive structure:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
z1 = −γ1z1 + z2
.
z2 = −γ2z2 + z3

...
.
zn = v

(8)

3



J. Mar. Sci. Eng. 2019, 7, 452

where γi > 0, i = 1, 2, · · · , n are positive real numbers. For simplicity, we can write v =
.
zn = d

dt

(
xn +

∑n−1
j=1 α jxj

)
=

.
xn +

∑n−1
j=1 α jxj+1, and α j are functions of an independent scalar set{

γn,γn−1, · · · ,γ1
}
, i.e., α1 = γ1γ2 · · ·γn and αn−1 =

∑n
j=1 γ j.

Without consideration for robustness, the traditional backstepping controller can be derived,
such that v = −γnzn, which results in a controller of the form:

u =
1

g(x)
(− f (x) − d(x) − γnzn) (9)

where d(x) =
∑n−1

j=1 α jxj+1. This makes the system “theoretically” exponentially stable. Here,
“theoretically” means that this is only guaranteed to be true when all sources of uncertainties do not
exist. Alternatively, the controller that ensures v = −γnsgn(zn) is given by:

u =
1

g(x)
(− f (x) − d(x) − γnsgn(zn)) (10)

Since γn is a user-defined constant parameter, the control formulations in (9) and (10) are not robust.

2.2. SBC Design

Before moving on to the SBC design, the following assumption is made to quantify the uncertainties
from un-modeled dynamics, parameter variation, noise, and disturbances.

Assumption 1. The matching conditions requirement assumes that in (1) the uncertainty of f and g
satisfy the following: ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∣∣∣ f − f̂
∣∣∣ ≤ F f∣∣∣d− d̂
∣∣∣ ≤ Fd, d =

n−1∑
j=1
α jxj+1

ĝ = (1 + Δ)g, |Δ| ≤ G < 1

(11)

where F f and Fd are the upper bound of the uncertainties of f (x) and d(x), and Δ is the difference
between g(x) and ĝ(x), and G is the upper bound of |Δ|.

Theorem 1. For a class of nonlinear system given in form of (1) or the equivalent canonical form of (8),
which meets the uncertainty bounds or matching condition of (11), a nonlinear SBC control is given by:

u =
1

ĝ(x)

[
− f̂ (x) − d̂(x) − ksgn(s

)
] (12)

where

s = zn =

(∏
n−1
j=1

(
d
dt

+ γ j

))
x = xn +

∑
n−1
j=1α jxj, (13)

and the control gain is chosen as

k ≥ 1
1−G

(
F f + Fd + G

∣∣∣ f̂ (x) + d̂(x)
∣∣∣+ η) (14)

where η is an arbitrary positive scalar, and the sign function is given by

sgn(s) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−1 i f s < 0
0 i f s = 0
1 i f s > 0

(15)

Then, the system is asymptotically stable.

4
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Remark 3. Since G < 1, the positive control gain in (14) always exists and can further be chosen as
equality for simplicity, which gives:

k =
1

1−G

(
F f + Fd + G

∣∣∣ f̂ (x) + d̂(x)
∣∣∣+ η) (16)

Proof. To prove Theorem 1, we choose the positive definite Lyapunov function V = 1
2 s2.

Its derivative becomes:
.

V = s
.
s = s

( .
zn
)
= s

(
d(x) +

.
xn
)

= s(d(x) + f (x) + g(x)u)

= s

⎛⎜⎜⎜⎜⎝ d(x) + f (x) + g(x) 1
ĝ(x) ·[

− f̂ (x) − d̂(x) − ksgn(s
)
]

⎞⎟⎟⎟⎟⎠
= s

⎛⎜⎜⎜⎜⎝ d(x) + f (x) + (1 + Δ)·[
− f̂ (x) − d̂(x) − ksgn(s

)
]

⎞⎟⎟⎟⎟⎠
= s

⎛⎜⎜⎜⎜⎝
[

f (x) − f̂ (x)] + [d(x) − d̂(x)
]

−Δ
[

f̂ (x) + d̂(x)
]
− (1 + Δ)ksgn(s)

⎞⎟⎟⎟⎟⎠
≤ |s|

(
F f + Fd + G

∣∣∣ f̂ (x) + d̂(x)
∣∣∣− (1−G)k

)

(17)

If k is chosen large enough such that Equation (14) is satisfied, then,
.

V ≤ −η|s|, and thus the Lyapunov
rate is strictly decreasing. According to the Lyapunov stability theorem, we can conclude that the
system is asymptotically stable. �

2.3. Integral SBC Control

To eliminate the steady-state bias or shorten the rising time, an integral term is typically considered
in the controller design. The importance of integral terms in backstepping control design has been
demonstrated in [48]. Considering the system in (6), the integral sliding mode control in backstepping
framework control (ISBC) can be implemented by adding another state x0 =

∫ t
t0

x(τ)dτ to the system,
which results in: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
x0 = x1
.
x1 = x2

...
.
xn = f (x) + g(x)u

(18)

The results in Section 2 are valid for system (18), if we redefine the function s(x) and d(x) as follows:

s = zn =

(∏
n−1
j=0

(
d
dt

+ γ j

))
x = xn +

∑
n−1
j=0α

∗
jxj (19)

d =
∑

n−1
j=0α

∗
jxj+1 (20)

Then, the control law and the control gain update law are the same as those in Equations (13)
and (14). For systems that need higher order integral control, the same method can be used to add
new states.

2.4. Chattering Effects

As the sliding surface function used in the SBC design, denoted by s in Equation (13),
approaches zero, the sign function tends to switch at a high frequency. This chattering phenomenon and

5
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its reduction has been extensively studied for SMC, where there are two primary methods: the boundary
layer method [42] and other surface approach dynamics (e.g., using saturation, arctangent function
instead of sign function) [49], and higher order or nonlinear sliding surface functions [50,51]. Algorithms
to eliminate chatter were also studied in [52] and the existence of a solution for nonlinear convergent
chatter-free sliding mode control was studied in [53]. The same ideas can be used to reduce chatter in
SBC design.

3. SBC of MIMO Systems

In this paper, a MIMO system of the following form is considered:

x(ni)
i = fi(x) +

m∑
j=1

gi, j(x) uj and i, j = 1, 2, · · · , m (21)

where x =
[
x1,

.
x1, · · · , xn1

1 , x2,
.
x2, · · · , xn2

2 , · · ·
]
.

Remark 4. The system discussed here refers to a fully-actuated system. The under- and over- actuated
system control problems are solved with other techniques, which are beyond the scope of this paper
and will not be discussed here.

Remark 5. For a special class of MIMO Systems of the form x(n) = f(x) + g(x)u, where x, f, u ∈ Rm,
g ∈ Rm×m. The controller in the same form can be obtained providing that n1 = n2 = · · · = n.

To follow the derivation for SISO systems, the MIMO system in (21) is first written into the
following canonical form: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
xi,1 = xi,2
.
xi,2 = xi,3

...
.
xi,n = fi(x) +

m∑
j=1

gi, j(x) uj

, i = 1, 2, · · ·m (22)

Then, following the backstepping design for the SISO system, we get:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

.
zi,1 = −γi,1zi,1 + zi,2
.
zi,2 = −γi,2zi,2 + zi,3

...
.
zi,ni =

∑ni−1
j=1 αi, jxi, j+1 +

.
xi,n

, i = 1, 2, · · ·m (23)

Similarly, the matching conditions are given in assumption 2 as follows.

Assumption 2. The matching conditions requirement assumes that the uncertainty of f and g in
Equation (21) satisfy the following:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

∣∣∣f− f̂
∣∣∣ ≤ Ff∣∣∣d− d̂
∣∣∣ ≤ Fd, di =

∑ni−1
j=1 αi, jxi, j+1

ĝ = (I + Δ)g, |Δ| ≤ G, 0 < ρ(G) < 1

(24)

where Ff is the upper bound of uncertainty in f, Fd is the upper bound of uncertainty in d, Δ is the
discrepancy between g and ĝ, G is the elementary upper bound matrix of |Δ|, and ρ(G) is the spectral
radius of G.
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Theorem 2. For a class of nonlinear MIMO systems given in form in (21), meeting the matching
condition requirement in Equation (24), a nonlinear SBC is given by:

u = ĝ
(
x)−1

[
−f̂(x) − d̂(x) − k ◦ sgn(s

)]
(25)

where

si = xi,ni +

ni−1∑
j=1

αi, jxi, j =

⎛⎜⎜⎜⎜⎜⎜⎝ ni∏
j=1

(
d
dt

+ γi, j

)⎞⎟⎟⎟⎟⎟⎟⎠xi (26)

and the adaptive gain is chosen as

k ≥ (I −G)−1
(
Ff + Fd + G

∣∣∣f̂(x) + d̂(x)
∣∣∣+ η) (27)

where η is an arbitrary positive vector, and I ∈ Rm×m is an identity matrix, and ◦ denotes entrywise
product. With this controller in Equation (25), the system is asymptotically stable.

Remark 6. Similar to Remark 3 for SISO system, the control gain for MIMO system can be simply
chosen as:

k = (I−G)−1
(
Ff + Fd + G

∣∣∣f̂(x) + d̂(x)
∣∣∣+ η) (28)

Proof. Choose the Lyapunov function as V = 1
2 sTs, where si is given in (26), and

.
si =

.
xi,ni +

ni−1∑
j=1

αi, j
.
xi, j =

.
xi,ni +

ni−1∑
j=1

αi, jxi, j+1 = di(x) + fi(x) +
m∑

j=1

gi, j(x) uj (29)

Then, the derivative of V becomes

.
V = sT .

s = sT(d(x) + f(x) + g(x)u)

= sT
(
d(x) + f(x) + g(x)ĝ

(
x)−1 ·

[
−f̂(x) − d̂(x) − k ◦ sgn(s

)])
= sT

(
d(x) + f(x) + (I + Δ) ·

[
−f̂(x) − d̂(x) − k ◦ sgn(s

)
]
)

= sT
([

f(x) − f̂(x)] + [d(x) − d̂(x)]−Δ[f̂(x) + d̂(x)
]
− (I + Δ)k ◦ sgn(s)

)
≤

∣∣∣sT
∣∣∣( Ff + Fd + G

∣∣∣f̂(x) + d̂(x)
∣∣∣

−(I−G)k

)
(30)

If we choose k ≥ 0 such that

Ff + Fd + G
∣∣∣f̂(x) + d̂(x)

∣∣∣− (I−G)k ≤ −η (31)

where η ≥ 0 is an arbitrary non-negative vector. Then,
.

V ≤ −η|s|. According to the Lyapunov
stability theorem, the system is asymptotically stable. The existence of such k is guaranteed by the
following Lemma. �

Lemma 1. There always exists a non-negative k ≥ 0 under the given matching condition in Equation (24),
such that Equation (31) can be satisfied.

Proof. From the definition of Ff, Fd, G, and η, we know that:

ξ = Ff + Fd + G|f̂(x) + d̂(x)
∣∣∣+η > 0 (32)
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Then, the existence of k depends on whether there exists a solution to the inequality of (I−G)k ≥ ξ > 0.
Since ρ(G) < 1, according to Frobenius-Perron Theorem [42], there is always a non-negative solution
k ≥ 0 such that (I−G)k ≥ ξ > 0. Hence, k ≥ 0 always exists such that Equation (31) can be satisfied.
�

4. Compare SBC to SMC

4.1. Recall SMC Design

Since the comparison of these two controllers are similar for both SISO and MIMO systems,
the following discussion is performed on the controller design of a SISO system. Recall SMC design [42],
which started by constructing a sliding surface given in the form of:

sSMC = (
d
dt

+ λ)
n−1

x = x(n−1) +
n−1∑
j=1

β jx( j−1) (33)

where λ is a scalar control parameter, β j are the summation of the jth order terms in the expansion of

( d
dt + λ)

n−1
. The sliding mode control of the system in (1) can be given as:

uSMC =
1

ĝ(x)

[
− f̂ (x) − d̂SMC(x) − kSMCsgn(sSMC

)
] (34)

where

dSMC(x) =
n−1∑
j=1

β jx( j) (35)

kSMC =
1

1−G

(
F f + FdSMC + G

∣∣∣ f̂ (x) + d̂SMC(x)
∣∣∣+ η) (36)

4.2. Sliding Surface and Chatter

Comparing the sliding surface in Equation (33) to sSBC = s in Equation (13) of SBC design, we can
see that sSMC is a special case of sSBC given that α j = β j or γ1 = γ2 = · · ·γn. From the other side,
the SBC controller provides more flexibility in robust controller design by alternating the convergence
speed in the successive lower orders of the systems; which can potentially improve the overall system
performance. We can say SMC is a special case of SBC if we name Equations (13) and (26) sliding
surfaces of the SBC.

From the design of both SBC and SMC, we know that the chatter effects exist. As it has been
discussed before, chattering reduction techniques for SMC can be also used for the SBC.

4.3. Useful Nonlinear Dynamics

Besides the flexibility in designing the convergence speed, the SBC has another advantage that
the useful nonlinear dynamics portion, which helps with system stability, can be leveraged to simplify
the controller design. This advantage has been studied for standard BC and can similarly be used for
SBC design. Note that the discussion in this section is based on a SISO system, but the results can be
extended to MIMO systems.

Theorem 3. f (x) is composed of useful dynamics fu(s) and the residual is fr(x) as

f (x) = − fu(s) + fr(x) (37)

8
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and the useful dynamic can be defined as Lipschitz condition:∣∣∣ fu(s)∣∣∣ < λ|s| (38)

The controller of the revised system

x(n) = − fu(s) + fr(x) + g(x)u (39)

can be given by

u =
1

ĝ(x)

[
− f̂r(x) − d̂(x) − k sgn(s)

]
(40)

then, the system is asymptotically stable.

Remark 7. Due to the change in the system structure, the first matching condition in (11) becomes∣∣∣ fr − f̂r
∣∣∣ ≤ Fr.

Proof. Choose the positive definite Lyapunov function V = 1
2 s2. Its derivative becomes:

.
V = s

.
s = s

⎛⎜⎜⎜⎜⎝n−1∑
j=1
α j

.
xj +

.
xn

⎞⎟⎟⎟⎟⎠ = s
(
d(x) +

.
xn
)

= s(d(x) − fu(s) + fr(x) + g(x)u)

= −s fu(s) + s

⎛⎜⎜⎜⎜⎝ d(x) + fr(x) + g(x) 1
ĝ(x) ·[

− f̂ (x) − d̂(x) − k sgn(s
)
]

⎞⎟⎟⎟⎟⎠
= −s fu(s) + s

⎛⎜⎜⎜⎜⎝ d(x) + f (x) + (1 + Δ)·[
− f̂ (x) − d̂(x) − k sgn(s

)
]

⎞⎟⎟⎟⎟⎠
= −s fu(s) + s

⎛⎜⎜⎜⎜⎝
[

f (x) − f̂ (x)] + [d(x) − d̂(x)
]

−Δ
[

f̂ (x) + d̂(x)
]
− (1 + Δ)k sgn(s)

⎞⎟⎟⎟⎟⎠
≤ −λs2 + |s|

(
F f + Fd + G

∣∣∣ f̂ (x) + d̂(x)
∣∣∣

−(1−G)k

)

(41)

If k is chosen according to

k ≥ 1
1−G

(
Fr + Fd + G

∣∣∣ f̂ (x) + d̂(x)
∣∣∣+ η) (42)

then,
.

V ≤ −λs2 − η |s|, which is negative definite. Hence, the system is asymptotically stable. �

5. Simulation Results

To validate the performance of the proposed SBC and ISBC, two cases of control of an autonomous
underwater vehicle (AUV) are provided, including (1) Case I: line following cruise control (SISO
system) and Case II: planar motion control (MIMO system). As shown in Figure 1, the motion of the
AUV in XY plane is controlled by the thrust force F and steering torque τ. The position of the AUV is
represented by the location of its center of mass (x, y), V is the speed, and ϕ is the heading angle.
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Figure 1. Sketch of an autonomous underwater vehicle.

Case I: SISO system control—line following cruise control of the AUV
This line following cruise tracking control problem simulates an application of using an AUV for

sea floor mapping or searching, where the AUV scans a field with a constant speed following a zig-zag
pattern. Here, we assume that speed control is handled by another controller, such that the system is
an SISO system. The goal of cruise tracking control is to drive the AUV to follow a straight line at a
cruise speed V0. More specifically, if we desire that the AUV cruises along the x-axis, the goal is to
drive y to zero in a finite time, while also converging to the cruise speed V0. The associated system
dynamics are given by: ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

.
x = V0cosϕ
.
y = V0sinϕ
.
ϕ = ω
J

.
ω = τ

(43)

where ω is the angular rate and J is the mass moment of inertia of the AUV. Since this is a SISO system,
we can follow Theorem 1 to design the controller. First, the system is converted to the canonical form
by using input-output linearization:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

x1 = y
x2 =

.
y = V0sinϕ

x3 = y(2) = V0cosϕ
.
ϕ = V0ωcosϕ

y(3) = −V0ω2sinϕ+ 1
J V0cosϕτ

(44)

Then, the equivalent dynamics are given as:⎧⎪⎪⎪⎨⎪⎪⎪⎩
.
x1 = x2
.
x2 = x3
.
x3 = f (x) + g(x)u

(45)

where f (x) = −V0ωsinϕ
.
ϕ, g(x) = 1

J V0cosϕ and u = τ.
Secondly, we define sSBC and dSBC as follows:{

sSBC = x3 + α2x2 + α1x1

dSBC = α2x3 + α1x2
(46)

Correspondingly, for ISBC, we have:{
sISBC = x3 + α2x2 + α1x1 + α0x0

dISBC = α2x3 + α1x2 + α0x1
(47)

10
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and, for SMC and Integral sliding mode control (ISMC){
sSMC = x3 + 2βx2 + β2x1

dSMC = 2βx3 + β2x2
(48)

{
sISMC = x3 + 3βx2 + 3β2x1 + β3x0

dISMC = 3βx3 + 3β2x2 + β3x1
(49)

Then, the control laws share the same form:

u =
1

ĝ(x)

[
− f̂ (x) − d̂(∗)(x) − k sgn(s(∗)

)
] (50)

where f̂ (x), ĝ(x), and d̂(x) are nominal functions of f (x), g(x), and d(x), respectively; and the subscript

(∗) can be one of the four choices of {SBC, ISBC, SMC,ISMC}.
The matching condition can be quantified through Monte Carlo simulation and experimental

tests. The control input is given by Equation (12), where s and d are chosen according to the specific
control algorithm to be used (i.e., if SBC is chosen, s = sSBC and d = dSBC).

The four controllers were compared under the same testing scenario where the mass is m = 200 kg,
moment of inertia is J = 450 kg·m2, cruise speed is V0 =4 m/s, and the vehicle is controlled to track the
x-axis from the initial position of [x0, y0] = [0, 5] m. The noise in position, angle, and angular rate are
assumed to be zero-mean and Gaussian with a standard deviation of 0.1 m, 1 degree, and 0.01 degree/s,
respectively. Note that all noise is assumed to be bounded within a range of ±3σ. A MATLAB/Simulink
model is developed, and the results are shown in Figures 2 and 3.

Figure 2. Performance comparison of SBC and SMC. (a), (b), (c) and (d) are the y-position, heading
angle, angular rate, and control signal.

11



J. Mar. Sci. Eng. 2019, 7, 452

Figure 3. Performance comparison of ISBC and ISMC.

Figure 2 shows the performance comparison of the SBC and SMC controllers, where (a), (b), (c)
and (d) are the y-position, heading angle, angular rate, and control signal, respectively. To provide a
complete performance comparison, results for SMCs with different control parameters (i.e., β = 0.6,
0.8, 1.0, 1.2, and 1.4) are produced to compare with the proposed SBC (α1 = 1.2, and α2 =1.8). It can be
seen from Figure 2a that SBC can drive the AUV to approach zero in a shorter time compared to SMC.
As the parameter β of SMC increases from 0.6 to 1.4, the performance becomes similar to the SBC before
diverging from it. The rise time under these six controls are given in Table 1. It can be seen that the
SBC has the shortest rise time of 6.73 s, while the quickest rise time of the five SMCs is 7.66 s.

Table 1. Rise times of SBC and SMC.

Rise Time C0 C1 C2 C3 C4 C5

tr 6.73 s 9.61 s 8.10 s 7.66 s 7.96 s 8.65 s

Note: C0 = SBC, C1, C2, . . . , C5 = SMC with β = 0.6, 0.8, . . . , 1.4.

The performance changes as β increases can be analyzed from the variations in the coefficients
of sSMC and dSMC. Recall that x1 = y and x2 =

.
y, where the coefficients as shown in Equation (16)

correspond to the proportional and derivative gain in PID controller design. Since the two coefficients
β2 and 2β are dependent, the performance of the controller is also restricted to a certain extent due to
the freedom in parameter selection being reduced from 2 to 1.

Figure 3 shows the performance comparison of the SBC and SMC controllers, where (a), (b), (c)
and (d) are the y-position, heading angle, angular rate, and control signal, respectively. To provide a
complete performance comparison, results of ISMCs with different control parameters (i.e., β = 0.1, 0.3,
0.5, 0.7, and 0.9) are produced to compare with the proposed SBC (α0 =0.0625, α1 = 1.2, and α2 =1.5).
It can be seen from Figure 2a that ISBC can drive the AUV to reach steady state in a much shorter

12
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time of 8.9 seconds compared to ISMCs. The performance indices, including rise time tr, settling time
ts, peak time tp, and overshot σ% are summarized in Table 2. It can be seen that the ISBC has the
best performance with respect to the rising time, settling time, peak time, and overshoot. Due to the
dependency in the control gains, ISMCs have difficulty in achieving better performances; i.e., as β
increases (from C1 to C5 in Table 2), the settling time, rising time, peak time, and overshoot first
decrease then increase.

Table 2. Performance comparison between ISBC and ISMC.

System Response C0 C1 C2 C3 C4 C5

tr 6.28 s 15.14 s 5.32 s 3.83 s 3.52 s 3.52 s

ts 8.90 s > 60 s 30.53 s 21.29 s 17.01 s 18.25 s

ts 8.01 s 30.21 s 10.64 s 7.50 s 7.15 s 8.97 s

σ% 3.5% 28.6% 37.8% 49.5% 54.6% 40.9%

Note: C0 = ISBC, C1, C2, . . . , C5 = ISMC with β = 0.1, 0.3, . . . , 0.9.

It can be seen from Figure 3b,c that, during the control process, ISBC has the smallest variation
in heading angle and angular rate compared to ISMCs. Figure 3d shows that all the controllers can
maintain the desired states with relatively small variations in control signals with a standard deviation
of less than 10 N.

From the comparison in these two experiments, we can see that the dependency in control gain
selection simplifies the controller tuning, meanwhile the dependency also limits the performance of
the control system.

Case II: MIMO system—planar motion control of the AUV
Planar motion control of the AUV is used to show the effectiveness of the proposed controller

design for MIMO systems. The dynamics of planar motion of the AUV is given as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
x = Vcosϕ
.
y = Vsinϕ

.
ϕ = ω

m
.

V = F− cV2

J
.
ω = τ

(51)

where c is the drag coefficient and the drag force is cV2. Since this is a MIMO system, we can follow
Theorem 2 to design the controller. First, the system is converted to the canonical form by using
input-output linearization.

Let x1 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x
y
ϕ

⎫⎪⎪⎪⎬⎪⎪⎪⎭, x2 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
.
x
.
y
.
ϕ

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Vcosϕ
Vsinϕ
ω

⎫⎪⎪⎪⎬⎪⎪⎪⎭, then
.
x2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x
y
ϕ

⎫⎪⎪⎪⎬⎪⎪⎪⎭
(2)

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
m

(
F− cV2

)
cosϕ−Vωsin ϕ

1
m

(
F− cV2

)
sinϕ+ Vωcosϕ

1
J τ

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ and the equivalent dynamics is given as

{ .
x1 = x2

.
x2 = f(x) + g(x)u

(52)
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where f(x) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
− 1

m cV2cosϕ−Vωsin ϕ
− 1

m cV2sinϕ+ Vωcosϕ
0

⎫⎪⎪⎪⎬⎪⎪⎪⎭, g(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
m cosϕ 0
1
m sinϕ 0

0 1
J

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, and u =

{
F
τ

}
. Secondly, we can

define s and d functions for SBC as follows{
sSBC = x2 + α1x1

dSBC = α1x2
(53)

Correspondingly, for ISBC, we have:{
sISBC = x2 + α1x1 + α0x0

dISBC = α1x2 + α0x1
(54)

and, for SMC and ISMC, {
sSMC = x3 + 2βx2 + β2x1

dSMC = 2βx3 + β2x2
(55)

{
sISMC = x3 + 3βx2 + 3β2x1 + β3x0

dISMC = 3βx3 + 3β2x2 + β3x1
(56)

Then, the control laws share the same form

u = ĝ(x)+
[
−f̂(x) − d̂(∗)(x) − ksgn

(
s(∗)

)]
(57)

where (∗) can be one of the four choices {SBC, ISBC, SMC,ISMC} given in Equations (53)–(56).
The matching conditions and AUV specifications are the same as those for Case I, while the speed of

the AVU is treated as a state variable. The control parameters are listed in Table 3 and simulation results
are shown in Figures 4 and 5. The initial conditions are given as x(0) = −3m, y = −3m, and ϕ(0) = π

2 .

Table 3. Control parameter selection.

Control Method Parameters

SMC β = 0.2
SBC α1 = 0.2× [1; 0.9; 1]

ISMC β = 0.2
ISBC α1 = 0.4× [1.1; 1; 1] and α0 = 0.04× [1.25; 1; 1]

Figure 4. Performance comparison of SBC (a) and SMC (b).
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Figure 5. Performance comparison of ISBC (a) and ISMC (b).

Figure 4 shows the performance comparison of the SBC and SMC. It can be seen from that SBC can
control the AUV to approach zero in a shorter time compared to SMC. The rise time is given in Table 4.
Moreover, SBC allows us to adjust the performance of each state by tuning the corresponding control
parameters. By comparing Figure 4a,b it can also be seen that the steady state error in y direction in
SBC is much smaller than that for SMC. This is achieved by choosing a different control parameter for
y direction as indicated in Table 3. Figure 5 shows the performance comparison of the ISBC and ISMC.
By choosing a different control parameter for x direction in α0, the settling time of state x is reduced
from 41.22 s for ISMC to 34.72 s for ISBC.

Table 4. Rise time of SBC and SMCs.

Rise Time SMC SBC

tr (x, y,ϕ) 13.01, 7.73, 11.21 (s) 11.71, 7.18, 10.25 (s)

By comparing the controller performance for the two cases, it can be seen that the proposed
SBC and ISBC can achieve better performance comparing to SMC and ISMC. This improvement is
achieved by flexibility in control parameter selections. Similar strategies can be used for controller
parameter selection for all these four different controllers. Additionally, if α1 = β{1; 1; 1}, SBC and
SMC two controllers will be equivalent if α1 = β{1; 1; 1}. Similarly, for ISMC and ISBC, if α1 =

2β{1; 1; 1}, and α0 = β2{1; 1; 1}, these two controllers will be equivalent.

6. Conclusions

In this paper, a sliding mode control in the backstepping framework (SBC) was proposed for a class
of nonlinear systems. The comparison between the SBC and sliding mode control was discussed by
comparing dependency in the control gains. An example of cruise control of an unmanned underwater
vehicle was given to show the effectiveness of the controller. It was found that the proposed controller
is able to achieve better control performance due to its advantages in the flexibility of control gain
selection and simplicity in control law formulation when considering useful nonlinearities.
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Abstract: Unmanned Aerial Underwater Vehicles (UAUVs) with multiple propellers can operate in
two distinct mediums, air and underwater, and the system modeling of the autonomous vehicles is a
key issue to adapt to these different external environments. In this paper, only a single set of aerial
rotors with switching propulsion abilities are designed as driving components, and then a compound
multi-model method is investigated to achieve good performance of the cross-medium motion.
Furthermore, some additional variables, such as water resistance, buoyancy and their corresponding
moments are considered for the underwater case. In particular, a critical coefficient for air-to-water
switching is presented to express these gradually changing additional variables in the cross-medium
motion process. Finally, the sliding mode control method is used to reduce the altitude error and
attitude error of the vehicles with external environmental disturbances. The proposed scheme is
tested and the model is verified on the simulation platform.

Keywords: aerial underwater vehicle; dynamics; modeling; cross-medium

1. Introduction

Autonomous unmanned systems are very popular all over the world due to their broad range of
applications such as surveillance, inspection, fast delivery, search and rescue, among many others [1–3].
In recent years, the rapid development of composite materials and the continuous upgrading of
intelligent control technology have been of great help in the development of unmanned aerial vehicles
(UAVs) and unmanned underwater vehicles (UUVs) [4,5]. More challenging, the unmanned aerial
underwater vehicle (UAUV) has become a novel research field, which aims to design equipment
that can fly in the air and navigate underwater. To enhance the characteristics of these unmanned
systems, many scholars and enterprises have done lots of relevant work in fuselage shape, fuselage
material, wing layout, mass-volume ratio, power system design, controller design and their intelligent
applications and so on [6–9].

The system modeling and control of UAVs are investigated in some works. Many kinds of UAVs,
such as fixed-wing, multi-rotor wing and flapping wing, have been developed and analyzed about
their different structures and mathematical description method [10,11], and a lot of achievements
have been made. Compared with traditional air vehicles, the control of multi-rotor vehicles are more
stable and efficient. Thus, the multi-rotor vehicles have significant advantages in vertical take-off and
landing (VTOL), precise hovering and aggressive maneuvers. In addition, transition flight modeling of
a fixed-wing VTOL UAV is also investigated, and the model is specifically tailored for the design of a
hover to forward flight and forward flight to hover transition control system [12]. Currently, there is
no well accepted generic methodology that can be used for system modeling due to the fact that there
are numerous challenges regarding the various configurations [13].
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In addition, the system dynamics of UUVs has also been paid increasing attention by researchers.
With the development of modern marine researches, many intelligent marine equipment, such as
surface ships, semi-submarines, unmanned submarines and deep-sea robots, have been developed in
all aspects. In particular, the underwater autonomous vehicles are facing unknown and hazardous
environments, and their research and deployment have been regarded as one of significant goals and
challenges by human beings. Therefore, an UUV with autonomous control should have capability to
perceive its own position as well as its environment and react to unexpected or dynamic circumstances
properly [14,15]. In addition, the system models of different shape configurations, such as open
structure, torpedo-like and multi-thruster, are studied respectively [16,17]. Thruster fault detection
and the isolation method and switching control of multi-thruster have been discussed [18,19].

UAVs and UUVs have broadened the space of operation from land to air or underwater, but both
can still run only in a single medium. Unlike these unmanned systems, the UAUVs have attracted
much attention and the existing literature mainly focuses on the mechanical structure design and
cross-medium control [20,21]. The work in [22] focused on the modeling and trajectory tracking control
of a special class of air-underwater vehicles with full torque actuation and a single thrust force directed
along the vehicle’s vertical axis. Furthermore, the work in [23] presented a robust switching control
for stabilizing the attitude of a hybrid UAUV, and discussed the effects of buoyancy force and added
inertia. A hybrid controller was designed for trajectory tracking considering the full system, including
a transition strategy to assure switching between mediums. Stability analysis for the full system was
provided using hybrid Lyapunov and invariance principles [24]. Based on the adaptation of typical
platforms for aerial and underwater vehicles, the architecture for this kind of quadrotor-like vehicle
was evaluated to allow the navigation in both environments [25].

At present, there are still many difficulties in the applications of UAUVs. Firstly, the structures of
most existing vehicles are too complicated. In order to realize the movement in the air and in the water,
most of them adopt variable wings or install two kinds of water-air wings directly. They are switched
by mechanical equipment, and the complex mechanical mechanisms undoubtedly greatly increase the
complexity of system control. Furthermore, the environment in water and in air differs greatly, and the
dynamical and kinematical characteristics differ greatly, and the modeling and control methods cannot
be single and are more challenging due to their cross-medium application.

The main contribution of this work is threefold:

(1) A four-rotor vehicle with adjustable arms is designed to be used in the switching operation of
propulsion direction. The simple mechanism makes the vehicle more flexible and reliable. The use
of only a single set of aerial rotors in both mediums greatly reduces cost, weight, and complexity
compared to the other aerial underwater vehicle.

(2) Mathematical models of the UAUV are deduced, the continuous dynamics are modeled by the
Newton–Euler formalism, taking into account the effects of some additional variables, such
as water resistance, buoyancy and their corresponding moments, normally neglected in aerial
vehicles. Furthermore, a critical coefficient for air-to-water switching is presented to model the
changed mass, force and moment in the cross-medium motion process.

(3) Robust sliding mode switching controllers are designed for effectively handling the cross-medium
motion and achieving precise trajectory tracking. Finally, as a proof of concept, some simulation
results for the trajectory tracking control are provided for the cross-medium unmanned vehicle.

The rest of this article is organized as follows. The second section introduces the reference frames
and presents the modeling preliminaries of multi-rotor vehicles. The third section investigates the
dynamics of cross-medium UAUVs according to the Newton–Euler laws. Section 4 designs a sliding
mode control method and analyzes the switching control problems. Section 5 simulates the unmanned
system and analyzes the attitude and position regulation of the vehicle. Finally, Section 6 gives a short
conclusion and future work of the UAUVs.
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2. Preliminaries

In this section, the mathematical model for the UAUV is illustrated. This model is basically
obtained by representing the rotor-vehicle as a non-rigid body with adjustable rotor direction evolving
in six dimensional space. Our aim is to provide the hybrid dynamic models of the cross-medium
vehicle working in the air, air-to-water and underwater. Thus, the system dynamics can also be
decomposed into three categories, detailed in Section 3. At the same time, the Newton–Euler equations
are taken into account.

2.1. Reference Frames

This section first introduces the vehicle’s mechanical structure and its operation principle.
Traditional hybrid vehicles have a multi-rotor structure, but the rotors are divided into two groups,
which are used as power sources in the air and in the water respectively. Inspired by this model,
a novel air-underwater configuration with only one set of rotors is proposed, shown in Figure 1.

 

Figure 1. Configuration of the aerial underwater vehicle.

The vehicle flies in the air like a four-rotor aircraft. However, in underwater navigation, the four
rotors reverse 180 degrees through the steering gear, forming upward thrust to overcome the buoyancy
of the vehicle underwater, and change the motion attitude of the vehicle by controlling the thrust of
the four rotors, thus changing the trajectory of the vehicle underwater. It presents simple mechanical
structure and mathematical model, good maneuverability and controllability and allows hovering.

In order to accurately describe the movement of the vehicle and establish a mathematical model
of the vehicle, the body frame Ob − xbybzb and the inertial frame Oe − xeyeze are defined as shown in
Figure 2. Note that Oe is an East-North-Up (ENU) coordinate system and the axes of xe, ye and ze point
to the east, north and upper directions respectively. In order to express consistency for the vehicle
motion, the definition of z-axis coordinates is upwards in both aerial and underwater cases in this

paper. The position of the vehicle is written as ξ =
[

x y z
]T

and the attitude angle of the vehicle

is denoted as η =
[
φ θ ψ

]T
in the inertial frame Oe. In addition, the angle’s magnitude satisfies∣∣∣η∣∣∣< ηL with the upper limit ηL =
[
π/2 π/2 2π

]T
. This just means the vehicle can tilt the fuselage

in motion, but the fuselage is not allowed to reverse. In the actual cases, the upper limits for the pitch
and roll angles are usually less than π/2.
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Figure 2. Frames of the aerial underwater vehicle.

This paper describes the attitude of the aerial underwater vehicle using the Euler angle, and the
rotation matrices Cφ, Cθ and Cψ in the angle φ, θ and ψ are defined as:

Cφ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 cφ sφ
0 −sφ cφ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, Cθ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cθ 0 −sθ
0 1 0
sθ 0 cθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦,Cψ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cψ sψ 0
−sψ cψ 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
where the element sφ,θ,ψ are the sine function and cφ,θ,ψ are the cosine function of the rotation angles.
Obviously, the transformation from the inertial coordinate system to the body coordinate system can
be obtained as:

Reb = CφCθCψ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cθcψ cθsψ −sθ

sθsφcψ − cφsψ sθsφsψ + cφcψ sφcθ
sθcφcψ + sφsψ sθcφsψ − sφcψ cφcθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (1)

It can be seen that Reb is a direction cosine matrix expressed by the Euler angle of the
unmanned vehicle.

2.2. Modeling of Multi-Rotor Vehicles

The mathematical models of four-rotor-driven vehicles are mostly described in the form of
continuous differential equations. In general, it is assumed that the vehicle’s center of gravity coincides
with the body-fixed frame origin and each propeller rotates at the angular velocity Ωi (where the
subscript i denotes the serial number of rotor, and i = 1, 2, 3, 4). Consequently, a force Fi is generated
along or opposite to the z-direction relative to the body frame and a reaction torque Mi is produced on
the vehicle body by each rotor expressed as:{

Fi = kTΩ2
i · sign(h),

Mi = (−1)i+1kQΩ2
i .

i = 1, 2, 3, 4 (2)

where the two positive coefficients kT = cTρr4π and kQ = cQρr5π denote the aerodynamic coefficient
and the drag coefficient of the rotor respectively, and their magnitudes depend on the environmental
medium density ρ, the radius of the propeller r, the thrust factor cT and torque factor cQ of the designed
rotors [26]. Furthermore, in the sign function, h denotes the vehicle altitude to the air–water interface.

The propellers represent the main source of thrust and can be designed specially in this hybrid
configuration. Since the dynamic principle of the rotor structure is the same, aerial and aquatic propellers
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can present the same shape by optimizing the blade shape and size although the environments have
different density. Therefore, the coefficients cT, cQ, the efficiency of engines and the energy delivered
by the battery module have to be considered as the criteria to design the propeller shape (radius, width
and curvature, et al.). Environmental density is directly proportional to the drag force and the added
mass. Due to the large water density compared to the air density, it will generate high thrust forces
with the same size and rotation speed to overcome the large movement resistance of the vehicles in the
water. For convenience, the design process can be aided by the optimal propeller design software,
such as OpenPro (OpenPro, Inc., Fountain valley, CA, USA), ShipPower (China state shipbuilding
corporation limited, Shanghai, China).

The power system of the vehicle mainly includes rechargeable batteries, DC brushless motors
and blades. Therefore, the magnitudes of the rotor’s angular velocities decide the system’s control
inputs, which usually include the force and the torques created around a particular axis in body-fixed

frame. In this section, the control signal can be defined as a vector U = [ U1 U2 U3 U4 ]
T

, and the
components U1~4 denote the total thrust, the roll moment, the pitch moment and the yaw moment
of the vehicle respectively. According to the dynamic principle of actuators, these control inputs
can further be expressed by the following equation with the square vector of the rotor’s angular
velocities as:

U = K
[

Ω2
1 Ω2

2 Ω2
3 Ω2

4

]T
(3)

where the coefficient K is a constant matrix for a symmetrical rigid multi-rotor vehicle. In addition,
the arm’s length is denoted as l, then the coefficient matrix K in (3) can be represented as the
Kronecker product:

K =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
kT√

2kTl/2√
2kTl/2
kQ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦⊗
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1
1 −1 −1 1
1 1 −1 −1
1 −1 1 −1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

Consequently, the dynamic model of the vehicle in frame Ob can be obtained by the Newton’s
second law and theorem of moment of momentum as follows:

Fb = m
.
vb + mωb × vb

Mb = J
.
ωb +ωb × Jωb

(5)

where m denotes the mass, Fb and Mb denote the resultant force and moment acting on the multi-rotor

vehicle, and vb =
[

u v w
]T

denotes the linear velocity and ωb =
[

p q r
]T

denotes the angular
velocity. It is often convenient to let the origin of the frame Ob coincide with the center of gravity, then
the simplest form of the equations of motion is obtained when the body axes coincide with the principal

axes of inertia. This implies that J = diag
[

Jx Jy Jz
]T

, and Jx, Jy, Jz are the inertia moments around
x-axis, y-axis and z-axis respectively in the frame Ob. If this is not the case, the body-fixed coordinates
can be rotated about their axes to obtain a diagonal inertia tensor by simply performing a principal
axis transformation [27]. Then we have:

.
ξ = Reb

Tvb

ωb =
.
φI1 + Cφ

( .
θI2 + Cθ

( .
ψI3

)) (6)
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where I1 =
[

1 0 0
]T

, I2 =
[

0 1 0
]T

, I3 =
[

0 0 1
]T

. Substituting Cφ, Cθ, Cψ into the
Equation (6), it also can be rewritten as:

.
ξ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cθcψ sφsθcψ − cθsψ cφsθcψ + sφsψ
cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦vb

.
η =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 sφtgθ cφtgθ
0 cφ −sφ
0 sφ/cθ cφ/cθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ωb

After that, by deriving the above formula, the dynamics of the vehicle can be expressed as:

..
ξ = Aξ(Uξ + dξ) + Bξ (7)

..
η = Aη

(
Uη + dη) (8)

where Uξ = U1, Uη =
[

U2 U3 U4
]T

are the control inputs, dξ =
[

0 0 dz
]T

and

dη =
[

dφ dθ dψ
]T

denote the external disturbances for the force and the moment respectively,
and the coefficient matrices Aξ, Bξ, Aη can be represented as:

Aξ =
1
m

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
sφsψ + cφsθcψ
−sφcψ + cφsθsψ

cθcφ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, Bξ =
[

0 0 −g
]T

, Aη =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cθ cθsφ −cθcφ
0 cθcφ −cθsφ
0 sφ cφ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦J
In practical applications, the values of the position ξ and the attitude η can be measured by the

sensors, such as Global Positioning Sysrtem (GPS), altimeter, gyroscope.

3. Dynamics of Cross-Medium Unmanned Aerial Underwater Vehicles (UAUVs)

By contrast with the single-medium operation environment, the cross-medium environment
complicates the modeling analysis and stable continuous control of the system. The density ρmay
jump aggressively from one value to another. In this case, the jump occurs when the vehicle’s altitude
h reaches the air-water interface, i.e., h := 0. In order to distinguish different external environments of
the vehicle, a critical layer thickness of water surface is defined as ε, the value depends on the physical
size of the vehicle and the model over-process requirements and ε→ 0 . The mode switching for the
cross-medium behavior of an aerial underwater vehicle is shown in Figure 3.

ε>h  

Figure 3. Mode switching for the cross-medium behavior of aerial underwater vehicle.

Therefore, operational modes of the cross-medium vehicles can be divided into three categories
according to the current altitude value h, which denotes a relative altitude between the vehicle and the
air–water interface.

3.1. Dynamics when h > ε

The aerial underwater vehicle is subjected to propeller thrust, air resistance, counter-torque
generated by the propeller, and gyro moment generated by the attitude change during the movement.
However, the air resistance and gyro moment can usually be ignored due to the small air density and
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small attitude change. Thus, only the propeller thrust, counter-torque and the gravity of the vehicle
are considered during the vehicle’s motion in the air.

According to the reference frame definition in Section 2, the thrust generated by the propellers is
Fb

m =
[

0 0 kT
∑4

i=1 Ω2
i

]
and the direction is upward, same to the zb axis. The motion equation of

the vehicle in the inertial coordinate system can be derived as:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
..
x
..
y
..
z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

kT(cψsθcφ+sψsφ)
∑4

i=1 Ω2
i

m
kT(sψsθcφ−cψsφ)

∑4
i=1 Ω2

i
m

kTcθcφ
∑4

i=1 Ω2
i −mg

m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (9)

The angular velocity of the vehicle in the inertial frame Oe:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
.
φ
.
θ
.
ψ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

p + psφtgθ + rcφtgθ
qcφ − rsφ

qsφ secθ+rcφ secθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (10)

Therefore, in the actual control, the motor’s speed output can be calculated. Finally, combined
with the Formulas (3), (9) and (10), the motion model of the vehicle when h > ε satisfies:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

..
x
..
y
..
z
..
φ
..
θ
..
ψ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

U1
m

(
cψsθcφ + sψsφ

)
U1
m

(
sψsθcφ − cψsφ

)
U1
m cθcφ − g√

2l
2 U2 −

.
θ(ω1 −ω2 +ω3 −ω4)√

2l
2 U3 +

.
φ(ω1 −ω2 +ω3 −ω4)

kQ
kT

U4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(11)

3.2. Dynamics when h < −ε
The unmanned vehicle navigates in the water in a similar way to the air movement. The underwater

vehicle is subjected to gravity, buoyancy, propeller thrust and resistance during movement. In addition,
the moments subjected include heavy moments, floating moments, propeller thrust moments, resistance
moments and gyro moments generated when the attitude changes.

Underwater vehicles are normally designed to satisfy the condition that the buoyancy force is
slightly larger than the weight, which is important for safety reasons, and increasing weight or upward
thrust is necessary for submersion. Therefore, in our configuration, the propeller arms of the vehicle
will rotate by 180◦ after entering the water, so that the thrust of the propeller is reversed in an opposite
direction to the z axis in the water, which is different from the convention used for some existing
underwater vehicles.

In general, the motion of an underwater vehicle moving in six degrees of freedom (6DOF) at
high speed will be highly nonlinear and coupled. However, in many underwater applications the
vehicle will only be allowed to move at low speed, thus the Coriolis effects are smaller compared to the
inertia effects of added mass, and the Coriolis effects of added mass are not considered in this paper.
In addition, added mass can be seen as pressure-induced forces and moments due to a forced harmonic
motion of the body which are proportional to the acceleration of the body. Since the movement of the
vehicle in the water is also affected by the added mass, and the vehicle is approximately considered
symmetrical, then the added mass along the three axes of the vehicle is only related to the acceleration
and angular acceleration along the respective axes, and it can be expressed as:

mk = m + diag
[

m .
u m .

v m .
w m .

p m .
q m .

r

]
(12)
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where mk represents the mass of the object in motion, m .
u, m .

v, m .
w represent the added mass of axial

motion in water, and m .
p, m .

q, m .
r represent the added mass of rotating motion in water.

In the inertial frame Oe, the gravity of the vehicle in the water is in the opposite direction to the
z-axis, but the buoyancy direction is the same as the z-axis. Furthermore, the matrix expression of the
gravity and the buoyancy are converted to the body frame Ob as:

[
Fb

g Fb
b

]
= Reb =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
0 0
−mkg ρwgV

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

mkgsθ −ρwgVsθ
−mkgsφcθ ρwgVsφcθ
−mkgcθcφ ρwgVcθcφ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (13)

where ρw is the density of water and V is the effective volume of the vehicle. Due to the high density of
water, the resistance of the vehicle when moving in water cannot be ignored. In the frame Ob, the water
flow resistance force Fb

rw can be expressed as:

Fb
rw = 0.5ρwCdwS|vb|vb (14)

where Cdw is the dimensionless drag coefficient (for most underwater robots, Cdw = 0.8 ∼ 1.0),
S = diag

[
Sx Sy Sz

]
is the area in the direction of water flow velocity.

The thrust generated by the propellers is Fb
mw = −Fb

m, it’s direction is contrary to the zb axis.
In summary, the external force Fb

w of the UAUV can then be represented as:

Fb
w = Fb

g + Fb
b + Fb

rw + Fb
mw

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
(mkg− ρwgV)sθ + 0.5ρwCdwSx|u|u
−(mkg− ρwgV)sφcθ + 0.5ρwCdwSx|v|v

−(mkg− ρwgV)cθcφ + 0.5ρwCdwSx|w|w− kT
∑4

i=1 Ω2
i

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (15)

The aerial underwater vehicle changes its attitude in the water by its torque. Since the origin
of the body coordinate system is located at the center of gravity of the vehicle, the gravity does not
generate the moment. The buoyancy center coordinates are assumed to be located on the zb axis in the

frame Ob, and the buoyancy center coordinates are
[
x f , y f , z f

]T
in the frame Oe. Then the buoyancy

moment satisfies:

Mb
b = −Fb

b

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
z f sφcθ − y f cφcθ
x f cφcθ + z f sθ
−y f sθ − x f sφcθ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (16)

where Fb
b is the buoyancy of the vehicle underwater in the body coordinate system.

The thrust torque generated by the propeller in the water is similar to that in the air, but the thrust
torque generated by the propeller in the water is opposite to that in the air due to the 180◦ rotation of
the propeller, i.e., Mb

mw = −Mb
m show in the 2~4th rows of the Formula (4). In addition, the change of

the moving attitude in the underwater vehicle will produce the gyro moment as:

Mb
gyrow = −

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−Jrwq(Ω1 −Ω2 + Ω3 −Ω4)

Jrwp(Ω1 −Ω2 + Ω3 −Ω4)

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (17)

where Jrw is the moment of inertia of the underwater motor and propeller.
If the aerial underwater vehicle changes its attitude in the water, it will also be affected by the

resistance moment, which is proportional to the square of the angular velocity of the aerial underwater

vehicle as Mb
rw =

[
kx
∣∣∣p∣∣∣p ky

∣∣∣q∣∣∣q kz|r|r
]T

, where kx, ky and kz are the resistance moment coefficients
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around the xb, yb and zb axes in the body coordinate system. In summary, the external moment of the
vehicle in the water can then be represented as:

Mb
w = Mb

mw + Mb
b + Mb

rw + Mb
gyrow

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−
√

2
2 kTL

(
Ω2

1 −Ω2
2 −Ω2

3 + Ω2
4

)
− kx

∣∣∣p∣∣∣p− Fb
b

(
z1cθsφ − y1cθcφ

)
+ Jrwq(Ω1 −Ω2 + Ω3 −Ω4)

−
√

2
2 kTL

(
Ω2

1 + Ω2
2 −Ω2

3 −Ω2
4

)
− ky

∣∣∣q∣∣∣q− Fb
b

(
x1cθcφ − z1sθ

)
+ Jrwp(Ω1 −Ω2 + Ω3 −Ω4)

kQ
(
Ω2

1 −Ω2
2 + Ω2

3 −Ω2
4

)
− kz|r|r− Fb

b

(
−y1sθ − x1cθsφ

)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (18)

If the aerial underwater vehicle fuselage is symmetrical about each coordinate system,
the inertia matrix of its movement in the water can be set to Jw = diag

[
Jxxw Jyyw Jzzw

]
.

Similarly, the translational and rotational dynamics of the UAUV in water can be obtained by
the Formulas (5), (15) and (18) as:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

.
u
.
v
.

w
.
p
.
q
.
r

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
mk

[(mkg− ρwgV)sθ + 0.5ρwCdwSx|u|u] −wq + vr
1

mk

[
−(mkg− ρwgV)sφ + 0.5ρwCdwSy|v|v

]
− ur + wp

1
mk

[
−(mkg− ρwgV)cθsφ + 0.5ρwCdwSz|w|w− kT

∑4
i=1 Ω2

i

]
1

Jxxw

∑
Mb

xw +
Jyyw−Jzzw

Jxxw
qr

1
Jyyw

∑
Mb

yw + Jzzw−Jxxw
Jxxw

rp
1

Jzzw

∑
Mb

zw +
Jxxw−Jyyw

Jzzw
pq

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(19)

3.3. Dynamics when −ε ≤ h ≤ ε
For water and air cross-medium unmanned vehicles, the key processes include air-water transition

(surface landing) and water-air transition (surface takeoff). How to achieve a stable and reliable
conversion between the water and the air is significant. The unmanned vehicle can splash into water,
this method has certain advantages in both the water entering time and the falling distance. It is a
suitable way for the air–water transition of the amphibious cross-medium vehicle.

The unmanned vehicle is in the semi-submersible dynamic process when −ε ≤ h ≤ ε. This kind of
vehicle resolves the problem of sailing across the different mediums. The additional variables, such
as water resistance, buoyancy, resistance moment, buoyancy moment and gyro moment, cannot be
neglected. They are modeled for the completely underwater vehicle in Section 3.2. However, the values
of these variables are related to the vehicle altitude, which are not same to the underwater case.

In order to model the dynamics of the UAUV in the environmental transition stage, a critical
coefficient of the additional variables is defined as:

ks =
1
2
(1− h/ε), −ε ≤ h ≤ ε (20)

Thus, the critical coefficient k is inverse proportional to the altitude h, and obviously its magnitude
satisfies ks ∈ [0, 1]. If the vehicle decreases to below the air-water interface, then ks increases and
the additional variables’ function will augment gradually to the underwater case, and vice versa.
Similarly, the dynamics can be deduced from the Formula (19) as:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

.
u
.
v
.

w
.
p
.
q
.
r

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
mk

[(mkg− ρwgV)sθ + 0.5ksρwCdwSx|u|u] −wq + vr
1

mk

[
−(mkg− ρwgV)sφ + 0.5ksρwCdwSy|v|v

]
− ur + wp

1
mk

[
−(mkg− ρwgV)cθsφ + 0.5ksρwCdwSz|w|w− kT

∑4
i=1 Ω2

i

]
1

Jxxw

∑
ksMb

xw +
Jyyw−Jzzw

Jxxw
qr

1
Jyyw

∑
ksMb

yw + Jzzw−Jxxw
Jxxw

rp
1

Jzzw

∑
ksMb

zw +
Jxxw−Jyyw

Jzzw
pq

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(21)
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4. Controller Design

In this section, a non-linear control scheme is proposed, which provides the integrated control
method of the air and underwater dynamics of the UAUV. The aerial underwater vehicle is a typical
under-actuated system, and it faces a nonlinear and strong coupling environment. The advantages of
sliding mode control are obvious, which is used to design the altitude controller and attitude controller
of this unmanned system. Figure 3 shows the integrated control block diagram for the UAUV.

The deviations of altitude and attitude are the inputs of the SMC controller, and the controller
outputs are the system inputs U1~4. According to altitude h of the current vehicle distance from air-water
interface, the dynamics of the multi-model system discussed in Section 3 is determined, and the angular
velocities of the vehicle motor are calculated. Thus, a closed-loop nonlinear multi-model feedback
control scheme is formed. The system outputs of the designed scheme mainly include the position and
the attitude angles which can be measured directly.

In the above scheme depicted in Figure 4, the position loop is designed to attenuate the tracking

position error which is expressed as ξe = [ xe ye ze ]
T

. In addition, we substitute the position error
ξe into the Equation (7) and neglect the external disturbance temporarily, the following resultant error
equation is deduced as:

..
ξe = AξU1 + Bξ (22)

 

Figure 4. Aerial underwater vehicle control block diagram.

Thus, the altitude sliding manifold of the vehicle can be defined as:

σz = kz
1ze + kz

2
.
ze (23)

where two coefficients kz
1 and kz

2 are constants. According to the SMC method, the system states
are desired to remain on the manifold defined as σz = 0, and the error dynamics can be written as
kz

1

.
ξe + kz

2

..
ξe = 0. After that, we substitute the Equation (22) into this altitude second-order equation

and get the equivalent control formula as:

Ueq
1 = −

(
1/kz

2

)
Aξ−1

(
kz

1
.
ze + kz

2Bξ
)

(24)

So long as the system dynamics are accurately modeled, Ueq
1 can maintain the altitude in the

absence of external disturbances.
However, some unknown disturbances have to be considered in the real system, and the dynamics

(22) can be represented as:
..
ξe = Aξ(U1 + dξ)+Bξ (25)
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where dξ denotes the external disturbance mentioned before. To keep the system states still on the
defined sliding mode manifold, a feedback control law of the system is redesigned as:

U1 = −
(
1/kz

2

)
Aξ−1

(
kz

1
.
ze + kz

2Bξ
)
− λz · sat(σz) (26)

where λz is a positive constant and sat(·) is a continuous saturation function defined as:

sat(x) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−1 x ≤ −δ
x/δ |x|< δ
1 x ≥ δ

, δ > 0. (27)

where δ is the thickness of the boundary layer. For our sliding mode method, when the control error
enters the given boundary layer, it will slip into the vicinity of zero in the boundary layer. Thus the
saturation function is used to smooth out the control discontinuity around zero to reduce undesired
chattering caused by imperfection switching of the discontinuous term. The performance of robustness
is dependent on the thickness of the boundary layer, that means a thicker boundary layer may not be
helpful to the robustness of the system.

In addition, the desired attitude can be calculated from the position errors, and the attitude error
is obtained. After that, we consider the attitude loop used for attenuating the tracking attitude error

ηe =
[
φe θe ψe

]T
, Substituting the error ηe into (8) and neglecting the environmental disturbance

dη, we get
..
ηe = AηUη. Assume λη is a positive constant, the corresponding control law obtained can be

given by:
Uη = −

(
kη1/kη2

)
Aη−1 .

ηe − λη · sat(ση) (28)

where kη1, kη2 are constant control parameters.

5. Simulations

In this section, the dynamics and the proposed control method are verified on a simulation
platform of an autonomous UAUV with 4 rotors. The numerical parameters used in the simulation
are a mixture of previous, similar projects and measurements of the real platform. The mass of the
simulation vehicle is 1.2 kg, and the length of its arm is 0.19 m, with a small body-volume of 10−3 m3,
the maximum power of the motor is 202.8 W and the maximum rotational speed of the motor is
8500 rpm respectively. The detailed parameters used in the simulator are shown in Appendix A.
In order to express clearly the work flow of the system, a flow diagram of the motion control process of
the vehicle is presented in Figure 5.
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Figure 5. Diagram of the motion control process of the unmanned aerial underwater vehicle (UAUV).

At first we simulated the air position response and the underwater position response of the
vehicle in the air and in the water single-medium environments in Sections 5.1 and 5.2, respectively.
Then, to verify the cross-medium characteristics of the unmanned vehicle, a cross-media control motion
was performed in Section 5.3. Consequently, the vehicle navigation behavior is mainly divided into
three cases: the air case, the underwater case and the transition case. In our platform, a critical layer
thickness ε of the air–water interface is set to 0.25 m. Then for the case −0.25 < h < 0.25, the vehicle
is in the transition mode. The air–water motion triggers the deceleration adjustment of the four
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rotors, and the rotors will reverse 180 degrees by the steering gears to change the thrust directions.
Otherwise, the water–air motion triggers the acceleration adjustment of the four rotors and reverses
the rotor directions similarly. In addition, for the case h > 0.25 and h < −0.25, the vehicle operates in
the air mode and in the underwater mode respectively. Furthermore, the sliding mode controllers are
used so as to control the vehicle’s position and attitude to infinitely close to the desired targets, and the
desired attitude is calculated from the position errors of the vehicle, then the motor speeds are derived
to drive the vehicle.

5.1. Air Position Response

In this case, we tested a straight-line flight control of the vehicle in the air. Set the original position
O(0, 0, 0) of the vehicle on the water surface and the target position at the inertia coordinates T(5, 5, 5)
in the air, and the route is a straight way from O to T. Consequently, the position response curve and
attitude response curves can be obtained, shown in Figures 6 and 7, respectively.

It can be seen that the aerial underwater vehicle can reach the specified position in a short time.
Furthermore, this illustrates that although there is an overshoot of about 10% during its movement,
the specified position can be reached within 5 s, and the actual path followed by the vehicle is very
close to the desired straight-line path. In addition, the peak values of roll angle and pitch angle is 12.6◦
and 11.5◦ respectively, while the adjustment of yaw angle is relatively small.

The control inputs Ui (i = 1,2,3,4) of the vehicle are shown in the following Figure 8. In the initial
acceleration stage, the upward thrust force U1 increases rapidly to about 40 N, then falls back gradually
and stabilized on 12 N which exactly counteracts its own gravity and maintained hovering state after
vehicle reaches the target point. Furthermore, the moments U2–4 of the three coordinate axes are also
effective within the initial 5 s, which drive the vehicle to move to the target point by attitude adjustment
during its ascending process. The outputs of the actuators for the system, i.e., the rotational speeds of
the vehicle motors, are also shown in Figure 9.

Figure 6. Three-dimensional position graphic of the aerial underwater vehicle in the air.
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Figure 7. Attitude response curves of the aerial underwater vehicle in the air.

Figure 8. Control inputs of the vehicle (Thrust force U1 and moments U2–4).

Figure 9. Rotational speed outputs of the vehicle motors.
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It can be seen that the speeds of the motors increase rapidly to about 6800–7000 rpm, then decrease
gradually to less than 4000 rpm and remain unchanged, which corresponds to the hovering state of the
UAV. The speed differences of the four motors are not obvious because the upward thrust of the system
is relatively large and the rotation moments are relatively small. When the UAV is in the vertical
take-off and landing motion and hovering state, the four motors have the same speed.

5.2. Underwater Position Response

In this case, we tested a flight motion of the vehicle in the air. Set the original position O(0, 0, 0) of
the vehicle on the water surface and the underwater target position at the inertia coordinates T(−1,
−1, −1), and the route is a straight way from O to T. Consequently, the position response curve and
attitude response curves can be obtained, as shown in Figures 10 and 11, respectively. It can be seen
that the aerial underwater vehicle can reach the set point steadily in the water. Because the water
density is 1000 kg/m3, which is about 1000 times larger than the air density, it can produce high thrust
with reduced motor speed. Furthermore, the peak values of roll angle and pitch angle are 16◦ and
24.2◦ respectively, while the adjustment of yaw angle is relatively small during the vehicle’s movement
in water as shown in Figure 11.

The control inputs Ui (i = 1,2,3,4) of the vehicle are shown in the following Figure 12. In the
initial acceleration stage, the upward thrust force U1 increases rapidly to about 30 N, then falls back
gradually and stabilizes on 3.5 N which is used to counteract the effects of its own gravity, buoyancy
and water resistance. Furthermore, the moments U2–4 of the three coordinate axes are also effective
within the initial 5 s, which drive the vehicle to move to the target point by attitude adjustment during
its descending process. The outputs of the actuators for the system, i.e., the rotational speeds of the
vehicle motors are also shown in the Figure 13. It can be seen that the speeds of the motors increase
rapidly to about 1410 rpm, then decrease gradually to less than 500 rpm and remained unchanged.
However, the motor speeds are slower (one eighth) than those in the air.

Figure 10. Three-dimensional position graphic of the aerial underwater vehicle underwater.
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Figure 11. Attitude response curves of the vehicle underwater.

Figure 12. Control inputs of the vehicle (Thrust force U1 and moments U2–4).

 

Figure 13. Rotational speed outputs of the vehicle motors.
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5.3. Aerial Underwater Vehicle Cross-Media Response

In this case, we test a cross-medium motion near the air-water interface, and we set the desired
motion trajectory: xd = sin(0.5t), yd = sin(0.25t), zd = sin(0.25t)+0.25 · sign(z) when the altitude
of the vehicle satisfies |z|≥ 0.25 . Otherwise, the aerial underwater vehicle is in vertical lift transition.
As can be seen from the simulation result of the three-dimensional cross-medium trajectory shown
in Figure 14, the vehicle first flies an arc in the air, then lands and enters the water from the point O,
and dives through an arc trajectory, returning to the vicinity of the starting point. Moreover, point O is
the incidence point on the water surface, and point Pa and point Pb are the vehicle state adjustment
points respectively, and the vehicle moves vertically when its altitude is within the range [−0.25, 0.25].
Therefore, the vehicle can travel across the medium and track the predetermined trajectory along the
arrow directions.

 

Figure 14. Three-dimensional cross-medium trajectory of the UAUV.

In addition, Figure 15 shows that the attitude angles are adjusted to be small when t ≤ 13 s at
initial stage. However, the roll angle and pitch angle fluctuate slightly at t = 13 s and t = 35 s, which
corresponded to the vehicle’s critical state adjustments of water-entering and water-exiting respectively.
However, at t = 22.5 s, these two attitude angles suddenly increase to 0.4–0.5 rad and last for about
12.5 s, which corresponds to the vehicle’s motion in water.

The control inputs Ui (i = 1,2,3,4) of the vehicle are shown in the following Figure 16.
In the initial stage, the upward thrust force U1 is adjusted and stabilized on 12 N until t = 13 s.
Then, the thrust force decreases to near zero and the vehicle’s arms are in the state of steering
adjustment, and then the force gradually increases to about 16N at t = 20 s and lasts for a period of
time. Thereafter, the reverse thrust force adjustment is made at t = 35 s, and the final effluent operation
is completed. Furthermore, the moments U2–4 of the three coordinate axes increase at about t = 20 s
and the maximum is not more than 1 Nm, which drives the vehicle to adjust its attitude during the
underwater motion. The rotational speeds of the vehicle motors are also shown in Figure 17. The motor
speeds are approximately 4020 rpm and 560 rpm for the air condition and underwater condition
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respectively. In addition, all the rotational speeds of the motor have to undergo a process of first
deceleration and then acceleration in the process of critical state adjustment.

 
Figure 15. Cross-medium attitude response curves of the aerial underwater vehicle.

Figure 16. Cross-medium control inputs of the vehicle (thrust force U1 and moments U2–4).
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Figure 17. Rotational speed outputs of the vehicle motors.

6. Conclusions

This study evaluates the cross-medium motion of a quadrotor-like UAUV. The goal is to model
the vehicle and simulate the autonomous control process both in the air and in the underwater
environments. A hybrid vehicle configuration with only 4 rotors is proposed, and the thrust direction
changes by the steering gears installed at the arm junctions. The simple mechanism makes the vehicle
more flexible and reliable. The use of a single set of rotors in both mediums greatly reduces cost, weight,
and complexity compared to other aerial underwater vehicle concepts. Without losing generality,
the body frame and the inertial frame are defined to describe the position and attitude of the vehicle,
and the transformation between these two frames is expressed as a direction cosine matrix of the
vehicle’s Euler angles.

The thrust force and the reaction torque generated by each rotor are proportional to the square of
the propeller’s angular velocities. Furthermore, the aerodynamic coefficient and the drag coefficient
depend on the medium density, the radius of the propeller, the thrust and the torque coefficient. In our
configuration, the aerial and aquatic propellers present the same shape, and the large water density
generates high thrust forces with the same size and rotation speed to overcome the large movement
resistance of the vehicles in the water. After that, the Quaternary control force and torque of the
vehicle are defined. The system dynamics of the vehicle in the body frame are summarized and
reconstructed as a second-order system based on Newton’s second law and the theorem of the moment
of momentum.

For the cross-medium motion the of aerial underwater vehicle, a critical layer thickness of the water
surface is first defined and the dynamics model switches according to the vehicle’s altitude h to the
air–water interface. In our configuration, the thrust of the propeller is downward in the air to counteract
the forces of gravity and acceleration, and is upward to submerge underwater. For the air environments,
the air resistance and gyro moment are usually ignored to simplify the vehicle’s dynamics expression
due to the small air density and small attitude change. However, the buoyancy, the resistance and the
corresponding resistance moments and gyro moments generated when the attitude changes have to
be considered in the dynamics due to the large water density. Besides, the added mass is considered
and its magnitude is related to the acceleration and angular acceleration along the respective axes.
Then the external force and moment are derived and represented. In particular, for the air–water and
water–air transitions, a critical coefficient is presented to model the changed mass, force and moment
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in the cross-medium motion process. In addition, the sliding mode control method is used to design
the altitude controller and attitude controller of this unmanned system, and a continuous saturation
function is performed to reduce undesired chattering caused by imperfection switching of the method.
Finally, the deduced dynamics and proposed control scheme are tested on the simulation platform of
an autonomous UAUV in different scenarios.

In future work, it is important to apply our modeling and control method to the real cross-medium
experimental platform, and study how to improve the vehicle’s maneuverability and stability, as well
as investigating the influence of wind, wave, current and other disturbances on the system.

Author Contributions: Individual contributions include, conceptualization, Y.C.; methodology, Y.C. and Y.L.;
software, Y.M.; validation, Y.L. and Y.M.; formal analysis, Y.C.; investigation, Y.C.; resources, Y.L.; writing—original
draft preparation, Y.L.; writing—review and editing, S.Y. and Y.Z.; visualization, Y.M.; supervision, Y.Z.; project
administration, Y.C.; funding acquisition, S.Y.

Funding: This work was supported in part by the Fundamental Research Funds for the Central Universities of
China under Grand 3,132,019,318 and in part by the Natural Science Foundation of Liaoning Province under
Grand 20,180,520,036.

Acknowledgments: The author would like to thank Haomiao Yu, Hui Li, Zhipeng Shen and Chen Guo from
Dalian maritime University for editorial review. Two anonymous reviewers are gratefully acknowledged for
comments which improved the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

This appendix presents the UAUV parameters of the simulation as following in Table A1, which
includes the symbol of the quantities used in this work and their given numerical values.

Table A1. UAUV parameters used in simulation.

Symbol Quantity Numerical Value

m Mass of platform 1.2 kg
r Radius of the propeller 0.15 m
l Length of arm 0.19 m
KQ Propeller torque coefficient in air 1.126 × 10−4

cT Propeller lift coefficient in air 3.5 × 10−2

cTw Propeller lift coefficient in water 4.97 × 10−6

KQw Propeller torque coefficient in water 2.012 × 10−5

g acceleration of gravity 9.81 m/s2

Jr Motor and propeller moment of inertia 8.61 × 10−4 kg/m2

ρ Air density 1.29 kg/m3

Sx X direction area 1.05 × 10−2 m2

Sy Y direction area 1.96 × 10−2 m2

Sz Z direction area 4.2 × 10−2 m2

Jx Rotational inertia around the x-axis 2.365 × 10−2 kg/m2

Jy Rotational inertia around the y-axis 1.318 × 10−2 kg/m2

Jz Rotational inertia around the z-axis 1.318 × 10−2 kg/m2

ρw Water density 1000 kg/m3

(xf, yf, zf) Buoyancy center coordinates (0, 0, −0.02)
Cdw No dimension resistance coefficient in water 0.9
kx Resistance coefficient of rotation around the x-axis in water 0.8
ky Resistance coefficient of rotation around the y-axis in water 1
kz Resistance coefficient of rotation around the z-axis in water 0.8
V Volume 2 × 10−3 m3
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Abstract: Because the underwater environment is complex, autonomous underwater vehicles (AUVs)
have difficulty locating their surroundings autonomously. In order to improve the adaptive ability of
AUVs, this paper presents a novel obstacle localization strategy based on the flow features. Like fish,
the strategy uses the flow field information directly to locate the object obstacles. Two different
localization methods are provided and compared. The first method, which is named the Method
of Spatial Distribution (MSD), is based on the spatial distribution of the flow field. The second
method, which is named the Method of Amplitude Variation (MAV), is provided by the amplitude
variation of the flow field. The flow field around spherical targets is obtained by a numerical method,
and both methods use the parallel velocity component on the virtual lateral line. During the study,
different target numbers, detective ratios, spacing ratios, and flow velocities are taken into account.
It is demonstrated that both methods are able to locate object obstacles. However, the prediction
accuracy of MAV is higher than that of MSD. That implies that MAV is more robust than MSD.
These new findings indicate that the object obstacles can be directly located based on the flow field
information and robust flow sensing is perhaps not based on the spatial distribution of the flow field
but rather, on its fluctuation range.

Keywords: artificial lateral system; flow sensing; object obstacle avoidance; underwater robot

1. Introduction

The autonomous underwater vehicle (AUV) is an important piece of equipment that is used
to explore the ocean. However, the adaptive ability of the AUV is poor because the underwater
environment is complex. In order to improve its environmental adaptability, studies have mainly
focused on its control strategy [1–3]. However, the AUV is still not as adaptable as fish. One main
reason for this is that the AUV has difficulty sensing its surroundings autonomously. Conventionally,
electromagnetic sensors, sonars, and vision sensors are applied for perception. They can offer numerous
advantages to help AUV localization, but their usage is also limited for a variety of reasons. For example,
the sonars locate object obstacles based on the emission of sound waves, a process which has high
energy consumption. Moreover, their medium to low resolution and high cost is the main limitation
of their usage in underwater localization. In addition, the electromagnetic waves attenuate faster in
seawater [4]. The vision sensors are overly dependent on light conditions, resulting in a greater power
requirement and a limited operating scope [5–7]. Despite the exploitation of electromagnetic sensors,
sonars, and vision sensors for successful object obstacle avoidance by underwater robots, the new
method has obvious room for development because of the limitations.

Recently, some studies have proven that flow sensing can provide useful information about an
AUV’s surroundings [8,9]. Flow sensing has no relationship with illumination and noise conditions,
and it can provide exteroceptive information in extreme environments [8,10,11]. The research on flow
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sensing based on lateral line mechanism can be divided into two parts. One is the study of ichthyology,
and the other one is hydrodynamics.

Ichthyology mainly focuses on the structure of lateral organs and the behavior of fish after being
stimulated. Based on the biologists’ studies of the lateral line system [12–14], some researchers have
designed many artificial lateral line sensors. Such designs employ a variety of sensing principles,
such as piezoresistive [15], capacitive [16], thermal [17], magnetic [18], piezoelectric [19], and optical
techniques [20]. Hydrodynamics mainly focuses on the characteristics of the flow field around the
target [21–24]. Research methods mainly include theoretical analysis and numerical simulations.
Among the theoretical analysis methods, the potential flow theory has been used widely [25–27].
However, the potential flow theory is based on the assumption of idealized fluid, and the details
of the flow field cannot be described accurately. With the development of computer technology,
computational fluid dynamics (CFD) has become the main hydrodynamics method [28–33]. Based
on these studies, we determined the structures of neuromasts and the flow fields around different
targets. Because there is a wide academic gap between the ichthyology and hydrodynamics, we cannot
determine the mechanism of the lateral line system used by the fish. For example, the specific stimuli
information obtained by fish and the sensing processes based on this information are unknown. If we
cannot build a bridge between ichthyology and hydrodynamics, the AUV will not be able to use lateral
line sensors (LLS) to sense the environment [34].

In recent years, flow sensing has been introduced into the detection of objects. However, the most
common method is the detection and localization of the dipole source [35–37]. One main method is the
detection of Karman vortex streets (KVS) [38,39]. Another technique is the study of multisignal fusion
and detection algorithms, which are based on the neural network scheme and other algorithms [40,41].
However, the excessive computing and storage resources and the difficulty of using these approaches
for system level implementation mean that they cannot be used in engineering.

In this paper, we present a new flow sensing method for target localization. The relationship
between the flow features and object location is investigated. The complete localization technique only
uses flow velocity data as input parameters, and this technique has never been reported. This novel
obstacle localization strategy uses the spatial distribution and amplitude variation of the flow field
as flow features. An extensive comparative analysis between the two methods is carried out. The
evaluation aims to study the differences between the methods—the Method of Spatial Distribution
(MSD) and the Method of Amplitude Variation (MAV). The ultimate goal is to find a simple and
effective method to locate the object obstacles based on the flow features.

The paper is organized as follows: Section 2 describes the background of the system model and
the numerical method used to obtain the flow field, and the validation of numerical method is also
described in this section. The novel object localization strategy is described in Section 3, including
descriptions of MSD and MAV. Additionally, when the detective ratio changes, a comparison between
two methods is provided. Section 4 presents the case of two tandem targets and the evaluation results
of the two methods when the spacing ratio and flow velocity change. Finally, concluding remarks and
directions for future work are provided in Section 5.

2. Implementation of the Test Problem

2.1. System Model

The lateral line and the targets are located in a Cartesian coordinate. As depicted in Figure 1,
the diameter of the target is H. In order to avoid the influence of the computational domain on the flow
field around the targets, the size of the computation field is 10 times larger than the target. Because
the two targets are arranged in tandem and in order to ensure the full development of the wake field,
the size of computation field along the flow direction is 30 times larger than the target. Thus, the
computational domain Ω is 30H × 10H × 10H. In the case of two targets, L is the distance between
them. The lateral line is under the center of the targets, and the interval between two LLS is 0.01H. The
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influence of the LLS is negligible. The sensors are located at (xi, yi, zi), and their range is shown in
Equation (1): ⎧⎪⎪⎪⎨⎪⎪⎪⎩

−12H ≤ xi ≤ 12H;
yi = −D;
zi = 0.

, (1)

where H is the diameter of the target and D is the detective distance.

Figure 1. Schematic diagram of the computational domain in the XOY plane.

At the inlet boundary, a uniform flow is prescribed to be V. The outlet condition is a pressure outlet,
and the initial pressure is zero. A no-slip boundary is set as the surface of the targets, and a symmetry
condition is used on the lateral boundaries. In order to ensure that the dynamic characteristics between
the fluid and targets can be embodied accurately, the computational domain is defined by Ω = Ωi + Ωe.
The domain Ωi is the vicinity of targets, whose size is 24H × 8H × 8H. The lateral lines used in this
paper are located in this domain. Its grids are presented by employing an unstructured, triangular,
and refined grid, whose size is Δχ. Restricted by the computer resources, a grid increasing function is
used to mesh the domain Ωe by a hexahedral grid. The surfaces of domain Ωi are used as the source,
with an increasing ratio of 1.2 and a maximum size of 0.05H.

To ensure the solution’s convergence, grid independence is studied. Three cases of the mesh
dependency test are provided. When the residual is smaller than 1× 10−6, the solution can be seen as
convergent. The minimum sizes Δχmin of the three cases are 0.001H, 0.005H, and 0.01H, respectively.
The drag coefficient Cd and its percentage changes are shown in Table 1. It is observed that Cd
decreases while Δχ becomes smaller. However, there is no significant change between Grid-1 and
Grid-2. Therefore, the mesh characteristics of Grid-2 were used in the investigations presented.

Table 1. Analysis of grid independence.

Case Δχmin Number of Elements Cd Percentage Changes/%

Grid-1 0.001H 7.94 × 106 0.1418 0.77
Grid-2 0.005H 1.33 × 106 0.1429 3.99
Grid-3 0.01H 0.47 × 106 0.1486 \

2.2. Numerical Method

The two-step Taylor-characteristic-based Galerkin method (TCBG) is used to solve the
Navier–Stokes equation and the continuity equation, written in the Eulerian form as Equation
(2) and Equation (3) [42]. The momentum equation must be split in the classical method, but that is
not required in the current method. The momentum–pressure Poisson equation method is used to
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segregate the pressure from the calculation of velocity. The preferable accuracy of this method with
less numerical dissipation was proven by Bao et al. [42].(

∂ui
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+ uj
∂ui
∂xi

)
= − ∂p
∂xi

+
1

Re

∂τi j

∂xj
, (2)
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= 0 (3)

where ui is the i-component velocity, uj is the convective velocity, ti is the time, ρ is the water density,
p is the pressure, and τi j is the deviatoric stress that is given by Equation (4):
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where μ is the viscosity constant.
Based on the TCBG method, the discretizing process has three steps. Firstly, we can get un+1/2

i
from Equation (5), and then the relationship of pn+1 and un+1

i can be obtained from Equation (7).
Finally, Equation (6) can be solved to get un+1

i :

un+1/2
i = un

i −
Δt
2
(un

j

∂un
i
∂xj

+
∂pn

∂xi
− 1

Re

∂τn
ij

∂xj
) +

Δt2

8
un

k
∂
∂xk

(un
j

∂un
i
∂xi

+ 2(
∂pn

∂xj
− 1

Re

∂τn
ij

∂xj
)), (5)

un+1
i = un

i − Δt(un+1/2
j

∂un
i
∂xj

+
∂pn+1

∂xi
− 1

Re

∂τn+1/2
i j

∂xj
) +

Δt2

2
un+1/2

k
∂
∂xk

(un+1/2
j

∂un
i
∂xi

+
∂pn+1

∂xi
− 1

Re

∂τn+1/2
i j

∂xj
)) (6)

∂2pn+1

∂xi∂xi
=

1
Δt
∂
∂xi

(un
i − un+1

i ) − ∂
∂xi

(un+1/2
j

∂un+1/2
i
∂xj

− 1
Re

∂τn+1/2
i j

∂xj
) (7)

where n, n + 1/2, and n + 1 denote the time points of tn, tn+1/2, and tn+1, respectively.

2.3. Numerical Validation

In this section, the accuracy of the numerical algorithm is demonstrated and validated by
theoretical and previous results.

In the analysis of theoretical validation, the velocity potential φ meets the Laplace equation,
as shown in Equation (8). Because of its properties, the complex flow can be decomposed into several
simple flows:

∂2φ

∂x2
i

+
∂2φ

∂y2
i

+
∂2φ

∂z2
i

= 0, (8)

In uniform flow, the flow field around a sphere can be considered to be a mixed flow of uniform
flow and dipole flow. The interest velocity potential φ can be expressed as Equation (9), the flow
velocity near the target can be shown as Equation (10), and the parallel velocity component v(x)x,// can
be expressed as Equation (11) [43]. If we do not consider the influence of gravity and the component
along the y-direction, the parallel velocity component v(x)x,// meets the requirements of the potential
flow theory. For validation of the proposed method, flow past a single sphere is computed. When the
detective distance is equal to 2H, the parallel velocity on the lateral line is as shown in Figure 2. As seen
in Figure 2, it is found that the numerical result shows satisfactory agreement with the theoretical result.

φ = φ1 + φ2 = Vxi +
H3(V · r)

2‖r‖3 ·ω (9)
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v(r) = V −
H3

(
3(V · r) · r− ‖r‖2V

)
2‖r‖5 ·ω (10)

v(x)x,// = V − H3V(2(xi − xo)
2 −D2)

2
∥∥∥(xi − xo)

2 + D2
∥∥∥5/2

·ω (11)

where V is the flow velocity, H is the spherical diameter, r is the Euclidean distance between the
sensor and the target, ‖·‖ represents the vector’s Euclidean norm, and ω is a dimensionless coefficient,
which was 1.143 in this paper.

Figure 2. Comparison of the simulated parallel velocity and the theoretical result.

Moreover, Zhao et al. [44] studied the flow past a single square cylinder. The same case was
studied by the above computational algorithm in this paper. The Strouhal number of square targets
with different postures θ was computed. The comparison results are shown in Figure 3, and the
numerical results are in accordance with previous reports. The computational algorithm is adequate
to solve the flow field around the underwater target, which is confirmed by reasonable agreement
between our numerical results and the previous data.

Figure 3. Comparison of simulated results and previous results.

3. Location Strategies

3.1. Method of Spatial Distribution (MSD)

As shown in Figure 2, we determined the parallel velocity distribution on the lateral line. It is
clear that there are three extreme points on the curve. Using the operation of partial derivatives on the
parallel component, the results are shown in Equation (12), and the abscissa of three extreme points are
shown in Equation (13).

v(x)′x,// =
3H3V(xi − xo)(3D2 − 2(xi − xo)

2)

2
∥∥∥(xi − xo)

2 + D2
∥∥∥7/2

·ω, (12)
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⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x1 = xo −

√
6

2 D;
x2 = xo;

x3 = xo +
√

6
2 D

(13)

As shown in Figure 2, the abscissa of the spherical center and the maximum point are equal,
and the spatial variation of two minimum points is

√
6D, where D is equal to

∥∥∥yi − yo
∥∥∥. The results

show that the position of a target can be estimated based on the spatial variation of the extremum
points. The method is similar to the model presented by Dagamseh et al. [35], which was proven in the
study of dipole source localization.

Because the spherical target is symmetrical, in order to discuss it conveniently, the velocity
distribution hereinafter is in the XOY plane. As seen in Figure 4, the velocity in the area away from the
target is similar to the inlet velocity, resulting in the positions of minimum points being non-obvious.
From Figure 5, it is clear that the estimated error ε1, which is shown in Equation (14), increases when
the detective ratio increases. In other words, as the detective ratio increases, we cannot locate the target
based on the MSD accurately. Therefore, the other more robust method is needed.

εi =
|D−Dest|

D
× 100%, (14)

where D is the actual detective distance and Dest is the estimated detective distance. The i values are 1
and 2, and they represent the estimated errors of the previous method and new method, respectively.

Figure 4. Parallel velocity on the lateral line at different detective ratios.

Figure 5. Estimated error at different detective ratios.

3.2. Method of Amplitude Variation (MAV)

Another interesting observation from Figure 4 is that the amplitude variation of velocity Δmaxv
decreases when the detective ratio D/H increases. The amplitude variation Δmaxv is plotted in Figure 6
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as a function of the detective ratio. As seen in Figure 6, the connection can be approximated by an
exponent regression. The regression equation is shown in Equation (15) and the equation analog effect
is good. This implies that the localization of targets can be approximated by the amplitude variation of
extreme points in the velocity distribution.{ |Δmaxv| = m/(D/H)n

|Δmaxv| = |vmax − vmin| , (15)

where m and n are the regression coefficients. vmax and vmin are the maximum velocity and the
minimum velocity on the lateral line.

Figure 6. Velocity drop amplitude at different detective ratios and the fitting cure.

According to Equation (11), we can get vmax and vmin, which are shown in Equation (16). The
amplitude Δmaxv of the velocity drop based on the potential flow theory is shown in Equation (17),
whose form is similar to that of Equation (15). Compared with Equation (15), the coefficients m and n
are 0.6V and 3.0, respectively, in this paper. As seen in Equation (17), the regression coefficients depend
on the flow velocity. ⎧⎪⎪⎨⎪⎪⎩ vmax = V + V

2 (D/H)−3 ·ω
vmin = V −

√
10V

125 (D/H)−3 ·ω , (16)

Δmaxv =

(125+2
√

10)·ω·V
250

(D/H)3 (17)

In order to prove that the method is effective at different detective ratios, the velocity curves on
more lateral lines were computed, and the detective ratio is estimated based on the MAV, as shown in
Table 2. We can see that the estimated error of the MAV is less than 1%, and it is smaller than that of
MSD obviously. This implies MAV is more robust than MSD.

Table 2. Estimated detective ratios compared with the actual values.

D/H 1.25 1.75 2.25 2.75 3.25

Dest/H 1.26 1.74 2.23 2.73 3.28
ε2 0.80 0.63 0.89 0.73 0.92
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4. Discussion of Tandem Targets

4.1. Influence of the Spacing Ratio

In this section, the case of double targets arrayed in tandem is presented. The influence of the
spacing ratio L/H is taken into consideration. It should be pointed out that the amplitude of the
velocity curve decreases when the spacing ratio is decreased, as shown in Figure 7. When the spacing
ratio becomes bigger, the flow field is more stable. As seen in Figure 7, when the value of L/H is 4 and
6, the positions of two minimum points are not obvious. This implies that the estimated error will
become bigger based on the MSD, as shown in Figure 8.

Figure 7. Parallel velocity on the lateral line at different spacing ratios.

Figure 8. Parallel velocity on the lateral line at different spacing ratios.

We chose the minimum velocity in the upstream region of the target to calculate the velocity drop
amplitude in MAV. Additionally, it is interesting that both the estimated errors are less than 1%. This
means that MAV is effective for the case of double targets, and the spacing ratio has no influence on its
prediction accuracy.

4.2. Influence of the Flow Velocity

In order to determine the influence of the flow velocity on the estimated results, the cases of
different flow velocity are computed. Because the velocity range of most AUV is from 0.5 to 2.0 m/s,
this range is used for the research considered. For all the cases in this section, the detective ratio and
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the spacing ratio are set as 2.0 and 10.0, respectively. The parallel velocity curve is treated with the
dimensionless method, as shown in Equation (18):

Vnorm =
v
V

, (18)

where Vnorm is the dimensionless velocity, v is the velocity on the lateral line, and V is the inlet velocity.
As seen in Figure 9, the dimensionless velocity curves are plotted for various flow velocities.

In this range, the change of velocity is not sufficient to change the velocity distribution on the lateral
line. When the spacing ratio is enlarged to 10.0, the shear layers formulated from the upstream target
are stable in the gap between the targets. Therefore, the flow patterns are similar to each other.

Figure 9. Dimensionless velocity curves on the lateral lines with different inlet velocities.

It can be seen from Figure 9 that the dimensionless velocity curves are similar to each other in the
range of flow velocities. This implies that the flow velocity has little influence on the estimated errors
of both methods. The estimated errors of both methods for target-2 are shown in Table 3. As seen in
Table 3, the estimated errors of MAV with different velocities are smaller.

Table 3. Estimated errors of both methods for target-2.

V (m/s) 0.5 1.0 1.5 2.0

ε1 5.846 6.495 6.279 6.306
ε2 0.573 0.746 0.685 0.652

5. Conclusions

We presented a new strategy for underwater target localization using the flow features including
MSD and MAV. The two methods were compared in different cases. The following conclusions were
obtained from the results.

1. The amplitude variation of extreme points on the parallel velocity curve can be used to estimate
the locations of targets. For the cases of flow past one and two targets in a uniform flow field,
the estimated error of MAV was less than 1%, which was evidently smaller than that of MSD.

2. Changes in the detective ratio and spacing ratio had obvious influences on the estimated error of
MSD, but they had little influence on the results of MAV.

3. Robust flow sensing is not based on the spatial distribution of the flow field but rather, on the
fluctuation range.

Future work will focus on other target shapes and flow patterns, such as irregular targets in
turbulent oscillatory and pulsing flows. We hope that this research will investigate the connections
among various target shapes and flow patterns and that the full range of practical applications of this
new object location strategy will be established.
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Abstract: The southeastern coast of China suffers many typhoon disasters every year, causing huge
casualties and economic losses. In addition, collecting statistics on typhoon disaster situations is
hard work for the government. At the same time, near-real-time disaster-related information can
be obtained on developed social media platforms like Twitter and Weibo. Many cases have proved
that citizens are able to organize themselves promptly on the spot, and begin to share disaster
information when a disaster strikes, producing massive VGI (volunteered geographic information)
about the disaster situation, which could be valuable for disaster response if this VGI could be
exploited efficiently and properly. However, this social media information has features such as
large quantity, high noise, and unofficial modes of expression that make it difficult to obtain useful
information. In order to solve this problem, we first designed a new classification system based on
the characteristics of social medial data like Sina Weibo data, and made a microblogging dataset of
typhoon damage with according category labels. Secondly, we used this social medial dataset to train
the deep learning model, and constructed a typhoon disaster mining model based on a deep learning
network, which could automatically extract information about the disaster situation. The model is
different from the general classification system in that it automatically selected microblogs related
to disasters from a large number of microblog data, and further subdivided them into different
types of disasters to facilitate subsequent emergency response and loss estimation. The advantages
of the model included a wide application range, high reliability, strong pertinence and fast speed.
The research results of this thesis provide a new approach to typhoon disaster assessment in the
southeastern coastal areas of China, and provide the necessary information for the authoritative
information acquisition channel.

Keywords: typhoon disaster; deep learning; VGI; text classification

1. Introduction

1.1. Background

Volunteer geographic information [1], which is also interpreted by domestic scholars as
“spontaneous geographic information” [2], is similar to neogeography [3], or crowd sourcing geographic
data [4,5], which refers to the phenomenon of public participation in contributing geographic
information data [6] and is an important feature of “new geography” [3]. There are many VGI
data sources, including both structured spatial data platforms (such as Open Street Map, or OSM for
short) and unstructured social network data platforms with explicit or implicit location information
(such as Twitter, Facebook, Sina Weibo, Tencent Weibo, etc.). Due to the characteristics of instantaneity
and interaction of VGI, VGI played an important role in the “4.20” Lushan strong earthquake,
the Haiti earthquake, and the Philippines typhoon Haiyan in 2012. The VGI played an important role
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that could not be achieved by traditional methods from disaster awareness, information identification,
and information classification to disaster determination [7–9].

The southeastern coast of China is struck by typhoons every year. Secondary disasters caused by
typhoons, such as heavy rainfall, storms, floods, debris flows, and landslides have a great impact on
the eastern part of China [10]. During and after typhoon disasters, the relevant media track and report,
and the affected people also interact with the typhoon-related information through various social
networks (such as Weibo). According to the data, since 2012, during the period of each typhoon with a
serious impact, the netizens in the affected areas published more than 100,000 microblog messages,
including locations, winds, rainfalls, secondary disasters, rescue, and other related disaster information,
with strong instantaneity and interaction. Compared to the disadvantages of using traditional means
to obtain updates on the disaster situation during typhoon disasters, it is of great significance to
use VGI to assist typhoon disaster situation assessment. In view of this, this paper established a
classification system that meets the needs of typhoon emergency response based on the characteristics
of microblog data, and constructed a generic typhoon disaster information automatic acquisition
model using a neural network method. The model can automatically select microblogs related to
disasters from a large number of microblog messages, and further subdivide them into different types
of disasters, which is different from the general classification system, so as to facilitate subsequent
emergency response and loss estimation. The advantages of the model included a wide application
range, high reliability, strong pertinence, and fast speed.

1.2. Analysis of Existing Studies

Generally speaking, there are three ways to use social media [11]. One is to regard social media
as a huge sensor through which we can collect a lot of information [12] about typhoon disasters.
The difficulty lies in that the sensor is too sensitive. It not only collects information about the typhoon
disaster, but also contains a lot of irrelevant information. And author et al. [13,14] mainly discussed
how to extract effective information. The second is to make full use of the social media’s communication
function. Emergency agencies use social media to publish corresponding emergency messages so
that they can be received by the people who really need them, as it may be difficult to receive such
information in time through other channels [15,16]. Thirdly, the analysis tools of social media, such as
hot spot analysis, can be used to analyze the characteristics of the disaster [17].

From the perspective of research methods, many studies have focused on classifying and
visualizing social media data in the order of pre-disaster, disaster, and post-disaster to verify the
relationship between the number of tweets and the disaster process [11,18]. We implemented an
algorithm based on K nearest neighbor (KNN) for extracting information from VGI which resulted in
about 70% of microblogs classified correctly [19], which was not enough. A further approach used
is to verify the coincidence of the typhoon trajectory and the number of tweets in conjunction with
their time and location [13,20–22]. To date, not much research has been done to further analyze each
twitter’s contents, and most studies have stayed at statistical analysis of the amount of data from a
specific time or place, as described above. Clearly, the extraction of social media data is still a difficult
point for researchers. Nevertheless, some papers have analyzed social media content, although the
analysis has mainly stayed at the level of sentiment analysis, using SVM [20]. Although this is also
an exploration, objectively speaking, staying at the level of sentiment analysis has had little effect
on the emergency response. On the contrary, some studies have used relatively unique methods to
carry out research which has been of great significance for reference, such as forecasting the areas
of power outages caused by typhoon impact [23], and the idea of weighting different emergency
strategies with social media information to ensure multi-sectoral collaboration [15]. Author et al. [24]
focused on identifying informative tweets posted during disasters, naive Bayesian classifier and the
classification model based on neural network were designed respectively, and their classification effects
were compared. The results showed that the deep neural network, especially Convolutional Neural
Network (CNN), were more effective in identifying informative tweets.
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To sum up, there is great potential in the study of the application of social media data in typhoon
emergency response. Nevertheless, its research is still in the exploratory stage, and there is no optimal
method that can be consistently applied. To date, most research is still at a relatively superficial stage,
and few papers have focused on deeper mining, and this is the main work of our study. In addition,
the lack of a unified dataset and classification method is also a major problem hindering this research.
Some researchers have attempted this work abroad [11,25,26], but it has not yet been seen in China.
Therefore, the classification strategy used with the microblog data and the convolutional neural network
used to classify the microblog data one by one are both somewhat original, and the classification effect
was able to reach a good level. The specific classification results may have a great effect on subsequent
emergency work.

2. Methodology

This paper first studied the characteristics of Weibo data related to typhoon disasters, and then
established a classification system of typhoon disaster information which met the characteristics of
Weibo data. On this basis, we established the corresponding dataset. Following the general process of
text classification using a neural network [27], the model’s construction and the training process were
then completed. Finally, the model was verified by the verification set to verify the effect of the model.
The final result was an extraction model able to gather typhoon disaster information from Weibo data,
and the model also fit other typhoons well.

2.1. Design of Classification

Sina Weibo is an important source of typhoon disaster information, but as a public social platform, it
contains a lot of useless information; even the useful information is generally lacking in professionalism
and pertinence. Therefore, it was necessary to design a suitable classification method, which would
not only separate the useful information from the useless information, but more importantly, link the
colloquial expression about the disaster with the disaster situation. If the word description of the
classification system was too professional, it might have collected little or no disaster information.
For example, when marine fisheries are damaged, there are specific categories like aquaculture affected
area, aquaculture disaster area, aquaculture ruin area, etc. It is conceivable that the possibility of such
professional terminology appearing in Sina Weibo is extremely low. However, if the classification
design is too casual, then the value of the collected data will be debatable. After reading and analyzing
a certain amount of Weibo information, and considering it comprehensively, this paper divided the
Weibo disaster information into the following categories:

1. Building: Weibo content mainly describing damage to buildings, such as water flooding into the
house, buildings destroyed, billboards blown off, etc;

2. Green plants: Weibo content mainly describing damage to trees, green belts, etc. in the city;
3. Transportation: Weibo content mainly describing road flooding caused by the typhoon, poor

traffic, etc.;
4. Water and electricity: Weibo content mainly describing water being cut off and power cuts caused

by typhoons;
5. Other: Data related to typhoon disaster information, but not explicitly related to the above categories;
6. Useless: Data that were not related to the above categories.

2.2. Text Representation

The study used the method of word embedding [28] for text representation. In this paper,
we used the embedding layer of Tensorflow to complete word embedding. The embedding layer,
as a part of the deep learning model, trains with the model and updates the word embedding vector.
After word embedding, the vector corresponding to each word and punctuation was of equal length.
The text was converted into the form shown in Figure 1, and each microblog text was converted into
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a two-dimensional matrix in which each line was a vector form of a word or punctuation symbol
constituting the text. The number of rows in the two-dimensional matrix was the number of words and
punctuation the text contained. For the convenience of subsequent processing, each microblog text was
artificially changed into equal length. Thus, the final result was a batch of two-dimensional matrices of
the same size as shown in Figure 2. The actual processing was stored in a three-dimensional array
when the data were finally entered into the model.

 
Figure 1. Word embedding.

 

Figure 2. Two-dimensional matrices of the same size.

2.3. Model Construction

2.3.1. Structure of Model

We use the basic model structure from the research of Reference [29,30]; the structure of the
model is shown in Figure 3 below. The left side the figure shows the input layer, with each input
entering one piece of texts to build a two-dimensional matrix. Feature extraction was performed on the
convolutional layer using 128 different filters with a height of 5, and 128 feature vectors were obtained.
The kernel of max pooling was used at the pooling layer to get the strongest part of each feature and
combine them. These features were then integrated through the fully connected layer, and finally input
into the Softmax classifier to obtain classification results.
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Figure 3. Neural network structure.

2.3.2. The Loss Function

The above describes the specific structure of the convolutional neural network used in this study,
from the input layer to the output layer. The mainframe of the entire network has been established.
However, a very important aspect that has been missed so far is the evaluation of the classification
results. There is no doubt that the quality of the classification results is the most concerning issue.
In addition, the training of neural networks is aimed at continuously improving the accuracy of
classification. If there is no good method to assess the results of the classification, the training of
the neural network cannot be carried out, let alone the model be finally used to help us classify.
The concept of the loss function was proposed to solve this problem. The loss function reflects the
quality of the classification by measuring the closeness between the classified result and the expected
output. There are many forms of loss function, and in our study we use cross entropy as a loss function.
There are three main features of the cross entropy: (1) the cross entropy of two identical functions
is zero; (2) The smaller the cross entropy of the two functions, the more similar the two functions
are, and the larger, the opposite; (3) Cross entropy can measure the difference between two random
distributions with values greater than zero [22].

3. Case Study

In order to verify the feasibility and effect of the proposed method, this paper selected the relevant
microblog texts of Typhoon Anemone for a case study. Anemone landed in Zhejiang on August 8, 2012,
affecting five provinces (cities), namely Zhejiang, Shanghai, Jiangsu, Anhui, and Jiangxi. Anemone
was strong and had a long stay over the mainland. It had caused tremendous damage to the affected
area. The specific statistics are shown in the Table 1. Anemone was a typical typhoon landing on the
coast of China, and it had a large social impact, resulting in lots of microblog texts, giving it a certain
representativeness as a research object. The Typhoon Anemone database contained a total of 22,317
microblog texts. Some texts only had description about the typhoon disaster, and some data included
both content and position information of the people who posted on Weibo.

Table 1. Statistics of losses caused by typhoon anemone.

Provinces (Cities) People Affected Transferred Died Houses Collapsed Damaged

Zhejiang 7,010,000 1,546,000 0 5100 15,000
Shanghai 361,000 311,000 2 50 700
Jiangsu 662,000 126,000 1 600 2400
Anhui 1,576,000 163,000 0 1500 13,000
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3.1. Data Preprocessing

For the smooth progress of the experiment, data preprocessing was required. It was mainly divided
into two parts: dataset production and text representation. The text representation has been described
in detail in the previous section, and will not be repeated here. This section mainly introduces the
process of making the dataset.

Dataset production mainly consists of two parts: one is classification and screening, and the other
is unified formatting. The data format specified in this article was: label + tab + content, with each line
separated by a new line. These messages translated into English looked like this:

(1) /Green plants/tab/After the typhoon, the trees on the side of the road fell down and the traffic
lights were broken./

(2) /Water and electricity/tab/#typhoon# Go ahead, it’s all the sound of the wind and the wind..., And
it’s still out of power./

The difficulty in dataset production is screening and classification (data labeling), which was
the most time-consuming part of the whole experiment. After trying manual screening and search
keyword screening, we combined our previous experience to write a program to achieve the coarse
classification of Weibo data. The algorithm flow used was as follows in Figure 4:

A piece of 
data

A certain kind 
of keyword 

tuple

segmentation

Word lists

Contains two or 
more keywords

Write text to 
this class

A Class of 
Data Sets

Yes

 

Figure 4. Pre-classification process.

Through the above procedures, most of the classification work was completed, only needing
manual refinement of the already classified data and marking of other disasters at the same time.

The datasets obtained in this paper were as follows: 335 disasters in construction; 378 disasters
in traffic; 525 disasters in green plants; 399 disasters in hydropower; 435 in other disasters; and 1419 in
useless categories, with 3491 data in total.

3.2. Training and Verification

This section mainly introduces the implementation ideas and processes of the program, and does
not discuss the specific implementation of the function. The program can be roughly divided into three
parts: one is the generation of the dictionary and one-hot vector, the second is the configuration of the
CNN model, and the last is the training and verification of the model in combination with the first
two steps.
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3.2.1. Generation of the Dictionary and the One-Hot Vector

The generation of the dictionary and the one-hot vector was the preparation work required before
word embedding. The generation process was as follows in Figure 5:

 

Figure 5. Generation of the one-hot vector.

The created dataset file was read, and the label and content saved separately in two lists. The two
lists of tags and content were then processed separately to generate their respective dictionaries.
According to the generated dictionary, the index form of the one-hot vector of each character in
the dictionary was obtained. After the correspondence between the label, the character and its
one-hot vector was established, each piece of data could be processed according to the corresponding
relationship, and converted from the text format to the corresponding one-hot vector form. All the
one-hot vectors of all sentences were then unified to the same length by adding 0.

3.2.2. Construction of the CNN Model

The construction of the CNN model included setting parameters, implementation of each layer
structure, and connection.

After setting the parameters, the appropriate Tensorflow function was selected to implement the
function of the corresponding layer, and the output of the previous function was then used as the input
of the next function to achieve connection between the layers. Finally, the loss function and optimizer
were added.

3.2.3. Training and Testing

The training process of the model was as follows in Figure 6:
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Figure 6. Training process.

Figure 6 shows the training process. First, the training set and the verification set were prepared,
then the data were extracted from the training set according to the set batch size. Next, these data
and the verification set were embedded, then imported into the initialized CNN model. The loss rate
and accuracy of the model were then output, and then the parameters were adjusted to reduce losses.
This cycle was repeated until the entire training set had been used to complete 10 rounds trainings,
or there was no improvement in long-term. The process of testing and verification was similar,
except that the process of initializing the model needed to be changed into importing the existing
model, and then the accuracy and the loss rate were directly output.

3.3. Discussion

According to the experimental procedure described above, six experiments were carried out.
First, 50% of the dataset was randomly extracted for training and verification of the model, and then
60%, 70%, and 100% of the dataset. Each time, data were randomly extracted from the dataset as a
training set, a test set, and a verification set at a ratio of 7:2:1. The rest of this section is mainly divided
into three subsections to explain the experimental results. First, the results are analyzed in detail with
70% of the data training and test results. The experimental results of the different-sized datasets are
then compared and analyzed based on the above analysis.

3.3.1. Description of Training Results

The columns in Table 2 in represent the iteration round (Epoch), the training batch (Iter), the loss
rate(Train Loss) and accuracy (Train Acc) on the training set, and the loss rate (Val Loss) and accuracy
(Val Acc) on the verification set. For the convenience of analysis, these data have been visualized in
Figures 7 and 8.
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Table 2. Training result.

Epoch Iter Train Loss Train Acc Val Loss Val Acc

1
0 1.8 12.50% 1.8 15.16%
50 1.5 50.00% 1.6 41.39%

100 1.6 37.50% 1.5 41.39%

2
150 1 56.25% 1.1 61.48%
200 0.55 87.50% 0.84 74.59%

3
250 0.97 62.50% 0.78 73.36%
300 0.7 75.00% 0.7 76.64%

4
350 0.78 68.75% 0.65 78.69%
400 0.29 87.50% 0.65 78.28%

5
450 0.33 93.75% 0.64 78.28%
500 0.61 68.75% 0.63 78.28%

6
550 0.12 100.00% 0.65 79.51%
600 0.14 100.00% 0.63 78.69%

7
650 0.097 93.75% 0.61 79.92%
700 0.37 87.50% 0.63 79.92%

8
750 0.086 100.00% 0.68 79.92%
800 0.051 100.00% 0.66 80.33%
850 0.064 100.00% 0.65 80.74%

9
900 0.28 93.75% 0.73 78.69%
950 0.088 100.00% 0.67 79.51%

10
1000 0.014 100.00% 0.75 79.10%
1050 0.0161 100.00% 0.76 80.74%

After analysis, the reason for the abnormal oscillation of the loss rate and accuracy curve of
the training set was that the data batch was too small, but this situation did not affect the training
effect of the model, so no further analysis was needed. Ignoring the abnormal oscillation of the curve,
we concluded that the loss of the model dropped rapidly and then stabilized, and the accuracy first
rose rapidly and then stabilized. The above conclusions were true for both the training set and the
verification set. Specifically, the loss rate of the training set finally stabilized at around 0, and the
accuracy finally stabilized at 100%. As far as verification is concerned, the loss rate finally stabilized at
around 0.6 and the accuracy was maintained at 80%.
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Figure 7. Loss rate and number of trainings.
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Accuracy and Number of Training

Figure 8. Accuracy and number of trainings.

3.3.2. Description of Test Results

As shown in Table 3, the test results consisted mainly of two parts. Table 3 gives the various
indicator values of the classification effect of each category, as well as the overall classification effect,
which is convenient for the overall analysis model. Table 4 shows the classification confusion matrix.
Each type can be analyzed in more depth through the confusion matrix.

Table 3. Test result.

Test Loss 0.62 Test Acc 80.29%

Class Name Precision Recall F1-Score Number of Entries in the Category

Building 0.93 0.71 0.80 55
Green plants 0.80 0.86 0.83 78

Transportation 0.87 0.70 0.78 57
Water and electricity 0.75 0.94 0.84 54

Other 0.77 0.44 0.56 54
Useless 0.79 0.90 0.84 189

Mean/sum 0.81 0.80 0.80 487

Table 4. Confusion matrix.

Class Name Building Green Plants Transportation Water and Electricity Other Useless

Building 39 1 1 3 0 11
Green plants 1 67 0 2 2 6

Transportation 0 5 40 0 1 11
Water and electricity 0 0 0 51 0 3

Other 0 4 3 8 24 15
Useless 2 7 2 4 4 170

As shown in Table 3, there were two indicators—that is, the loss rate and the accuracy rate—which
were 0.62 and 80.29% respectively. As analyzed in the previous section, there was no substantial
difference between the verification process and the training process. Therefore, the loss rate and the
accuracy rate on the test set were consistent with the analysis of the verification set; the loss rate was
finally maintained at 0.6 and the accuracy was maintained at 80%.
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There were three new indicators added, namely “precision”, “recall”, and “F1-score”. Precision
indicates the accuracy of the prediction, which can be defined by the following formula: pi = ai/ni,
where ni represents the number of data in the i-th class after the model classification is completed,
and ai represents the number of data pieces that belong to the class in the ni data. For example, after the
classification was completed, there were a total of 100 pieces of data (ni = 100) classified into the
construction disaster category. Compared with the original data label, it was found that there were
90 pieces of data that belonged to the construction disaster category (ai = 90); thus, for the construction
class, the accuracy of the classification was pi = ai/ni = 90%. Recall represents the recall rate,
which represents the probability that the tagged data have been correctly classified. In the same way,
for example, in the construction class, assuming that there were 120 construction-labeled items in the
training set data, if there were 90 construction-labeled items still in the construction category after
the classification, then the recall rate would be 75%. F1-score is the harmonic mean of the accuracy
and recall rate, which can comprehensively reflect the effect of classification. Next, we analyzed the
prediction effect by category:

Building category: accuracy rate of 93%, recall rate of 71%, and F1-score of 0.8. The classification
accuracy of the building category was very high, reaching 93%. However, the recall rate was relatively
low, only 71%, which meant that nearly 30% of the data belonging to the building category were
misclassified by the model to other types. Combining the accuracy and the recall rate, we made
the inference that the model gave too much weight to certain special features of the building class.
These features generally belonged to data of building category, but not all building data had these
characteristics or the features were not obvious enough, so those data may not have been classified into
the building class correctly. This is why the building category had a high accuracy rate and a low recall
rate. As for why some features were given too high a weight, two conjectures can be made. One is
that the sample types used for training were not rich enough, so that some feature models that also
belonged to the building category could not be learned. Second, the features of model learning were
not abstract enough to distinguish the data belonging to the building category.

Green plants: accuracy rate of 80%, recall rate of 86%, F1-score of 0.83. Compared with the
construction category, the accuracy of green plants dropped a lot to only 80%, but the recall rate increased
a lot, reaching 86%. The final F1-score was also higher than the building category. According to the
classification results of green plants, we speculated that there were many data for model training,
and the model learned a lot about the features of green plants, so the recall rate of the model was
relatively high. However, due to the limitation of the performance of the model, the characteristics
learned were not deep enough, so that the distinguishing degree from other categories was not high
enough, and thus there were also many misclassifications and the accuracy was reduced.

Transportation: accuracy rate of 87%, the recall rate of 70%, F1-score of 0.78. The classification
situation of traffic was very similar to the building category; the supposed reasons are the same,
and will not be repeated.

Hydropower: accuracy rate of 75%, the recall rate of 94%, the F1-score of 0.84. The accuracy
of hydropower was ordinary, but the recall rate was high. The reason is likely similar to the green
plants class.

Other category: 77% accuracy, 44% recall, F1-score of 0.56. The other class had average accuracy,
but the recall rate was very low, not even reaching 50%. That is to say, more than half of the data
marked as other classes were classified into the remaining categories. Two possibilities were considered.
One follows the above ideas: that is, that the sample types in this category were not rich enough.
The second was misclassification when making labels. Because the definition of the other class was
not clear, and those data related to typhoon disasters but not obviously belonging to the above four
categories will be classified into other categories, this category is very subjective. It may be that some
of the data in author’s opinion should not belong to the above four categories, but actually they do;
the model correctly marked the data of some classification errors by comparing the characteristics,
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so that the recall rate of the other category was relatively low. The second possibility seems more likely
in this case.

Useless class: accuracy rate of 79%, recall rate of 90%, F1-score of 0.84. Compared with the
previous categories, it was seen that the final classification results of the useless class were superior
not only in accuracy and recall rate, but its F1-score was also the highest. This was actually quite
unexpected, because unlike the previous categories, any content data will be classified as useless as
long as it is not related to the disaster. The authors originally thought that because of this arbitrariness,
it would be difficult to classify useless classes, because arbitrariness means that the data characteristics
of useless classes may also be diverse. If analyzed carefully, the model should not be able to achieve
such a good effect by completely extracting the characteristics of useless classes, perhaps by means
of reverse thinking. That is, if the last extracted feature of the sentence is not similar to the first five
categories, then it is classified into the useless class, so the classification effect of the useless class
actually depends on the classification effect of the first five categories.

Through the analysis, the classification effect of each type of data could be more clearly seen,
as shown in Table 3. The rows and columns of the confusion matrix are arranged in the order of
construction, green plants, transportation, water and electricity, others, and uselessness. Each row
shows the distribution of the data with the corresponding label for that row, and each column shows
the distribution of the labels of the data classified as that class. For example, the first line shows the
distribution of the data with the building label after the classification was completed. Of these, 39 were
classified as buildings, 1 was classified as green plants, 1 was classified as traffic, 3 were classified
as hydropower, 0 were classified into other categories, and 11 were classified as useless. A total of
55 data: 39/55 = 0.71 is the recall rate, which can be found from the distribution of data with building
tags. The building features learned by the model were generally consistent with the test set, but there
were also some building data that were classified into useless classes. These should be the data of the
building category with less obvious features, and therefore features not too similar to the building
classes in the model, but since the data were labeled as a building, its features were not similar to those
of other categories. Thus, they were classified as useless, that is, in the category where features were
not identified as being disaster-related at all. Some readers may question why these data would be
classified into the useless class rather than the other class, since the other class is at least related to
disasters. The suggested reasons are as follows. From the above data, the prediction accuracy of the
other class reached 77%, which was similar to the accuracy of the remaining categories, indicating
that the features of the other category had been learned in the model. Therefore, it was found that the
features of these data were not the same as those of the other class, and so they were not classified into
the other class. Note the data in the first column, which represents the actual labels of the data that
were finally classified into the building category. In other words, 39 of the data points classified as
buildings were indeed in the building class, one was actually in green plants, and the other two were
useless. A total of 42 data, 39/45 = 0.94 is the accuracy rate. It was seen that the differences between the
characteristics of buildings and the other types of features learned by the model were still relatively
large, so misclassification was rare.

The specific meanings of the rows and columns of the confusion matrix have been carefully
described above. In fact, most of the information in the confusion matrix has been reflected in the
analysis of the accuracy and recall rate of the previous part. Only by analyzing the confusion matrix,
we can find out which classes of features in the model are not clearly separated, so it is easy to
misclassify each other. For example, data of other class can be easily classified into useless class,
which is hard to see by accuracy and recall.

This study has carried out a detailed analysis of the results obtained by using the 70% dataset,
and obtained the relationship between the loss rate and the correct rate of the model and the number
of training in experiment. And through the experiment in test set, it is proved that the prediction
accuracy of the model can indeed reach 80%, and the effect and causes of the classification are analyzed.
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In the following, the experimental results of different size datasets are compared horizontally to find
the relationship between the dataset size and the classification effect.

3.3.3. Comparison of Results of Datasets with Different Sizes

The results of one experiment have been thoroughly analyzed in the previous section. The final
results of the other datasets were similar and will not be repeated. In this section, we mainly compare
the effect of different size datasets on the accuracy of the model. Based on the results of the test set for
each experiment, the statistical table is as follows:

The above Table 5 shows the classification effect corresponding to the datasets of different sizes.
It can be seen that the accuracy rate increased with the increase of the dataset at the beginning, but after
increasing to about 80%, there was a tendency to stabilize. As the dataset continued to increase,
the accuracy of the model did not seem to increase accordingly. The number 80% has appeared many
times in this paper; whether using a single training set or a different training set, the accuracy of
the model could not easily break the 80% limit. Thus, 80% was the precision limit of the model in
this paper.

Table 5. The relationship between the size of the dataset and the accuracy.

Size of the Dataset 0.5 0.6 0.7 0.8 0.9 1.0

Accuracy 70.61% 74.70% 80.29% 78.64% 77.39% 79.66%

3.3.4. Actual Forecasting Effect

In order to further test the generalization ability of the model, a verification experiment was
carried out. We selected some Weibo data from another typhoon to see if the model can correctly
classify it. The experimental process was as follows in Figure 9:

 

Figure 9. Verification experiment.
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This study randomly selected 105 items of typhoon-related data. It was first manually classified,
then the model is used for prediction, and finally, the two classification results are compared.
After comparison, it was found that among the 105 data, there were 21 inconsistencies between the
model prediction and the manual classification and the accuracy rate was 80%, which was consistent
with the level on the test set. It is also worth mentioning that when there was a contradiction between
manual classification and model prediction in the comparison process, most of the time it was indeed a
prediction error of the model, but in some cases, the authors believe that the prediction of the model
was more in line with the meaning of the data. With this in mind, the accuracy of the model could be
slightly higher than 80%.

4. Conclusions

Starting from VGI, this paper used deep learning tools to process and classify microblog data
collected after a typhoon occurred, and to extract information related to typhoon disasters to help
prevent and mitigate disasters. The paper introduced the design of a classification system and the
structure and function of a convolutional neural network model. The model was then programmed
and implemented, and it was trained and verified by the dataset we designed. A typhoon disaster
mining model with universality was obtained, which achieved 80% classification accuracy and has a
certain practical value.

The biggest advantage of this model is that it is convenient and fast, our group finished the
classification work in a week, and the same work could be done in two seconds using the model,
which greatly reduces the labor and shortens the time required for classification. It has a high practical
value in disaster situations where time and manpower are scarce. The disadvantage is that the
accuracy of the model is not high enough, and the highest precision is currently around 80%. However,
the accuracy is actually relative; the Sina Weibo data itself had some ambiguity. Unlike some texts
classified in the past, such as sentiment analysis (positive and negative) or news classification, there were
almost no difficulties and misjudgments for manual marking, this was not the case with Weibo data.
In the authors’ experience of manually marking more than 3000 pieces of data, many data expressions
were ambiguous and the mark-up took a lot of effort. Despite this, there were still some pieces
of data that were considered inappropriately when looking back at the previous mark. Therefore,
the extraction of Weibo data is different from general text classification. In other words, whether the
accuracy of the model in this paper should be measured by general accuracy is still open to question.

There are basically three ways to improve: First, continue to increase the dataset; because the
current number of data was in the thousands, which is a relatively small dataset, 80% may have been
just because the dataset number was not enough. The second is to adjust the design of the classification
system; because the current categories were just my own ideas, the boundaries between classes may
not have been clear enough, especially in the other category. More scientific design would not only
help to reduce the mistakes of manual classification and label making, but would also help to use the
data. The third is to optimize the structure of the model to give it stronger learning ability.
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Abstract: The effect of the maritime environment on radio frequency (RF) propagation is not well
understood. In this work, we study the propagation of ad hoc 2.4 GHz and 5 GHz wireless local area
network systems typically used for near-shore operation of unmanned surface vehicles. In previous
work, maritime RF propagation performance is evaluated by collecting RSSI data over water and
comparing it against existing propagation models. However, the multivariate effect of the maritime
environment on RF propagation means that these single-domain studies cannot distinguish between
factors unique to the maritime environment and factors that exist in typical terrestrial RF systems.
In this work, we isolate the effect of the maritime environment by collecting RSSI data over land and
over seawater at two different frequencies and two different ground station antenna heights with the
same physical system in essentially the same location. Results show that our 2.4 GHz, 2 m antenna
height system received a 2 to 3 dBm path loss when transitioning from over-land to over-seawater
(equivalent to a 25 to 40% reduction in range); but increasing the frequency and antenna height to
5 GHz, 5 m respectively resulted in no meaningful path loss under the same conditions; this reduction
in path loss by varying frequency and antenna height has not been demonstrated in previous work.
In addition, we studied the change in ground reflectivity coefficient, R, when transitioning from
over-land to over-seawater. Results show that R remained relatively constant, −0.49 ≤ R ≤ −0.45,
for all of the over-land experiments; however, R demonstrated a frequency dependence during the
over-seawater experiments, ranging from −0.39 ≤ R ≤ −0.33 at 2.4 GHz, and −0.51 ≤ R ≤ −0.50
at 5 GHz.

Keywords: RSSI; WLAN; airmax; path loss; free space; two-ray

1. Introduction

RF-based wireless communication is a vital tool for many industries. However, despite its prolific
use for terrestrial applications, the effect of the maritime environment on RF propagation is still
not well-characterized. An excellent listing of various factors that can affect RF propagation in the
maritime environment is compiled in [1]. These factors include weather, sea conditions and sea state,
atmospheric effects, transmitter mobility, and the specifications of the wireless system employed.
Clearly, RF propagation in a maritime environment is a highly multivariate problem.

In this paper, we study the real-world propagation of an RF system appropriate for near-shore
unmanned surface vehicle operations. Example applications for near-shore surface vehicles include
maritime search-and-rescue, disaster response, coral reef surveying, etc. These RF systems are typically
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deployed “ad hoc”, require high bandwidths (>20 Mb/s), low antenna heights (<5 m), and a strong
receive signal strength (>−80 dBm) to ensure a reliable connection and to overpower ambient RF
interference. For this reason, we chose the Ubiquiti Airmax wireless standard, which is designed to
meet the needs of outdoor wireless local area networks (WLAN). We evaluate two systems, one system
based on the 2.4 GHz frequency band, and one based on the 5 GHz frequency band; both of which
are nearly ubiquitously legal to operate unlicensed worldwide. Previous research in maritime RF
propagation compares measured received signal strength (RSSI) data to various loss models to evaluate
the efficacy of an RF system in the maritime environment; however, these studies are typically only
limited to RSSI data collection over water with a specific RF system configuration that cannot be
directly compared to similar experiments over land by other authors. Since the effect of the maritime
environment on RF propagation is so multivariate, these single-domain studies make it impossible
to understand how RF propagation is impacted due to factors unique to the maritime environment
versus factors related to a typical deployment of the RF system over land. To address this degeneracy,
we isolate the effects of transmission over seawater on RF propagation in a maritime environment by
collecting RSSI data from an ad hoc WLAN over land. Then, using the same system in essentially the
same location, collect RSSI data over seawater. The differences in the RSSI data between the over-land
and over-seawater deployments in the same maritime environment, allows us to isolate the factors
related to differences in the RF system, and the factors related to a typical RF deployment over land.
A short summary of the previous research most relevant to this work is listed below.

In Ref. [1], a survey on previous references is maritime RF propagation was compiled; this
information informed the previously mentioned list of factors affecting RF propagation in maritime
environments. Most references in this work compared empirically gathered RF propagation data
over water to various existing RF propagation models. These include the free space path loss (FSPL)
model, irregular terrain model (ITM), international telecommunication union (ITU) family of models,
log-normal or log-distance model, two ray ground reflection (two-ray) mode, and three-ray ground
reflection (three-ray) models. Some references proposed modified versions of these existing models
based on their analyses.

In Ref. [2], RF propagation data was collected in the 5 GHz frequency band, with antenna heights
of ht = 1.7 m and hr = 9.8 m over an antenna separation distance of 10 km. This study also investigated
line-of-sight and non-line-of-sight measurements intended for operations near urban environments.
This data was compared to the FSPL and two-ray propagation models. Results show that the two-ray
model fits the data well for large scale path loss in line-of-sight condition. As distance increases,
the data demonstrated a higher rate of signal attenuation.

In Ref. [3], RF propagation data was collected in the 2.4 GHz frequency band, with antenna heights
of ht = 3 m, hr = 4.5 m, over an antenna separation distance of 2 km. This data was compared to the
two-ray and ITU-R P.1546 propagation models. Results show that the two-ray model fit the data well,
but the ITU-R P.1546 model did not. Weather conditions and wave fluctuations were also considered
to analyze the received power difference in detail.

In Ref. [4], RF propagation data was collected in the 5 GHz frequency band, with antenna heights
of ht = 5.45 m, hr = {1.9, 2.7, 9.8} m, over an antenna separation distance of 3 km. This study also
investigated line-of-sight and non-line-of-sight measurements intended for operations near urban
environments. This data was compared to the log-normal propagation models. Results show that
the log-normal propagation model fit the data well, with a path-loss exponent between 2.7 and 5.6.
In addition, it was shown that small-scale measurements could be approximated by the Type I extreme
value distribution function with location parameter and scale parameter values of −15.7 dB and
3.3 dB, respectively.

In Ref. [5], RF propagation data was collected in the 5 GHz frequency band, with antenna heights
of ht = 3.5 m, hr = {7.6, 10, 20} m, over an antenna separation distance of 10 km. This data was
compared to the FSPL, two-ray, and three-ray propagation models. Results showed that the two-ray
propagation model fits the data when inside the crossover distance of the two-ray model. Outside of

70



J. Mar. Sci. Eng. 2019, 7, 290

the crossover distance, the three-ray path loss model, which considers a refracted wave the evaporation
duct and the reflective wave considered in the two-ray model, is a better model.

In Ref. [6], RF propagation data was collected in the 1.95 GHz frequency band, with antenna
heights of ht = 22 m, hr = 2.5 m, over an antenna separation distance of 10 km. This data was compared
to the FSPL, two-ray, and three-ray propagation models. This data was compared to the FSPL model.
Results demonstrated a path loss of 40 dB/decade, which does not match the prediction made by the
FSPL model. This was not noted in Ref. [6], but this result supports the general consensus in the
literature that the FSPL model (which drops off at 20 dB/decade) is only valid for antenna separation
distances less than the cutoff distance. The 40 dB/decade path loss matches the prediction made by the
two-ray model for the ranges studied. In addition, [6] also noted that the mean standard deviation of
the maritime data was 10.3 dB, which is notably lager than the 8 dB mean standard deviation typical
for systems over land.

In Ref. [7] RF propagation data was collected in the 968 MHz, 3.5 GHz, and 5.8 GHz frequency
bands, with antenna heights of ht = {12, 14}m, hr = {2.5, 5, 50}m, over an antenna separation distance
of 5 km. This data was compared to the free-space and two-ray propagation models. Results showed
that the two-ray propagation model best fit the data, except when in near proximity of the antennas,
where the model was understandably broken due to the antenna gain aperture not being modeled in
the near field, as well as additional reflections due to stiffs and high cliffs in the proximity of the shore.

In Ref. [8] RF propagation data was collected in the 5 GHz frequency band, with antenna heights
of ht = {4, 76, 185}m, hr = 8 m, over antenna separation distances of d = {7, 12, 20} km. The unusually
high antenna heights considered were the focus of this work. Results showed that placing the
transmitter higher fits the free-space model more as there is more line of sight and diminished effect of
the multipath fading. By contrast, the two-ray model fit the lower antenna heights better, even in no
line of sight scenarios.

In Ref. [9] RF propagation data was collected in the 412 MHz frequency band, with antenna
heights of ht = 15 m, hr = 15 m, over antenna separation distances of d = {33, 48} km. This study
is the most similar reference to the work in our paper, as it recorded data over land and seawater.
The measured data over the sea demonstrated a mean path loss delta of 10 dB when transitioning from
land to sea. Other interesting phenomena observed were: a 1.1 dB path loss for every meter of tide
increase, which is consistent with the ITU-R P.526-7 path loss model, and a 1 to 2 dB of path loss during
calm sea states, but 3 to 6 dB path loss in sea state 4 (approximately).

Based on these references, the most common propagation models for the study of maritime RF
propagation are the FSPL model, and two-ray model. In reality, the FSPL is contained within the
approximate two-ray model, as will be discussed in this paper. For the near-shore, low-antenna height,
operational environments we studied, these models are the most relevant and are utilized for the
analysis in this paper.

2. Materials and Methods

2.1. Path Loss Models

In this work, we aim to characterize the relationship between receive signal strength indication
(RSSI) and distance between the transmitting and receiving antenna. The transmitting power of
an access point is typically described in units of dBm, which is the ratio of the power in the signal
referenced to 1 mW in a log10 scale. Conversion equations between the mW and dBm scales used in
this work are given in Equation (1).⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

P [dBm] = 10 · log10

(
P [mW]
1 [mW]

)
P [mW] = 10

(P [dBm])
10

(1)
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One convenient method of describing the radiated power of a transmitting access point is the
equivalent isotropically radiated power (EIRP), which represents the power an isotropic antenna shall
emit to produce the power observed in the direction of maximum antenna gain. The logarithmic
formulation for EIRP is given in Equation (2).

EIRP = Pt + Gt − Lt (2)

where Pt is the access point transmitting power, Gt is the transmitting isotropic antenna gain, and Lt is
the cable loss between the access point and antenna. In this work, we investigate the RSSI vs. range of a
2.412 GHz and 5.240 GHz WLAN system. The EIRP of these two systems were matched to ensure that
the two systems would demonstrate reasonably similar RSSI vs. range results. Note that physically
matching the EIRP of the two systems is not necessarily sufficient to normalize the range of the two
different frequencies; however, it will generally ensure that the two systems produce RSSI within the
same order of magnitude.

In this work, we investigate two different loss models; the free-space path loss (FSPL), and the
two-ray ground reflection (two-ray) models. The FSPL model is based on the Friss transmission
formula [10]. This is given in Equation (3) [11].

Pr

Pt
=

GtGrλ2

Pl(4πd)2 (3)

where Pr is the receiving power in mW, Pt is the transmitting power in mW, Gt is the transmitting
antenna gain in mW, Gr is the receiving antenna gain in mW, λ is the wavelength in m, Pl are
generalized path losses in mW, and d is the distance between the two antennas in m. The path loss
of any transmission model is defined as the ratio of the transmitting power, Pt, over the receiving
power, Pr, i.e., the reciprocal of Equation (3) in the case of the FSPL model. Because the loss ratio is
typically very large, it is conventionally described logarithmically in dBm. Solving Equation (3) for Pr,
and describing the result logarithmically in dBm results in the FSPL model shown in Equation (4).

Pr [dBm] = 10 log10

⎛⎜⎜⎜⎜⎝PtGtGrλ2

Pl(4πd)2

⎞⎟⎟⎟⎟⎠ (4)

Note that transmitting power, Pt, and antenna gains, Gt and Gr, are typically expressed in dBm.
For brevity, Equation (4) expresses these variables in mW, and therefore, conversions between mW and
dBm should be made using Equation (1), as appropriate.

The two-ray model considers the line-of-sight path assumed in the FSPL model, as well as a single
path that is reflected off of the ground, based on the heights of the two antennas. The ground surface is
characterized by a ground reflection coefficient, R. The full two-ray model is given in Equation (5) [11].

Pr = Pt

(
λ

4π

)2

∣∣∣∣∣∣∣∣∣
√

GtGr√
d2 + (ht − hr)

2
+ R
√

GtGre− j(
2π(
√

d2+(ht+hr)2−
√

d2+(ht−hr)2)
λ )

d2 + (ht + hr)
2

∣∣∣∣∣∣∣∣∣
2

(5)

where ht is the height of the transmitting antenna in m, hr is the height of the receiving antenna in m,
and R is the ground reflection coefficient (unitless); reference Equation (3) for the remaining variable
names. A ground reflection coefficient of R = −1 represents perfect ground reflection, and R = 0
represents zero ground reflection [11–13].
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It is common practice to approximate the two-ray path model given in Equation (5) using three
piecewise approximation functions based on the distance from the transmitting antenna. This equation
set is given in Equation (6) [11].

Pr =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

PtGtGrλ2

(4π)2(d2+h2
t )Pl

, i f d < ht, region 1

PtGtGrλ2

(4π)2d2Pl
, i f ht ≤ d ≤ dc, region 2

PtGtGrh2
t h2

r
d4Pl

, i f d > dc, region 3

(6)

In Equation (6), dc is called the crossover distance, and is it defined in Equation (7).

dc =
4hthr

λ
(7)

There are important intuitions to be drawn from the piecewise two-ray approximation model
in Equation (6). Firstly, the extent of region one is defined by the height of the transmitting antenna,
which is usually small relative to the total operating range of the wireless system. As such, region
one is typically of little concern to researchers since its relevant range is very close to the transmitting
antenna, on the order of meters. Secondly, the extent of region two is defined between region one and
the crossover distance in Equation (7). In this region, the two-ray approximation model is identical
to the FSPL model given in Equation (4), and power falls off at −20 dB/decade. Thirdly, region three
consists of everything outside of the crossover distance. In this region, power falls off at −40 dB/decade.

In this work, the measured RSSI data is compared against the full, and approximate two-ray models,
assuming that a generalized path loss variable, Pl, is introduced into the real data. We hypothesize that
the transition from over-land to over-seawater will manifest as an increase to this path loss variable.

Employing both the approximate and full version of the two-ray model is beneficial because the
approximate two-ray model is useful for identifying path loss, whereas the full two-ray model also
captures the constructive-destructive interference effect of ground reflection, and varying antenna
heights. Because the RSSI data was collected with equivalent antenna heights for all experiments,
fitting the data to the full two-ray model should enable us to observe a change in ground reflectivity
in the transition from over-land to over-seawater. In addition, the approximate two-ray model is
more commonly cited in preceding literature (e.g. Ref. [1–3,5,14,15]), which is important to note when
drawing comparisons between our work and previous literature.

2.2. Experiment Description

We selected the Sand Island Boat Launch Facility, located in Oahu, Hawaii, as the location
for this study. This location is well suited for this experiment because it has a flat, approximately
0.5 km long entrance road with full line of sight. The over-land experiments were conducted on this
entrance road, and the over-seawater experiments were conducted from the beach over the Sand Island
channel. The two ground stations/origin points for each experiment were within 150 m of each other.
The approximate over-land and over-seawater propagation paths are shown in Figure 1.

Data were collected on two different days: 27 July 2019, and 15 August 2019. The protected nature
of the Sand Island channel demonstrated a Beaufort Sea state of one (rippling waters and light air) for
both days of testing. The height of the transmitting and receiving antennas was set based on the height
of the seawater surface at the time of testing. At this location, the tide can fluctuate between from 0 m
to 0.6 m over a period of roughly 6 h. Data collection over seawater lasted no more than 2 h on either
day, resulting in a maximum error of 0.2 m in height due to shifting tides.
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Figure 1. Over-land data collection path on Sand Island access road (green), and over-seawater
data collection path in the Sand Island channel (blue). Map data© 2018 Google. Reproduced with
permission from Google Maps Geoguidelines, 2019 [16].

The Sand Island access road contains an occasional passing vehicle, and the Sand Island channel
contains the occasional passing small boats or jet skis. During the experiment, if a passing car or
vessel obstructed the line-of-sight between the transmitting antenna on the ground station and the
receiving antenna on the mobile station, the data collection was paused, preventing those points from
being recorded.

Two WLAN frequency bands were tested in this experiment, 2.4 GHz and 5 GHz. Note that the
names “2.4 GHz” and “5 GHz” do not refer to the exact frequency employed, rather, they refer to the
family of standardized IEEE 802.11 wireless channels, which specifies center frequency and bandwidth.
The Airmax WLAN protocol used in this experiment adopts the IEEE 802.11 channel specification.
Specific details about each system are listed in Table 1.

Table 1. Radio frequency (RF) System Specifications.

Specification
RF System

2.4 GHz WLAN 5 GHz WLAN

IEEE 802.11 channel 1 48
Center frequency 2412 MHz 5240 MHz

Channel width 20 MHz 20 MHz
Access point model Ubiquiti BulletAC-IP67 Ubiquiti BulletAC-IP67

WLAN protocol Ubiquiti Airmax Ubiquiti Airmax
Transmitting power 18 dBm (63.1 mW) 16 dBm (39.8 mW)

Antenna model Trendnet TEW-AO57 Trendnet TEW-AO57
Antenna type Omnidirectional Omnidirectional
Antenna gain 5 dBi 7 dBi

Antenna vertical beam width 30◦ 15◦
Antenna polarization Vertical Vertical

Transmit EIRP 23 dBm 23 dBm
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The settings and equipment were identical for the transmitting and receiving ends of each RF
system. The selected access point model (Ubiquiti BulletAC-IP67) is equipped with both 2.4 GHz,
and 5 GHz transmitters, allowing us to test both frequencies while eliminating any variability due to
differences in the access point hardware.

The RSSI data was recorded directly from the Ubiquiti dashboard software. This software runs on
the computer connected to the access point. Because this dashboard software does not feature a RSSI
data logging feature, we developed a JavaScript program to “scrape” and timestamp the relevant RSSI
data from the dashboard back end at 1s intervals. This program and its development can be found at
the GitHub repository [17], or in the Supplementary Materials.

The separation distance between the two antennas was measured using a global navigation
satellite system (GNSS) sensor mounted to the stationary transmitting antenna ground station, and a
second GNSS sensor mounted to the receiving antenna mobile station. The Adafruit Ultimate GPS was
the selected GNSS sensor; this was connected to a laptop computer was running the Robot Operating
System (ROS) Melodic Morenia software. The ROS package “nmea_navsat_driver” [18] was used to
communicate with the GNSS sensor. ROS features a message data logging service known as “bags” [19],
which was used to log and timestamp the GNSS sensor data. This bag file was later converted to
a comma separate value (.csv) file for post-processing. For details on reproducing the GNSS data
collection process, see Ref. [17], or the Supplementary Materials.

During the experiment, the transmitting antenna was located at the stationary ground station,
and was mounted to a leveled tripod with a height-adjustable boom between 2 and 5 m. The receiving
antenna was set to a fixed height of 2 m, and rigidly connected to the mobile station, which represents
a robot. The mobile station comprised of a 9’4” rigid tender, which was pulled on a trailer during
the over-land experiments, and manually driven using an outboard transom motor during the
over-seawater experiments. An image of the ground station, transmitting antenna, mobile station,
and receiving antenna for the over-land experiments is shown in Figure 2. A pair of images of the
ground station, transmitting antenna, mobile station, and receiving antenna for the over-seawater
experiments is shown in Figure 3.

 
Figure 2. Over-land experimental setup. Ground station transmitting antenna (mounted on tripod,
right), and trailered rigid tender serving as mobile station with receiving antenna (left).
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a b 

Figure 3. Over-seawater experimental setup. Ground station transmitting antenna mounted on tripod
(a), and rigid tender serving as mobile station with receiving antenna (b).

3. Results

The collected RSSI measurements are plotted against distance in Figure 4. In all experiments, the
receiving antenna height was set to hr = 2 m. The transmitting antenna height was set to two different
heights, ht = {2, 5} m, and we evaluated two different WLAN frequencies, f = {2.412, 5.240} GHz.
All of the collected RSSI data is shown in Figure 4.

Figure 4. Compiled raw received signal strength indication (RSSI) data over land (green) and seawater
(blue) plotted against distance for all eight experiments. RSSI versus distance measurements from all
eight experiments (f = frequency, hTx = transmitting antenna height).
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A statistical analysis of the binned mean, standard deviation, and confidence interval can be
found in Appendix A.

The measured RSSI data is plotted against three theoretical path loss curves in Figure 5. These are:

• The full two-ray path loss model from Equation (5)
• The approximate region-two, two-ray path loss model (ht ≤ d ≤ dc). This is identical to the free

space path loss model
• the approximate region-three, two-ray path loss model (d > dc). The respective frequencies and

transmitting antenna heights are labeled in their respective subplots.

a b 

c d 

Figure 5. RSSI data over land (green), RSSI data over and seawater (blue), full two-ray model prediction
(cyan), approximate region two, two-ray model prediction (magenta), and approximate region-three,
two ray model (red), all plotted against distance. Subplot a plots the f = 2.412 GHz, hTx = 2 m data,
subplot b plots the f = 5.240 GHz, hTx = 2 m data, subplot c plots the f = 2.412 GHz, hTx = 5 m
data, and subplot d plots the f = 5.240 GHz, hTx = 5 m data. Model predictions assume RF system
specifications given in Table 2, and perfect ground reflection coefficient (R = −1 ).

The theoretical path loss models plotted in Figure 5 demonstrate significant deviation from the
measured RSSI data; this is expected since the theoretical models assume ideal power transmission,
geometry, and ground reflectivity. In the case of the approximate two-ray models, there is an additional
path loss variable, Pl, demonstrated by a constant power difference between the models and true
data. In the case of the full two-ray model, there is a path loss variable, Pl, demonstrated by a
constant power difference between the model and true data; a non-ideal ground reflection coefficient,
R, demonstrated by the decreased amplitude of the constructive-destructive interference pattern;
and small variations in the transmitting antenna height, hTx, demonstrated by the difference in the
frequency of the constructive-destructive interference pattern. To characterize these coefficients, we fit
the approximate two-ray model, and full two-ray model classes to the real data using a least squares
minimization against these characteristic coefficients.
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As discussed in Equation (6), the approximate two-ray model consists of three piecewise
approximations, which are defined as a function of distance. The boundary between the first
and second region is defined by the transmitting antenna height, ht, which is negligible in this case
due to the short antenna height. The boundary between the second and third region is defined by the
crossover distance, dc, defined by Equation (7). These crossover distances are listed in Table 2.

Table 2. Crossover Distance for Each Experiment.

Experiment Crossover Distance, dc [m]{
f = 2.412 GHz

ht = 2 m 404{
f = 2.412 GHz

ht = 5 m 1011{
f = 5.240 GHz

ht = 2 m 879{
f = 5.240 GHz

ht = 5 m 2196

In all of the experiments except for the 2 GHz, 2m experiment, the crossover distance is greater
than the maximum distance for which measurements were taken. Therefore, the region-two, two-ray
model in Equation (6) is the most appropriate approximation for this data. In the 2 GHz, 2m experiment,
the approximate region-two, two-ray model was only fitted to data before the 404 m crossover distance.

In Figure 6, we fit the approximate region-two, two-ray model to all of the measured RSSI data.
Because the only unknown variable in the approximate region-two, two-ray model is path loss, Pl,
a single-variable least squares minimization against path loss, Pl, was sufficient to fit the theoretical
model to the data.

a b 

c d 

Figure 6. RSSI data plotted with unconstrainted single-variable least squares minimization against
the two-ray, region two model, assuming a variable generalized path loss, Pl. Subplot a plots the
f = 2.412 GHz, hTx = 2 m data, subplot b plots the f = 5.240 GHz, hTx = 2 m data, subplot c plots the
f = 2.412 GHz, hTx = 5 m data, and subplot d plots the f = 5.240 GHz, hTx = 5 m data.
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The fitted coefficients from the approximate region-two, two-ray model are compiled in Table 3.

Table 3. Approximate Region-Two, Two-Ray Fitted Path Loss Coefficients.

Experiment Pl [dBm] r-Squared Fit{
f = 2.412 GHz

ht = 2 m
Land −8.7 0.82
Sea −11.9 0.94{

f = 2.412 GHz
ht = 5 m

Land −10.0 0.55
Sea −11.7 0.87{

f = 5.240 GHz
ht = 2 m

Land −3.4 0.82
Sea −5.1 0.81{

f = 5.240 GHz
ht = 5 m

Land −8.8 0.74
Sea −8.3 0.75

The path loss difference when transitioning from over-land to over-seawater for each experiment
is compiled in Table 4.

Table 4. Approximate Two-Ray Fitted Path Loss Delta Between Over-Land and Over-Seawater.

Experiment Pl,land−Pl,sea [dBm]{
f = 2.412 GHz

ht = 2 m −3.0{
f = 2.412 GHz

ht = 5 m −1.7{
f = 5.240 GHz

ht = 2 m −1.7{
f = 5.240 GHz

ht = 5 m +0.5

The approximate two-ray model path loss deltas compiled in Table 4 shows that the 2.4 GHz,
2 m experiment demonstrates a 3 dBm increase in path loss when transitioning from over-land to
over-seawater; the 2.4 GHz, 5 m, and 5 GHz, 2 m experiments demonstrate a 1.7 dBm path loss
when transitioning from over-land to over-seawater; and the 5 GHz, 5 m experiment demonstrates a
0.5 m decrease in path loss when transitioning from over-land to over-seawater. This indicates that a
combination of higher antenna height and frequency contribute to reduced path loss when transitioning
from over-land to over-seawater.

In Figure 7, we fit the full two-ray model to all of the measured RSSI data. In the full two-ray
model, the path loss, Pl, ground reflection coefficient, R, and exact transmitting antenna height,
hTx, are unknown and/or sensitive variables; therefore, a constrained multi-variable nonlinear least
squares minimization against Pl, R, and hTx, was used to fit the theoretical model to the data. Pl
was constrained to vary over the range −25 < Pl < 0 dBm, R over the range, −1 < R < 0, and hTx

over the range 1.7 < hTx < 2.3 m for the 2 m antenna experiments, and 4.7 < hTx < 5.3 m for the 5 m
antenna experiments. As a general rule, the path loss varies the height of the curve on the y-axis,
the transmitter antenna height varies the frequency of the constructive-destructive interference pattern,
and the reflection coefficient varies the amplitude of the constructive-destructive interference pattern.

The fitted coefficients from the full two-ray model are compiled in Table 5.
The path loss difference when transitioning from over-land to over-seawater for each experiment

is compiled in Table 6.
The full two-ray model path loss deltas compiled in Table 6 demonstrate similar results to the

approximate two-ray model path loss deltas given in Table 4, except for the 2.4 GHz, 2 m experiment,
where the full two-ray model demonstrated a 2 dBm path loss delta, compared to the 3 dBm path loss
delta of the approximate two-ray model. Inside the cutoff distance, dc, where the RSSI decreases at a rate
of roughly 20 dBm/decade, a path loss of 2 dBm results in an overall range decrease of 26%, and a path loss
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of 3 dBm is roughly equivalent to an overall range decrease of 41%. Because the 5 GHz 5 m experiment
does not demonstrate this path loss, the combination of the higher 5 GHz frequency band in combination
with 5 m transmitting antenna height results in a substantially smaller path loss over seawater.

a b 

c d 

Figure 7. RSSI data plotted with constrained multi-variable nonlinear least squares minimization against
the full two-ray model, assuming a variable generalized path loss, −25 < Pl < 0 dBm, ground reflectivity,
−1 < R < 0, and transmitting antenna height, 1.7 < hTx < 2.3 m for the 2 m antenna experiments and
4.7 < hTx < 5.3 m for the 5 m antenna experiments. Subplot a plots the f = 2.412 GHz, hTx = 2 m data,
subplot b plots the f = 5.240 GHz, hTx = 2 m data, subplot c plots the f = 2.412 GHz, hTx = 5 m data,
and subplot d plots the f = 5.240 GHz, hTx = 5 m data.

Table 5. Full Two-Ray Fitted Path Loss, Transmitting Antenna Height, and Ground Reflectivity.

Experiment Pl [dBm] R [ ] ht [m] r-Squared Fit{
f = 2.412 GHz

ht = 2 m
Land −0.49 −0.49 1.9 0.86
Sea −0.33 −0.33 1.8 0.96{

f = 2.412 GHz
ht = 5 m

Land −0.48 −0.48 4.9 0.76
Sea −0.39 −0.39 5.1 0.94{

f = 5.240 GHz
ht = 2 m

Land −0.45 −0.45 1.9 0.89
Sea −0.50 −0.50 2.1 0.94{

f = 5.240 GHz
ht = 5 m

Land −0.45 −0.45 4.7 0.86
Sea −0.51 −0.51 4.7 0.91

Table 6. Full Two-Ray Fitted Path Loss Delta Between Over-Land and Over-Seawater.

Experiment Pl,land−Pl,sea [dBm]{
f = 2.412 GHz

ht = 2 m −2.0{
f = 2.412 GHz

ht = 5 m −1.8{
f = 5.240 GHz

ht = 2 m −2.0{
f = 5.240 GHz

ht = 5 m +0.1
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Regarding ground reflection coefficient, R, the full two-ray model demonstrated a relatively
constant −0.49 ≤ R ≤ −0.45 over the four different over-land experiments (2 GHz, 2 m; 2 GHz, 5 m;
5 GHz, 2 m; 5 GHz, 5 m); however, R changed significantly over the four different over-seawater
experiments. The 2 GHz, 2 m experiment demonstrated R = −0.33; the 2 GHz, 5 m experiment
demonstrated R = −0.39; the 5 GHz, 2 m experiment demonstrated R = −0.50; and the 5 GHz, 5 m
experiment demonstrated R = −0.51. These results indicate that the R, as described in Equation (5)
in [11], is constant when operating over land, but varies with frequency when operating over
seawater. Because the ground reflection coefficient affects the amplitude of the constructive-destructive
interference pattern inside the cutoff distance, a large |R| can result in large changes in RSSI over
relatively short distances; however, it does not have a significant effect on the overall “range” of
the wireless system, especially when the antenna separation distance approaches and exceeds the
cutoff distance.

4. Discussion

In this work, we studied the received signal strength indication (RSSI) of 2.4 GHz and 5 GHz
wireless local area network (WLAN) systems over land and seawater, using transmitting antenna
heights of hTx = {2, 5} m, with a maximum antenna separation distance of 0.5 km. We fit these
measurements to the approximate two-ray propagation model (also called the free space path loss
model) and the full two-ray path loss model. Results showed that the 2.4 GHz system demonstrated
an increase in path loss of 2 to 3 dBm when transitioning from over-land to over-seawater for both
antenna heights; in practice, a 2 to 3 dBm path loss is equivalent to reduction of 25-40% in range for a
WLAN. Interestingly, the 5 GHz system with a 5m transmitting antenna height did not demonstrate
any significant change in path loss when transitioning from over-land to over-seawater. Therefore,
if all other variables are equal, given the choice between the 2.4 GHz and 5 GHz frequency bands
for near-shore, WLAN operations, the 5 GHz frequency band coupled with an antenna height of
roughly 5 m will minimize the path loss penalty of operating over seawater, which also indicates
future near-shore unmanned systems designers can expect accurate range predictions from 5 GHz, 5 m
systems in practice. To the authors’ knowledge, no other work prior has demonstrated this difference
in path loss delta between 2.4 GHz and 5 GHz systems. Because only two frequencies were tested in
this work, it is dangerous to extrapolate this assumption for all frequencies; however, previous work
in [9] demonstrated a 10 dBm loss when transitioning from over-land to over-seawater for a 412 MHz
system; this result weakly agrees with our experiment.

In addition, we also investigated the effect of the ground reflection coefficient, R, by fitting the full
two-ray path model given in Equation (5), to the collected data. We found that R remained relatively
constant (−0.49 ≤ R ≤ −0.45) for all of the over-land experiments; however, R changed significantly over
the four different over-seawater experiments. The 2 GHz, 2 m experiment demonstrated R = −0.33;
the 2 GHz, 5 m experiment demonstrated R = −0.39; the 5 GHz, 2 m experiment demonstrated
R = −0.50; and the 5 GHz, 5 m experiment demonstrated R = −0.51. These results indicate that
the R, as described in Equation (5) in [11], is constant when operating over land, but varies with
frequency when operating over seawater. R is generally considered to be a function of the antenna
polarization direction, the angle of incidence with the ground, θ, and the relative complex permittivity
of the land and/or seawater surface, η [11,13]. In particular the η of a medium depends slightly on
frequency because of the Debye-Falkenhagen effect; however, this effect is generally considered to be
negligible [20], and does not account for the significant change in R measured in this work. Previous
work also suggests that the form of the constructive-destructive interference pattern is sensitive to
sea-surface roughness, and the refraction of the propagating waves [21,22]; which may account for
this discrepancy.

In future work, one should focus on models explaining why the 2.4 GHz frequency band
demonstrates a greater path loss than the 5 GHz frequency band when transitioning from over-land to
over-seawater. The approximate two-ray/free space and full two-ray models can be fitted to real data
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to describe this path loss; however, these models are currently insufficient to predict this phenomena.
In addition, the ground reflection coefficient, R, also demonstrated a frequency dependence that is not
predicted by current models. A similar experiment involving more frequencies should better describe
the nature of this frequency dependence.

Supplementary Materials: The code and open-source software packages used to collect experimental data,
the raw data, and the code used to generate the figures in this text are available online at https://github.com/
riplaboratory/wireless_benchmarking.
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Appendix A

In this section, we analyze the mean, standard deviation, and the 95% confidence interval of
the collected RSSI versus distance data. In this experiment, the distance data was collected using a
global navigation satellite system (GNSS) sensor mounted to the transmitting antenna ground station,
and another GNSS sensor mounted to the receiving antenna mobile station. The RSSI data was
collected from the access point management software. Both the GNSS and RSSI data were collected at
approximately 1 Hz; however, because both sources of information were collected separately, they
are not time synchronized. The time synchronization of this data was performed in post-processing
by linearly interpolating the distance data to the collected RSSI data. The mobile station traveled at
roughly 1.5 m/s over the roughly 500 m data collection distance. This results in roughly 330 data points
per data run. For each of the eight experiments (2 GHz/2 m/land, 2 GHz/2 m/sea, 2 GHz/5 m/land,
2 GHz/5 m/sea, 5 GHz/2 m/land, 5 GHz/2 m/sea, 5 GHz/5 m/land, and 5 GHz/5 m/sea) four data runs
were taken, with the exception of the 5 GHz/2 m/land experiment, where one of the four data runs was
removed due to clearly erroneous data. In total, this results in roughly 1320 data points per experiment.
To take the mean, the RSSI data was separated into equally-spaced 2.5 m “bins” from 0 to 550 m. At a
bin size of 2.5 m, this resulted in roughly 6 data points per bin. The mean, standard deviation, and 95%
confidence interval was taken for the data in each bin. This information is plotted on Figure A1.

The mean standard deviation and 95% confidence interval for each experiment is given in Table A1.

Table A1. Mean Standard Deviation and Mean 95% Confidence Interval.

Experiment σ [dBm] 95% CI{
f = 2.412 GHz

ht = 2 m
Land 2.00 1.68

Sea 1.34 0.93{
f = 2.412 GHz

ht = 5 m
Land 2.07 1.82

Sea 0.99 0.87{
f = 5.240 GHz

ht = 2 m
Land 1.44 1.64

Sea 1.04 0.80{
f = 5.240 GHz

ht = 5 m
Land 1.57 1.42

Sea 1.46 1.08
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Figure A1. Mean (green for land data, blue for sea data), standard deviation (translucent magenta), and
95% confidence interval (translucent cyan) of raw RSSI versus distance data with a bin size of 2.5 m.

The standard deviation describes the “spread” of normally distributed data, and is given in
Equation (A1).

σ =

√
Σ(x− x)2

n
(A1)

where x is a data point, x is the mean of all data points, and n is the total number of data points.
The confidence interval describes the “spread” of the data normalized by the number of data points
taken; this interval gives you information about the precision/repeatability of the collected data points.
It is given in Equation (A2).

CI = Z∗ · σ√
n

, where Z∗ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1.645 f or α = 90%
1.96 f or α = 95%
2.575 f or α = 99%

(A2)

where α is the confidence level and Z∗ is the confidence coefficient. In Figure A1, a confidence level
of 95% was chosen; i.e., taking an additional data point is 95% likely to fall within the calculated
confidence interval. Because the 95% confidence interval is generally smaller than the standard
deviation in Figure A1 and Table A1, we are confident that sufficient data was collected to ensure that
the calculated standard deviation is a good reflection of the true standard deviation of the data.
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Abstract: Hydrodynamic modeling is the basis of the precise control research of underwater
manipulators. Viscous hydrodynamics, an important part of the hydrodynamic model, directly
affects the accuracy of the dynamic model and the control model of the manipulator. Considering
the limited research on viscous hydrodynamics of underwater manipulators and the difficulty in
measuring viscous hydrodynamic coefficients, the viscous hydrodynamic model in the form of Taylor
expansion is analyzed and established. Through carrying out simulation calculations, curve fitting
and regression analysis, positional derivatives, rotational derivatives, and coupling derivatives in the
viscous hydrodynamic model, are determined. This model provides a crucial theoretical foundation
and reference data for subsequent related research.

Keywords: viscous hydrodynamics; numerical calculation; underwater manipulator

1. Introduction

With the rapid development of the marine industry, the application of robots mounted on
underwater vehicles has become increasingly widespread. Underwater manipulators are mainly
employed in the acquisition and exploration, etc. Their underwater performance can be determined by
their speed and accuracy. Underwater manipulators are usually subjected to large forces and moments
during their operation. These forces and moments mainly include gravity, inertial hydrodynamics,
and viscous hydrodynamics. There are more solutions to the determination of gravity and inertial
hydrodynamics. Therefore, the viscous hydrodynamic model has become a research focus that needs
to be broken through because of its large number of coefficients and the difficulty of measurement.

References [1–3] verified the accuracy of fluid simulation calculations using software, such as
FLUENT, by comparing the simulated calculation values of hydrodynamics with the measured
values of engineering methods. References [4–6] studied the drag and additional mass force of the
manipulator underwater and obtained the inertial hydrodynamic model by the CFD (Computational
Fluid Dynamics) simulation, but the viscous hydrodynamics were not considered as key targets in the
study. References [7–10] numerically calculated the viscous hydrodynamic coefficients of submarine
and ship models with complex shapes under the specified navigation conditions and further improved
the handling performance during navigation. Reference [11] determined the viscous kinetic coefficients
of the manipulator through aerodynamic experiments and carried out a sea trial.

At present, research on viscous hydrodynamics mostly focus on specific ship models and
underwater vehicles, and less on manipulators loaded on them. Therefore, a numerical calculation
method of the viscous hydrodynamic coefficient based on single-DOF (Degree of Freedom) manipulators
is put forward. The method is based on ANSYS Fluent. UDF (user-defined function) and dynamic mesh
which are used to simulate the rotational motion of the manipulator. The inlet and outlet conditions,
as well as boundary conditions of the fluid domain, are changed. Also, the viscous hydrodynamic
model could be obtained by curve fitting and regression analysis.

J. Mar. Sci. Eng. 2019, 7, 261; doi:10.3390/jmse7080261 www.mdpi.com/journal/jmse85
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2. Mathematical Model and Theoretical Analysis

2.1. Mathematical Modeling of Viscous Hydrodynamics

Since its surrounding flow field is changed during the operation of the underwater manipulator;
the arm is subjected to the reaction of the water body caused by force generated by the water body.
The hydrodynamics of the moving manipulator in water include two parts: Inertial hydrodynamics
caused by acceleration and viscous hydrodynamics caused by friction. Inertial hydrodynamics is
generally determined by empirical formulas, while coefficients of viscous hydrodynamics are complex
and difficult to measure.

This paper is intended to use a single-DOF manipulator model mounted on a fixed base. The arm
is a homogeneous lightweight rod with a circular cross-section, 50 mm in diameter (d), 500 mm in
arm length (l), at length to diameter ratio of 10, belonging to the slender pole. The establishment of its
coordinate system is shown in Figure 1.

 

Z X 

Y 

O 

Figure 1. Manipulator model and coordinate system.

When the manipulator performs the constant motion, the influence of acceleration and angular
acceleration on the motion variable could be ignored based on the “slow-motion” assumption. So the
mere considerations for viscous hydrodynamics are the effects of the velocity and angular velocity in
the motion variable. It can be represented as: U = [u v w p q r]T, where u stands for the velocity in
the OX direction, v for the velocity in the OY direction, w for the velocity in the OZ direction, p for the
angular velocity of the rotation around the OX axis, q for the angular velocity of the rotation around
the OY axis, and r for the angular velocity of the rotation around the OZ axis.

The viscous hydrodynamics can be expressed as a multivariate function F = f(u, v, w, p, q, r),
and the six-dimensional component of viscous hydrodynamics F = [X Y Z K M N]T could also be
displayed in the above functional form, the direction of which is shown in Figure 2.
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Figure 2. Six-dimensional component of viscous hydrodynamic F.
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The viscous hydrodynamic F performs Taylor expansion in the form of Equation (1):

f(U) = f(Uk) + (U−Uk)
T∇f(Uk)

+ 1
2! (U−Uk)

TH(Uk)(U−Uk)+
n (1)

where Uk =
[
u0 v0 w0 p0 q0 r0

]T
, Uk is the initial constant.

H(Uk)=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂2f(Uk)

∂u2
∂2f(Uk)
∂u∂v · · · ∂2f(Uk)

∂u∂r
∂2f(Uk)
∂u∂v

∂2f(Uk)

∂v2 · · · ∂2f(Uk)
∂v∂r

...
...

. . .
...

∂2f(Uk)
∂u∂r

∂2f(Uk)
∂v∂r · · · ∂2f(Uk)

∂r2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Considering the left-right and front-back symmetry and the motion limit of the manipulator, several
coefficients in the second-order expansions are zero, and the remaining others are non-negligible
hydrodynamic coefficients, as in Equation (2):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

X = Xuuu2 + Xvvv2 + Xwww2 + Xrrr2 + Xvrvr
Y = Yvv + Yrr + Yv|v|v|v|+Yr|r|r|r|+Yv|r|v|r|
Z = Zww + Zw|w|w|w|+ Zvvv2 + Zrrr2 + Zvrvr
K = Kvv + Kv|v|v + Krr + Kr|r|r|r|
M = Mww + Mw|w|w|w|+ Mvvv2 + Mrrr2 + Mvrvr
N = Nvv + Nrr + Nv|v|v|v|+ Nr|r|r|r|+ Nv|r|v|r|

(2)

Viscous hydrodynamics of the manipulator could be calculated in FLUENT. The regression
analysis of the calculated viscous hydrodynamics and corresponding velocities could be performed to
obtain unknown coefficients in Equation (2) in MATLAB. The first derivative coefficients associated
only with the linear velocity (u, v, w) are the position derivatives, and the first derivative coefficients
related to the angular velocity (p, q, r) are the rotational derivatives. The coefficients caused by joint
changes of two or more parameters are the coupling derivatives.

2.2. Control Equation

To analyze hydrodynamics of underwater manipulators, it is generally assumed that the fluid is
isothermal and incompressible, also as a constant flow that magnitude and direction do not change
with time. The continuity equation (Equation (3)) and the Navier–Stokes equation (Equation (4)) serve
as the two basic equations necessary to solve the flow problem of viscous fluid. These equations are
generally described in the form of partial differentials:

∇ · →u = 0 (3)

∂
→
u
∂t

+
(→
u · ∇)→u =

→
f − 1
ρ
∇p + ν∇2→u (4)

The form of expression of the time-averaged continuity equation does not change. Instead, the
tensor of the Reynolds stress is added to the formula after the N–S equation time-averaged, which
leads to the closure problem of the original equation. The Reynolds stress is about 10−2 Pa, which is
indicative of the turbulent flow and cannot be directly ignored. Therefore, it is necessary to introduce a
proper turbulence model to make a modeling description of the increased Reynolds stress.

For the incompressible isothermal turbulent water environment, the basic equations of turbulence
include the DNS equations (direct numerical simulation), LES equations (large eddy simulation),
and RANS equations (Renault time average). The two equations (DNS equations and LES equations)
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are of limited use due to the requirements of a large number of computational grids. At present,
most engineering calculations adopt the RANS equation to solve closed equations formed by introducing
the turbulence model and, thus, obtain the time-average value of the turbulent elements. To solve
the viscous hydrodynamics under steady-state, the appropriate turbulence model is the key to the
numerical simulations in this paper.

3. Calculation Method Analysis

3.1. Calculation Domain Establishment

Generally speaking, the larger the size of the calculation domain is, the closer it is to the real
working condition. The downside is that it will increase the amount of calculation and prolong the
calculation period. If the calculation domain is too small, the boundary conditions and calculation
results are difficult to match the real working conditions. Therefore, it is very important to choose the
size of the calculation domain reasonably.

Based on previous experience and multiple numerical practices [6,12,13], this paper establishes
the domain as the computational domain, shown in Figure 3b. The specific sizes are as follows:

Front boundary: 1.5 H
Back boundary: 2 H
Side boundary: 1.5 H

where, H stands for the sum of the height of the arm and the base.

 
(a) Schematic diagram of α  (b) Schematic diagram of β  

Figure 3. Schematic diagram of the calculation domain and α/β.

The motion parameters of the simulation are shown in Figure 3, α stands for the rotation angle
around the OZ axis, β for the angle of the arm to the flow direction, V for the inlet flow velocity of the
domain, and the linear velocity components of the manipulator are as shown in Equation (5):⎧⎪⎪⎪⎨⎪⎪⎪⎩

u = Vcosβ cosα
v = Vcosβ sinα
w = Vsinβ

(5)

3.2. Meshing

The calculation of CFD requires well-distributed grids. Usually, grids are classified into structured
and unstructured grids. The unstructured grid means that internal points in the mesh area do not
have the same adjacent unit, with no regular topology, not arranged in layers, and the distribution of
mesh nodes is arbitrary. Therefore, it is more flexible than structured grid. Unstructured grids can be
optimized by using certain criteria in the process of their generation. Ultimately, they can be displayed
as high-quality meshes, which are suitable for complex geometry, easy to control grid size, and node
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density. Moreover, the adoption of random data structures is conducive to mesh adaptation. It is
difficult to model the structured mesh due to the shape of the manipulator, instead, the unstructured
mesh is easy to combine with the dynamic mesh technology. Thus, the unstructured mesh is adopted
in the research.

We compare basic mesh to dense mesh for the sake of grid independence verification. Basic
mesh in the vicinity of the manipulator is shown in Figure 4a and dense mesh is shown in Figure 4b.
The number of elements and nodes are shown in Table 1.

  
(a) Basic mesh (b) Dense mesh 

Figure 4. Meshing of manipulator section.

Table 1. Parameters of basic and dense mesh.

Maximum Layers Growth Rate Elements Nodes

Basic Mesh 5 1.2 636,457 114,559
Dense Mesh 5 1.2 1,429,231 401,609

The rotation process of the manipulator is realized by UDF and dynamic mesh technology in
Fluent. Dynamic meshing is performed by using the spring smoothing model, which approximates
connecting lines between the grid nodes as springs, and the position of nodes after smoothing is
obtained by calculating force equilibrium equations between them. In the calculation process, meshes
with a large aberration rate or huge change in size are grouped together to re-divide the partial meshes.

3.3. The Solution of Position Derivatives, Rotation Derivatives, and Coupling Derivatives

Solving the unknown coefficients in Equation (2) is the key to the research task, where Yv, Nv, Zw,
and Mw are positional derivatives, Yr and Nr are rotational derivatives, and the remaining unknown
coefficients are coupled derivatives.

The positional derivatives could be obtained by simulating the low-speed wind tunnel test,
and the rotational derivatives are obtained by measuring the viscous hydrodynamic of the model at
different rotational angular velocities. The number of coupled derivatives is large, and the viscous
hydrodynamic subjected to the rotational manipulator is measured when β is not 0. After extensive
experiments, the viscous hydrodynamic coefficients were obtained by least-square regression analysis.

The calculation domain inlet is set as the velocity boundary, the outlet as the free-flow condition,
and the calculation domain wall as the non-slip fixed wall.

According to the research of the turbulence model in the reference [13], the standard k–ω model
has many advantages, such as good numerical stability, accurate solution of pressure gradient, low
Reynolds number influence, compressibility effect, and shear flow diffusion. It has better adaptability
in calculating the flow problem of the boundary layer separation. It is one of the most widely used
turbulence models for the viscous hydrodynamic solution. Therefore, the standard k–ω model is used
as the turbulence model in this paper. The equation of the kinetic energy k and the turbulent frequency

89



J. Mar. Sci. Eng. 2019, 7, 261

ω are as shown in Equation (6). The determined model parameters are shown in Table 2, according to
the reference [13]: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂ρk
∂t + ∇ ·

(
ρ
→
Uk) = ∇ ·

[(
μ+

μt
σk

)
∇k

]
+Pk − β′ρkω

∂ρω
∂t + ∇ ·

(
ρ
→
Uω

)
= ∇ ·

[(
μ+

μt
σω

)
∇ω

]
+αt

ω
k Pk − βtρω2

(6)

Table 2. Standard k–ω model parameters.

σk σω αt βt β
′

2.0 2.0 5/9 0.075 0.09

4. Result Analysis

Comparing the viscous hydrodynamics of the manipulator measured by adopting the basic
and dense mesh, respectively, we conclude that the differences are in the range from 1.7% to 4.3%.
The differences are sufficiently low and negligible.

Computations are executed in a 64-bit processor consist of CPU (Intel Core i5-8400 @ 2.80 GHz)
and 8 GB accessible memory, and take 37 h with at least 40 iterations per time step.

Using the size of calculation domain set in Section 3.1, the flow velocity of the calculation domain
is kept constant, the angle β between the manipulator and the incoming flow direction is adjusted, the
viscous hydrodynamics at different angles are calculated, and then the viscous hydrodynamic position
derivative is obtained by linear analysis. The position derivative calculation contents are shown in
Table 3.

Table 3. Solving cases of position derivatives.

α 0◦, ±2◦, ±5◦, ±7◦, ±10◦
β 0◦, ±2◦, ±4◦, ±6◦, ±8◦, ±10◦
r 0 rad/s
V 1 m/s

Since the different degrees of α and β cause the manipulator to have different linear velocities
in the OX, OY, and OZ directions, viscous hydrodynamics of the arm is measured in the horizontal
plane XOZ and the vertical plane XOY, respectively. The values of the vertical force Y and the pitching
moment N measured at the different linear velocity v in the OY direction are shown in Table 4.

Table 4. Measurements of vertical force Y and pitching moment N at different linear velocity v.

v (m/s) Y (N) N (N·m)

−0.1714 −0.0373 0.0677
−0.1200 −0.0235 0.0673
−0.0860 −0.0135 0.0670
−0.0340 0.0003 0.0660

0 0.0104 0.0658
0.0340 0.0190 0.0652
0.0860 0.0331 0.0649
0.1200 0.0420 0.0640
0.1714 0.0545 0.0628

The position derivatives Yv and Nv are the first derivative coefficients of the linear velocity v, so the
least squares curve fitting of the vertical force Y and the pitching moment N in viscous hydrodynamics
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to the linear velocity v is performed, as shown in Figures 5 and 6. The derivative value at the median 0
points of the line velocity v is taken as the position derivative.

Figure 5. Fitted curve of vertical force Y and line velocity v.

 

Figure 6. Fitted curve of pitching moment N and linear velocity v.

Same as above, the values of the lateral force Z and the yaw moment M measured at the different
linear velocity w in the OZ direction are shown in Table 5.

Table 5. Measurement of the lateral force Z and the yaw moment M at the different linear velocity w.

w (m/s) Z (N) M (e−5·N·m)

−0.1740 −0.0364 −4.8199
−0.1390 −0.0280 −2.5920
−0.1050 −0.0184 1.5570
−0.0700 −0.0100 2.0860
−0.0350 −0.0025 2.1628

0 0.0066 4.1640
0.0350 0.0165 5.4699
0.0700 0.0250 8.9650
0.1050 0.0328 9.3461
0.1390 0.0430 12.3140
0.1740 0.0526 16.7242

The position derivatives Zw and Mw are the first derivative coefficients of the linear velocity w,
so the least squares curve fitting of the viscous hydrodynamic lateral force Z and the yawing moment
M to the linear velocity w is performed, as shown in Figures 7 and 8. The derivative at 0 point of the
median line velocity w is taken as the position derivative.
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Figure 7. Fitted curve of lateral force Z and linear velocity w.

 
Figure 8. Fitted curve of yaw moment M and line speed w.

The positional derivatives could be obtained as shown in Table 6 below:

Table 6. Position derivatives of the manipulator in viscous hydrodynamics.

Yv Nv Zw Mw

1.4352 −0.1472 1.3520 0.0117

Since the manipulator studied in this paper is a single DOF, only the viscous hydrodynamics are
measured when it rotates around the OZ axis. UDF is applied to adjust the rotational velocity of the
arm. The measurement conditions of the rotation derivatives are shown in Table 7.

Table 7. Solving cases of rotational derivatives.

α −10◦–10◦
β 0◦
r 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2.0 (rad/s)
V 0 m/s

This paper calculates the hydrodynamics of the rotating underwater manipulator when the flow
is stationary. The arm rotates in the XOY plane. The angular velocity r is adjusted according to Table 7,
and the instantaneous viscous hydrodynamics of the arm during the rotation from −10◦ to 10◦ around
the OZ axis are measured. The measured vertical force Y and pitching moment N are shown in Table 8.
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Table 8. Measurements of vertical force Y and pitching moment N at different angular velocities r.

r (rad/s) Y (N) N (N·m)

0.5 0.0033 0.0444
0.75 0.0113 0.0731
1.0 0.0182 0.1023

1.25 0.0306 0.1462
1.5 0.0399 0.1750

1.75 0.0492 0.2181
2.0 0.0592 0.2613

The rotational derivatives Yr and Nr are the first derivative coefficients of the angular velocity r,
similar to the solution method of the position derivatives. The least squares curve fitting of the vertical
force Y and the pitching moment N in viscous hydrodynamics to the angular velocity r is performed,
as shown in Figures 9 and 10. The derivative at the median angular velocity r of 1.25 rad/s is taken as
the rotation derivative.

 
Figure 9. Fitted curve of vertical force Y and angular velocity r.

 

Figure 10. Fitted curve of pitching moment N and angular velocity r.

The rotational derivatives could be obtained as shown in Table 9 below:

Table 9. Rotation derivatives of the manipulator in viscous hydrodynamics.

Yr Nr

0.4043 3.0869

The coupled derivative is the second-order viscous hydrodynamic coefficient of the arm under
complex motion conditions. Through the transient iterative calculation of the motion of the manipulator
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at different α and β angles and various angular velocities, the viscous hydrodynamics of each motion
state are measured, and many coupling derivatives are obtained by least-squares regression analysis.
The coupling derivative solution conditions are shown in Table 10 below.

Table 10. Solving cases of coupling derivatives.

α 0◦, ±2◦, ±5◦, ±7◦, ±10◦
β 0◦, ±2◦, ±4◦, ±6◦, ±8◦, ±10◦
r 0.5 rad/s, 1 rad/s
V 1 m/s

The coupled derivatives are obtained by regression analysis, and the obtained coupled derivatives
are processed without dimensioning. The values of the parameters are as shown in Table 11.

Table 11. Coupling derivatives of the manipulator in viscous hydrodynamics.

Xuu −0.6960 Xvv −3.8896
Xww −74.4904 Xrr 44.8128
Xvr −275.0688 Yv|v| 1.172
Yr|r| −6.2688 Yv|r| 31.6064

Zw|w| 13.0336 Zvv 2.1088
Zrr −0.0512 Zvr −0.1264
Kv −0.0011 Kv|v| −0.0160
Kr 0.1515 Kr|r| 0.0256

Mw|w| −1.0816 Mvv 0.0144
Mrr 0.0384 Mvr −0.2144
Nv|v| 32.9184 Nr|r| −25.0688
Nv|r| 130.4128

5. Conclusions

The hydrodynamics of underwater manipulators during operation are complex and difficult
to predict. It is analyzed that components of the hydrodynamics include inertial hydrodynamics
caused by acceleration and viscous hydrodynamics caused by friction. This paper takes viscous
hydrodynamics as the research target.

According to the research on dynamics of AUV (Autonomous Underwater Vehicle), ROV(Remote
Operated Vehicle) and ships in other references, the viscous hydrodynamic model of the manipulator
is analyzed in the form of Taylor expansion, and the viscous hydrodynamics are measured by using a
single-DOF manipulator to simulate the underwater motion, and the viscous hydrodynamic coefficients
among the model are calculated via regression analysis. An accurate viscous hydrodynamic model is
obtained to predict viscous hydrodynamics of manipulators during operation at any attitude.

This model is the basis for the feedforward control and is helpful to study control stability of
underwater manipulators. We believe that although the simulations in this paper were performed for
single-DOF manipulators, the modeling method may be extended for the manipulator with multi-DOF
and more complicated shapes as is in the case of real underwater manipulators.
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Abstract: When utilizing the traditional path planning method for unmanned surface vehicles (USVs),
‘planning-failure’ is a common phenomenon caused by the inflection points of large curvatures in
the planned path, which exceed the performances of USVs. This paper presents a second path
planning method (SPP), which is an initial planning path optimization method based on the geometric
relationship of the three-point path. First, to describe the motion performance of a USV in conjunction
with the limited test data, a method of integral nonlinear least squares identification is proposed to
rapidly obtain the motion constraint of the USV merely by employing a zig zag test. It is different
from maneuverability identification, which is performed in combination with various tests. Second,
the curvature of the planned path is limited according to the motion performance of the USV based
on the traditional path planning, and SPP is proposed to make the maximum curvature radius of the
optimized path smaller than the rotation curvature radius of the USV. Finally, based on the ‘Dolphin 1’
prototype USV, comparative simulation experiments were carried out. In the experiment, the path
directly obtained by the initial path planning and the path optimized by the SPP method were
considered as the tracking target path. The artificial potential field method was used as an example
for the initial path planning. The experimental results demonstrate that the tracking accuracy of the
USV significantly improved after the path optimization using the SPP method.

Keywords: unmanned surface vehicle; maneuverability identification; second path planning; motion
constraints

1. Introduction

Unmanned surface vehicle (USV), which has attracted significant research attention in recent
years, is used for dangerous and inhospitable missions [1,2]. At present, a USV mainly consists of a
motion control system [3], sensor system, and communication system.

Path planning [4,5], as the core of USV research, represents the intelligence level of the USV to a
certain extent. The path planning method can be used to determine an optimal path from the starting
point to the end point, which mainly includes the A* algorithm [6–8], genetic algorithm [9], artificial
potential field method [10], ant colony algorithm [11], and particle swarm algorithm [12,13]. However,
all the abovementioned methods of USV path planning present several drawbacks. The optimal set of
path planning is solved based on the shortest distance standard, mostly on the premise that the USV is
regarded as a mass point, while ignoring its maneuvering and turning performances. This results in
the inability of the underactuated USV to track path nodes with large curvatures beyond the limitations
of its own motion performance. In practical engineering applications, planning failures, such as the
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inaccessibility to the target, the inability to complete the obstacle avoidance task, or detouring, may
occur during the trajectory tracking of the USV, thus increasing the difficulty of the tasks.

At present, there are several path planning smoothing methods. For the path planning of a
mobile robot, based on the A* algorithm [6,14], all nodes in the planning path are traversed in the
grid environment. When there is no obstacle on the connecting line of a node before and after,
the intermediate node of the extended line is removed to reduce the number of path turns. However,
this method does not consider the maneuverability of the USV in optimization, only the reduction
of the number of turns to achieve the optimization effect. For the path planning of an automatic
underwater vehicle (AUV), based on the genetic algorithm [15,16], the B spline interpolation method
was introduced into the objective function for path smoothing. However, when a few path nodes
exceed the turning ability of the AUV, irrespective of the fit between the nodes, the curve formed is
unreachable. For the path planning of the USV, based on the statistical method of regression [17],
the path smoothing method is dependent on a large amount of actual navigation data, and it is based
on an improved A* algorithm (FAA*) [18], to achieve path smoothing. This method limits the initial
heading angle of the USV and removes the acute angle section in the planned path. For the path
planning of a high-speed numerical control machine, the hyperboloid sheet method is used to solve
the path smoothing problem of the continuous path, combined with a straight line and arc [19,20].
However, this method is used to perform curve fitting on planned path points, and the slice of the
high-speed cutting machine is more flexible and demonstrates good maneuverability.

Although the abovementioned methods are beneficial to the smooth processing of path planning
to a certain extent, in the application of USVs, the methods demonstrated poor adaptability, and
the results were accidental. In this paper, using the zig zag test, a rapid and one-time identification
and analysis method for the motion performance of the USV is proposed. A second path planning
(SPP) method is then proposed to consider the constraints of the USV performance. This method
can realize the re-optimization based on the existing path planning method to obtain the optimal
path within the range of the motion ability of the USV, and to effectively prevent the occurrence of
planning failure. Finally, using the improved artificial potential field path planning method [21] as an
example, a second optimization strategy was introduced and applied to the ‘Dolphin 1’ mini-type USV.
Moreover, a simulation comparison test was carried out to verify the feasibility and effectiveness of
the method.

2. Analyzing the Motion Performance of USV

When the traditional path planning method is combined with the trajectory tracking guidance
algorithm of the USV, the planning failure phenomena occur, such as detouring and collision, given
that this method considers the USV as a mass point, which is an ideal state. Therefore, in the process of
the path planning of the USV, the motion ability of the USV, especially the minimum radius of the
turning circle, should be considered.

2.1. Modeling the USV Maneuverability

To describe the motion of the USV, two right-handed rectangular coordinate systems were
adopted [22]. The first is the inertial frame, o0-x0y0z0, and the second is the body-coordinate system,
o-xyz (Figure 1). The inertial frame was fixed on the earth. The plane, o0-x0y0, was on the undisturbed
free surface, and the axis, x0, was directed forward to the initial straight course of the USV with the
axis, z0, directed downward. The body-coordinate system was fixed on the vehicle, and the origin
was located in the middle of it. The plane, o-xy, was on the undisturbed free surface, the axis, x,
was in the direction of the bow, the axis, y, was in the direction of the starboard, and the axis, z,
was directed downward.
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Figure 1. USV coordinate system.

The USV motion equation of six degrees of freedom can be expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m(
.
u + qw− rv) = X

m(
.
v + ru− pw) = Y

m(
.

w + pv− qu) = Z
Ix

.
p + (Iz − Iy)qr = L

Iy
.
q + (Ix − Iz)rp = M

Iz
.
r + (Iy − Ix)pq = N

(1)

where the first three equations are the expressions of the motion theorem of the mass center in the
body coordinate system, and the last three equations are the Euler dynamics equations of the rotation
of a rigid body around a fixed point.

Only considering the horizontal motion, p = q = w = 0, the linear Equation (2) of the vehicular
heading response can be obtained through the transformation of Equation (1):

T1T2
..
r + (T1 + T2)

.
r + r = Kδ+ KTδδ (2)

In 1957, Nomoto [23] suggested that the first order linear differential equation can be approximately
substituted for the second order equation, in the case wherein steering is infrequent, as shown in
Equation (3):

T
.
r + r = Kδ (3)

The first order nonlinear Equation (4) is obtained by adding the nonlinear term to the motion of
the large rudder angle, low speed, and the study of small ships:

T
.
r + r + αr3 = Kδ (4)

The mini-type USV evaluated in this study uses two electric propellers as the power device, with a
maximum voltage of 12 V. Different voltage values correspond to different speed values. In combination
with the model of thrust and velocity in [24], and with reference to the rudder and heading model,
the corresponding relationship between the speed and voltage of the USV was established. The speed
model of the USV can be expressed as follows:

u = k1n2 + k2n + k3 (5)

where u is the longitudinal speed of the USV, n is the propeller voltage, and k1, k2, k3 represent the
system parameters. The transverse speed can be neglected due to the low speed of the USV evaluated
in this study.
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In summary, the maneuverability model of the USV can be expressed as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
x = u cosψ− v sinψ
.
y = u sinψ+ v cosψ
.
ψ = r
.
r = 1

T (Kδ− r− αr3)

u = k1n2 + k2n + k3

(6)

2.2. Integral Nonlinear Least Squares Method

The least squares method [25] is one of the most commonly used motion parameter identification
methods. However, this method was typically used to identify the nonlinear motion equation by a
combination of experiments, i.e., the zig zag test and the turning circle test. In this paper, an integral
nonlinear least squares method is proposed. The nonlinear parameters of the motion equation are
transformed and processed. Using a set of zig zag test data, the nonlinear motion equation can be
rapidly identified. Based on the identification results, the course control parameters can be predicted,
and the motion ability can be analyzed.

Based on the ‘Dolphin 1’ prototype USV, the integral nonlinear least square method was adopted to
identify the parameters of the first-order nonlinear control model using the zig zag test data. According
to the identified parameters, the corresponding zig zag test manipulation simulation model was
established using MATLAB, and the reliability of the method was confirmed by the error between the
simulation and actual case. The experimental data were derived from the zig zag test in the Songhua
River in Harbin, Heilongjiang, China. Figure 2 presents the layout of the ‘Dolphin 1’ in the Songhua
River, and the test data are shown in Figure 3. The ‘Dolphin 1’ is a mini unmanned catamaran with a
single floating body length of 2.0 m, diameter of 0.25 m, and a two floating body spacing of 1.1 m. It is
propelled by two propellers with a rear-mounted rudder plate, and the maximum speed is 1.2 m/s.

 
Figure 2. The ‘Dolphin 1’ developed by Harbin Engineering University.

At 10.0 volts, the ‘Dolphin 1’ carried out the zig zag test control experiment at a speed of 1.08 m/s.
The variation curve of the heading and rudder angle with respect to time is shown in Figure 3.

Figure 3. The zig zag test.
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According to the test, the first order nonlinear K-T Equation (6) was identified using integral
nonlinear least squares. Referring to Figure 4, given that the vehicle has no real-time measurement
record of angular acceleration, the integral of both sides of Equation (6) was carried out based on the
time region, [a,b]. By means of the integral, the angular acceleration was eliminated, and the heading
angle data was introduced to identify the mini-type USV maneuvering model:

T

b∫
a

rdt +

b∫
a

rdt + α

b∫
a

r3dt = K

b∫
a

δmdt (7)

Figure 4. K and T from the zig zag test.

According to the actual field test data, the operating tempo of the program of the USV control
system was 0.15 s. Hence, the N equal interval was adopted, and the equal spacing value was 0.15.
For the i-th interval, the linear terms were integrated and then discrete:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ai =
∫ i

a δm(t)dt
bi = −[ .

ϕ(i) − .
ϕ(a)] = −[r(i) − r(a)]

θi = ϕ(i) −ϕ(a)
(8)

For the nonlinear term, ci =
i∫

a
r3dt, given that r is a function of t, the integral of r3(t) with respect to

the time, t, is complex and difficult to solve. When the experimental data is discrete, the Newton-Cotes
quadrature equation is adopted to calculate the product, as shown in Equation (9).

Definition 1. [26] Integrand, f (x) ∈ [a, b], given a set of nodes, a ≤ x0 < x1 < . . . < xn ≤ b, and given the
value of the function, f (x), on these nodes, the Lagrangian interpolation polynomial, Ln(x), is applied; thus:

In( f ) =
b∫

a
f (x)dx �

b∫
a

Ln(x)dx =
b∫

a
[

n∑
k=0

lk(x) f (xh)]dx

=
n∑

k=0
f (xk)

b∫
a

lk(x)dx

=
n∑

k=0
Ak f (xk)

(9)

where Ak =
b∫

a
lk(x)dx. Equation (9) is referred to as the interpolation formula. The remainder of the interpolation

formula is shown in Equation (10):
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E( f ) =

b∫
a

[ f (x) − Ln(x)]dx =

b∫
a

Rn(x)dx =

b∫
a

f (n+1)(ζ)

(n + 1)!
ωn+1(x)dx (10)

where ζ ∈ (x0, xn) is dependent on x. ωn+1(x) = (x− x0)(x− x1) . . . (x− xn).

The quadrature coefficient, Ak, is independent of f (x), and it is related to the equidistant nodes,
xk, and integral interval, [a, b]. The integral formula of the Newton-Cotes (11) can be obtained by
transforming Ak:

In( f ) = (b− a)
n∑

k=0

C(n)
k f (xk) (11)

C(n)
k =

(−1)n−k

nk!(n− k)!

n∫
0

t(t− 1) · ··(t− k + 1)(t− k− 1) · · · (t− n)dt (12)

where C(n)
k is referred to as the cotes coefficient. The coefficient of cotes is shown in Table 1.

Table 1. Coefficient.

n C(n)
k

1 1
2

1
2 / / /

2 1
6

4
6

1
6 / /

3 1
8

3
8

3
8

1
8 /

4 7
90

32
90

12
90

32
90

7
90

Based on the actual test data, h = 0.15, the method takes n = 1.0, divides the interval, [a, i], into m
equal parts, counts c = 1.0, and uses a composite integral formula to reduce the remaining terms.

According to Equation (10), the remainder of the composite newton-cotes interpolation can
be obtained:

E f =
m−1∑
k=0

[
− h3

12

”
f (ζk)

]
≈ − h2

12
[ f (i) − f (a)] (13)

When n = 1.0, the composite function, g(x) = r3(x), can be considered as g(r) = r3. Moreover,
by considering the concavity and convexity of the function, the right side of the equation is divided
into two parts in the process of the composite Newton-Cotes quadrature, i.e., the exact solution and
the approximate solution. In addition, the gain coefficient is introduced to reduce the interpolation
remainder, and ci is shown in Equation (14):

ci =

i∫
a

r3(t)dt = α · 1
2
· (r3(i) − r3(a)) · Δt + r3(a) · Δt (14)

where α = 0.5.
Utilizing the least square method, the left and right sides of Equation (15) are respectively

considered as functions, and the square of their difference can be minimized to obtain the values
of K, T,α:

J =
N∑

i=1

(Kai + Tbi + αci − θi)
2 (15)
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⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂J
∂K = 0 2

∑
(Ka2

i + Tbiai + αciai − θiai) = 0
∂J
∂T = 0 2

∑
(Kaibi + Tb2

i + αcibi − θibi) = 0
∂J
∂α = 0 2

∑
(Kaici + Tbici + αc2

i − θici) = 0

(16)

The same method can also be used to solve the parameters of the velocity model.

2.3. Identification of Maneuverability and Analysis of Motion Ability

2.3.1. Identification of USV Maneuverability by Field Test Data

Given that the data from the zig zag test conducted in the Songhua River had wild values,
the outliers were primarily deleted by data fitting. The curve fitting heading angle was a 7th order
Fourier function [27], and the curve fitting heading angular velocity was the piecewise cubic polynomial
function. The fitting curves of the heading angle and heading angular velocity are shown in Figure 5a–d.

  
(a) (b) 

  
(c) (d) 

Figure 5. (a) Description of heading angle fitting curve; (b) the distribution of heading angular velocity;
(c) the first part of the heading angular velocity’s fitting curve; and (d) the second part of the heading
angular velocity’s fitting curve.

According to the fitting curve, the wild values (data points with large deviation) were eliminated.⎧⎪⎪⎪⎨⎪⎪⎪⎩
K = 0.286642
T = 0.410205
α = 0.008477

, as obtained from Equation (16). A zig zag test manipulation experimental simulation

model was established in MATLAB. Based on the solved values of K, T,α, the predicted heading angle
obtained by the simulation under the same rudder angle input was compared with the actual test data.
The results are presented in Figures 6 and 7.
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Figure 6. Comparison between the actual and predicted Z-type manipulation.

Figure 7. Description of the Z-type error curve.

According to Figure 7, at the same input rudder angle, the heading angle error was in the ±5
◦

interval. Considering the communication delay, inertia of the USV, accuracy of the rudder angle
feedback, and that of the heading angle sensor, the fitting curve was consistent with the actual data.

Based on the velocity and voltage data, the least squares identification method was used to obtain
k1= −0.006, k2= 0.159, and k3= 0.004. The comparison results are presented in Figures 8 and 9.

 
Figure 8. Comparison between the actual and predicted speed.

 
Figure 9. Description of the speed error curve.
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2.3.2. Simulation and Analysis of USV Motion

When the USV is sailing in a straight line, the vehicle deviates from the original route and makes
a turning movement at a certain rudder angle. The radius of the circle formed by the trajectory of
the USV center of gravity is referred to as the radius of steady rotation. K is the constant rotation
angular velocity due to the unit rudder angle, which is directly proportional to the radius of rotation,
and inversely proportional to the curvature of steady rotation. Therefore, the maximum rotational
curvature can be considered as an evaluation index of the USV motion ability.

Using Equation (16), the dynamic model of the ‘Dolphin 1’ USV was solved, and the turning circle
simulation model was established based on MATALB software. Moreover, a proportional–integral–
derivative (PID) control method was adopted to establish the control law [28], as shown in Equation (17):

u = Kpe + Ki

∫
edt + Kd

de
dt

(17)

where u is the output of the controller, and e is the deviation between the given expected value and the
actual output value. The simulated steady rotation trajectory is presented in Figure 10. The initial
position coordinate of the USV was (0,0), the rudder angle was constant at 30.0◦, and the iterative step
length and control cycle were 0.15 s.

 
Figure 10. Description of the turning circle simulation test.

To confirm the reliability of the motion analysis, the field steady turning test data of ‘Dolphin 1′
were used for comparison. The data were collected and recorded at a rudder angle with a fixed value
of 30.0◦. The trajectory of the USV is shown in Figure 11.

Figure 11. Description of ‘Dolphin 1’ field turning test.
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In Figure 11, the distance between two course path points at A(126.53852,45.79677) and
B(126.53851,45.79691) were calculated. Using Equation (18), the longitude and latitude coordinates can
be converted from angular units to metric units:

Rtur =
π

360

√
(Alon − Blon)

2 + (Alat − Blat)
2Rgloble (18)

where Rgloble = 6371.393 km is the radius of the earth, and the radius, Rtur, of ‘Dolphin 1’ is 7.8 m.
By analyzing and comparing Figures 10 and 11, the two turning trajectories were found to be identical.

The integral nonlinear least square method was employed to analyze and determine the
performance index of the USV, which was found to demonstrate a high efficiency, convenience,
and high accuracy.

3. SPP of USV

In this paper, a second path planning method (SPP) is presented, which is not restricted by the
USV motion ability. The improved artificial potential field method proposed by Huang Xinghua [21]
was selected as the first path planning method in this study. On the premise of the existing planning
path, the second path optimization was carried out to calculate an optimal path constrained by the
motion performance of the vehicle. This method was used to solve the problem and deficiency of the
traditional USV path planning.

3.1. SPP Model

The SPP of the USV refers to the optimal path constrained by the performance of the USV,
which was selected according to the existing optimal path and the three-point geometric relationship.
This method preserves the preferred criteria of the traditional path planning.

The SPP model can be described as follows.
Assuming that x, y are the coordinates in the inertial coordinate system, and pi = [xi, yi]

T is
defined as the coordinate position of a path point, the set of n path points derived from the traditional
path planning can be expressed as p = [pT

1 . . . . . . p
T
n ]

T. The check point at time k can be expressed as
pk = [xk, yk]

T, and� is the second planning task variable. The task function is established by combining
the geometric constraint relationship of the path, and the corresponding task function can be expressed
as shown in Equation (19):

� = f (pk−1, pk, pk+1) (19)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(�−�d) < 0,

{
pk−1 = pk
pk = pk+1

(�−�d) ≥ 0,
{

pk = pk+1
pk+1 = pk+2

(20)

where �d is the constraint index variable of the motion performance of the vehicle. When (�−�d) < 0,
the current check point is maintained and the next path point is discussed. When (�−�d) ≥ 0,
the current checkpoint is discarded and the next point of the optimal set of paths is tested until the
checkpoint is the endpoint of the path. The schematic diagram of SPP is shown in Figure 12.

The second path planning is applicable to the traditional USV path planning method, which can
be used to solve a series of discrete path point sets.

Using the improved artificial potential field method proposed by Huang Xinghua [21] as an
example, as shown below, the path planning of the USV involved the implementation of the secondary
optimization subject to its motion constraint.
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target

Figure 12. The schematic diagram of the second path planning.

3.2. An Improved Path Planning for the Artificial Potential Field Method

The artificial potential field method (APF), initially proposed by Khatib, was applied to the
obstacle avoidance motion planning of a robot manipulator, which had as its objective the realization
of the real-time obstacle avoidance of a mechanical arm. The essence of the APF is to define an
abstract potential field artificially for the operating space of the robot, which is the superposition of the
gravitational field of the target position and the repulsive force field of the obstacle in the environment.
The negative gradient of the force field is the virtual force that acts on the robot, and the resultant force
of gravity and repulsion represent the accelerating force of the robot.

Although the path planned by the artificial potential field method is efficient, smooth, and safe,
there are several drawbacks related to this method [29–34], i.e., (1) the local minimum problem; (2) the
inability to navigate through closely-situated obstacles; and (3) oscillations near the obstacle. The main
objective of the improved artificial potential field method [21] proposed by Huang Xinghua is the
solution of these problems to establish a new potential field function. Hence, during the approach of
the target point by the robot, the repulsion field is close to zero and the position of the robot target
point is the minimum point of the entire situation field; thus, the target can be reached. The repulsion
force potential field function of the improved artificial potential field method can be expressed as
shown in Equation (21):

Urep(X) =

⎧⎪⎪⎨⎪⎪⎩ 1
2 krep(

1
X−Xo

− 1
ρ0
)

2
(X −Xg)

n (X −Xo) ≤ ρ0

0 (X −Xo) ≥ ρ0
(21)

where 0 ≤ n < 1.
The negative gradient of the potential field function is also considered as the corrected repulsive

force of the repulsion field, as follows:

Frep(X) = −∇Urep(X) =

⎧⎪⎪⎨⎪⎪⎩Frep1 + Frep2 (X −Xo) ≤ ro

0 (X −Xo) > ro
(22)

where:

Frep1 = krep(
1

X −Xo
− 1
ρo

)
1

(X −Xo)
2

∂(X −Xo)

∂X
(X −Xg)

n (23)

Frep2 = −1
2

krep(
1

X −Xo
− 1
ρo

)
2 ∂(X −Xg)

n

∂X
(24)

where Urep is the repulsive field of the obstacle, ρ is the distance between the robot and the obstacle,
ρ0 is the maximum influencing range of the obstacle, krep is the constant of the repulsive field, n is
positive, X represents the coordinates of the robot, Xg represents the coordinates of the target point,
and ∇ represents the sign of the gradient.

106



J. Mar. Sci. Eng. 2019, 7, 104

The gravitational potential field function can be expressed as follows:

Uatt(X) =
1
2

k(X −Xg)
2 (25)

where Uatt is the gravitational field generated by the target point, and k is the gain constant. Gravity
can be expressed as shown in Equation (26):

Fatt(X) = −∇Uatt(X) = k(Xg −X) (26)

3.3. SPP of the Improved Artificial Potential Field Method

Combined with the improved artificial potential field method, the theoretical block diagram of
the second path planning constrained by the motion of the USV is shown in Figure 13.

 
Figure 13. The theoretical block diagram of SPP.

When the vehicle is performing the navigation task, the starting position, target position, and
obstacle position are determined according to the mission information and sea chart information.
According to the objective function of the artificial potential field method, a set of path points are
obtained. The starting position is reserved, and the second planning task function is analyzed from the
second point, as shown in Equation (27):

Dk = ‖pk − pk−1‖ Dk+1 = ‖pk+1 − pk‖ Dk−1 = ‖pk−1 − pk+1‖ (27)

D̃ =
2∑

i=0

Dk−1+i (28)

Jk =
1
2
[D̃(D̃− 2Dk)(D̃− 2Dk−1)(D̃− 2Dk+1)]

1
2 (29)

where pk represents the location coordinates of the path point that correspond to the current check
moment, k; pk+1, pk−1 are the path points of the current test point forward and backward once,
respectively; Di is the distance of the two path points; D̃ is the distance between the path points; and Jk
is the size of the region across the three path points. The second planning task variable can be expressed
as follows:

� = f (pk−1, pk, pk+1) =
4Jk

DkDk−1Dk+1
(30)
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�d =
1
r

(31)

where �d is the constraint index variable of the USV motion performance, and its value can be
determined by the rotational curvature of the vehicle. Substituting Equations (30) and (31) into
Equation (19), the second optimization can be evaluated.

4. Simulation Test of Trajectory Tracking of USV by SPP Method

Considering the ‘Dolphin 1’ mini-type USV as the test object and using the improved artificial
potential field method proposed by Huang Xinghua [21] as an example, the path planning optimization
method presented in this paper was simulated and verified. The simulation platform was developed
using MATLAB software, the PID control method was employed to control the course and speed,
and the trajectory tracking method was implemented in conjunction with the PP method.

4.1. Comparative Experiment of Small Planning Step

The initial position of the USV was (10 m, 5 m), the target position was (1000 m, 800 m), the length
of the vehicle was l = 2.0 m, and the planning step, tp, was tp = 2.0 m. The locations of the obstacles
were (200 m, 150 m) and (500 m, 400 m), respectively. The radius of the obstacles, r, corresponded
to 10.0 m and 30.0 m, and the influencing radius was defined as r_in = r +

⌈
tp/l

⌉
∗ l, where � � is the

integer sign considered upward.
The results of the comparison between the initial path planning using the improved artificial

potential field method and the second path planning under the consideration of the motion performance
of the USV are shown in Figure 14a. Figure 14b presents the local magnification of the path planning
near the first obstacle. In Figure 14a, the solid line represents the initial planning path, and the dotted
line represents the optimized path by the secondary planning. The figure illustrates that the initial
planning path near the obstacle produces zig-zag oscillations, and the intensity of the path oscillation
is related to the impact of the obstacle on the connectivity of the starting point and the end point,
in addition to the size of the obstacle. As shown in Figure 14b, given that the SPP method is optimized
based on the initial path; it retains the fitness function standard of the initial planning and reduces the
oscillation of the initial planning path through optimization.

  
(a) (b) 

Figure 14. (a) Description of the path planning comparison diagram; and (b) local enlargement of the
first obstacle area for path planning.

On the Simulink simulation platform, a USV motion model was developed. The iterative
step length and control cycle were 0.15 s. The parameters of the course PID controller were set as
p = 1.0, i = 0.001, d = 1.0, the parameters of the speed controller were p = 2.0, i = 0.001, d = 0.001, and
the trajectory tracking adopted the pure tracking (PP) method [35–37]. In the simulation experiment,
when the time exceeded 50.0 s, the target point was replaced, although the vehicle had not reached
the distance threshold of the target in the current tracking stage. The simulation results of the USV
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trajectory tracking of the two methods are respectively shown in Figure 15a,c. The tracking deviation
of the two methods is shown in Figure 15b,d.

  
(a) (b) 

  

Figure 15. (a) Description of USV trajectory by APF; (b) local enlargement of the second obstacle area
for the USV trajectory by APF; (c) description of the USV trajectory by SPP; and (d) local enlargement
of the second obstacle area for the USV trajectory by SPP.

As can be seen from Figure 15a,c, under the premise of a small planning step length, tp = 2.0 m,
the vehicle can track the optimized path after the initial planning using an artificial potential field
method and secondary planning method, respectively, and successfully complete the obstacle avoidance
task. The comparison and analysis of Figure 15b,d illustrate that although both methods can be used to
achieve obstacle avoidance and complete the tracking tasks by SPP, the actual course path of the vehicle
was more consistent with the planned path than by APF. This is because secondary programming is an
optimization standard of the maneuverability of the USV, which leads to a higher tracking accuracy.

4.2. Comparative Experiment of Large Planning Step

With the same simulation environment and control parameters as in the abovementioned
experiment, the USV sailed from the same position to the same target, and the planning step, tp, was set
greater than the length of the vehicle by a factor of 5 (tp =10.0 m). The results of the comparison
between the two methods with respect to the USV trajectory tracking are respectively shown in
Figure 16a,b.

As can be seen from Figure 16a, the USV generated roundabout routes when it tracked the planned
path points during its approach of the first and second obstacles, which resulted in a failure to complete
the obstacle avoidance task (given that the obstacle was a virtual object in the simulation, the task was
not interrupted due to collision, and the experiment was continued). Figure 17 presents the tracking
deviation of the USV for the duration of the trajectory tracking task. A maximum path deviation of
34 m was generated near the first obstacle, which gradually decreased to a value of approximately
4.0 m, and then remained stable. It should be noted that the distance between the navigation position of
the vehicle and the tracking target was reduced to 4.0 m in the simulation; thus, the task was considered
as completed. In the vicinity of the second obstacle, the maximum deviation was approximately 77.0 m,
and due to its course deviation, the tracking process always sailed in an approximate 3/4 minimum
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turning circle in the following trajectory tracking process. This resulted in the oscillation of the tracking
deviation within the range of 8 m until the target point was reached.

  
(a) (b) 

  
(c) (d) 

Figure 16. (a) Description of the USV trajectory by APF; (b) local enlargement of the second obstacle area
for the USV trajectory by APF; (c) description of the USV trajectory by SPP; and (d) local enlargement
of the second obstacle area for the USV trajectory by SPP.

 
Figure 17. Description of the USV along tracking error by APF.

According to the analysis results in Figures 16b and 18, during the large planning step, the USV
tracked the planned path optimized by the secondary planning, and then successfully completed the
obstacle avoidance task. The tracking deviation, namely, the along track error, was less than 4 m; thus,
the vehicle was considered to reach the target point. As can be seen from Figure 18, the obstacle has no
effect on the tracking accuracy, and the tracking deviation was approximately 4 m. Figures 17 and 18
illustrate the decrease in the number of track points after optimization, which reduced the possibility of
the occurrence of detour road events. The experimental results indicate that the SPP method improves
the tracking accuracy of the USV and reduces the length of the detour route, thus reducing the energy
consumption and preventing collisions.
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Figure 18. Description of the USV along tracking error by SPP.

4.3. Comparative Experiment of Multi-Obstacle Path Planning

According to the abovementioned experiment, in the case of two obstacles in the small planning
step, the USV successfully tracked the path planned by APF and SPP, and completed the obstacle
avoidance task. With an identical simulation environment and control parameters to those of the
abovementioned experiment, the vehicle navigated from the same starting position to the same target
point, thus avoiding six obstacles in the course, which had position coordinates of (60 m, 50 m), (200 m,
150 m), (400 m, 300 m), (500 m, 400 m), (600 m, 400 m), and (720 m, 570 m). In addition, the obstacle
radius corresponded to 5.0 m, 10.0 m, 30.0 m, 50.0 m, 30.0 m, and 20.0 m, respectively. The results
of the comparison between the initial path planning utilizing the improved artificial potential field
method and the second path planning under the consideration of the motion performance of the
USV are shown in Figure 19a,b. The trajectory tracking deviations for the two methods are shown in
Figures 20 and 21.

  
(a) (b) 

  
(c) (d) 

Figure 19. (a) Description of the USV trajectory by APF; (b) local enlargement for the USV trajectory
by APF; (c) description of the USV trajectory by SPP; and (d) local enlargement for the USV trajectory
by SPP.
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Figure 20. Description of the USV along tracking error by APF.

 
Figure 21. Description of the USV along tracking error by SPP.

As can be seen from Figures 19a and 20, using the APF method, the USV successfully completed
the obstacle avoidance task of the first three obstacles, and the trajectory tracking deviation was
constant at approximately 4 m. However, when sailing near the fourth and fifth obstacles, due to the
limitation of the motion performance of the vehicle, the planned path exceeded its minimum turning
radius, which resulted in a collision with the fifth obstacle. Moreover, the trajectory tracking deviation
was approximately 78 m, and the obstacle avoidance task was not completed.

Figures 19b and 21 reveal that on the basis of the SPP method, the USV successfully completed
the obstacle avoidance task of all six obstacles, and the track tracking deviation was constant at
approximately 4.0 m. The optimized path of the second path planning method can therefore effectively
ensure the completion efficiency of the obstacle avoidance task and improve the precision of the
trajectory tracking control.

5. Discussion

(1) By the analysis of the path planning theory and the USV control model, the traditional path
planning method was found to lead to the ‘planning failure’ phenomenon when applied to the
trajectory tracking field of the USV path planning.

(2) In this study, an integral nonlinear least squares method was developed. In the case of limited
test data, a nonlinear motion model of USV was rapidly identified by merely conducting a type of
maneuvering experiment, which can effectively predict the motion performance indexes, such as
the rotatory curvature of the vehicle.

(3) The SPP method was presented under the consideration of the USV motion performance, which
reduces the influence of the motion performance of the vehicle during the trajectory tracking and
helps lower the risk of failing to complete the obstacle avoidance task using the traditional path
planning method. The proposed SPP method can effectively prevent the issue of an untraceable
USV and improve the USV tracking accuracy.

6. Conclusions

This paper presented an integral nonlinear least squares method to rapidly and effectively obtain
the motion constraint of USVs, and an SPP method was proposed under the consideration of the USV
motion performance.

In future work, the path optimization method in a bounded environment, especially an uneven
boundary, should be considered. In addition, a field test of the method should be carried out.
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Abstract: This paper presents the development of an unmanned underwater vehicle (UUV) platform,
especially the derivation of the vehicle’s simulation model and its control method to overcome strong
sea current. The platform is designed to have a flattened ellipsoidal exterior so as to minimize
the hydrodynamic damping on the horizontal plane. Four horizontal thrusters with the identical
specifications are symmetrically mounted on the horizontal plane, and each of them has the same
thrust dynamics in both forward and reverse directions. In addition, there are three vertical thrusters
used to handle the vehicle’s roll, pitch and heave motions. Control strategy proposed in this paper
to overcome strong current is that: maximizing the vectored horizontal thrust force against the sea
current without or with the least of the vehicle’s rotation on the horizontal plane. For the vehicle
model, due to it being symmetric in all of three axes, the vehicle dynamics can be simplified and
all of hydrodynamic coefficients are calculated through both of theoretical and empirically-derived
formulas. Numerical simulations and experimental studies in both of the water tank and the
circulating water channel are carried out to demonstrate the vehicle’s capability of overcoming
strong current.

Keywords: unmanned underwater vehicle (UUV); marine systems; vehicle dynamics; simulation
model; overcome strong sea current

1. Introduction

In the sea around the Korean peninsula, especially in the West Sea also known as the Yellow Sea,
strong sea currents usually pose tough technical challenges in the salvage operations as well as in the
various scientific activities. In both cases of ROKS Cheonan sinking on 26 March 2010 [1] and sinking
of MV Sewol on 16 April 2014 [2], one of the most difficult problems during the initial response for
salvage was that there was not any underwater vehicle able to be deployed in the strong sea current
environment [3] so as to collect the swift on-site disaster scene information. Recently, how to overcome
strong sea current has become a hot topic in the UUV community, especially in Korea. In [4], a ROV
called Crabster CR200 was introduced. The vehicle has about 188 kg of negative buoyancy in the water.
So in the case of strong current which can be up to 3 knots, the vehicle can land on the sea floor and
using its 6 legs can resist the current. In [5], the authors presented a two-body vehicle, where the lower
body can land on the sea floor and overcome strong current using a sort of anchor system. In both
cases, the whole vehicle or part of the body should be land on the sea floor to resist the sea current.
This kind of mechanism might constrain the vehicle’s precise underwater inspection capability. Other
attempts to counter strong turbulence using the high velocity water itself include [6].

This paper presents the development of a UUV platform and its motion control technology for
the purpose of overcoming strong sea current. The vehicle has the flattened ellipsoidal exterior to
minimize the hydrodynamic damping in the water, as seen in Figure 1. Four horizontal thrusters
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with the identical specification are mounted symmetrically on the horizontal plane. Each thruster
has the same thrust dynamics in both forward and reverse directions. This kind of horizontal thrust
mechanism can guarantee the uniform distribution of vectored thrust forces in all horizontal directions.
On the other hand, this is also beneficial for easily stabilizing the vehicle’s horizontal motion in the
dynamic sea current environment. Three vertical thrusters, as seen in Figure 1, are used to stabilize the
vehicle’s roll, pitch, and heave motions.

Figure 1. Developed unmanned underwater vehicle (UUV) platform with the flattened ellipsoidal exterior.

The control strategy for this vehicle to overcome strong current is to maximize the vectored
horizontal thrust force along certain direction, usually against the sea current, while keeping its heading
or with the least of heading rotation on the horizontal plane. Three vertical thrusters, as mentioned
before, are used to stabilize the roll, pitch and heave motion. General PD controllers [7,8] are designed
independently for each of the horizontal and vertical thrusters groups.

Some of the simulation and experimental studies are carried out to demonstrate the performance
of the platform design and its motion control technologies. In the simulation, the hydrodynamic
coefficients are calculated through both of the theoretical and empirically-derived formulas [9–11].
Furthermore, in the controller design, four horizontal thrusters are modeled under the consideration of
the fact that the maximum thrust force will be reduced in compliance with the increasing of fluid speed
flow through the thruster [12,13]. In addition, through circulating water channel test, it is observed
that the vehicle can get forward motion while keeping its heading in the strong current environment
where the current is up to 2.5 knots.

The remainder of this paper is organized as follows. Section 2 describes the vehicle’s kinematic
and hydrodynamic model, and the vehicle motion sensor’s lever arm effects are considered in Section 3.
Controllers for both of horizon keeping and maximum forward speed on the horizontal plane are
presented in Section 4. Furthermore, Section 5 shows the simulation result, while experimental studies
are presented in Section 6. A brief conclusion and some future works are discussed in Section 7.

2. Vehicle Modeling

2.1. Kinematics and Dynamics

Usually, the kinematics and dynamics of underwater vehicles can be expressed as follows [9],

η̇ = Cn
b ν, (1)

MRBν̇ + CRBν = ∑ Fext, (2)

where η = [x, y, z, φ, θ, ψ]T is the position and attitude vector defined in the navigation frame
(NED-frame), and ν = [u, v, w, p, q, r]T is the linear and angular velocity vector defined in the vehicle’s
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body-fixed frame; and Cn
b denotes the coordinate transformation matrix from the body-fixed frame to

the navigation frame, and can be expressed as

Cn
b =

[
J1 03×3

03×3 J2

]
(3)

where

J1 =

⎡
⎢⎣ cψcθ −sψcφ + cψsθsφ sψsφ + cψsθcφ

sψcθ cψcφ + sψsθsφ −cψsφ + sψsθcφ

−sθ cθsφ cθcφ

⎤
⎥⎦ , J2 =

⎡
⎢⎣ 1 sφtθ cφtθ

0 cφ −sφ

0 sφ/cθ cφ/cθ

⎤
⎥⎦ ,

with s(·) = sin(·), c(·) = cos(·), t(·) = tan(·).
For the vehicle developed as seen in Figure 1, its body-fixed frame is centered at the vehicle’s

buoyancy center as in [11] and the weight center is located at (xg, yg, zg) = (0, 0, 4.51 mm) after being
neutrally ballasted. Therefore, the rigid-body inertia matrix MRB and Coriolis and centripetal matrix
CRB can be simplified as follows

MRB =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

m 0 0 0 mzg 0
0 m 0 −mzg 0 0
0 0 m 0 0 0
0 −mzg 0 Ixx 0 0

mzg 0 0 0 Iyy 0
0 0 0 0 0 Izz

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (4)

CRB =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 mzgr mw −mv
0 0 0 −mw mzgr mu
0 0 0 −m(zg p − v) −m(zgq + u) 0

−mzgr mw m(zg p − v) 0 Izzr −Iyyq
0 −mzgr mzgq −Izzr 0 Ixx p
0 0 0 Iyyq −Ixx p 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, (5)

where m = 58.94 kg is the rigid body mass, and Ixx, Iyy, and Izz denote the inertia moments each along
the X, Y, and Z axes. Calculated inertia moments are as shown in Table 1.

Table 1. Inertia Moments.

Parameters Value Unit

Ixx 3.33e + 000 kg·m2

Iyy 3.33e + 000 kg·m2

Izz 7.45e + 000 kg·m2

For the vehicle dynamics as in (2), the sum of external forces and moments can be expressed as
follows as in [9,11]

∑ Fext = Fhydrostatics + Fdrag + Fadded_mass + Fcontrol , (6)

where Fhydrostatics = [0, 0, 0,−zgWcθsφ,−zgWsθ, 0]T with W the rigid body weight.

2.2. Hydrodynamic Damping Term Fdrag

The vehicle is symmetric along all three of X, Y, and Z axes, see Figure 1. Therefore,
the movement-induced moments Ab|b| with A = {K, M, N} and b = {u, v, w}, and the
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rotation-induced forces Ba|a| with B = {X, Y, Z} and a = {p, q, r} are all negligible. In addition,
to simplify the vehicle’s model and therefore to avoid complicated mathematical calculations, the
following assumptions similar to [11] are made in the vehicle modeling, where [14] describes
deterministic artificial intelligence methods to deal with coupled disturbances. Preliminary research in
overcome linear coupling is contained in [15], while methods to counter angular coupling is described
in [16], following an established lineage of continuing research from [17–23].

• Linear and angular coupled damping terms are ignorable.
• Any damping terms greater than second-order are negligible.

Consequently, Fdrag can be simplified as

Fdrag = [Xu|u|u|u|, Yv|v|v|v|, Zw|w|w|w|, Kp|p|p|p|, Mq|q|q|q|, Nr|r|r|r|]T . (7)

Corresponding coefficients are calculated using the following formulas

Xu|u| = Yv|v| = −0.5ρc
′
dcπaR − 4(0.5ρsDcdD) , (8)

Zw|w| = −0.5ρcdcπR2 − 4(0.5ρsFcdF) , (9)

Kp|p| = Mq|q| = 2
[
−0.5ρcdc

∫ R

0
D(r)r3dr − 2x3

TF(0.5ρsFcdF )

]
, (10)

Nr|r| = 2
[
−0.5ρc

′
dc

∫ R

0
D

′
(r)r3dr − 2x3

TD(0.5ρsDcdD)

]
, (11)

where a = 0.128 m, R = 0.435 m, xTF = xTD = 0.543 m, sF = 0.163 m2, sD = 0.023 m2, and the
drag coefficients are derived through empirical graph as Figure 2.4 in (p. 19, [1]), and selected as
cdc = 1.12, c

′
dc = 0.3, cdF = 0.63, cdD = 0.9.

Calculated coefficients are shown in Table 2.

Table 2. Hydrodynamic Damping Coefficients.

Parameters Value Unit

Xu|u| −6.74e + 001 kg/m
Yv|v| −6.74e + 001 kg/m
Zw|w| −5.38e + 002 kg/m
Kp|p| −3.73e + 001 kg·m2/rad2

Mq|q| −3.73e + 001 kg·m2/rad2

Nr|r| −6.92e + 001 kg·m2/rad2

2.3. Added Mass Term Fadded_mass

As mentioned before, the vehicle is symmetric in all three axes. Therefore, only the diagonal terms
in the vehicle’s added mass matrix are considered in this paper. The coefficients are estimated through
empirical graph as Figure 4.8 in Newman [10] (p. 147), and calculated as shown in Table 3.

Table 3. Added Mass Coefficients.

Parameters Value Unit

Xu̇ −1.75e + 001 kg
Yv̇ −1.75e + 001 kg
Zẇ −2.09e + 002 kg
Kṗ −5.03e + 000 kg·m2/rad
Mq̇ −5.03e + 000 kg·m2/rad
Nṙ −1.17e + 000 kg·m2/rad
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3. Compensation of Motion Sensors Lever Arm Effect

For the majority of underwater vehicles, the motion sensors such as Doppler Velocity Log (DVL)
and Attitude and Heading Reference System (AHRD) cannot be arranged on the same center point
or center line. Instead, they are usually separated from each other and also from the center point
of the body-fixed frame. Therefore, raw measurements of these motion sensors should be suitably
compensated in order to acquire the accurate vehicle motion information, which is further used for the
vehicle’s navigation and motion control [24,25].

For the vehicle seen in Figure 1, DVL and AHRS arrangements are as shown in Figure 2a, where
DVL is mounted at the center of the body-fixed frame and AHRS is 0.218 m away from the center line.

Figure 2. Motion sensor arrangement and lever arm coordinates for the developed vehicle: (a) is the
motion sensor arrangement; and (b) shows the AHRS lever arm coordinates.
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3.1. Angular Rate Correction

As seen in Figure 2, AHRS body frame XAYAZA is rotated from the vehicle’s body-fixed frame
XYZ at φA = 0◦, θA = 0◦, ψA = 135◦. For this reason, the angular rate ω = [p, q, r]T in the XYZ
frame can be calculated through the following coordinate transformation⎡

⎢⎣ p
q
r

⎤
⎥⎦ =

⎡
⎢⎣ cosψA −sinψA 0

sinψA cosψA 0
0 0 1

⎤
⎥⎦
⎡
⎢⎣ pr

qr

rr

⎤
⎥⎦ , (12)

where ωr = [pr, qr, rr]T is the angular velocity measured by AHRS.

Remark 1. XAYAZA and XYZ are two of fixed frames in the vehicle’s rigid body. In this case, it is necessary to
mention that the coordinates transformations of all vectors including angular rate should obey the linear velocity
transformation Equation (2.16) in [9], not the angular velocity transformation of Equation (2.26) in [9].

3.2. Acceleration Correction

In the vehicle’s body-fixed frame XYZ, AHRS center point coordinate is (xA, yA, zA). In addition,
lever arm effect usually causes additional acceleration at the AHRS center point in the case of vehicle’s
rotation. The velocity VA at the AHRS center point in the frame X

′
AY

′
AZ

′
A (see Figure 2b) and the

velocity VB in the vehicle’s body-fixed frame XYZ has the following relationship [24,26]

VA = VB + ω × R, (13)

where R = [xA, yA, zA]
T .

Differentiating (13), have

V̇A = V̇B + ω̇ × R + ω × VB + ω × (ω × R). (14)

From Figure 2b, it is easy to see that the frame X
′
AY

′
AZ

′
A is tilted from AHRS body frame XAYAZA

at φ
′
A = atan(zA/

√
x2

A + y2
A). So, it has

V̇A =

⎡
⎢⎣ 1 0 0

0 cosφ
′
A sinφ

′
A

0 −sinφ
′
A cosφ

′
A

⎤
⎥⎦ V̇AHRS = CA

AHRSV̇AHRS, (15)

where V̇AHRS is the acceleration measurement by AHRS.
Consequently, the acceleration vector VB in the vehicle’s body-fixed frame can be estimated from

AHRS measurement through the following equation

V̇B = CA
AHRSV̇AHRS − ω̇ × R − ω × VB − ω × (ω × R), (16)

where ω̇ is the angular acceleration and should be properly calculated. One option is that it can be
estimated through a sort of low-pass filter as follows

ω̇(k + 1) = (1 − λ)ω̇(k) + λω̇m(k + 1), ω̇(0) = ω̇m(0), (17)

where ω̇m(k + 1) = [ω(k + 1) − ω(k)]/ΔT with ΔT sampling time, and 0 < λ ≤ 1 is a
design parameter.

Remark 2. Vehicle’s angular rate ω and acceleration V̇B in the body-fixed frame can be calculated through each
of (12) and (16). Furthermore, the vehicle’s attitude is calculated by (φ, θ, ψ) = (φm, θm, ψm − ψA), where
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(φm, θm, ψm) is the measurement of AHRS and ψm − ψA is defined in the domain [0, 2π). Since the DVL is
located at the center point, its measurement is directly used as VB.

4. Control Design

As mentioned before, the control strategy proposed in this paper to overcome strong current is to
maximize the vectored horizontal thrust force along the direction against the current, while keeping
the vehicle’s heading or with the minimum heading rotation. To do so, it needs to spread the vectored
horizontal thrust force on the horizontal plane as uniformly as possible.

4.1. Maximum Horizontal Vectored Thrust Force

As shown in Figure 3, four horizontal thrusters are mounted symmetrically around the ellipsoidal
shape of platform. Each of the thrusters has the same forward and reverse thrust dynamics.

Figure 3. Horizontal thrusters arrangement and maximum vectored horizontal thrust force.

Definition 1. Given the direction α as seen in Figure 3, the maximum horizontal vectored thrust
force means the maximum of Ff caused by four symmetrically mounted horizontal thrusters with the
following properties

P1. The orthogonal component Fl = 0.
P2. Horizontal rotation moment is zero.

Remark 3. In the case of maximum horizontal vectored thrust force, it has FHTf l = FHTbr and FHTf r = FHTbl

where FHTa denotes the thrust force for thruster HTa with a ∈ { f l, f r, br, bl}. For example, consider the case
α = 45◦. To maximize Ff , the thrusters HTf l and HTbr have to take the maximum of forward thrusts. Due
to the fact that these four thrusters have the same thrust dynamics, it has FHTf l = FHTbr = Fmax with Fmax

the maximum thrust force provided by one thruster. On the other hand, in order to satisfy the P1 and P2 in
Definition 1, the remainder thrusters have to set as FHTf r = FHTbl = 0.
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Lemma 1. Given four of the symmetrically mounted horizontal thrusters as shown in Figure 3, the maximum
horizontal vectored thrust force can be calculated as follows

Ff =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

2Fmax
cos(α − 45◦) , i f 0◦ ≤ α < 90◦

− 2Fmax
cos(α + 45◦) , i f 90◦ ≤ α < 180◦

− 2Fmax
cos(α − 45◦) , i f 180◦ ≤ α < 270◦

2Fmax
cos(α + 45◦) , i f 270◦ ≤ α < 360◦

(18)

Proof of Lemma 1. From Figure 3, it is easy to get

Ff = FAcos(α − 45◦) + FBcos(α + 45◦), (19)

Fl = FAsin(α − 45◦) + FBsin(α + 45◦), (20)

where FA = FHTf l + FHTbr and FB = FHTf r + FHTbl .
In order for Fl = 0 with (20), it has

FA
FB

= −cot(α − 45◦). (21)

Therefore, FA and FB cannot be taken the maximum value at the same time if |cot(α − 45◦)| �= 1. In the
case of α ∈ {[0◦, 90◦) ∪ [180◦, 270◦)}, it has |cot(α − 45◦)| ≥ 1. Substituting FB = −FA · tg(α − 45◦)
into (19), it can be get

Ff = FA

[
cos(α − 45◦)− cos(α + 45◦) sin(α − 45◦)

cos(α − 45◦)

]
=

FA
cos(α − 45◦) . (22)

In the case α ∈ [0◦, 90◦), it has FA = 2Fmax and if α ∈ [180◦, 270◦) then FA = −2Fmax. Therefore, (22)
can be rewritten as

Ff =

⎧⎪⎨
⎪⎩

2Fmax
cos(α − 45◦) i f 0◦ ≤ α < 90◦,

− 2Fmax
cos(α − 45◦) i f 180◦ ≤ α < 270◦

(23)

Similarly, in the case of α ∈ {[90◦, 180◦) ∪ [270◦, 360◦)}, substituting FA = −FBcot(α − 45◦)
into (19), have

Ff = FB

[
cos(α + 45◦)− cos2(α − 45◦)

sin(α − 45◦)

]
= − FB

sin(α − 45◦) . (24)

If α ∈ [90◦, 180◦), then FB = −2Fmax, and if α ∈ [270◦, 360◦), then FB = 2Fmax. Consequently, (24) can
be rewritten as

Ff =

⎧⎪⎨
⎪⎩

− 2Fmax
sin(α − 45◦) i f 90◦ ≤ α < 180◦,

2Fmax
sin(α − 45◦) i f 270◦ ≤ α < 360◦

(25)

Combining (23) and (25) can conclude the Proof.

Remark 4. Calculated maximum horizontal vectored thrust force field is the red-colored square shown in
Figure 3. The maximum vectored thrust force is 2

√
2Fmax and minimum value is 2Fmax. It is easy to see that to

align the maximum vectored thrust force with the opposite direction of arbitrarily given sea current, the vehicle’s
maximum rotation angle is less than 45◦.
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4.2. Maximum Forward Speed Controller with Heading-Keeping

One of the important target specifications of this project is the vehicle’s maximum forward speed
while keeping its heading angle. Proposed control law is as follows:

i f δψ ∈ {[0◦, 45◦) ∪ [315◦, 360◦)}
FHTf l = FHTf r = Fmax

i f dt ≥ 0
FHTbr = Fmax − dt; FHTbl = Fmax

else
FHTbr = Fmax; FHTbl = Fmax + dt

end
else i f δψ ∈ [45◦, 135◦)

FHTf r = −Fmax; FHTbr = Fmax

i f dt ≥ 0
FHTbl = −Fmax + dt; FHTf l = Fmax

else
FHTbl = −Fmax; FHTf l = Fmax + dt

end
else i f δψ ∈ [135◦, 225◦)

FHTbr = FHTbl = −Fmax

i f dt ≥ 0
FHTf l = −Fmax + dt; FHTf r = −Fmax

else
FHTf l = −Fmax; FHTf r = −Fmax − dt

end
else

FHTbl = Fmax; FHTf l = −Fmax

i f dt ≥ 0
FHTf r = Fmax − dt; FHTbr = −Fmax

else
FHTf r = Fmax; FHTbr = −Fmax − dt

end
end

where δψ = ψr − ψ with ψr the reference heading and dt = Khpδψ + Khdr with Khp and Khd
control gain parameters.

4.3. Horizon Keeping Controller

Three vertical thrusters are mounted as seen in Figure 4.

4.3.1. Roll Motion Control

The roll motion control component for VT1 is designed as

VTr1 = Kvp(φr − φ) + Kvd p, (26)

where φr is the reference roll angle, Kvp and Kvd are two gain parameters.
In the case of roll motion control, the remainder of two control components VTr2 and VTr3 are

designed through simultaneously satisfying the following two conditions

C1. VTr1 · cos15◦ = −VTr2 · cos45◦ − VTr3 · sin15◦.
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C2. VTr1 · sin15◦ + VTr2 · cos45◦ = VTr3 · cos15◦.

Figure 4. Vertical thrusters arrangement.

Remark 5. Here, C1 is the condition to balance the right and left torques about the X-axis, and C2 is to
neutralize the pitch torque during the roll motion control.

Combining C1 and C2, it is easy to get

VTr2 = −1.1547 · VTr1, (27)

VTr3 = −0.5774 · VTr1. (28)

4.3.2. Pitch Motion Control

The design procedure is similar to the roll motion control. First, the pitch motion control
component for VT3 is chosen as

VTp3 = Kvp(θr − θ) + Kvdq, (29)

where θr is the reference pitch angle.
Control law for other two vertical thrusters is to simultaneously satisfying the following

two conditions

C3. −VTp3 · cos15◦ = VTp2 · cos45◦ + VTp1 · sin15◦.
C4. VTp1 · cos15◦ = VTp2 · cos45◦ + VTp3 · sin15◦.

Remark 6. Here C3 is to balance the pitch torque about the Y-axis, and C4 is to neutralize the roll torque during
the pitch motion control.

Consequently, have

VTp1 = −0.5774 · VTp3, (30)

VTp2 = −1.1547 · VTp3. (31)

Remark 7. In both of roll and pitch motion controls, any of three vertical thrusters can be selected and designed
its thrust force using (26) or (29), and other two thrusters are designed through simultaneously satisfying C1
and C2, or C3 and C4. In the case of horizon keeping, φr and θr can be simply set as zero values.
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4.3.3. Depth Control

The following simple PD controller is designed for depth control

VTdi = Kd
vp(zr − z) + Kd

vdw, i = 1, 2, 3, (32)

where VTdi is the depth control component for the thruster VTi, zr is the reference depth, and Kd
vp and

Kd
vd are gain parameters.

4.4. Thruster Models

4.4.1. Vertical Thruster Model

For each vertical thruster, its thrust versus input relationship is as follows [27]

FVT(x) =

{
74.5N · sat(x/5), i f x ≥ 0
−31.4N · sat(x/5), i f x < 0

(33)

where sat(·) is the saturation function.
Consequently, the thrust force provided by each vertical thruster can be calculated as

FVTi = FVT(VTri + VTpi + VTdi), i = 1, 2, 3. (34)

Remark 8. In most of the practical cases, the vehicle takes low speed motion in the vertical direction. For this
reason, in the case of vertical thrusters, it is not considered the effect where the thruster’s maximum thrust force
decreases in compliance with the increase of the fluid speed flow through the thruster [12].

4.4.2. Horizontal Thruster Model

In the case of horizontal thrusters, the fact that the thruster’s maximum thrust force decreases in
compliance with the increase of fluid speed flow through the thruster has to be considered.

According to the thruster’s specifications [13], the approximated relationship between the thruster
maximum thrust force versus fluid flow speed (red dotted line in Figure 5) can be obtained as follows

Fmax(U) = g · (0.811U2 − 6.3903U + 24.9384), (35)

where Fmax denotes the maximum thrust force with the unit N, g = 9.8066 m/s2 is the standard gravity,
and U is the fluid speed flow through the thruster.

According to Figure 3, fluid speed for each of the four horizontal thrusters can be approximated
using DVL measurement as follows

⎡
⎢⎢⎢⎣

UHTf l

UHTf r

UHTbr

UHTbl

⎤
⎥⎥⎥⎦ =

√
2

2

⎡
⎢⎢⎢⎣

1 1
1 −1
1 1
1 −1

⎤
⎥⎥⎥⎦
[

u
v

]
. (36)

As mentioned before, the horizontal thruster has the same forward and reverse dynamics which
can be expressed as follows

FHT(x) = Fmax(U) · sat(x/5). (37)
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Figure 5. Horizontal thruster’s specification: maximum thrust force vs. flow speed.

4.5. Calculation of Fcontrol

Consequently, the control force Fcontrol in (6) can be calculated as follows

Fcontrol =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

√
2

2 (FHTf l + FHTf r + FHTbr + FHTbl )√
2

2 (FHTf l − FHTf r + FHTbr − FHTbl )

−FVT1 − FVT2 − FVT3

FVT1 Rvcos15◦ − FVT2 Rvcos45◦ − FVT3 Rvsin15◦

FVT1 Rvsin15◦ + FVT2 Rvcos45◦ + FVT3 Rvcos15◦

Rh(FHTf l − FHTf r − FHTbr + FHTbl )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (38)

5. Simulation Studies

First, the vehicle’s platform stability on the horizontal plane is observed. The initial condition is set
as η = [1.54, 0, 0, 10◦, 20◦, 0, 0, 0, 0, 0, 0, 0]T , and simulation result is shown in Figure 6, from which
it can be seen that the vehicle possesses suitable self-stability. Obviously, this kind of stability is caused
by the fact that the vehicle’s gravity center is designed to be lower than the buoyancy center.

Then, it carries out the maximum forward speed simulation combined with the horizon and
heading keeping tests. In the simulation, control gains are set as Kvp = 5, Kvd = − 10, Kd

vp = 15,
Kd

vd = − 45, Khp = 2.5, Khd = −3, and other parameters are taken as φr = θr = 0, ψr = 30◦,
zr = 1.5 m, and sampling time is ΔT = 0.1 s. Figure 7 shows the control force Fcontrol calculated
using (38), and Figure 8 presents the corresponding vehicle motion information. From Figure 8, it can
be seen that the vehicle’s maximum forward speed is about 2.56 m/s. This speed is lower than 3.2 m/s
which is the simulation result in [28] where the effect of the relationship between the maximum thrust
force and the fluid speed flow through the thruster was not considered. However, 2.56 m/s is still
larger than the experimental result of 2.1 m/s, and this will be further discussed in the next section.
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Figure 6. Simulation result of self-stabilization capability.

Figure 7. Calculated control forces in the maximum speed simulation.
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Figure 8. Vehicle’s motion information in the maximum speed simulation.

6. Experimental Studies

Experimental tests are carried out in the water tank and circulating water channel both in the
Underwater Construction Robotics R&D Center (UCRC) in the Korea Institute of Ocean Science and
Technology (KIOST) [29].

Figure 9 shows the engineering basin where the maximum forward speed test is taken.
The experimental result is shown in Figure 10, from which it can be seen that the vehicle’s maximum
forward speed is about 2.1 m/s. This speed is lower than the simulation result of 2.56 m/s. This might
be caused by several reasons. One is that there are quite a number of coupled and complicated
hydrodynamic terms that are not included in the vehicle’s model in the simulation. The second is that
the drag component caused by the tether cable is not considered in the simulation. Indeed, this drag
term might be significant in the case of the small size of underwater vehicles. From this point of view,
whether the vehicle can be operated in AUV mode might be an important issue for the vehicle to
overcome strong current. Figure 11 shows the control inputs for four of horizontal thrusters in this
maximum forward speed test.

In addition, the test is taken where the vehicle is installed in the circulating water channel as
in Figure 12, and it investigates if the vehicle can take the forward speed motion while keeping its
heading in the strong current environment. In the test, the current speed is adjusted from 1.0 knots
to 2.0 knots and further up to 2.5 knots. From the experimental result shown in Figure 13, it can be
concluded that the vehicle can take forward motion even in the case where the current increased up to
2.5 knots.
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Figure 9. Maximum forward speed test in the engineering basin.

Figure 10. Experimental result of maximum forward speed with heading keeping.

Figure 11. Control inputs for four of horizontal thrusters in the maximum forward speed test.
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Figure 12. The test in the circulating water channel.

Figure 13. Vehicle’s forward motion test results in the circulating water channel.

7. Conclusions

This paper has presented the development of a UUV platform and its control method to overcome
strong current. The vehicle has been designed to have a flattened ellipsoidal exterior to minimize the
hydrodynamic damping. In addition, vectored thrust force control algorithm has been developed to
maximize its horizontal speed. All of these technologies have been evaluated through both simulation
and experimental tests. Especially, through the experimental studies carried out in the water tank and
circulating water channel, it is found that, for the current version of vehicle platform, more strong roll
and pitch moments might be needed to guarantee the vehicle’s horizontal stabilization.

During the next step of research works, the current version of the platform will be upgraded to
have four vertical thrusters mounted symmetrically and each of the thrusters, similar to the horizontal
thrusters, has the same forward and reverse dynamics. Moreover, each thruster will be more powerful
compared to the current version and mounted more farther away from the center point. All of these
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are supposed to significantly increase the vehicle’s capability of stabilizing horizontal motion in the
strong current environment.
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Featured Application: Submersed obstacle avoidance in unknown ocean currents via guidance,

navigation, and control for autonomous underwater vehicles.

Abstract: A considerable volume of research has recently blossomed in the literature on autonomous
underwater vehicles accepting recent developments in mathematical modeling and system
identification; pitch control; information filtering and active sensing, including inductive sensors
of ELF emissions and also optical sensor arrays for position, velocity, and orientation detection;
grid navigation algorithms; and dynamic obstacle avoidance, amongst others. In light of these modern
developments, this article develops and compares integrative guidance, navigation, and control
methodologies for the Naval Postgraduate School’s Phoenix submerged autonomous vehicle,
where these methods are assumed available. The measure of merit reveals how well each of several
proposed methodologies cope with known and unknown disturbances, such as currents that can
be constant or harmonic, while maintaining a safe passage distance from underwater obstacles,
in this case submerged mines. Classical pole-placement designs establish nominal baseline behaviors
and are subsequently compared to performance of designs that are optimized to satisfy linear
quadratic cost functions in regulators as well as linear-quadratic Gaussian designs. Feed-forward
architectures and integral control designs are also evaluated. A noteworthy contribution is a very
simple method to mimic optimal results with a “rule of thumb” criteria based on the design’s
time constant. Since the rule-of-thumb method uses the assumed system model for computation
of the control, it is particularly generic. Cited references each contain methods for online system
parameter identification (with a motivation of use in the finding the control signal), permitting
the rule of thumb’s generic applicability, since it is expressed in terms of the system parameters.
This proposed method permits control design at sea where significant computation abilities are not
available. Very simple waypoint guidance is also introduced to guide a vehicle along a preplanned
path through a field of obstacles placed at random locations. The linear-quadratic Gaussian design
proves best when augmented with integral control, and works well with reduced-order equations,
while the “rule of thumb” design is seen to closely mimic the optimal performance. Feed-forward
augmentation proves particularly efficient at rejecting constant disturbances, while augmentation
with integral control is necessary to counter periodic disturbances, where the augmentations are also
optimized in the linear-quadratic Gaussian procedures, yet can be closely mimicked by the proposed
“rule of thumb” technique.
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1. Introduction

The Naval Postgraduate School’s consortium for robotics and unmanned systems education and
research (CRUSER) uses three autonomous underwater vehicles, the Remus, Aries [1], and Phoenix [2]
vehicles to enhance education and research. The oldest vehicle, Phoenix [3] is used in this study to
investigate integrated methodologies [4] for vehicle guidance, navigation, and control through a field of
obstacles amidst unknown ocean currents that can be approximated by steady state, fixed disturbance
ocean velocities, and can also be represented by harmonically oscillating velocities. This integrated
approach is a natural extension of the recent innovations. The Phoenix vehicle’s nominal mathematical
modeling was articulated in the 1988 article [5] using surge motion to perform system identification.
Recent innovations [6–10] have extended and improved the nominal system identification resulting
in high-confidence mathematically modeling in computer simulations. Such simulations permitted
Wu et al. [11] to redesign the L1 adaptive control architecture for pitch-control with anti-windup
compensation based on solutions to the Riccati equation to guarantee robust and fast adaption of the
underwater vehicle with input saturation and coupling disturbances and the approach was applied
to the pitch channel alone. Stability was emphasized in the single-channel approach to emphasize
dynamic nonlinearities and measurement errors. The Ricatti equation is also utilized in this research
and proves effective when applied to all six degrees of freedom per [4], where the approach is applied
to instances of disturbances that are constant with simultaneous harmonic disturbances simulating
unknown ocean currents and waves. In addition to these recent achievements in control, improvements
have also been made to guidance and navigation. In recent years, Bo He et al. [12] demonstrated,
in simulations and open water experiments, the ability to overcome weak data links and sparse
navigation data using a technique called extended information filter (EIF) applied to simultaneous
localization and mapping (i.e., “SLAM”) that proved computationally easier to implement than the
traditional extended Kalman filter (EKF) SLAM. Low computational cost is emphasized here to keep
the vehicle size low, but also to exaggerate the laudable goal of achieving optimal or near optimal
results with methods that are simple. Such is an overt goal of the new research presented here.

Just last year, Yan et al. [13] integrated the navigation system using a modified fuzzy adaptive
Kalman filter (MFAKF) to combine traditional strap-down inertial navigation with OCTANS and
Doppler velocity log (DVL) to navigate the challenging polar regions where rapidly converging earth
meridians and challenging ocean environments filled with submersed obstacles. This benchmark
achievement requires the research here to utilize similar challenging ocean conditions, and provide
the motivation for selection of simultaneous steady-state ocean currents together with sinusoidal
varying unknown wave conditions amidst an ocean filled with obstacles (where here the non-polar
ocean is used, so mines are added to fulfill the role of malignant submersed obstacles). Furthermore,
simplified waypoint guidance is derived, based on the onboard-calculated distance from the vehicle to
a submerged obstacle. The simplified waypoint guidance is proven effective, and should be considered
in situations where onboard operation of a modified fuzzy adaptive Kalman filter proves to be
computationally prohibitive. The distance to an underwater obstacle was measured by Wang et al. [14]
with a novel method: measuring extremely low frequency (ELF) emissions with onboard inductive
sensors. Such emissions are produced by ship hulls with relatively pronounced amplitudes compared
to small subsurface obstacles, but the harmonic line spectra and fundamental signal frequency relate
directly to the closing speed of approach to the obstacle. Experiments proved that even such small
signals were detectable at long range with high sensitivity and low-noise sensors of the current
state of the art, thus closing the distance to obstacles may now be presumed to be known passively,
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permitting the simplified waypoint guidance proposed in this manuscript. Particularly after ELF
queuing, position, orientation, and velocity of obstacles may be monitored optically, as developed
by Eren et al. [15], and these states may be used as feedback signals together with the waypoint
guidance (desired trajectory) permitting augmentation with linear quadratic Gaussian techniques,
as performed in this manuscript where full-order state observers are together optimized with attitude
controller gains, followed by demonstration that reduced-order observers may also be optimized
allowing vehicle operators to compensate for individually failed or degraded sensors, or instances
where optimally-estimated signals are superior to sensor signals in individual or multiple channels.

Integrating these latest technological developments was demonstrated last year by Wei et al. [16],
who integrated the Doppler velocity methods for obstacle monitoring into a dynamic obstacle
avoidance scheme for collision avoidance. Following data fusion, a collision risk assessment model is
used to avoid collisions, and claims to be effective in unknown dynamic environments, although the
experiments did not go so far as to stipulate near-constant ocean currents in addition to harmonic
wave actions. These challenging dynamic environments are addressed in this manuscript as a natural
extension of the current state of the art.

Autonomous vehicle angular momentum control of rotational mechanics may be achieved using
control moment gyroscopes, one potential momentum exchange actuator with a long, historic legacy
of actuating space vehicles, where mathematical singularities have just recently been overcome [17–23],
permitting the use of the actuator for underwater vehicles as recently achieved by Thorton et al. [24,25],
including combined attitude and energy storage control. These developments suffice to reveal that
attitude control is not controversial and, thus, the remainder of this manuscript focuses on guidance
and navigation with a residual necessity to implement nominal, effective pitch and yaw control.

2. Materials and Methods

Assuming the availability of the recent technologies cited in the Introduction, this section describes
the proposed methods to use these technologies to guide a submersed vehicle along a preplanned
path through a field of randomly-placed obstacles. The constituent technologies are investigated
through this section of the manuscript, and then combined in a fully-assembled system demonstration
in Section 3 (Results), where the figure of merit used to assess the efficacy of the proposed methods is
the maintenance of the miss distance from submersible objects in ocean currents.

Submersible vehicles require control systems to guide the vehicle around obstacles that can
present dangers to vehicle health and safety in the presence of ocean currents. The challenge addressed
here is to navigate one of the two Naval Postgraduate School’s submersible vehicle (Figures 1 and 2)
through a simulated minefield whose dimensions are 200 m × 5100 m in the presence of 0.5 m/s ocean
currents. The field will contain at least 30 mines placed at locations using a random number generator.
The resulting controller structure has an inner-outer loop structure, and several technologies will be
described including pole-placement designs, linear-optimal (quadratic) Gaussian techniques, full- and
partial-order observers for online disturbance identification for ocean currents (both constant lateral
underwater ocean currents and also sinusoidal varying currents), tracking systems and feed-forward
control designed to counter open ocean currents, in addition to integral control. The outer loop
controller uses line-of-sight (LOS) guidance to provide a heading command to the inner loop. The inner
loop controller uses output heading feedback to track heading commands. The vehicle is simulated
to traverse a minefield and successfully travels no closer than 5 m from any mine and arrives within
from the commanded destination autonomously; while this overall system design requirement drives
subsystem requirements for trajectory tracking.
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(a) (b) 

Figure 1. Submersible vehicle sample and notional minefield [1]. (a) Field of randomly-placed
submersed mines to be avoided by the autonomous vehicle; and (b) Aries submersible in open ocean
(illustrative sample is not simulated; the Figure 2 Phoenix vehicle is simulated).

2.1. System Dynamics

The equations of motion used to simulate the dynamic behavior of the autonomous submersible
vehicle in a horizontal plane are listed in Equations (1)–(4). All variables in these equations are assumed
to be in nondimensional form with respect to the vehicle length (7.3 feet) and constant forward speed
(~3 ft/s). The vehicle weighs 435 lbs and is neutrally buoyant. Time is non-dimensionalized such that
1 s represents the time it takes to travel one vehicle length.

 
(a) (b) 

Figure 2. Vehicle geometry and reference axes. (a) Phoenix in open ocean [1]. The experimentally-
determined dynamic model for this vehicle is listed in Equations (1)–(6) and forms the basis for the
simulations in this manuscript; and (b) vehicle geometry and reference axis.

(m − Y .
ν)

.
ν − (Y.

r − mxG)
.
r = Y.

rν + (Yr − m)r + Yδs δs + Yδb δb (1)

(mxG − N .
ν)

.
ν − (N.

r − Iz)
.
r = Nvν + (Nr − mxG)r + Nδs δs + Nδb δb (2)

.
ψ = r (3)

.
y = sinψ + νcosψ (4)

In addition to the following dependent equation:

.
x = cosψ − νsinψ (5)
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where the variables are and the constants are Yδs = 0.01241
ν Lateral (sway) velocity m = 0.0358 Yδb

= 0.01241
r Turning rate (yaw) Iz = 0.0022 N .

r = −0.00047
ψ Heading angle (degrees) xG = 0.0014 N .

ν = −0.00178
y Lateral deviation (cross-track error) Y.

r = −0.00178 Nr = −0.00390
δs Stern rudder deflection Y .

v = −0.03430 Nv = −0.00769
δb Bow rudder deflection Yr = 0.01187 Nδs = −0.0047

Yv = −0.10700 Nδb
= 0.0035

The constant definitions in the mass m, mass moment of inertia with respect to a vertical axis
that passes through the vehicle’s geometric center (amidships) Iz, position of the vehicle’s center of
gravity (measured positive forward of amidships) xG, with the remaining terms referred to as the
hydrodynamic coefficients. These constants are all presented in non-dimensional form.

Defining the state vector {x} ≡ { ν r ψ y }T and the control {u} ≡ { δs δb }T and
assuming small angles, the dynamics expressed in Equations (1)–(4) may be expressed in state space
form as

{ .
x
}
= [A]{x}+ [B][u] where:

[A] =

⎡
⎢⎢⎢⎣

−1.4776 −0.3083 0 0
−1.8673 −1.2682 0 0

0 1 0 0
1 0 1 0

⎤
⎥⎥⎥⎦ [B] =

⎡
⎢⎢⎢⎣

0.2271 0.1454
−1.9159 1.2112

0
0

0
0

⎤
⎥⎥⎥⎦ (6)

The system may also be expressed in a transfer function ratio of outputs divided by inputs in
Laplace form using Equation (7) where the observer matrix [C] is merely a proper identity matrix to
this point of the manuscript. Equation (7) yields two transfer function relationships between each of
the two possible rudder inputs as seen in Equations (8) and (9). Notice that both transfer functions have
poles and zeros at the origin, while pole-zero cancellation is possible in the case of the stern rudder.
On the other hand, even after pole-zero cancellation in the bow rudder Equation (9), there remains
an open loop pole at the origin that must be dealt with during the control design, since it represents
a potentially unstable element (at the very least, in the instance where the estimated constants are
exactly correct, and these equations of motion exactly describe the system, an oscillatory element exists
that will not decay). Nonetheless, the dynamics accord to nature. Consider trying to steer a row-boat
using the rear rudder: it is much more stable than trying to steer the rowboat using a rudder in the
front. This analogy applies to the submersible vehicle and is verified in these results.

G(S) = [C](s[I]− [A])−1[B] (7)

G(S)|δs
≡ Y(s)

δs(s)
=

0.2271s3 + 0.875s2

s4 + 2.746s3 + 1.298s2 =
s2(0.2271s + 0.875)

s2(s2 + 2.746s + 1.298)
(8)

G(S)|δb
≡ Y(s)

δb(s)
=

1.211s2 + 1.518s
s4 + 2.746s3 + 1.298s2 =

s(1.211s + 1.518)
s2(s2 + 2.746s + 1.298)

(9)

In Figure 3, the uncontrolled system is analyzed by merely performing a circular turn with each
(and then both) rudders. The bow and stern rudders alone are each compared to the combined use of
both bow and stern rudders. The bow rudder was deflected +15 degrees for about 21 s, while the stern
rudder was deflected for −15 degrees for about 11 s. When both rudders were deflected the maneuver
was completed in roughly 8 s. Two initial conditions for the sway velocity were investigated (ν(0) = 0
and then ν(0) =

√
8). In all cases, the bow rudder alone performed the poorest, with the stern rudder

alone performing the turn in a smaller radius and shorter time. Furthermore, the combined use of both
rudders resulting in tightest maneuver.
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(a) (b) 

Figure 3. Analysis of uncontrolled system: comparison of rudder performance. (a) Counter-clockwise
turn, ν(0) = 0; and (b) initial sway velocity ν(0) =

√
8.

Two simulation methodologies were used to investigate sensitivities to integration method.
MATLAB was used with Euler integration, while SIMULINK was used with Runge-Kutte integration
with identical timesteps, Δt = 0.1 s. Both software packages are manufactured and supplied by
Mathworks®, Natick, Massachusetts, USA. The results were nearly negligible and are displayed in
Table 1, from which insensitivity to the integration approach is established.

Table 1. Comparison of simulation integration methodologies.

Rudder Deflected Euler: x-Distance 1 Runge-Kutte: x-Distance 1 Euler: y-Distance 1 Runge-Kutte: y-Distance 1

Bow 6.5471 6.5469 6.8647 6.8646
Stern 3.1665 3.1665 3.5768 3.5768
Both 2.4546 2.4546 2.6567 2.6567

1 Distances calculated to traverse one circular path.

2.2. Control Law Design

In the system analysis, the optimal rudder implementation scheme was determined to be the
application of both rudders, where the rudders were slaved to the same maneuver angle magnitude
with the opposite sign, i.e., a “scissored-pair”, per Equation (10). In the case where only variable
y is to be measured, the new state space formulation of the system equation components are in
Equation (11). Under the assumption of rudders constrained to behave as a scissored-pair the transfer
function from rudder input to output y is given by Equation (12) whose poles and zeros are listed in
Equation (13), with Equation (14) revealing the system’s eigenvalues, noting the values are identical to
the location of the poles in accordance with theory. The controllability and observability matrices ([CO]
and [OB], respectively) are listed in Equation (15) (whose matrix product [OC] is in Equation (16))
verifying these system equations are both controllable and observable, since these matrices are full-rank,
while the determinant of the controllability matrix is 63.1778, a large value with a small value of the
matrix condition number, 13.4513. The non-zero determinant of the controllability matrix proves
controllability, but to see how close the system is to being uncontrollable, the matrix condition number
proves more useful. These two figures of merit indicate the system equations are highly controllable
and, accordingly, this manuscript will investigate and compare several options for navigation control:
pole placement, linear quadratic optimal control, linear quadratic Gaussian, and time optimal control.
The same holds true for observability and, thus, linear quadratic Gaussian. The matrix product [OC] is
the same for every definition of state variables for the given system.
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A change in system parameters results in disparate system equation coefficients in Equations (1)–(5)
which may be expressed in state space or transfer-function formulations and correlated modifications
to Equations (6), (8), and (9). Nonetheless, these equations form the basis for finding linear-quadratic
Gaussian optimal solutions or the simpler rule-of-thumb procedure driven by system time-constant.
Since the process for finding the optimal solutions is inherently more challenging than simple control
calculations using the time-constant, the rule of thumb technique is generically superior in regards to
computational overhead, regardless of system parameters chosen.

δb = −δs (10)

[A] =

⎡
⎢⎢⎢⎣

−1.4776 −0.3083 0 0
−1.8673 −1.2682 0 0

0 1 0 0
1 0 1 0

⎤
⎥⎥⎥⎦ [B] =

⎡
⎢⎢⎢⎣

0.0816
−3.1271

0
0

⎤
⎥⎥⎥⎦ [C]= [0 0 0 1] [D] = [0] (11)

G(S)|δ ≡
Y(s)
δ(s)

=
0.08164s2 − 2.06s − 4.773

s4 + 2.746s3 + 1.298s2 (12)

poles at : s = 0, 0,−0.6070, −2.1388; zeros at : s = −6.1279 × 10 13, near − 0, near − 0 (13)

eig(A) = λ = 0, 0,−0.6070, −2.1388 (14)

[CO] =

⎡
⎢⎢⎢⎣

0.0816 0.8433 −2.4216 5.5544
−3.1271 3.8132 −6.4105 12.6514

0 −3.1271 3.8132 −6.4105
0 0.0816 −2.2838 1.3916

⎤
⎥⎥⎥⎦[OB] =

⎡
⎢⎢⎢⎣

0 0 0 1
1 0 1 0

−1.4776 0.6917 0 0
0.8917 −0.4217 0 0

⎤
⎥⎥⎥⎦ (15)

[OC] =

⎡
⎢⎢⎢⎣

0 0.0816 −2.838 1.3916
0.0816 −2.2838 1.3916 −0.8561
−2.2838 1.3916 −0.8561 0.5441
1.3916 −0.8561 0.5441 −0.3825

⎤
⎥⎥⎥⎦ (16)

Diagonalizing the original system [A] matrix, the spectral decomposition
[T][Λ] = [A][T] → [Λ] = [T]−1[A][T] in Equation (17) may be used to verify a diagonal
matrix of eigenvalues [Λ], and then write the system of equations in normal-coordinate form
{ .

x′} = [A′]{x′}+ [B′][u]; {y′} = [C′][x′] using the following transformation: [A′] = [Λ] = [T]−1[A][T],
[B′] = [T]−1[B], and [C′] = [C][T] whose results are in Equation (18):

[Λ] =

⎡
⎢⎢⎢⎣

0.4663 −0.1074 0 0
1 0.3033 0 0

−0.4676
0.0006

−0.4996
1

0 0
1 −1

⎤
⎥⎥⎥⎦
−1

︸ ︷︷ ︸
T−1

⎡
⎢⎢⎢⎣

−1.4776 −0.3083 0 0
−1.8673 −1.2682 0 0

0
1

1
0

0 0
1 0

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
A

⎡
⎢⎢⎢⎣

0.4663 −0.1074 0 0
1 0.3033 0 0

−0.4676
0.0006

−0.4996
1

0 0
1 −1

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
T

(17)

[A′] =

⎡
⎢⎢⎢⎣

−2.1388 0 0 0
0 −0.6070 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎥⎦, [B′] =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−1.2502028
−6.1888806

−8.4625 × 107

−8.4625 × 107

⎫⎪⎪⎪⎬
⎪⎪⎪⎭, [C′] =

{
0.0006 1 1 −1

}
(18)

{u}baseline = {δ} = −Kυυ− Krr − Kψψ− Kyy (19)

For the pole placement proportional-derivative (PD) controller articulated in Equation (19),
the poles are set to have roughly the same time constant, while avoiding exactly coincident poles.
Gains are iterated for various time constants as displayed in Figure 4, but the following rule of
thumb is asserted as well to quickly achieve performance that closely mimics the performance of
linear-quadratic optimal (LQR) gains where the control effort and tracking error are equally weighted
in the cost function of the optimization. Since the rule-of-thumb method uses the assumed system
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model for computation of the control, it is particularly generic. References [7,9,10] each contain
methods for online system parameter identification (with a motivation of use in the finding the
control signal), permitting the rule of thumb’s generic applicability, since it is expressed in terms of the
system parameters.

RULE OF THUMB: Select unity time-constant tc to roughly locate closed-loop poles per Equation (20).
Then place other poles at slightly different locations (e.g., sp = s1 ± 0.01 ∀ p)

Pole : s1 =
1
tc

(20)

The gains achieved using the rule of thumb KR.O.T. = {0.5070 −0.3687 −0.7157 −0.1972} (see Table 2)
have quite different values compared to the gains calculated through the matrix Ricatti equation in the
linear-quadratic optimization KLQR = {−0.0939 −1.2043 −2.2138 −1}, but, nonetheless, the resulting
behaviors are indeed very similar.

Figure 4. Gain values for each state iterated for various time constants.

Next, the initial feedback control design was evaluated in simulations where the ship is initially
located off the desired track by one ship’s length port side with zero heading, and rudder deflection
was limited to 0.4 radians (~23 degrees). Next, another simulation was performed to test an initial
heading angle of 30 degrees starboard where the initial y(0) = 0. The results are displayed in Figure 5a,b,
respectively. All state variations were plotted in Figure 4, highlighting the fact that y converges to zero
along with the other states. Furthermore, the results of rudder-limited simulations are displayed in
Figure 6 for both scenarios, while the comparison of rule of thumb to LQR is shown in Figure 7.

  
(a) (b) 

Figure 5. Simulations testing the initial baseline feedback controller in two scenarios. (a) Initially one
ship’s length port side; and (b) initial heading 30◦ starboard.
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(a) (b) 

Figure 6. State variations for both scenarios simulated using pole-placement gains via rule of thumb.
(a) Initially one ship’s length port side; and (b) initial heading 30◦ starboard.

 

(a) (b) 

Figure 7. Rudder-limited trajectory track using pole-placement gains via rule of thumb and LQR.
(a) Initially one ship’s length port side; and (b) initial heading 30◦ starboard.

Table 2. Gains for various time constants and also solution to linear quadratic optimization.

Time Constant Kν Kr Kψ Ky

0.5 −1.5135 −1.7005 −5.1508 −3.22524
1 0.5070 −0.3687 −0.7157 −0.1972
2 1.1248 0.2870 −0.0906 −0.0116

LQR −0.0939 −1.2043 −2.2138 −1
1 Reminder: state definition {x} ≡ { ν r ψ y

}T .

2.3. Observer Design

To design a state observer, the system must be observable [4], verifiable through examination
of the observability matrix [OB] per Equation (21), where for example [C] = [ν r ψ y] = [0 1 1 1],
while several such examples will be iterated in this investigation. The condition of the observability
matrix reveals the degree of observability, and it is defined by the ratio of maximum to minimal
singular values:
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[OB] =

⎡
⎢⎢⎢⎢⎢⎢⎣

C
CA
CA2

...
CAn−1

⎤
⎥⎥⎥⎥⎥⎥⎦ (21)

2.3.1. Full-Order Observer Design

{ .
x̂} = [A]{x̂}+ [B][u] + [L]({y} − [C]{x̂}) (22){ .

x
}− { .

x̂} = [A]{x} − [A]{x̂} − [L]([C]{x} − [C]{x̂}) (23){ .
e
} ≡ { .

x
}− { .

x̂} = ([A]− [L][C])({x} − {x̂}) (24){ .
e
}
= ([A]− [L][C]){e} (25)

Assuming that only ν measurements are available, a mathematical model of the estimated system
is shown in Equation (22) with a full-order observer design using the observer error Equation (23)
leading to the error vector in Equation (24) allowing the re-expression of Equation (22) as Equation (25),
where the dynamic behavior of the error vector is determined by the eigenvalues of matrix [A]− [L][C],
where [L] gains of the observer may be chosen as desired for systems that prove observable, such that
the error vector will converge to zero for any stable [A]− [Ke][C]. In the following paragraphs, [L] is
designed by solving the matrix Ricatti equation leading to linear quadratic optimal gains, and also by
solving the rule of thumb relationship between gains and time constant as done for the controller gains
resulting in Table 3.

Table 3. Full-order observer gains designed by rule of thumb for various time constants as multiple of
controller time constant, tc.

Multiple of the Controller Time
Constant Used for the Observer

Observer Gain Matrix

1
2 tc

1 { −0.7464 1.8077 8.8270 5.1942
}T

10tc 103 ∗ { −1.5909 −3.4121 1.5953 −0.0020
}T

1 Reminder: 1
2 tc is used in subsequent simulations.

Figure 8 displays the results of simulations revealing the accuracy of state estimation when [L]
is calculated by the rule of thumb, where the time constant is chosen to be half (tc = 1/2) the time
constant of the controller (tc = 1), and the simulation is initialized with the heading angle 30 degrees
off, while Figure 9 displays the simulation initialized at the one boat-length starboard position.

2.3.2. Reduced-Order Observer Design

Assuming that some measurements are available from sensors, this paragraph describes the
possible iterations and reveals states that are relatively more important to measure with sensors.
Four possible output matrices are used to investigate observability. Four options for output
matrices [C]i for i = 1, . . . , 4 result in four reduced-order observers [OB]i for i = 1, . . . , 4 are
detailed in Equations (26)–(29). The output matrix [C]1 produces an observability matrix [OB]1
with rank = 4 (observable) and determinant not nearly equal to zero. The output matrix [C]2
produces an observability matrix [OB]2 with rank = 4 (observable) and determinant not nearly equal
to zero. The output matrix [C]3 produces an observability matrix [OB]3 with rank = 4 (observable)
and determinant nearly equal to zero. The matrix condition number is very high indicating the
system is barely observable. The output matrix [C]4 produces an observability matrix [OB]4 with
rank = 3 (not observable) and determinant equal to zero with a matrix condition number equal to

142



J. Mar. Sci. Eng. 2018, 6, 98

infinity. This means if all other states are measured by sensors, it is not possible to use an observer
(even an optimal observer) to determine lateral deviation (cross-track error), y. It is a key state to
measure with sensors. The sensor combinations that include y are observable. Using every other
sensor, (except y) results in a system that is not observable. Furthermore, measuring y alone results in
a barely observable system.

[C]1 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ν

r
ψ

y

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0
1
1
1

⎫⎪⎪⎪⎬
⎪⎪⎪⎭→ [OB]1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

C
CA
CA2

...
CAn−1

⎤
⎥⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

0 1 1 1
−0.8673 −0.2682 1 0
1.7823 1.6074 0 0
−5.6352 −2.5879 0 0

⎤
⎥⎥⎥⎦ (26)

[C]2 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ν

r
ψ

y

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0
1
0
1

⎫⎪⎪⎪⎬
⎪⎪⎪⎭→ [OB]2 =

⎡
⎢⎢⎢⎢⎢⎢⎣

C
CA
CA2

...
CAn−1

⎤
⎥⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

0 1 0 1
−0.8673 −1.2682 1 0
3.6496 2.8756 0 0

−10.7624 −4.7717 0 0

⎤
⎥⎥⎥⎦ (27)

[C]2 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ν

r
ψ

y

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0
0
0
1

⎫⎪⎪⎪⎬
⎪⎪⎪⎭→ [OB]3 =

⎡
⎢⎢⎢⎢⎢⎢⎣

C
CA
CA2

...
CAn−1

⎤
⎥⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

0 0 0 1
1 0 1 0

−1.4776 0.6917 0 0
0.8917 −0.4217 0 0

⎤
⎥⎥⎥⎦ (28)

[C]2 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ν

r
ψ

y

⎫⎪⎪⎪⎬
⎪⎪⎪⎭ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1
1
1
0

⎫⎪⎪⎪⎬
⎪⎪⎪⎭→ [OB]4 =

⎡
⎢⎢⎢⎢⎢⎢⎣

C
CA
CA2

...
CAn−1

⎤
⎥⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1 1 1 0
−3.3450 −0.5764 1 0
6.90190 1.7621 0 0
−12.1843 −4.0900 0 0

⎤
⎥⎥⎥⎦ (29)

  
(a) (b) 

  
(c) (d) 

Figure 8. Simulations starting 30 degrees off heading with gains via rule of thumb state observer gains.
(a) True and estimated sway velocity, ν(t); (b) true and estimated turning rate, r(t); (c) true and estimated
heading angle, ψ(t); and (d) true and estimated cross track, y(t).
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(a) (b) 

  
(c) (d) 

Figure 9. Simulations starting one boat-length starboard with gains via rule of thumb. (a) True and
estimated sway velocity, ν(t); (b) true and estimated turning rate, r(t); (c) true and estimated heading
angle, ψ(t); and (d) true and estimated cross track, y(t).

Assuming y is to be measured by a sensor, Table 4 reveals that measuring ν in addition to y
produces the most observable system, and is recommended for designing reduced-order observers.
The drawback is measuring ν requires a Doppler sonar, which may not always be available. If all
states are measureable except ν the resulting reduced-order observer merely estimates ν using gains
on the measureable states displayed in Table 5. Figure 10 reveals a very good estimation of ν

when all other states are sensed, and this estimated value of ν was fed to the motion controller
in addition to the measured states (the poorly estimated states were neglected instead favoring
the more-accurate measurements). State convergence to zero is achieved in the instance of state
initialization 30 degrees off-heading. Figure 11 displays similar results for the instance of state
initialization one boat-length starboard.

Table 4. Observability matrix condition number for options to supplement the y measurement.

Sensors Used to Measure States Observability Matrix Condition Number 1

y and ν 8.8456
y and r 21.1306
y and ψ 31.2919

1 Reminder: a high condition number means a less observable system.

144



J. Mar. Sci. Eng. 2018, 6, 98

Table 5. Reduced-order observer gains designed by rule of thumb for various time constants as a multiple
of the controller time constant, tc.

Multiple of the Controller Time Constant Used for Observer Observer Gain Matrix

1
10 tc

1 { −0.2174 0 0.1164
}T

2tc
{

0.4069 0 −0.2179
}T

10tc
{

0.5941 0 −0.3182
}T

1 Relatively faster 1
10 tc is used in subsequent simulations.

  
(a) (b) 

  
(c) (d) 

Figure 10. Simulations starting 30 degrees off heading gains via rule of thumb reduced-order state
observer gains. (a) True and estimated sway velocity, ν(t) versus time (seconds); (b) true and estimated
turning rate, r(t) versus time (seconds); (c) true and estimated heading angle, ψ(t) versus time (seconds);
and (d) true and estimated cross track, y(t) versus time (seconds).

 
(a) (b) 

Figure 11. Cont.
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(c) (d) 

Figure 11. Simulations starting one boat-length starboard with gains via rule of thumb reduced-order
state observer gains. (a) True and estimated sway velocity, ν(t) versus time (seconds); (b) true and
estimated turning rate, r(t) versus time (seconds); (c) true and estimated heading angle, ψ(t) versus
time (seconds); and (d) true and estimated cross track, y(t) versus time (seconds).

2.3.3. Gain Margin and Phase Margin

Figure 12 compares the loop gains of the system with and without a compensator via the gain
margin and phase margin with full-state feedback, while Figure 13 displays the loop gains when
output-feedback via observers is used. Each has relative strengths. Full state (theoretical) feedback
yields an infinite gain margin, yet a relatively lower phase margin (usually consider more important of
the two), while output feedback (real-world) yields a good (but lesser) gain margin with an increased
phase margin.

 
Real Axis Frequency (rad/s) 

(a) (b) 

Figure 12. Infinite gain margin and 80.2◦ phase margin using full state feedback via full-ordered
observer with rule of thumb controller gains. (a) Root locus; and (b) Bode plot.
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Real Axis 

 
Frequency (rad/s) 

(a) (b) 

Figure 13. The 61.4 degree gain margin and 145 degree phase margin using a reduced-order observer
(both rule of thumb gains for half-controller tc = 0.5, and compensator with rule of thumb gains (tc = 1).
(a) Root locus; and (b) Bode plot.

2.4. Tracking Systems and Feed-Forward Control in the Presence of Constant Disturbance Currents

This section evolves the earlier developed system equations and performance analysis by adding
non-quiescent conditions, in particular an introduction of a lateral underwater ocean current with
an absolute velocity, υ0, requiring a modification of the system equations to add the lateral current to
Equation (4) resulting in Equation (30):

.
y = sinψ + νcosψ + υ0 (30)

2.4.1. Analysis of Disturbed System in Ocean Currents via State Equations and Simulations

Using the controller (Equation (19)) and the modified system equations where Equation (4) is
replaced by Equation (29), and applying the final value theorem: f (t)t→∞sF(s)s→0, a steady state value
1/ω+1 has some variable quantity added to unity for various υ0. Thus, steady-state errors exist in all
cases with such disturbances, which is verified by simulations depicted in Figures 14 and 15 using gain
values from the rule of thumb (ROT) for the unity time constant. The steady-state errors are directly
proportional to the disturbance magnitude. Figure 8 displays the maximum rudder deflection for the
maximal lateral ocean current in the study (to verify the control design this continues to remain less
than 0.4 radians).
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Figure 14. Steady-state position error for various lateral underwater ocean currents.

  
(a) (b) 

Figure 15. Feedback alone is unable to counter the constant lateral underwater ocean currents.
(a) Rudder deflection, υ0 = 0.5; and (b) steady state error vs. υ0.

2.4.2. Elimination of Steady-State Error Using Feed-Forward Control

The control law is modified to {u} f eed f orward = {δ} = −K1υ− K2r − K3ψ− K4y − K0 in order
to eliminate the steady-state error, where K0 is chosen to ensure zero steady-state error, where the
feedback gains are chosen by the rule of thumb, and the results are displayed in Figures 16 and 17.

 
(a) (b) 

Figure 16. Feed-forward element included to counter constant lateral underwater ocean currents.
(a) Rudder deflection, υ0 = 0.5; and (b) all states when υ0 = 0.5.
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Figure 17. Comparison: feedback control with and without feed-forward (υ0 = 0.5).

2.5. Disturbance Estimation with Reduced-Order Observer and Integral Control

Section 2.4 demonstrated feed-forward control effectively countered the disturbance currents,
but the current was presumed to be known. To be truly effective, the reduced-order observer is next
augmented to include estimation of the unknown disturbance current velocity ν̂c, where the observer
now estimates the disturbance current velocity, the lateral sway velocity, ν, the lateral deviation
(cross-track error), y, and the heading angle, ψ. Figure 18a,b displays the estimates of the unknown
current for two current velocity conditions: ν̂c1 = νest1 = 0.1 and ν̂c2 = νest2 = 0.5, respectively,
while Figure 18c,d display the y and ψ states for each current velocity condition. Notice how large
rudder deflections modify the heading angle to the command-tracking value which counters the
disturbance current (sometimes referred to as “crabbing”), and after establishing the crab heading
angle, the rudder deflection shifts towards zero, illustrating the effectiveness of command tracking.

Figure 19 displays all the states versus time in seconds and also the trajectory when a worst-case
unknown disturbance current υc = 0.5 is applied and estimated by the reduced-order observer where
the observer gains are solutions to the linear quadratic Gaussian optimization. Meanwhile Figure 20
displays the results in cases utilizing command tracking with reduced order observer and with
command: ψ = −0.5 and sinusoidal disturbance current υc(0) = Asin(0.1t), but no disturbance
estimation or feed-forward, while Figure 20 uses disturbance estimation, feed-forward, and rule
of thumb gains. Figure 21 displays utilization of command tracking with reduced order observer,
with command: ψ = −0.5, sinusoidal disturbance current νc0 = Asin(0.1t), disturbance estimation,
and feed-forward and rule of thumb gains. Lastly, Figure 22 displays the performance of reduced-order
observers, which is especially useful in instances of limited at-sea computational capabilities.

  
(a) (b) 

Figure 18. Cont.
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(c) (d) 

Figure 18. Reduced-order observer state estimates versus time (seconds) for two disturbance currents
υc0 = [ 0.1 0.5 ], where Δ is the rudder deflection using these estimates when the worst-case
disturbance current is applied. (a) Sway velocity; (b) disturbance current; (c) lateral deviation
(cross-track error); and (d) heading angle.

  
(a) (b) 

Figure 19. Performance with disturbance estimation and command tracking using LQR and rule
of thumb gains in a reduced-order observer, and command tracking to ψ = −0.5 amidst a constant
disturbance current υc = 0.5. (a) States; and (b) trajectory.

  
(a) (b) 

Figure 20. Utilization of command tracking with reduced order observer, with command: ψ = −0.5
and sinusoidal disturbance current νc0 = Asin(0.1t), but no disturbance estimation or feed-forward.
(a) All states vs. time (seconds); and (b) trajectory.
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(a) (b) 

Figure 21. Utilization of command tracking with reduced order observer, with command: ψ = −0.5,
sinusoidal disturbance current νc0 = Asin(0.1t), disturbance estimation, and feed-forward and rule of
thumb gains.

 
(a) (b) 

Figure 22. Utilization of command tracking with reduced order observer, with command: ψ = −0.5 and
sinusoidal disturbance current νc0 = Asin(0.1t). (a) With disturbance estimation (and feed-forward),
reduced order observer; and (b) with integral control, but no disturbance estimation or feed-forward.

2.6. Waypoint Guidance

A simple line-of-sight guidance routine was employed based on fixing waypoints through
a minefield in order to navigate to a specified point and safely return home. The coordinates are fed to
a logic determining when to turn per Equation (31), where d is the distance to the waypoint, and the
heading command was autonomously calculated per Equation (32):

Turn i f :
√
(xc − x)2 + (yc − y)2 ≤ d (31)

ψcommand = Ktan−1
(

yc − y
xc − x

)
(32)

Particular attention is brought to the inverse tangent calculation, since quadrants must be
preserved in the calculation since the vehicle will navigate in 360 degrees.

3. Results

The following paragraphs mirror Section 2 above to provide a concise description of the
simulation experiments to provide a concise and precise description of the experimental results,
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their interpretation, as well as the experimental conclusions that can be drawn in each sub-topic
introduced and developed so far. Some new developments naturally follow in the paragraphs of the
results in response to the lessons learned.

3.1. System Dynamics

Some basic lessons come from a brief analysis of the uncontrolled system dynamics. The open
loop plant equations are potentially unstable (at least persistently oscillatory) with respect to only
the bow rudder, while the relationship can be stable with respect to the stern rudder alone. Can be
stable is exaggerated to emphasize the presence of pole-zero cancellation, which is an unwise practice
(especially in this instance with both poles and zeros at the origin on the stability boundary) unless the
estimates for the constants in the system equations are very well known. The analysis of the dynamics
also revealed the bow rudder was least relatively-effective at maneuvering alone when compared to
the stern rudder, however, the bow rudder does enhance vehicle maneuverability when used together
with the stern rudder as a “scissored-pair” where the sign of the maneuver angle is opposite for each
rudder. This “scissored-pair” constraint simplified the many-in-many-out (MIMO) control design,
allowing the design engineer to treat the system as a single-in-single-out (SISO) design, since one
rudder’s deflection becomes a dependent variable constrained to the other rudder’s deflection.

3.2. Control Law Design

Baseline proportional-derivative control designs effectively stabilized the dynamics, but were
ineffective in the presence of a constant lateral open ocean current. Gains selected by rule of thumb
performed similar to the linear-quadratic optimal control designs, so this underwater vehicle control
could be designed at sea with rudimentary math in instances when higher level computational
abilities are not available. Augmentation of the control including gains tuned to reject the constant
current proved effective, but required the current to be measured to permit the control component
to be properly tuned. Furthermore, when the lateral disturbance current had sinusoidal variation,
the controller was rendered ineffective in rejecting the disturbance.

3.3. Observer Design

The submersible vehicle’s system equations were verified observable by calculation of
a full-ranked observability matrix in Section 2.3. A full sate observer was designed first to permit
vehicle control with “full state feedback”, yet without directly measuring velocity. Observer gains
may be tuned using classical methods in the general spirit of duality between controller and
observers. Their dual nature also permits the matrix Ricatti equation to produce optimal gains
for a linear-quadratic cost function that exclusively emphasizes state estimation error, unlike the
controller optimization where the cost function balanced control effort with state error. State observers
permit the vehicle operator to have smooth, calculated estimates of all states at all times, which proves
useful in the event of sensor interruptions or failures, and reduced-ordered observers may be used
in instances where computations on-board the vehicle must be limited, for example to minimize
computer size, weight, and/or power.

Especially in light of naturally occurring (roughly) sinusoidal variations in ocean current,
the system equations were augmented to include the presumed-unknown disturbance as a state.

3.4. Tracking Systems and Feed-Forward Control in the Presence of Disturbance Currents

Simple feed-forward control elements proved effective against known or estimated constant lateral
disturbance currents by allowing the vehicle to autonomously perform “set-and-drift” principles where
a highly-trained helmsman would turn the bow of a ship into a current, but the simple feed-forward
elements were ineffective at countering currents with sinusoidal variation. In the set and drift principle
the heading is de facto non-zero, so the vehicle cannot simultaneously maintain center-pointing
while countering the disturbance. If such a requirement were added, designers must decouple the
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scissored-pair rudder constraint and design the rudder commands separately to simultaneously
counter the disturbance while maintaining centerline pointing.

3.5. Disturbance Estimation and Integral Control

Full-ordered observers effectively estimated constant and sinusoidal disturbance currents and
proved useful in the control designs for feed-forward control, but, furthermore, reduced-ordered
observers were applied in cases where disturbances were forces and moments and feed-forward
control was not used. Integral control was used instead to drive the steady-state error to zero where
sufficiently large time constants were used for the integrator, i.e., the fifth pole in the pole placement
control must be less negative than the other poles.

3.6. Fully-Assembled System Demonstration

In light of all these results, a fully-assembled control system was used to navigate the
proper mathematical models of the Phoenix autonomous submersible vehicle through a simulated
200 m × 500 m minefield in the presence of unknown ocean currents. The field was populated
randomly with 30+ mines, and the vehicle successfully traversed the minefield in the presence of
an unknown 0.5 m/s current with a miss distance from the nearest mine not less than 5 m, navigating
from the starting point to pass within 0.5 m of a commanded en route point at sea, and then return to
the start point. The outer loop controller used line-of-sight guidance to provide heading commands to
the inner loop, and the inner loop controller was an output-feedback heading controller. Two control
strategies both proved effective: linear-quadratic Gaussian, and approximate optimal pole-placement
by rule of thumb. In the linear-quadratic Gaussian case, both the controller gains and observer gains were
selected by optimization of the respective matrix Ricatti equation. Figure 23 displays the completed
maneuver where each dot displays the location of a randomly-placed mine. Full state feedback was
achieved with state observers via the certainly equivalence principle and the states were utilized
in a proportional-derivative-integral feedback control architecture. Detailed outputs and figures of
merit are plotted in Figures 24–28, including performance of a second transit of the minefield for
validation purposes.

 

Figure 23. Navigation through simulated field of 30 randomly placed mines in −0.5 m/s current with
linear quadratic Gaussian PID controller and full-state observer.
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Figure 24. Continuous distance (meters) to closest mine with Linear quadratic Gaussian optimized
PID controller and full-state observer versus time (seconds).

  
(a) (b) 

Figure 25. Linear quadratic (Gaussian) optimal observer convergence with actual value in light-pink
near zero, while estimates are depicted oscillating in blue. (a) State ν; and (b) state r.

  
(a) (b) 

Figure 26. Linear quadratic (Gaussian) optimal observer convergence. (a) State ψ; and (b) command
tracking (radians) versus time (seconds).
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(a) (b) 

Figure 27. Linear quadratic (Gaussian) optimal observer convergence of y; (a) State y; (b) State.

 
(a) (b) 

Figure 28. Validation trajectory through simulated field of 30 randomly placed mines in −0.5 m/s
current with linear quadratic Gaussian optimized PI controller and reduced-ordered observer. (a) Second
trajectory (results validation); and (b) heading command tracking.

4. Discussion

The results of this study establish both classical and modern control paradigms to guide
autonomous submersible vehicles through obstacles in unknown ocean currents. Assuming the
availability of the recent technologies cited in the Introduction, methods were investigate to use these
technologies to guide a submersed vehicle along a preplanned path through a field of randomly
place obstacles. The constituent technologies investigated in Section 2 were then combined in
a fully-assembled system demonstration in Section 3 (Results), where the figure of merit used to
assess the efficacy of the proposed methods is the maintenance of the miss distance from submersible
objects in ocean currents. The conclusions from the experiments follow: both elegant and simplified
autonomous controls proved effective (achieving consistent miss distance from mines greater than
the goal of five meters), making this technology immediately accessible to low-end technology
implementations. The results are consistent with the significant body of literature on motion mechanics
in the presence of unknown disturbances with the added complication of restricted path planning due
to randomly-placed obstacles, where mines were used in this study driving an additional requirement
of minimum safe distance for obstacle passage. This consistency with the current literature leads to
a natural direction for future research, since recent innovations in nonlinear idealized (and sometimes
also adaptive) methods have recently proven to be natural extensions of technology in these fields.
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These recent innovations stem from the imminent realization that the United States has been,
for many years, preoccupied with low-intensity conflicts against technologically inferior opponents at
a time when competitor nations have made great technological advancements in navigation and motion
mechanics. The advancements in motion mechanics, as embodied in recent warhead maneuvering
advancements for nuclear weapons, are exacerbated by a glaring reduction in the technical prowess of
the American nuclear enterprise resulting in a very recent reinvigoration of the critical thinking abilities
of the enterprise through education efforts designed to return the American enterprise to the forefront
of technology in these areas. The idealized nonlinear methods are a part of the renewed education
effort, and accompanying the renewed emphasis in this direction, the sequel to this manuscript should
include an investigation of idealized nonlinear and adaptive methods with a direct comparison to
the current state-of-the art including time-optimal control methods. The implications of the current
American deficit expanded in this year’s nuclear posture review indicate a steady funding source for
such education in the near future.

Immediate future research will attempt to improve obstacle avoidance performance using
nonlinear Feed-forward methods from the referenced literature when they show real promise.
Another area of future research is the investigation of the limiting conditions of system parameter
variation under which the rule-of-thumb technique remains effective, although it is assumed to
be generically effective, since the system time constant method would be appropriately applied
to any system equation. They key to effectiveness lies in online knowledge of the parameter
variations, which is a natural extension of the nonlinear feed-forward methods to be investigated.
The impetus for this research is the realization the United States has been preoccupied in the
Middle East [26] and has lost the technical edge. In light of recent diplomatic failures [27] together
with blatant signs of an insufficiently educated enterprise [28,29], and coupled with a resurgently
aggressive defense posture [30,31], new efforts seek to elevate the critical thinking abilities of the
enterprise with focused education including the topics elaborated in this manuscript amongst many
others [32–36] in hopes that future enterprise members will be increasingly well prepared for highly
technical defense missions [37–39]. A natural sequel to this manuscript would utilize most recent
advancements in vehicle kinematics [40] in addition to the aforementioned methods ([32–36] in
particular), which comprise nonlinear mathematical amplifications of the linear methods utilized here,
and the impacts on critical thinking of enterprise members should be assessed after these methods are
incorporated into a standard curriculum.
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Abstract: Autonomous interaction with the underwater environment has increased the interest of
scientists in the study of control structures for lightweight underwater vehicle-manipulator systems.
This paper presents an essential comparison between two different strategies of designing control
laws for a lightweight underwater vehicle-manipulator system. The first strategy aims to separately
control the vehicle and the manipulator and hereafter is referred to as the decoupled approach.
The second method, the coupled approach, proposes to control the system at the operational
space level, treating the lightweight underwater vehicle-manipulator system as a single system.
Both strategies use a parallel position/force control structure with sliding mode controllers and
incorporate the mathematical model of the system. It is demonstrated that both methods are able to
handle this highly non-linear system and compensate for the coupling effects between the vehicle
and the manipulator. The results demonstrate the validity of the two different control strategies when
the goal is located at various positions, as well as the reliable behaviour of the system when different
environment stiffnesses are considered.

Keywords: underwater vehicle-manipulator system; autonomy; low-level control; position control;
force control; parallel control; dynamic modelling

1. Introduction

In a world where only 5% of the oceans has been explored, the challenges of underwater
exploration is driving the development of new technologies. The barrier of deep-water exploration, not
reachable by humans, has been removed by the emergence of underwater robotics. Remotely operated
vehicles (ROVs) were one of the first robotics systems used to survey underwater environments.
Using artificial intelligence, autonomous underwater vehicles (AUVs) are one of the main systems
being developed and constantly improved on to explore and survey deep-waters. The real challenge
is to interact with the environment. To solve this a robotic manipulator is added to the underwater
vehicle, the complete system being referred to as an underwater vehicle-manipulator system (UVMS).

Underwater vehicle-manipulator systems are highly complex systems, characterized by a large
number of degrees-of-freedom, coupled and non-linear dynamics [1]. The dynamics of the system are
highly affected by the dry mass ratio between the two subsystems that form the UVMS. In the case
when the vehicle has a considerable mass with respect to the manipulator, e.g., SAUVIM UVMS [2],
the effects of the manipulator motion are not significant. This is not true if the manipulator is attached
to a light vehicle. This type of structure is known as a lightweight underwater vehicle-manipulator
system [3]. Using this type of system presents challenges regarding the stability of the robot and
simple control laws are not sufficient to perform the required tasks. While extensive research
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for vehicle-manipulator systems in aerial domain has been made in recent years [4–6], studies of
underwater vehicle-manipulator systems are still limited due to the high operational costs and need of
large infrastructure facilities.

Interaction tasks in the underwater environment using a lightweight vehicle-manipulator system
are highly challenging and research in this area is slowly developing. Most of the available literature is
based on classic force control approaches: impedance, hybrid or parallel control. Impedance control is
based on the dynamic relationship between the position and the force variable, controlling one of them
through the other [7]. Hybrid control is based on the assumption that ideal conditions are available
in the robot space and the task that has to be performed by the robot can be defined in two separate
orthogonal and complementary directions covering the 3D space [8]. The parallel control approach
combines a motion controller and a force controller. It is claimed to increase the robustness of the
force/position control as it incorporates the advantages of both the impedance and hybrid control.
It is as simple and robust as the impedance control and enables the control of the position and force
separately [9]. The difficulties encountered in the interaction between the UVMS and the environment
include uncertainties in the UVMS model knowledge, the hydrodynamic effects, redundancy of the
system, the coupling effects between the manipulator and the vehicle and the effects on the vehicle
stability when interacting with the environment. Most of these challenges have been analyzed in the
available literature. In [10] the authors present the impedance controller for an UVMS considering it as
a single dynamic system. An adaptive impedance controller is used together with a hybrid controller
in [11]. The system switches between the two controllers by using a fuzzy logic approach. The authors
argue that using both types of controllers is beneficial for systems where uncertainties are present in
the system.

Underwater vehicle-manipulator systems can be controlled at a low-level either in the operational
space or in the vehicle/joints space. Two main categories of control strategies for complex systems
can be identified. One approach investigates a separate type of controller for the vehicle and another
type of controller for the manipulator. McLain et al. [12] presents a coordinated-control approach
for a UVMS having a single link manipulator. A separate feedback controller for the vehicle and
a different controller for the manipulator are designed and the hydrodynamic model of the manipulator
is used to coordinate and reduce the effects of the manipulator on the vehicle. Vehicle control can
be achieved with advance strategies such as a sliding-mode control system using a direction-based
genetic algorithm and fuzzy inference mechanism [13,14]. Among the control structures specific
to underwater environments Simetti et al. proposes the use of task priority control [15]. Wit et
al. [16] approaches the issue of different bandwidth properties for the vehicle and manipulator.
A Proportional-Derivative controller is implemented for the manipulator whose gains are limited
according to the bandwidth of the manipulator. A similar problem is solved in the paper of Kim et
al. [17] where the UVMS is presented as a decentralized system. A proportional vehicle controller
is designed in operational space and a feedback linearised controller is used for the manipulator. A
different group of control strategies for a UVMS includes a single type of controller designed for the
overall system. In most cases, the control law is designed in the operational space. Antonelli et al. [18]
proposes the use of a sliding-mode controller (SMC) to track a desired trajectory with the UVMS. The
method is advantageous for the system as there is no need to have an exact dynamic model as the
method handles uncertainties and disturbances. In [19] the authors present a comparison between an
operational-space sliding mode controller and a classical Proportional-Derivative Operational Space
Controller. The advantages of the SMC can be observed through the simulation results.

The contribution of this paper is the first extensive comparative analysis between the two
main types (coupled and decoupled) of implementing force/position control laws for a lightweight
vehicle-manipulator system. The evaluation aims to study the differences between the case when the
proposed controller is applied in a centralized (coupled) strategy with the case when a descentalized
(decoupled) strategy is used. The coupled strategy allows coordinated movement of the vehicle and
manipulator while the decoupled strategy represents a method where movement of the manipulator
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is restricted during the motion of the vehicle. Moving the vehicle and manipulator simulataneously
in the deacoupled strategy would be valid only if at any moment in time the object to be reached is
in the workspace of the manipulator. In most real case scenarious of mobile manipulation, the object
to be reached is outside of the workspace of the manipulator. This results in the impossibility of
controlling just the manipulator, in a deacoupled strategy, before the vehicle brings the manipulator in
an area where the object is its manipulation space. Furthermore, if simultaneous movement is desired,
this would lead to a coupled control structure as presented in Section 3.2.

Details of both strategies are discussed in this paper. The performances of underwater
manipulation and the area of manipulability are improved by joining together an underwater vehicle
with a manipulator. The additional degrees-of-freedom of the vehicle represent an extension to the
system that can be used to compensate for the oscillations and disturbances caused by the underwater
environment while maintaining good end-effector pose keeping. This paper aims to use these benefits
of the UVMS system for the coupled strategy, while for the decoupled strategy the systems are
considered separate and the coupling effects are considered as disturbances. The low-level controller
used in both strategies combines the theory of sliding mode control for force regulation and the
integrative sliding mode control for position regulation in a parallel implementation. The method is
robust to disturbances by incorporating the dynamic model of the underwater vehicle-manipulator
system in the control architecture. Reliable and efficient UVMSs are not currently available for
performing underwater tasks such as probe sampling and maintenance of underwater oil and gas
platforms. Research in this field is scarce mostly due to high costs of developing and deploying these
type of systems. Before experimental testing takes place with an UVMS, the concepts have to be tested
and analysed based on a simulation environment. It is important to demonstrate the validity of the
proposed methods in simulation as this step is essential in reducing the probability of failures and
damaging the system. Furthermore, the authors argue that it is important to understand the benefits
and limitations of the coupled and decoupled control strategies to be able to choose the appropriate
approach based on the application the system has to perform.

The mathematical model of the UVMS is described in Section 2, followed by the presentations of
the coupled and the decoupled control strategies in Section 3. A comparative evaluation of the two
methods is presented in Section 4 and a discussion based on the comparative simulation results is
made in Section 5. All the mathematical symbols used in this paper are listed in Appendix A.

2. System Model

In this section the underwater vehicle-manipulator system is presented, including the
characteristics of the system, the kinematic relationship between different coordinate frames and
the dynamic model used to describe the UVMS.

Multiple coordinate systems are available to represent the UVMS: vehicle (body) coordinates,
joint coordinates, end-effector (operational/task space) coordinates and earth-fixed inertial coordinates.
The kineamtic chain of the proposed UVMS is presented in Figure 1.

Figure 1. Kineamtic tree of the vehicle-manipulator system.
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The system position is defined based on the manipulator joint position vector q = [q1 · · · qn]
T ,

vehicle position η1 = [x, y, z, ]T and vehicle orientation η2 = [φ, θ, ψ, ]T . Using the generalized
coordinates of the system, ρ = [η1, η2, q]T , the end-effector position and orientation xI

E ∈ R6 with
respect to the inertial frame is given by:

xI
E = f (ρ) (1)

where f (ρ) is the general transformation dependent on the pose of the vehicle and joint positions.
A single chain-representation is used to describe the dynamic model of the underwater-vehicle
manipulator based on the work presented in [20]. This representation is characterised by considering
the vehicle to be a part of the manipulator, an extra link with 6 DOFs: 3 prismatic joints and 3 revolute
joints. A recursive implementation of the dynamic system as presented in [21] is used to compute the
dynamic model of the system. The classical principle of Newton-Euler that transmits the velocities and
forces between subsystem is used to calculate the bias forces. The Composite Rigid Body Algorithm is
implemented for determining the inertia matrix of the system. A rigorous analysis of the hydrodynamic
effects is performed and the approximated mathematical forces are included into the computation
of the dynamic model. A study of the dynamic and hydrodynamic parameters has been made to
accurately represent the underwater vehicle-manipulator system. This detailed description of the
UVMS model and the corresponding parameters were previously presented in [21].

The dynamics of the UVMS can be further described in a matrix form by the following equation:

M(ρ)ξ̇ + C(ρ, ξ)ξ + D(ρ, ξ)ξ + g(ρ) = τ − JT F (2)

where M(ρ) ∈ Rn×n is the inertia matrix, C(ρ, ξ)ξ ∈ Rn is the Coriolis and Centripetal vector,
both consisting of rigid body terms and added mass terms, D(ρ, ξ)ξ ∈ Rn is the damping and lift
forces vector, g(ρ) ∈ Rn represents the restoring forces, τ = [τv, τm] ∈ Rn is the vector of total forces
and moments applied to the vehicle τv ∈ Rl and the torques applied to the manipulator τm ∈ Rm,
J ∈ R6×n is the Jacobian of the system, n is the total number of degrees-of-freedom of the system,
l is the number of DOFs of the vehicle and m is the number of DOFs of the manipulator. F̃ ∈ R6

is the external disturbance vector produced by the interaction with the environment, modelled by
Equation (3).

F = Ke(x − xe) (3)

where xe ∈ R6 is the point of a plane at rest, x ∈ R6 is the end-effector position and Ke ∈ R6×6 is the
stiffness matrix of the environment [22].

In mobile manipulation the tasks to be solved are naturally expressed in task space coordinates.
The dynamic description of the system in operational space can be described by Equation (4) [8],
where x ∈ R6 represents the independent parameters vector described in the operational space.

M(x)ẍ + C(x)ẋ + D(x)ẋ + G(x) = T − F (4)

where M(x) ∈ R6×6 is a positive operational space inertia matrix, C(x)ẋ ∈ R6 is the vector of Coriolis
and Centripetal forces, D(x)ẋ ∈ R6 is the damping vector, G(x) ∈ R6 is the vector of restoring
forces, all defined in operational space coordinates and T ∈ R6 is the vector of generalized forces at
the end-effector.

3. UVMS Position/Force Control Strategies

An underwater vehicle-manipulator system can be considered either as consisting of two separate
parts where the coupling effect between the subsystems is seen as an external disturbance or as a single
and unique system. For each of these representations a different design strategy for the low-level
control structure can be employed referred to as the decoupled strategy and the coupled strategy. In this
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section the two strategies are detailed for position/force applications where the system first has to
navigate to a goal and then the manipulator has to interact with the environment.

3.1. The Decoupled Strategy

In the decoupled approach the goal is to control the vehicle and the manipulator separately so
that each of the components of the system performs the desired task. In most real-world applications,
the underwater-vehicle manipulator system has to interact with the environment at a location outside
of the workspace of the manipulator. To design an independent control structure for the manipulator,
the goal has to be at all times in its manipulation space. For the proposed decoupled strategy this is
translated to sending separate commands for the manipulator and vehicle, leading to a sequential
movement of the two components.

The main focus of this work is on the control of lightweight vehicle-manipulator systems where
the effects of the manipulator movement on the vehicle behaviour is significant as it was previously
demonstrated in [21]. These interaction effects are considered as disturbances in the decoupled strategy
and a reliable and good vehicle controller has to be employed to solve this challenge. In this case
a separate controller is designed for the vehicle and another controller is needed for the manipulator.
A separate task has to be defined for each part of the system at every time step. This leads to
integrating a high-level component that decomposes the main task in separate tasks for the vehicle
and the manipulator. A schematic representation of the overall strategy is presented in Figure 2.

pdes

Fdes

Task
decomposition

Vehicle
controller

Manipulator
controller

UVMS

x

F

Figure 2. The decoupled strategy.

The task decomposition component of the decoupled strategy is responsible for defining the
mission for each of the components of the UVMS. The current approach is based on the Euclidian
distance between the center of mass of the vehicle and the final location where the system has to reach
and interact with the environment. The distance between the two components is computed at every
time step and if it is larger than the total length of the manipulator, the vehicle is required to move and
the manipulator is required to be in station keeping mode. At the moment when the vehicle is close
enough to the object the vehicle is in station keeping mode and the manipulator is commanded to
move and interact with the object with the desired force. The approach is summarized in Algorithm 1,
where pdes is the desired (object) position, xv is the vehicle position, xdesv is the vehicle desired position,
xdesm is the manipulator desired position, xm is the current manipulation position, pdesi

, is the i-th
component of the desired goal location (i = 1, 2, 3), xvi is the i-th component of the position of the
vehicle (i = 1, 2, 3) and L is the threshold that decides if either the vehicle or the manipulator should
move. All the notations and the overall strategy are defined in world coordinates. After defining the
task decomposition the two low-level controllers are presented.
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Algorithm 1 Task decomposition.

d(pdes, xv) =

√
n

∑
i=1

(pdesi
− xvi )

2

2: if d(pdes, xv) ≥ L then

xdesv = pdes
4: xdesm = xm

else

6: xdesv = xv
xdesm = pdes

8: end if

3.1.1. Vehicle Controller

A robust but simple and efficient strategy is used in the decoupled approach to control the
degrees-of-freedom of the vehicle. The controller is introduced in detail in [23]. Considering that for
underwater environments the operational speed of the AUV is relatively small leads to the assumption
that each degree-of-freedom of the vehicle can be independently controlled. Nevertheless, in the case
when a manipulator is added to a lightweight AUV the effects of the manipulator are noticeable on the
DOFs of the vehicle. The controller has to be powerful enough to handle these coupling effects.

The vehicle controller, PILIM (Proportional-Integrative LIMited) is designed using two control
loops one for position and one for velocity. The position controller is based on the error in position of
the vehicle epv ∈ R6 and the positive definite matrix of proportional gain Kpp ∈ R6×6. The velocity loop
takes into account the error in vehicle velocity evv ∈ R6 and has two components one proportional and
another integrative with positive definite gain matrices Kpv , Kiv ∈ R6×6. The system is characterized
by the following equations:

epv = J†
v (xdesv − xv)

upv = Kpp epv

evv = ẋv − upv

τv = Kpv evv + Kiv

∫ t

0
evv dτ

τv = sat(τv,−l, l)

(5)

where ẋv ∈ R6 is the velocity of the vehicle, xdesv ∈ R6 is the desired position, upv ∈ R6 is the output
forces and moments of the position loop and τv ∈ R6 is the control output for the vehicle, taking
into account the saturation limits ± l. J†

v ∈ R6×6 is the pseudo-inverse of the Jacobian matrix for
the manipulator.

3.1.2. Manipulator Controller

The task that the system has to solve is a motion/force task where the system has to interact
with the environment. A parallel force/position control law based on the sliding mode control (SMC)
theory [24] defined in the operational space coordinates is proposed as presented in [25]. A parallel
controller develops separate and independent control laws for position and force compensation.
The two components are merged together as shown in Equation (6).

τm = JT
m

(
up + u f

)
(6)

where up ∈ R6 is the control signal from the position controller and u f ∈ R6 is the control signal
from the force controller. Jm ∈ R6×m is the Jacobian of the manipulator. The two components are
presented in the following lines. According to Utkin [26] an Integral Sliding Mode Controller is able to
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maintain the order of the compensated system dynamics in the sliding mode, being advantageous
where uncertainties, coupling effects and parameter variations are present in the system. This control
structure consists of two sliding mode variables: one sliding variable accounts for the bounded
disturbances and another sliding variable is responsible with driving the sliding dynamics to zero.
Based on this theory, this paper presents an integral sliding mode controller for position regulation
and a classical sliding mode control for force regulation.

The primary sliding mode variable for the position controller is defined by Equation (7) and its
corresponding control component is defined in Equation (8).

σ = ėp + c1ep + c2

∫ t

0
epdτ, c1, c2 > 0 (7)

u1 = kM−1(x)σ, k > 0 (8)

where ep is the error in the end-effector position, ep = pdes − x, defined based on the difference
between the desired position pdes ∈ R6 and the current end-effector position x ∈ R6. M−1(x) is the
inverse of the manipulator’s inertia matrix in end-effector coordinates and k ∈ R6×6 is a positive
matrix. The auxiliary sliding variable for the position controller is designed by Equation (9) and the
corresponding control component is defined by Equation (10).{

s = σ − z

ż = M(x)u1
(9)

u2 = ρ1sign(s) (10)

The primary sliding mode controller is responsible to compensate for disturbances and
uncertainties in the system while the auxiliary control law is responsible for driving to zero in finite
time the position error. The total control law for position is:

up = u1 + u2 = kM−1(x)σ + ρ1sign(s) (11)

For the force controller a sliding mode control law is chosen. The sliding variable is expressed by
Equation (12).

δ = c3e f +
∫ t

0
e f dτ, c3 > 0 (12)

where c3 ∈ R6×6 is a positive matrix and e f is the force error defined as e f = Fdes − F. Choosing the
control law as presented by Equation (13) drives δ → 0 in a finite time.

u f = ρ2sign(δ) (13)

where ρ2 is the control gain.
The manipulator position/force controller is described by:

τm = JT
m(ρ1sign(s) + kM−1(x)σ + ρ2sign(δ)) (14)

3.2. The Coupled Strategy

The coupled controller considers the UVMS as a unique system and the same type of controller is
used for all degrees-of-freedom. Similar to the decoupled controller, a parallel force/position law with
sliding mode dynamics is used for the coupled strategy:

τx = up + u f (15)
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where τx ∈ R6 is the total control force in operational space. The position control law, up, is based on
the integral sliding mode controller and is presented in Equation (16). The details of this formulation
are described in Section 3.1.2.

up = kM−1(x)σ + ρ1sign(s) (16)

where M(x) ∈ R6×6 represents the operational space inertia matrix considering the full
vehicle-manipulator system and k, σ, ρ1, sign(s) are the sliding mode parameters defined in
Section 3.1.2. The force control law, u f , described through the sliding mode control law is defined based
on Equation (13) from Section 3.1.2. The sliding mode controllers for the position and force regulation
used for full UVMS control are responsible in handling the uncertainties in the system. Nevertheless,
the coupling effects are significant and they do have to be considered in the controller implementation.
To remove these coupling effects a feedback-linearisation technique is incorporated together with the
parallel position/force controller. For the system defined by Equation (4), the feedback linearization
control structure [27,28] is defined by:

Tx = M(x) [ p̈des + τx] + C(x, ẋ)ẋ + D(x, ẋ)ẋ + G(x) (17)

In this case the coupling effects between the vehicle and manipulator are incorporated in the
dynamic model and have an active role in the control strategy. To compute the control forces and
torques at vehicle and manipulator level the transformation from operational space to joint space is
obtained using:

τ = J̄TTx (18)

where J̄ is the weighted Jacobian of the UVMS.
The final control law in the joint space is defined by Equation (19).

τ = J̄T
{

M̃(x)
[

p̈des + up + u f

]
+ α
}

(19)

where:

up =ρ1sign(s) + kM−1(x)σ, ρ1 > 0, k > 0

u f =ρ2sign(δ), ρ2 > 0

σ =ėp + c1ep + c2

∫ t

0
epdt, c1, c2 > 0

s =σ − z

ż =M(x)u2

δ =c3e f +
∫ t

0
e f dt, c3 > 0

α =C̃(x, ẋ)ẋ + D̃(x, ẋ)ẋ + G̃(x)

(20)

M̃(x) is an estimate of the inertia term, C̃(x, ẋ), D̃(x, ẋ), G̃(x) are estimates of the real values of
the system defined in operational space coordinates according to the boundary errors. As mentioned in
Section 2 in an UVMS mathematical model it is really difficult to have accurate estimates, uncertainties
in the model and unmodelled disturbances are always present. This is the main reason that the
estimates of the parameters of the system are used in the control law presented in Equation (19).
By not matching exactly the model used for the simulation of the UVMS and the model used in
the control strategy a realistic environment is created, compensating for unmodelled dynamics and
underwater currents.

In both the coupled and decoupled system the chattering effect in the sliding mode controllers
tend to affect the behaviour of the system. To remove the chattering effect, a continuous/smooth
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control function should be designed. This leads to approximate the discontinuous function by a
smooth function by replacing the sign function with the sigmoid function.

4. Simulation Results

The evaluation of the two strategies is presented through the simulation results highlighting
the benefits and drawbacks of both methods. The core analysis is on the two different strategies
(coupled vs. decoupled).

The simulation environment, Figure 3, is based on an accurate model of the two robotics
systems available in the Ocean Systems Laboratory: Nessie VII an autonomous underwater vehicle
developed as a research platform and a commercially available underwater manipulator, HDT-MK3-M.
Nessie VII AUV is a torpedo shaped 5 degrees-of-freedom vehicle with a mass of 60 kg, a length of
1.1 m and a diameter of 0.15 m. The vehicle nominal velocity in the translational degrees of freedom
is 1 m/s and the angular velocity of the vehicle is 0.5 rad/s. The vehicle roll degree-of-freedom is
not controlled. The manipulator has 6 revolute joints and a total weight of 9 kg. The length of the
extended arm is 0.8 m and the radius of each link is 0.07 m. The manipulator maximum joint velocity
for each degree-of-freedom is 0.75 rad/s. The system represents a lightweight UVMS characterized by
significant effects on the vehicle caused by the manipulator movement.

Figure 3. UVMS model.

The system is implemented in Python 2.7.0 using the mathematical model developed in Section 2
and the control strategies presented in Section 3. The working frequency for the two systems is 10 Hz,
both the vehicle and the manipulator having approximately the same bandwidth. This corresponds
to the real hardware systems: both the HDT-MK-3 and Nessie VII cannot be commanded at a higher
frequency. As the proposed system operates at low speeds and a reliable model of the system is
available, the proposed working frequency is sufficient to generate appropriate control commands.
The control parameters used in the implementation of the controller are given in the Appendix B of
the paper.

The problem to be solved is described by the following scenario: the UVMS has to reach a desired
object in the underwater environment and interact with it at a predefined force. A compliant,
frictionless point-contact at the x-axis of the end-effector describes the interaction force between
the end-effector and the object. When the desired final goal is reached the interaction should take place.
In these simulations different objects with a variety of stiffness coefficients are used to validate the
behaviour of the system. The translational degrees-of-freedom: x, y and z axes of the end-effector are
under control. The world coordinates are represented at the point of contact between the base of the
manipulator and the vehicle. The end-effector initial position is at pinit = (0.0, 0.0, 0.97) m.
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The end-effector trajectory between the initial position and object location is described by a cycloid
function as defined in Equation (21). The function represents an interpolation for the position pdes(t)
starting with an initial value pinit(0) and a desired final value pdes(t f ).

pdes(t) = pinit(0) + Δ/2π[ωt − sin(ωt)] (21)

where

ω = 2π/t f , Δ = pdes(t f )− pinit(0), 0 ≤ t ≤ t f

4.1. Flexible Environments

In the first testing scenario it is desired to interact with an object that has a Ke = 103 N/m stiffness
coefficient. This stiffness coefficient corresponds to flexible environments, an example of this can be
a rubber ball as the one presented in Figure 4a.

(a) (b)

Figure 4. Objects representative for experimental set-up. (a) Rubber ball [29], (b) Aluminum plate [30].

In this case the final goal is (4.0, 2.0, −3.0) m and the desired interaction force is Fdes = 100 N.
The end-effector trajectory tracking is presented in Figure 5. The desired trajectory starting point is
(0.0, 0.0, 0.0) m in world coordinates that represents the point where the manipulator is attached to the
vehicle. Starting at this point, the end-effector is commanded to move towards the goal. The decoupled
and coupled strategy behaviour can be observed based on the 3D trajectory of the end-effector.

By analysing Figures 6 and 7a clearer analysis of the behaviour of the end-effector axes can
be made. The results are given in the world coordinate system and present the behaviour of the
two strategies. Due to the mobile platform the end-effector is able to reach a goal that is placed
outside of its fixed workspace. The decoupled approach computes separate goals for the vehicle and
manipulator at each time step based on the current location of the vehicle with respect to the goal.
This creates a sudden change in the requested end-effector trajectory, Figure 6c, and is responsible in
creating a slower trajectory generation. This represents the main difference in the system behaviour
compared with the coupled approach. In the decoupled case, the nature of the system is described
by the following behaviour: the vehicle is under control while the manipulator is in station keeping
mode until the system reaches the vicinity of the object which the system has to interact with. At the
moment when the object is reached the vehicle is in station keeping mode while the manipulator is
commanded to move and interact with the object. Using this strategy the end-effector passes beyond
the object before it is commanded to move and this causes a different behaviour on the z-axis in the
decoupled strategy compared with the coupled approach. The sudden jump in the z-trajectory is
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caused by the selection of the threshold in the decoupled approach. During the vehicle movement, the
manipulator is kept in the same configuration as the one seen in Figure 3. If the vehicle overshoots
in z-axis at the moment when the manipulator starts to move, the trajectory generation module will
ask the manipulator to compensate for this overshoot, hence the sudden z-axis jump in the case of
the decoupled approach. Nevertheless, using any of the two strategies, the end-effector trajectory is
accurately followed and reliable behaviour is obtained. In the coupled approach, using a single model
based controller that handles uncertainties presents good results and the output is comparable with
the case when specific controllers are used for each of the systems.

(a)

(b)

Figure 5. End-effector 3D position for goal at (x, y, z) = (4.0, 2.0,−3.0) m. (a) Decoupled strategy,
(b) Coupled strategy.
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(a) (b)

(c)

Figure 6. Decoupled strategy UVMS end-effector position tracking, goal at (x, y, z) = (4.0, 2.0,−3.0) m
and Ke = 103 N/m. (a) x-position decoupled, (b) y-position decoupled, (c) z-position decoupled.

(a) (b)

(c) z-position coupled

Figure 7. Coupled strategy UVMS end-effector position tracking, goal at (x, y, z) = (4.0, 2.0,−3.0) m
and Ke = 103 N/m. (a) x-position coupled, (b) y-position coupled, (c) z-position coupled.
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The interaction with the environment, Figure 8, takes place as soon as the end-effector is within
one centimetre of the centre of the object. In the decoupled strategy it can be noticed that the contact
with the environment starts at around 90 s, although the system has reached the vicinity of the goal in
a similar time as in the coupled case (60 s). This 30 s gap is explained by the overshoot and large time
to obtain zero steady-state error. The settling time is large in this approach due to the fact that for a
very short time both the vehicle and the manipulator are moving towards the goal. This is caused by a
small overshoot in the response when the vehicle controller is used, leading to an overshoot in the
overall behaviour of the system.

The desired force is achieved and maintained using both strategies. Small oscillations can be
visible in the decoupled approach. For the coupled case an initial larger overshoot is observed but
smaller oscillations are seen in Figure 8b. At the moment when contact with the environment takes
place, the manipulator compensates for the force and is trying not to lose position while maintaining
contact. This will drive the manipulator to apply a larger force that results in an overshoot.

(a) (b)

Figure 8. Interaction with the environment when goal is at (x, y, z) = (4.0, 2.0,−3.0) m and
Ke = 103 N/m. (a) Decoupled strategy, (b) Coupled strategy.

4.2. Stiff Environments

The second set of experiments presents the interaction between the end-effector and an object
with a higher stiffness coefficient, Ke = 105 N/m. This stiffness coefficient corresponds to an aluminum
plate sheet as the one presented in Figure 4b. Based on the results in Figure 9 it can be observed that
the overshoot in the force response increases with the stiffness of the environment. As an integral
sliding mode controller is used for the position component, this has priority over the force component
and the end-effector position is maintained leading to the overshoot in the force behaviour. Increasing
the stiffness of the environment is an additional factor that contributes to the large overshoot.

(a) (b)

Figure 9. Interaction with the environment when goal is at (x, y, z) = (2.0, 0.0,−2.0) m and
Ke = 105 N/m. (a) Decoupled strategy, (b) Coupled strategy.
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The desired location where contact with an object should take place is set at (2.0, 0.0,−2.0) m.
Looking at the end-effector trajectory tracking, Figure 10, before the system reaches a steady-state,
an overshoot is present in the x and y axes. These are caused by using two different controllers for the
system. At the moment when the end-effector interacts with a stiff environment large forces affect the
system. In the case when the vehicle and manipulator are controlled separately, the vehicle receives
these large disturbances and reacts to them by generating a larger control command that will keep the
vehicle’s position. Furthermore, the manipulator controller tries to enforce zero steady-state error in
position due to the integral term in the control loop and generates large torques. These two elements
combined lead to the overshoot in the decoupled strategy behaviour. The coupled approach, Figure 11,
similarly tries to enforce zero-steady state but the large control forces are distributed across the whole
system taking into account the full UVMS. Overshoot is present only on a single axis.

(a) (b)

(c)

Figure 10. Decoupled strategy UVMS end-effector position tracking for goal at (x, y, z) = (2.0, 0.0,−2.0)m.
(a) x-position decoupled, (b) y-position decoupled, (c) z-position decoupled.

(a) (b)

Figure 11. Cont.
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(c)

Figure 11. Coupled strategy UVMS end-effector position tracking for goal at (x, y, z) = (2.0, 0.0,−2.0) m.
(a) x-position coupled, (b) y-position coupled, (c) z-position coupled.

In Figure 12 the 3D behaviour is presented for the case when the final goal is (2.0, 0.0,−2.0) m.
The goal is reached using any of the two strategies with slightly different behaviour being observed.
The coupled strategy is a straightforward approach as the desired trajectory is generated dependent
on the end-effector location. In the decoupled strategy the trajectory is generated taking into account
the position of the vehicle and the configuration of the manipulator.

(a)

Figure 12. Cont.
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(b)

Figure 12. End-effector 3D position, goal at (x, y, z) = (2.0, 0.0,−2.0) m. (a) Decoupled strategy,
(b) Coupled strategy.

5. Discussion

In this paper an operational space parallel position/force controller is used based on the Sliding
Mode Control theory and an estimate of the system’s model. The main benefit in using this type
of control structure are the reduction of the coupling effects between the light vehicle and the
manipulator and a robust response regardless of the uncertainties in the mathematical model or
the underwater environment. Using a dynamical sliding-mode control and a continuous function in its
implementation leads to a smooth behaviour without chattering effects. The oscillations characteristics
to integral sliding mode controllers for the position component of the strategy have been removed
with appropriate tuning. Nevertheless, using an integral sliding mode controller gives higher priority
to the position component over the force component, resulting in oscillations at the moment of contact
when both position and force components are under regulation. These oscillations have a small
effect in the first instance of the contact with the environment, but this is rapidly compensated by
the control structure producing steady contact and station keeping. The control structure is used
in a lightweight vehicle-manipulator system using two different strategies: a centralized method
(the coupled approach) and a decentralised structure (the decoupled strategy). Comments are further
made regarding the two proposed strategies.

In [12] the decoupled approach is presented as a classical control strategy for underwater
vehicle-manipulator systems where different control laws are used for the vehicle and manipulator.
Having a straightforward implementation and being easy to design are the key advantages of this
method. By using a robust vehicle control law the disturbances caused by the coupling effects between
the vehicle and manipulator are handled as well as the effects of the interaction with the environment.
Good trajectory tracking for the end-effector is obtained as well as the desired interaction force with
the environment is maintained. One of the key aspects of this strategy is the task decomposition
component responsible with distributing what component is active performing movement and which
one is kept in station keeping.

When the vehicle is in station keeping it is common that the movement of the manipulator is
large, being dependent on the threshold used in the task decomposition component. Setting a very
small threshold leads for the vehicle to be in very close proximity to the object while a large threshold
may lead for the end-effector to not interact with the environment as the object might be out of reach.
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Improvements to the decoupled approach can be made using a better tuning for the vehicle controller
or by increasing the frequency used for the control loops. Nevertheless, in the results presented, due to
the characteristics of the real systems and to obtain a reliable comparison between the two strategies,
the same frequency is used for both controllers.

The behaviour of the system using an ill-setted threshold is presented in Figure 13. As can be
seen, the manipulator joints reach their physical limits and a constant error in the steady-state response
of the system, Figure 14, is seen.

(a) (b)

(c) (d)

(e) (f)

Figure 13. Joint position for goal at (x, y, z) = (2.0, 0.0,−2.0) m. (a) Joint 1 position, (b) Joint 2 position,
(c) Joint 3 position, (d) Joint 4 position, (e) Joint 5 position, (f) Joint 6 position.

Figure 13 presents the behaviour of the joint positions. The physical minimum and maximum
limits of the joints are also presented. It was shown in the previous section that this goal,
pdes = (2.0, 0.0, −2.0) m, is reachable. In this case it is intended to demonstrate that setting the
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threshold to half of the manipulator’s length does not lead to the desired behaviour. Furthermore,
it is aimed to show that the strategy is sensitive and highly dependent on the threshold used for the
task decomposition. Three out of six joints reach their limits, Figure 13c,e,f and this prevents the
end-effector reaching the final goal. The direct connection between the threshold and the success of the
task represents a disadvantage of the decoupled approach. Nonetheless, this represents only a naive
strategy to decide which subsystem is in station keeping. If a planning strategy such as an optimal
trajectory generation approach would be used instead of the cycloid function for waypoints generation
improvements in the the system response are expected. Using the dynamic model of the system in the
optimal trajectory generation, suitable trajectories can be generated for both vehicle and manipulator,
taking into account the interactions between the two subsystems. A detailed description of this type of
optimal trajectory generator for UVMS is presented in [31]. Nevertheless, this is out of the scope of
this paper and represents a topic of itself that the authors aim to explore in a future paper.

Figure 13 shows also the behaviour of the joints when the coupled strategy is used. It can be
observed that this shows a more restrictive movement of the arm. The joint movements presented in
Figure 13 lead to the end-effector error presented in Figure 14. It can be seen that the end-effector is
locked and a constant x-axis error is present for the simulation time. In this case, the exact location
of the goal is not reached and the manipulator is not in contact with the object with no force being
requested to the end-effector.

(a) (b)

(c)

Figure 14. End-effector position errors when goal is at (x, y, z) = (2.0, 0.0,−2.0) m. (a) x-axis error,
(b) y-axis error, (c) z-axis error.

In the coupled strategy the control law is designed in operational space and the vehicle control
forces and the joint torques are generated based on the inverse transformation from task space to joint
space. The control system is designed in operational space. The effects of the manipulator movement
on the vehicle and the interactions with stiff environments are compensated by incorporating
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a linearisation technique based on an estimate of the dynamic model. The main advantage of this
strategy is the simplicity of the strategy, by using a single controller for the UVMS. In this case there is
no need to design an interaction strategy and decide on an appropriate threshold for it. This makes
the coupled strategy less sensitive to failure, guaranteeing the success of the task. Another important
characteristic is that when using this method the execution time for the task is reduced as the system
does not have to evaluate at each time step the distance to the goal and plan accordingly as happens in
the decoupled strategy.

Different stiffnesses, from Ke = 103 N/m and Ke = 5 × 105 N/m and ten different locations of
the goal are used to test the two control strategies. To evaluate the results, the generalized root mean
square error in end-effector coordinates, Equation (22), is used. The evaluation metric is computed
separately for the position and force.

GRMS =

√√√√ 1
N

N

∑
k=1

e2
k (22)

N is the number of total measurements and e is the generalized error. From Table 1 it can be observed
that the performance of the trajectory tracking/position control is independent of the environment
stiffness. The overall error in position is improved for the coupled approach, compared with the
decoupled strategy. Nevertheless the difference is not significant and the decoupled approach provides
accurate trajectory tracking results. For the force error, the coupled approach provides better results
than the decoupled strategy. The oscillatory behaviour and the large overshot at high stiffness
environments degrades the performance of the decoupled strategy. One specific case is represented by
the most compliant environment where the decoupled strategy offers better results than the coupled
approach. The object in this case does not oppose high contact forces and the desired force value is
reached without any overshoot.

Table 1. Performance errors for decoupled and coupled strategies.

Characteristic
Strategy

Decoupled Coupled

Ke (N/m) 1 × 103 5 × 103 1 × 104 5 × 104 1 × 103 5 × 103 1 × 104 5 × 104

Position error (m) 0.13 0.13 0.13 0.13 0.10 0.10 0.10 0.10
Relative position error (%) 4.6 4.6 4.6 4.6 3.54 3.54 3.54 3.54

Force error (N) 1.98 10.25 13.48 47.74 2.80 4.07 8.89 39.97
Relative force error (%) 1.32 6.68 8.66 31.8 1.38 2.71 5.92 26.64

Based on the generalized root mean square error and the relative position error it can be said that
the coupled approach performs better in terms of position and force tracking. The error reduction
is a result of the use of the overall UVMS dynamic model in the control law and not only for the
manipulator. The coupling effects between the manipulator and the vehicle when the system is
in contact with the object are handled in this case. The vehicle successfully reacts to these forces
facilitating a better position keeping for the end-effector.

One common disadvantage for both strategies rests in the sensitive tuning of the controllers.
Not setting the parameters accurately can lead to an oscillatory system or in having a large steady-state
error. Tuning the controllers can be challenging as both position and force behaviour have to be
accurately obtained. As presented in [2] tuning operational space controllers is difficult as mapping the
control effort from operational space to joint space can produce overshoot in the position-force response
or producing a constant-steady state error. Nevertheless, during our simulation it was observed that
the most sensitive parameter of both coupled and decoupled methods is the gain, c2 corresponding
to the integral sliding mode controller. Very small variations of this parameter could lead to large
oscillatory behaviour and stability loss. Furthermore for having an accurate tracking behaviour the
position sliding mode gains ρ1 and the force sliding mode gains ρ2 were chosen with similar values.
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It can be concluded that both strategies can be used on the underwater vehicle-manipulator
system. The decoupled strategy represents a controlled method where movement of the manipulator is
restricted during the movement of the vehicle. This reduces the risk of collisions with the environment.
Using appropriate vehicle and manipulator control structures and reliable interaction strategies,
the decoupled method produces similar results to the coupled approach. The main advantage of the
coupled approach is the use of a single controller for the overall system as this reduces the coupling
effects between the vehicle and manipulator.

It has to be highlighted that the thruster model is not incorporated into this study. According
to [32] this represents a simplification of the system and is a valid approach when the thrusters are
used below the critical velocity of the vehicle. This is ensured in our approach as the vehicle that we
based our work operates only at low speeds. As mentioned in Section 4, the simulation system used in
this paper is highly representative of a real underwater vehicle and manipulator available in the Ocean
System Laboratory, Heriot-Watt University. The control design and operation capabilities have been
considered using the physical capabilities of the real vehicle and manipulator system. Implementation
of this controller on the real system will only require minor parameter changes, everything else being
directly transferable. The underwater currents and the thruster model are the only simplifications
made to the real system in the simulation environment. Nevertheless, using an estimate model of the
system in the control structure and as sliding mode controllers handle uncertainties and disturbances
in the environment ensures that the proposed control structure will be viable on the real system in
real underwater environments. Both the vehicle and the manipulator controllers have a sampling
a frequency of 10 Hz, the response of the vehicle’s position and orientation transient response being
consistent with the transient response from the manipulator.

6. Conclusions

This paper presented a detailed investigation into two possible strategies to control a lightweight
underwater vehicle-manipulator system that interacts with an object in the underwater environment.
A parallel position/force control based on sliding mode control is used for this study. The simulation
results present how the control method can be used on an UVMS either using a coupled or a decoupled
strategy. The decoupled method incorporated the proposed control law for the manipulator while
a different control law is used for the vehicle. A task decomposition strategy is used to decide
which component is in station keeping and which one is requested to move. In the coupled strategy,
the underwater vehicle-manipulator system is controlled by the parallel position/force law designed in
the operational space. The joint and vehicle commands are computed from the control law output based
on the full Jacobian of the system. The evaluation of the system is focused on the two control strategies
and analysing the differences between them. Based on the simulation results, it can be concluded
that both control strategies provide accurate position and force tracking. The desired interaction force
is achieved both in compliant and stiff environments and the steady state is maintained. A detailed
and extended comparison between the coupled and decoupled strategies when contact with the
environment takes place is presented for the first time for autonomous underwater systems, to the
best knowledge of the author. Future work aims to extend the current work by incorporating an
optimal trajectory generation that it is expected to improve both the coupled and decoupled control
stratedies. Furthermore, upon hardware availability the two architectures aim to be implemented on
a real experimental set-up.
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Appendix A. List of Mathematical Symbols

In this appendix the mathematical symbols used in this paper are defined:

• q = [q1 · · · qn]T—joint positions
• η1 = [x, y, z]T—vehicle positions
• η2 = [φ, θ, ψ]T—vehicle orientation
• ρ = [η1, η2, q]T—vehicle-manipulator generalized position coordinates
• ξ—vehicle-manipulator generalized velocity coordinates
• xI

E—position and orientation of the end-effector
• f (ρ)—generalized transformation from vehicle-joint coordinates to end-effector coordinates
• M(ρ)—inertia matrix
• C(ρ, ξ)—Coriolis and centripetal vector
• D(ρ, ξ)—damping and lift forces vector
• g(ρ)—restoring forces
• τ—total forces, moments and torques applied to the vehicle-manipulator
• F—external forces applied to the UVMS
• J—Jacobian of the system
• n—number of degree-of-freedom of the UVMS
• Ke—stiffness matrix of the environment
• x—end-effector position
• xe—environment position
• M(x)—inertia matrix in operational space
• C(x)—Coriolis and centripetal vector in operational space
• D(x)—damping and lift forces vector in operational space
• G(x)—restoring forces in operational space
• pdes—desired position of the end-effector
• xv—vehicle position
• xm—manipulator position
• Jv—vehicle Jacobian
• KPp , Kpv , Kiv —vehicle controller gains
• τv—vehicle control output
• τm—manipulator control output
• up—position control output
• u f —force control output
• ep—error in position
• σ—primary sliding mode variable
• s—secondary sliding mode variable
• c1, c2, c3, k, ρ1, ρ2—controller parameters

Appendix B. Control Parameters

The controllers were designed in operational space, assuming a decoupled system as
a consequence of using a feedback-linearisation technique. The control parameters for x, y, z, roll (phi),
pitch (θ) and yaw (ψ) are presented in the following lines:

Position gains:

• ρ1 : [x : 6.6, y : 1.0, z : 1.6, φ : 0.1, θ : 0.1, ψ : 0.1]
• k : [x : 50, y : 50, z : 130, φ : 0.003, θ : 0.003, ψ : 0.003]
• c1 : [x : 11.3, y : 17.2, z : 8.2, φ : 0.1, θ : 0.2, ψ : 0.12]
• c2 : [x : 0.5, y : 0.1, z : 0.6, φ : 0.0, θ : 0.0, ψ : 0.0]

Force gains:

• ρ2 : [x : 1.4, y : 1.0, z : 1.0, φ : 0.0, θ : 0.0, ψ : 0.0]
• c3 : [x : 0.9, y : 0.9, z : 0.9, φ : 0.0, θ : 0.0, ψ : 0.0]
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Abstract: The underwater environment is characterized by hazardous conditions that make it difficult
to manage and monitor even the simplest human operation. The introduction of a robot companion
with the task of supporting and monitoring the divers during their activities and operations
underwater can help to solve some of the problems that usually arise in this scenario. In this
context, a proper communication between the diver and the robot is imperative for the success of the
dive. However, the underwater environment poses a set of technical challenges which are not readily
surmountable thus limiting the spectrum from which possibilities can be chosen. This paper presents
the design and development of a gesture-based communication language which has been employed
for the entire duration of the European project CADDY (Cognitive Autonomous Diving Buddy). This
language, the Caddian, was built upon consolidated and standardized underwater gestures that are
commonly used in recreational and professional diving. Its use and integration during field tests
with a remotely operated underwater vehicle (ROV) is also shown.

Keywords: marine robotics; underwater human–robot interaction; gesture-based language; field trials

1. Introduction

Recreational and professional divers generally work in environments that are difficult to monitor
and are characterized by severe conditions. In such a context, it is difficult to monitor the status of
divers: any sudden episode causing them to deal with an emergency, such as technical problems or
human error, may jeopardize the underwater work or even lead to dramatic consequences, which may
involve the divers’ safety.

In order to avoid and decrease the probability of such events, standard procedures recommend
adherence to well-defined rules, for example, to pair up divers. Nevertheless, during extreme diving
campaigns, divers’ current best practices may not be sufficient to avoid dangerous episodes.

The EU-funded Project CADDY (Cognitive Autonomous Diving Buddy) has been developed with
the aim of transferring the robotic technology into the diving world to improve the safety levels during
the dives. The main objective of the project is to develop a pair of companion/buddy robots—an
Autonomous Underwater Vehicle (AUV) and its counterpart, an Autonomous Surface Vehicle (ASV)
(see Figure 1)—to monitor and support human operations and activities during the dive.

In this scenario, one of the major challenges consists in the development of a communication
protocol, which allows the diver and the underwater robot to actively interact and cooperate for the
fulfillment of the objectives of the mission.
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Given the extreme attenuation of high-frequency electro-magnetic waves underwater, medium-
to long-range WiFi/radio communication becomes unreliable already at low depths (i.e., 0.5 m),
while optical communications are limited by the reverberation of the water and by the scattering
caused by suspended debris [1]. The most used and reliable solution for underwater communication
is the exploitation of acoustics, with two main disadvantages: the high prices of the devices and the
very low data transmission rates [2,3].

Figure 1. The CADDY (Cognitive Autonomous Diving Buddy) concept.

For all the aforementioned reasons, the solution adopted during the CADDY project has been to
develop a novel communication framework with the specific purpose of letting the diver communicate
through the most “natural” method available underwater: the gestures. This language, called Caddian,
has been created as an extension to the established and universally accepted gestures employed by
divers worldwide [4–7]. The choice of making the Caddian, for all intents and purposes, backward
compatible with the current method of communication used by divers has been made in the hope of
fostering a widespread adoption among communities of divers.

The field of gesture-based communication between a robotic vehicle and a human being, especially
underwater, represents an open challenge in robotics. Very little work has been done.

This paper, with additional results, also extends and completes preliminary work described in [8].

2. State of the Art

The literature on human–robot interaction on dry land shows many languages based on natural
language processing and gestures. For example, the authors in [9] use a finite state machine to
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develop a speech interaction system. Conversely, the choice of the authors in [10] has fallen on
a gesture-based human–robot interface. In this second case, however, the limited set of gestures
(only five) limits the usability of the language. The work in [11] uses gestures with two alternative
methods: a template-based approach and a neural network approach. As can be seen, the literature on
human–robot interaction (HRI) on dry land is abundant and presents several ways to make humans and
robots communicate. On the other hand, the literature on HRI languages for underwater environments
is not as rich and few works present a formal language described by a formal grammar [12,13].
Among those regarding HRI in underwater environments, we cite authors in [14,15], who developed
the Robochat language providing Backus–Naur form (BNF) productions. However, the language
developed was based on fiduciary markers such as ARTags [16] and Fourier tags [17], lacking the
simplicity and instinctivity of gestures [18,19]. Furthermore, authors in [20] developed a programming
language for AUV with essential instructions for mission control with the given grammar similar to
the assembly language: in this case, the interaction between divers and robots is missing and the use
of assembly language seems to be overly complex and hard to remember.

Changing perspectives and, instead of focusing on the language, focusing on the robot’s ability to
understand, a large amount of research (see, for example, [21,22]) has been done in order to provide
robots with robust perceiving capabilities, with the aim of making them reactive to the external world
and its occurring events. One of the main goals of the robotic field is to obtain a more natural interaction
between men and machines without compromising the efficiency and the robustness of the “system”
as a whole. To this aim, gesture recognition seems to be the most promising technique, since it is
judged to be almost effortless by humans [4–7].

From the gesture recognition point of view, the literature shows many works focused on the
problem of exploiting hand gesture recognition algorithms within different contexts [23], such as
robotics or computer science. However, these works have almost always been developed for dry land
applications, where the environment is simpler than the harsh underwater scenario (e.g., with bubbles,
turbid water, etc.) or the task and the working environment are highly simplified. For example, some of
them assume that the hand is the only moving object or make sure that the gestures are performed
in front of a very neutral and uniform background. Furthermore, “in-air” applications can exploit
cameras with extra sensors such as IR systems that are not employable in water or directly exploit
RGBD (Red Green Blue Depth) cameras, like in [24].

In this branch of research (i.e., the “in-air” one) many interesting techniques are proposed;
approaches based on adaptive skin detection [25–28], motion analysis [29–31], pose classification [32,33],
and others are investigated.

Likewise, there are many distinctive problems essentially in relation to robustness and
repeatability of the recognition procedure; for many in-air applications, a simple and structured
background (e.g., uniform gray or white without other objects in view) is often considered, since many
algorithms fail in more complex scenarios (e.g., in the presence of objects similar to the ones to be
detected). Moreover, changes in illumination and light highly affect vision techniques, decreasing
their robustness and usability in real-world situations. Conditions are even worse in underwater
applications: for instance, the in-air consolidated techniques based on skin detection, or more in
general relying on color detection (recall that usually divers wear gloves and masks that totally or
partially cover their bodies or their faces), are not suitable in water because of hue attenuation. Due to
such a phenomenon, color appearance is very different and the usually employed algorithms lose
their effectiveness and robustness. Thus, a more complex approach has to be adopted; as an example,
a model for light attenuation is considered in [34] and a color registration technique is tested to
demonstrate the effectiveness of the overall approach.

In the specific case of divers, since their suite, gloves and all garments are usually black, difficulties
can arise while segmenting their body parts: for a posture with the diver hand right in front of the chest,
algorithms can be easily deceived and fail in correctly detecting the hand. To this aim, approaches
based on stereocamera systems can improve the detection, exploiting the depth information: in an
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image like the one above described, the hand and arm of the diver will be slightly closer to the cameras.
Indeed, this difference in depth is very small, so the algorithm should be very precise and able to
overcome problems badly affecting measurements, such as distortion. Furthermore, another problem
strictly related to underwater perception in the presence of humans consists in occlusions due to
bubbles generated by divers’ breath: the object to be detected can be concealed for many frames, so
some sort of prediction and tracking algorithms should be considered. These are some of the additional
problems related to the underwater environment that have to be faced and solved by research on
underwater perception and that can undermine robustness and repeatability of the robot behavior.

A wide number of different techniques can be exploited and has to be tailored to the
specific application: geometric classifiers, Principal Component Analysis (PCA) [35–37], silhouette
recognition [38], feature extraction [39], Haar classifiers [40], learning algorithms [41] and so on.

The large variety of works about gesture recognition in the relevant literature testifies to the
importance of the development of a robust and effective natural HRI system and indicates that the
solution to this problem is still far from being found. Moreover, most of the works presented in
the literature are about in-air applications, where the operational conditions present few difficulties:
the underwater environment poses many further problems, such as visibility, cloudy water, bubbles
occluding the captured scene, illumination, and constraints in the range to be kept between the diver
and the robot.

The hostile and harsh underwater environment and the few works addressing the problems of
communication in it underline the innovation and utility of the system proposed. Moreover, in a
scenario where robots will help divers in their tasks, there is a need for defining and developing a rich
language to enable divers to communicate complex commands to their robotic buddies.

This article explains the first implementation and evaluation of the Caddian language, namely
the phase following the creation of the language from alphabet, syntax and semantics, and the
communication protocol that must be followed by the divers to communicate with the AUV. The work
is structured as follows. Section 3 presents the definition of Caddian language and its communication
protocol. In Section 4, the subset of the language gestures used for trials is described, while in Section 5
the robotic platform employed is outlined. Section 6 contains the description of the missions’ trials
and the BNF syntax of the trial language. Section 7 combines the results from the individual trials.
Section 8 describes a study about the language learning curve. Section 9 presents our conclusions.

3. A Gesture-Based Language for Underwater Environments: The Caddian Language

3.1. Human–Robot Interaction Based on Gestures

The development of the HRI language Caddian is based on divers’ sign language. Given the fact
that a language has to be easy to learn and to be taught, Caddian signs have been mapped with easily
writable symbols such as the letters of the Latin alphabet: this bijective mapping function translates
signs to our alphabet and vice versa, as depicted in Figure 2.

Figure 2. Bijective function mapping from gestures to letters.

Sequences of Caddian gestures and the corresponding sequences of characters of the written
alphabet (i.e., Σ) are mapped to a semantic function that translates them into commands/messages.
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A classifier encodes/decodes gestures, which should be feasible in the underwater environment
and as intuitive as possible to cope both with the learning aspect of the language and divers’ acceptance.
The more dimensions can be discerned by the classifier, the more gestures can be used:

• if it is able to extract and match features from both hands, the amount of recognizable gestures
increases (for an example of two-handed gesture, see the “boat” signal in [5]);

• if it is able to extract features and match them in the time domain, thus being able to classify hand
gestures with motion, the gestures alphabet becomes richer (for an example of motion gesture,
see the “something is wrong” gesture in [5]).

In the creation of the language, the issued sentences have been sequentially defined to allow the
synchronization of the recipient with the issuer, and have been defined with boundaries to ensure
efficient interpretation: the “start communication” and “end of communication” gestures enclose,
as the name says, the communication, while the “start communication” gesture is also used as delimiter
between a message and the following one during a complex communication.

3.2. A Specialized Language

Caddian is a language for communicating between divers and underwater robots, in particular
autonomous underwater vehicles (AUVs), so the list of commands/messages defined by the language
in the scope of the project is strictly context-dependent. Currently, there are 40 implemented commands.
The commands/messages (see Table 1 and [8] ) are separated into six groups: Problems (9), Movement
(5), Setting Variables (10), Interrupt (4), Feedback (3), and Works/Tasks (9).

Table 1. List of commands as seen in [8].

Group Commands/Messages

Problems I have an ear problem I’m out of breath
I’m out of air [air almost over] Something is wrong [diver]
I depleted air Something is wrong [environment]
I’m cold I have a cramp
I have vertigo

Movement Take me to the boat You lead (I follow you)
Take me to the point of interest I lead (you follow me)
Go X Y Return to/come X
X ∈ Direction X ∈ Places
Y ∈ N

Interrupt Stop [interruption of action] Abort mission
Let’s go [continue previous action] General evacuation

Setting Variables Keep this level (actions are carried out at this level) Free level (“Keep this level” command does not apply any more)
Level Off (AUV cannot fall below this level) Slow down/Accelerate
Set point of interest Give me air (switch on the on board oxygen cylinder)
Give me light (switch on the on board lights) No more air (switch off the on board oxygen cylinder)
No more light (switch off the on board lights)

Feedback No (answer to repetition of the list of gestures) I don’t understand (repeat please)
Ok (answer to repetition of the list of gestures)

Works Wait n minutes n ∈ N Tessellation X * Y area X, Y ∈ N

Tell me what you’re doing Photograph of X * Y area X, Y ∈ N

Carry a tool for me Stop carrying the tool for me [release]
Do this task or list of task n times n ∈ N Photograph of point of interest/boat/here
Tessellation of point of interest/boat/here

Direction = {ahead, back, le f t, right, Up, Down}
Places = {pointo f interest, boat, here}

3.3. Communication Protocol and Error Handling

The Caddian language is used inside a communication protocol that guarantees error handling.
The protocol is designed having in mind a strict cooperation between the diver and the AUV:
for example, we can mention the possibility for the diver to query the robot at any time about
the progress of a task with the purpose of understanding whether it has been executed.

For these reasons, AUV is equipped with three light emitters (red, green, and orange):
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• green = IDLE STATE — everything is ok, all tasks have been accomplished and I’m waiting
for orders;

• orange = BUSY STATE — everything is ok and I’m working the last mission received;
• red = FAILURE STATE — a system failure has been detected or an emergency has been issued.

The Caddian protocol handles these three possible types of error:

1. the AUV does not recognize a gesture inside a sequence: the robot shows an error message and
the diver repeats the gesture, but the sequence is not aborted. This allows the diver to make
mistakes and, in such cases, to save time avoiding to repeat the whole sequence.

2. the AUV recognizes the sequence, but the resulting command is not semantically correct.
When the whole sequence is issued, a semantical error message is shown: the sequence of
gestures is aborted and must be repeated.

3. the AUV recognizes the sequence and the resulting command is semantically correct, but it is
not what the diver intended. This type of error is more subtle, because it involves a semantical
evaluation that only the diver is able operate with the necessary swiftness.

To deal with this last category of errors, we have to introduce the definition of “mission.” As a
sequence is issued to the buddy AUV, before it can turn into a real mission, the AUV repeats the
sequence, writing it in plain text on its screen and waiting for the diver’s confirmation. At this point,
the diver simply accepts the sequence showing thumbs up, thus letting the mission start, or he refuses
the sequence with thumbs down: that sequence won’t turn into a mission and thus it will never be
translated into a series of actions. Moreover, it would be very hard (or even impossible) for the AUV
to guess where the error was in the sequence; therefore, if the diver does not confirm the sequence,
the only feasible approach is to make the diver repeat it from the beginning.

Regarding the robot’s mission status, two accessibility aspects were also considered crucial while
creating the Caddian language:

1. Divers should always understand if the assigned mission has been terminated.
2. Divers should always be able to know the progress of a mission.

In the first case, the buddy AUV just turns on the idle status (i.e., green light) and remains
stationary. In the second case, the proposed behavior is the following:

• the buddy is in operation executing a task;
• the diver approaches the buddy, facing it, to be clearly visible on both the camera and the sonar;
• for safety reasons, the diver always remains outside a predefined safety range (e.g., 2 m). If closer,

the buddy is programmed to automatically back off from the diver.
• if all the above conditions are met, the buddy AUV suspends the current action, remaining

however in the BUSY state.

In this situation, a diver can

• query the AUV on the mission’s progress with the “Check” command;
• erase the current mission with the “Abort mission” command;
• report an emergency using a command belonging to the “Problems” subset;
• leave the range of safety, letting the AUV return to the assigned mission.

3.4. Language Definition

The diver–robot language has been defined as a formal language. A formal grammar can describe
a formal language [12,13] and can be represented as a quadruple < Σ, N, P, S > as follows:

- a finite set Σ of terminal symbols (disjoint from N), the alphabet, which are assembled to form the
sentences of the language;
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- a finite set N of non-terminal symbols or variables or syntactic categories, which represents some
collection of subphrases of the sentences;

- a finite set P of rules or productions which describe how each non-terminal is defined in terms
of terminal symbols and non-terminals. Each production has the form B → β, where B is a
non-terminal and β is a string of symbols from the infinite set of strings (Σ UN);

- a differentiated non-terminal S, the start symbol, which specifies the principal category being
defined, such as a sentence, a program, or a mission.

This said, the language LG (i.e., generated by grammar G) can be formally defined as the set
of strings composed of terminal symbols that can be derived through productions from the start
symbol S.

LG = {s/s ∈ Σ∗ and S →∗ s}. (1)

For the Caddian language, the signs of the alphabet Σ are the set of letters belonging to the
Latin alphabet mixed with some complete words, Greek letters, math symbols, and natural numbers
(also used as subscripts) defined as follows:

Σ = {A, . . . , Z, ?, const, limit, check, . . . , 1, 2 . . .}. (2)

By definition, the grammar of Caddian is a context-free grammar because on the left side of the
productions only non-terminal symbols and no terminal symbols can be found [42,43]. In addition,
the resulting language is an infinite language given that the first production (i.e., 〈S〉) uses recursion
and the dependency graph of the non-terminal symbols contains a cycle.

3.5. Syntax

Syntax has been given through the following BNF productions:

〈S〉 ::= A 〈α〉 〈S〉 | ∀
〈α〉 ::= 〈agent〉 〈m-action〉 〈object〉 〈place〉 | ă〈feedback〉 〈p-action〉 〈problem〉 | 〈set-variable〉 | 〈feedback〉

| 〈interrupt〉 | 〈work〉 | ∅ | �
〈agent〉 ::= I | Y | W

〈m-action〉 ::= T | C | D | F | G 〈direction〉 〈num〉
〈direction〉 ::= forward | back | left | right | up | down

〈object〉 ::= 〈agent〉 | Λ

〈place〉 ::= B | P | H | Λ

〈problem〉 ::= E | C1 | B3 | Pg | A1 | K | V | Λ

〈p-action〉 ::= H1 | B2 | D1 | Λ

〈feedback〉 ::= ok | no | U | Λ

〈set-variable〉 ::= S 〈quantity〉 | L 〈level〉 | P | L1 〈quantity〉 | A1 〈quantity〉
〈quantity〉 ::= + | -

〈level〉 ::= const | limit | free

〈interrupt〉 ::= Y 〈 feedback 〉 D
〈work〉 ::= Te 〈area〉 | Te 〈place〉 | Fo 〈area〉 | Fo 〈place〉 | wait 〈num〉 check | 〈feedback〉 carry | for

〈num〉 〈works〉 end | Λ

〈works〉 ::= 〈work〉 〈works〉 | Λ

〈area〉 ::= 〈num〉 〈num〉 | 〈num〉
〈num〉 ::= 〈digit〉 〈num〉 | Ψ
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〈digit〉 ::= 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 0

With the given syntax, we can translate the previously identified messages and commands and
obtain a translation table (Table 2) [8].

Table 2. Translation table as seen in [8].

Message/Command Caddian

Problems Ear problem A ăH1E∀
Out of breath A ăB2B3∀
Out of air [air almost over] A ăB2 A1∀
Something is wrong [diver] A ăH1Pg∀
Air depleted A ăD1 A1∀
Something is wrong [environment] A ăPg∀
I’m cold A ăH1C1∀
I have a cramp A ăH1K∀
I have vertigo A ăH1V∀

Movement Take me to the boat AYTMB∀
AIFYAYCB∀

You lead (I follow you) AIFY∀
Take me to the point of interest AYTMP∀

AIFYAYCP∀
I lead (you follow me) AYFM∀
Go X Y AYG Directions n∀
X ∈ Directions and Y ∈ N n ∈ N

Return to/come X AYCP∀
X ∈ Places AYCB∀

AYCH∀
Interrupt Stop [interruption of action] AY no D∀

Let’s go [continue previous action] AY ok D∀ or AYD∀
Abort mission A∅∀
General evacuation A � ∀

Setting Variables Slow down AS − ∀
Accelerate AS + ∀
Set point of interest AP∀
Level Off AL limit ∀
Keep this level AL const ∀
Free level AL f ree ∀
Give me air AA1 + ∀
No more air AA1 − ∀
Give me light AL1 + ∀
No more light AL1 − ∀

Feedback No A no ∀
Ok A ok ∀
I don’t understand (repeat please) AU∀

Works Wait n minutes n ∈ N A wait n ∀
Tessellation X * Y area ATe n m∀
X, Y ∈ N ATe n∀ [square]
Tessellation of point of interest/boat/here ATe P∀
Tell me what you’re doing A check∀
Photograph of X * Y area X, Y ∈ N AFo n m∀

AFo n∀ [square]
Take a picture of point of interest/boat/here AFoP∀
Carry a tool for me A carry∀
Stop carrying the tool for me [release] A no carry∀
Do this task or list of task n times n ∈ N A f or n . . . end∀

Directions = {ahead, back, le f t, right, Up, Down}
Places = {pointo f interest, boat, here}
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3.6. Semantics

The communication scenarios and relating commands can be divided into six groups. In the
following paragraphs, these commands sets are briefly explained.

Problems—This category of messages refers to issues happening to the diver or to the
environment around the operating area. All productions contain the ă symbol, which intrinsically
denotes that there is an emergency and that any action is being executed needs to be suspended to
take care of the issue.

Movement—This category of commands makes the robot move or tells the robot how to move.
Interrupt—This category of commands makes the robot stop the current task/mission.

The “general evacuation” command has a special meaning: in fact, this command makes the buddy
AUV abort the mission and makes it emit any possible warning signal both to the surface and to any
diver in the operation area (e.g., it turns on flashing red lights and sends emergency messages through
the acoustic link towards the surface vehicle).

Setting Variables—These commands set internal variables inside the robot. At this moment,
there are eight of them, but only seven can be set directly by the diver (see below).

• Speed: the robot speed has discrete values. With the “+” or “-” signs, the diver increases or
decreases this variable by a quantum.

• Level:

– constant: any following command is carried out at the current level of depth;
– off: the buddy AUV cannot move below the actual depth: if a subsequent command tries

to force the buddy AUV to break this rule, the robot interrupts the mission. This behavior
has been thought as a safety measure mainly for the buddy AUV (and for the diver as a
direct consequence) but it may be also useful in specific scenarios, for example, during the
exploration of archaeological sites;

– free: clears previous statuses set by other commands which refer to the level of depth:
the AUV is now free to move up and down underwater.

• Point of Interest: set a single point of interest, to be recalled later within other commands.
• Light: this is a binary variable which switches on or off the vehicle lights.
• Air: this is a binary variable which toggles on or off the vehicle’s onboard oxygen cylinder.
• Here: store the actual 3D coordinates of the position in memory (i.e., where the buddy is located

while the command is being issued, and its yaw angle—where the buddy is facing).
• Boat: boat or base position, which cannot be set by the diver.

Communication Feedback—These commands refer to the communication feedback between the
diver and the AUV. The diver can accept or reject a previously issued command (see Section 3.3) and
can also ask the AUV to repeat the command if he did not comprehend it (by accident or by distraction).

Works—These commands refer to tasks the robot is able to do. The “tell me what you’re doing”
command (i.e., check the mission progress) can be used when the diver approaches the robot (and the
robot consequently pauses anything it is doing). The “wait X minutes” command instructs the robot to
float and wait X minutes then proceed with the next command (useful to pause the mission or to let the
seafloor dust settle down). The “carry a tool for me” command instructs the robot to carry equipment
upon diver request: after the equipment has been placed into the robot compartment, the AUV waits
for a physical confirmation (i.e., a button to press to give physical feedback).

4. Outline of Gestures Used during Trials

A diver’s underwater gestures are not formalized in any international standard. In fact, all
organizations and diving agencies worldwide teach divers their own subset of diving hand signals,
causing some gestures to vary from region to region: in this paper, the most famous and common
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ones [4–7] were chosen, carefully picking both from the ones used by largest diving organizations and
from gestures akin to natural or instinctive meaning. Caddian gestures were also chosen following
the two most important requirements of the language: all gestures should be feasible and as easy
as possible to perform underwater and they should be as intuitive as possible to make them easy to
remember and to render the language truly effective.

In some cases, whenever possible, basic mnemonic techniques have been exploited, associating a
gesture to objects related to the action it expresses: for example, in the “take a picture” gesture, the
diver shows just three fingers, which can be mnemonically associated to the tripod used to stabilize
and elevate a camera.

The list in Figures 3 and 4 contains a subset of gestures used during CADDY trials. As can be seen,
a significant amount of task gestures and all the natural numbers are recognized, but we eventually
decided not to introduce dynamic gestures, because the effort to recognize them through computer
vision was too high with respect to the expected benefits.

Figure 3. A subset of the Caddian gestures tested during 2015 validation trials.

Figure 4. Trials gestures: numbers from 1 to 5.

Mapping Gestures to Syntax; Syntax to Semantics

As already said, a bijective mapping function translates from the domain of signs to our alphabet
and vice versa (Figure 5). Accordingly, one or more gestures and the corresponding characters are also
mapped to a semantic function that translates them into commands/messages.
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Figure 5. Gestures, written alphabet, and semantics.

5. Outline of Trial Vehicle: R2 ROV

At-field trials have been carried out employing the robotic platform R2 ROV/AUV design and
developed by CNR-ISSIA (Figure 6); the R2 underwater vehicle is the product of a retrofit process of
the former Romeo ROV, built and developed during the 1990s. R2 is characterized by an open-frame
structure and a full-actuated motion capability. Thanks to its compact size, 1.3 m long, 0.9 m wide, and
1.0 m tall, it is still considered a small-/medium-class ROV/AUV. Depending on the specific payload
for each mission (dedicated sensor package, manipulation systems, etc.), the total weight can vary
from 350 to 500 Kg in-air. The overall motion control is provided by a redundant and fault-tolerant
thruster allocation with four vertical thrusters for vertical motion and four horizontal thrusters for the
2D horizontal positioning. In ROV mode, a fiber-optic based link provides real-time data transfer for
both direct piloting/control/supervision of the robot, as well as on-line data gathering and analysis.

Figure 6. R2 (Artù) ROV. (left) a picture; (right) CAD design with sensors and actuators.

The R2 ROV/AUV during the trials was equipped with:

• IMU (Inertial Measurement Unit): Quadrans 3-axis Fiber Optic Gyro and 3DM-GX3-35 MicroStrain
AHRS (Attitude Heading Reference System);

• GPS (Global Positioning System): 3DM-GX3-35 MicroStrain AHRS (Attitude Heading
Reference System);

• Stereo camera: BumbleeBee XB3 13SC-38 3 sensor multi-baseline color camera;
• CTD (Conductivity, Temperature, and Depth sensors) : OceanSeven 304 Plus;
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• Sonars: 2 Tritech PA500 echosounders (1 for seafloor detection and 1 for front obstacle detection);
• Lights: 6 front-mounted LED-based (Light-emitting diode) high intensity spot lights.

6. Trials at Sea and at Pool

Two experimental campaigns were carried out in 2015 [44,45], one in Biograd Na Moru (Croatia),
at sea, in October and the second one in Genova (Italy), at pool, in November. Both campaigns were
focused on the validation of the interaction capabilities of the robot, mostly related to the gesture
recognition and compliant robot reactions to the desired commands. Five professional divers were
involved, respectively four for the Biograd Na Moru campaign and one for the Genova one. All the
divers were trained for about half an hour before the first dive, as the set of gestures used was minimal
(i.e., 22 gestures) and it was mostly a subset of the “common gestures set” already used in the diving
world (i.e., 15 out of 22). The Biograd Na Moru’s trials were made in open sea at a 4 m depth over
one week. Depending on the day, trials were carried out with the presence of currents or at calm sea.
During the Genova campaign, trials were made at a 3-m-deep outdoor pool. Given that these trials
were only focused on preliminary functional tests of the computer vision algorithms and aimed at
gathering as much data as possible for their further refinement, the R2 ROV (see Figure 6), described
in Section 5, was employed as the buddy AUV. According to the envisioned use-case scenarios of the
CADDY project, trials were made up of four kinds of mission.

• Movement Missions—In this kind of mission, the diver issues a movement command with a
number (i.e., “Go up 1 m”).

• “Take a photo” Missions—In this kind of mission, the diver commands the AUV to take a picture
from the point where it is stationing.

• “Do a mosaic” Missions—In this kind of mission, the diver commands the AUV to do a
mosaic/tessellation of an area n x m of the seabed (see Section 3 under Works).

• Complex Missions—In this kind of mission, the diver commands the AUV to go to the boat and
bring back a tool.

During the trials, a minimal subset of a modified version of Caddian has been used. Here, the
syntax of the minimal language is followed:

〈S〉 ::= A 〈α〉 〈S〉 | ∀
〈α〉 ::= 〈direction〉 〈num〉 | 〈place〉 | 〈work〉
〈direction〉 ::= forward | back | up | down

〈place〉 ::= B | H | Λ

〈work〉 ::= Te 〈area〉 | Fo | carry | Λ

〈area〉 ::= 〈num〉 〈num〉 | 〈num〉
〈num〉 ::= 〈digit〉 〈num〉 | Ψ

〈digit〉 ::= 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 0

Applying the syntax rules, the commands for each mission were as follows:

• Movement missions:

– “Go up 1 m”: A up 1 Ψ ∀
– “Go down 1 m”: A down 1 Ψ ∀
– “Go back 1 m”: A back 1 Ψ ∀
– “Go forward 1 m”: A forward 1 Ψ ∀

• “Take a photo” mission: A Fo ∀
• “Do a mosaic” mission: A Te 2 Ψ 4 Ψ ∀
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• Complex mission: A B A carry A H ∀
The complex mission deserves a special mention because in its syntax we can observe three

concatenated commands between the delimiters (i.e., “A” and “∀” ). The first one is “go to the boat”
(“B”), followed by “carry a tool” (“carry”) and then “return here” (“H”). Consequently, the robot
moves to the boat, opens the compartment to hold the tool requested, and returns to the point where
the entire mission has been started.

7. Results

The first phase of the trials has been focused on simple gesture recognition, namely the recognition
of single gestures by the robot and the execution of the associated command. Divers performing
the gestures are shown in the following figures. Figure 3 shows a sample of the single-gestured
commands used during the trials, while Figures 7–9 show gesture recognition in different kinds of
environment to emphasize the different challenges that had to be solved to have correctly classified
gestures. For example, Figure 7 shows the diver in different kinds of water at varying distance from
the camera: the green and yellow circles shows that the recognition process has been successful for all
four images.

Figure 7. Detected gestures, from the top left, clockwise: take a photo, carry equipment, start
communication, and go to the boat.

Figure 8. “Go down 2 m” gesture sequence executed during trials.
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Figure 9. CADDY simple gesture recognition in a harsh underwater environment.

Extensive tests focused on the complex gesture sequence recognition were carried out during the
second phase of the trial. Complex sequences are enriched sets of gestures that represent dialogues
or sentences containing more information that the robot has to recognize, separate, and interpret in
order to achieve the desired goal requested by the diver. Examples of complex sequences are “go to
boat and carry equipment here” or “execute a mosaic of N × M meters.” Complex sequences have
been tested 15 times each in order to evaluate the reliability and success rate of the system, obtaining
good results in terms of recognition capabilities (i.e., all complex sequences had a success rate which
varies from 87 to 99.9% except for the “do a mosaic” mission, which achieved 60%). An example of a
complex sequence executed by a diver is the “Go down 2 m”, depicted in Figure 8. From Figure 9, it is
possible to appraise the harsh conditions that the CADDY system has to face while working in the
underwater environment. The water visibility level can very badly affect the gesture interaction, as
well as the illumination condition and gesture occlusions due to bubbles. The CADDY system was
successful in the interaction through gestures even during days with a low visibility condition (2.5 m
with suspended sediments) and with a strong current and strong waves; the robot lit up its lights to
signal to the diver that his gestures were recognized and the command executed.

8. Cognition and Ease of Language Learning: Evaluation on Dry Land

The same gestures and relative missions performed during the trials were tested on dry land in
order to evaluate the language learning curve and the language cognitive load in divers. The research
team tested 22 volunteers: all of them completed the trials. Seven out of 22 volunteers were female and
4 out of 22 had previous diver experience. No replication of the experiment with the same volunteer
has been made and missions have been provided sequentially with no order randomization. The
evaluation of the language took place in the following stages: first, the language has been explained to
the volunteers (the explanation had a duration of about five minutes); afterward, the volunteers were
asked to repeat the six trials missions, which were as follows:

• Mission 1: “Go up 1 m”;
• Mission 2: “Go down 1 m”;
• Mission 3: “Go back 1 m”;
• Mission 4: “Take a photo”;
• Mission 5: “Do a mosaic”;
• Mission 6: “Go to boat, bring me something (carry equipment), come back here.”

Figure 10 describes the results of this evaluation. As can be observed, the error value decreases
with the progress of the missions, proving that the volunteers learnt the language very quickly,
given the fact that only five minutes were dedicated to the explanation of the whole language used in
trials, made up of 22 gestures.

195



J. Mar. Sci. Eng. 2018, 6, 91

Figure 10. Evaluation of the six missions and description of volunteers data set.

The observed errors in the mission enunciation were as follows:

• CLOSE_NUM_1: forgetting “close number” when issuing the mission.
• NUMBER_ONE: confusing/swapping the “number one” with “close communication.”
• UP: forgetting the “UP” gesture and issuing only the meters to go. The error of forgetfulness of a

gesture appears only in the first and third mission. This error is supposed to be due to the initial
nervousness of the candidate.

• CLOSE_COMM: confusing/swapping the “close communication’ with “number one.”
• DOWN: wrong orientation of the hand.
• CLOSE_NUM_2: confusing/swapping the “close number” with “close communication.”
• BACKWARDS: forgetting the “BACKWARDS” gesture and issuing only the meters to go.

The error of forgetfulness of a gesture appears only in the first and third missions. This error is
supposed to be due to the nervousness of the candidate.

• TAKE_PHOTO: wrong orientation of the hand.
• MOSAIC: wrong orientation of the hands.
• NUMBERS: wrong orientation of the hand.
• BOAT_CARRY: the candidate did not remember the gestures for “boat” or “carry.”
• HERE_1: the candidate did not remember the gestures for “come here.”
• START_MSG: candidate uses, in the complex mission, the “start message” gesture to close the

communication. This may also be an indication for a further improvement of the language where
a single gesture is used to both open and close the communication. In this case, the interarrival
time could be used as information to separate one communication from the following one.

• HERE_2: confusing/swapping the “here" gesture with “go backwards.”

A more detailed view of the errors can be seen in Table 3.

Table 3. Summary of the observed errors.

Gesture Semantic Type of Error Example Occurrences

Ψ Close number CLOSE_NUM_1 A up 1 ∀ 7
1 Number one NUMBER_ONE A up ∀ Ψ ∀ 4

up Go up UP A 1 Ψ ∀ 2
∀ Close communication CLOSE_COMM A up 1 Ψ 1 5

down down DOWN Wrong orientation 1
Ψ Close number CLOSE_NUM_2 A up 1 ∀ ∀ 1

backwards Go backwards BACKWARDS A 1 Ψ ∀ 1
Fo Take a photo TAKE_PHOTO Wrong orientation 3
Te Do a mosaic MOSAIC Wrong orientation 2
2,4 Number two and four NUMBERS Wrong orientation 1
B Go to the boat BOAT_CARRY A A A H ∀ 1
H Come back here HERE_1 A B A carry A ∀ 2
A I’m starting a message START_MSG A B A carry A H A 1
H Come back here HERE_2 A B A carry A backwards ∀ 1
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9. Conclusions

In this paper, a novel gesture-based language for underwater human–robot interaction (UHRI)
has been proposed: the description of the language, called Caddian, is provided with alphabet,
syntax, semantics, and a communication protocol. The presented work has mostly focused on the
definition of the language and on showing its potential and likely acceptance by the diving community.
A description of the performed trials using a minimal modified subset of the language has been
reported and is preliminary, but encouraging results are provided.

The classifier performed quite well both in normal and in stormy weather, thus testifying that
gestures outside the standardized ones have been chosen correctly. Moreover, divers learnt the
language very quickly, showing that the associated cognitive load on the divers is acceptable.

However, the trials also showed that the success rate of the classification can still be improved for
some gestures (e.g., “do a mosaic”), and the syntax of natural numbers for humans is not as intuitive
as preliminarily designed. Tests with the whole set of gestures have to be made because dynamic
gestures, which were not involved during these trials, did not have the same rate of success as the
static ones.

Regarding the characteristics of the current version of the language, it would be worth considering
adding the ability of changing a mission with an updated parameter (for instance, a new “here”
position), or setting macros and then using parameterized missions (i.e., functions).

A deeper study of the use of the whole language will be the next steps of the research, which
might involve new scenarios with a consequent creation of new commands; more results about the
performance of the classifier must be collected to prove the CADDY framework robust. On the other
hand, acceptance by divers of the language will be taken into account. Through the study of their
feedback, the language might be changed accordingly.
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Abstract: This paper describes a novel thruster fault-tolerant control system (FTC) for open-frame
remotely operated vehicles (ROVs). The proposed FTC consists of two subsystems: a model-free
thruster fault detection and isolation subsystem (FDI) and a fault accommodation subsystem (FA).
The FDI subsystem employs fault detection units (FDUs), associated with each thruster, to monitor
their state. The robust, reliable and adaptive FDUs use a model-free pattern recognition neural
network (PRNN) to detect internal and external faulty states of the thrusters in real time. The FA
subsystem combines information provided by the FDI subsystem with predefined, user-configurable
actions to accommodate partial and total faults and to perform an appropriate control reallocation.
Software-level actions include penalisation of faulty thrusters in solution of control allocation problem
and reallocation of control energy among the operable thrusters. Hardware-level actions include
power isolation of faulty thrusters (total faults only) such that the entire ROV power system is not
compromised. The proposed FTC system is implemented as a LabVIEW virtual instrument (VI) and
evaluated in virtual (simulated) and real-world environments. The proposed FTC module can be
used for open frame ROVs with up to 12 thrusters: eight horizontal thrusters configured in two
horizontal layers of four thrusters each, and four vertical thrusters configured in one vertical layer.
Results from both environments show that the ROV control system, enhanced with the FDI and
FA subsystems, is capable of maintaining full 6 DOF control of the ROV in the presence of up to
6 simultaneous total faults in the thrusters. With the FDI and FA subsystems in place the control
energy distribution of the healthy thrusters is optimised so that the ROV can still operate in difficult
conditions under fault scenarios.

Keywords: fault-tolerant control; thruster fault; fault detection and isolation; fault accommodation;
ROV; remotely operated vehicle; underwater vehicle

1. Introduction

Over the past decades, the use of remotely operated vehicles (ROVs) has become more widespread.
This is due to the reduction in costs driven by military and oil and gas research, making the technology
available for other commercial and scientific purposes [1]. In more recent years ROVs have been employed
for survey contracts and, with the push in the marine renewable energy (MRE) sector, ROVs will need to
be capable of operating in more difficult environments to carry out close quarters inspections of the MRE
devices and structures, thus reducing operational costs within the sector. The environment in which ROVs
operate can be unpredictable, with the external parts of the system being subjected to seawater, changes in
temperature, high pressures and interactions with solids drifting through the water column. These factors
all contribute toward possibilities of thrusters becoming damaged or developing faults in their dynamic
parts. In the past, it was common to abort a mission if a fault occurred in a thruster. Due to reduced
weather windows at the sites of MRE converters [2], the expensive nature of ROV operations and the drive
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to reduce costs this method should be avoided, if possible. Fault-tolerant control system (FTC) within
ROVs can be utilised to combat this. To accommodate faults and allow ROVs to manoeuvre in difficult
environments they are usually designed so that they are over actuated. This increases the robustness of
the system. Podder et al. utilised this configuration in a novel underwater vehicle approach for thruster
force redistribution in the case of a fault [3]. Due to the particular advantages of FTC in ROV applications,
many different techniques have been proposed:

Caccia et al. implemented thruster fault diagnosis by monitoring the motor current and revolutions per
minute (RPM). If the monitored variables increased above a set threshold accommodation was performed
by inhibiting the faulty thruster and by reconfiguring the distribution of the control actions cancelling the
corresponding column in the thruster control matrix (TCM) [4].

Kim and Beale made use of Hotelling’s T2 statistic to diagnosis a fault in an underwater vehicle.
They compared measured variable basis data used for training, with actual variable data and carried
out statistical analysis. If the results of the statistical analysis were above a certain threshold then a
fault was present. Further analysis determined if the fault occurred in the stern plane (vertical) or
rudder (horizontal). The system was designed so that the controller was reconfigurable, meaning that
the type of fault in the system determined the type of controller to be utilised. Their tests were carried
out in simulations and found that noise can increase fault detection times [5].

Montazeri et al. proposed fault diagnosis in the steering system of an autonomous underwater
vehicle (AUV) through the use of two different neural network systems (multi-layer perceptron (MLP)
and Adaline). This method, validated using simulations, was capable of detecting both partial and full
faults. Results found that the speed of the MLP fault detection was lower than the Adaline method due to
its larger complexity [6]. Zhu et al. utilised a neural network to increase the performance of on-line fault
detection in thrusters on an open-frame ROV and provide appropriate control reallocation. This approach
was tested in simulations but only total faults of the thruster were taken into consideration, which was
different from the simulated fault situation of the thrusters [7].

A combination of tools was employed by Hai et al. for a fault-tolerable control scheme for an
open-frame ROV. The methods combined were a petri network and a recurrent fuzzy neural network
(PRFNN). This approach combines the advantages of low level learning, high level reasoning and
reduced calculations. Simulation and experiments proved that the ROV FTC could accurately detect
partial and full faults and accommodate this in the control [8].

Another previous approach was to integrate self-organizing maps and fuzzy logic clustering
to achieve fault diagnosis. Upon diagnosing the fault a novel weighted pseudo-inverse scheme
compensated in the control [9].

Liu and Zhu conducted thruster external fault diagnosis on an ROV by comparing expected
heading values with actual heading values for a given control voltage and referencing it back to a fault
code table [10]. Akmal et al. developed a fuzzy based thruster fault diagnosis and accommodation
system, which monitored voltage and current, and compared it to pre-measured values. The values of
the resulting residuals were then used to compare to a fuzzy fault code table, assigning PWM control
constraints to the thrusters, depending on their state. This simple approach was successful but was
unable to distinguish if there was an internal or external fault [11].

The FTC system for an ROV, proposed in [12], used a modified version of the Moore-Penrose
pseudo inverse to redistribute the control effort to healthy thrusters if a fault occurs.

In the literature the majority of the fault-tolerant control methods proposed for underwater
vehicles have been integrated and evaluated in a simulated environment. As a first step for evaluation
this approach is beneficial but, when practical and affordable, real-world trials should be conducted to
evaluate the system in the environment in which it is expected to operate. Real-world trials have been
conducted in some cases to evaluate the FTC of the ROV [4,12], generating more accurate results.

This paper presents an active fault-tolerant control system for an ROV using a combination of
thruster fault detection and isolation, faulty thruster power isolation and fault accommodation in the
control of the ROV. The word “active” means that the method is based on active monitoring of relevant
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signals from the thrusters (currents, shaft speeds, applied voltages and temperatures of windings).
For thrusters that cannot provide these signals, the authors are currently working on novel “passive”
method for fault detection and isolation. It is expected to publish the main features of the “passive”
method and comparison table of both methods in Spring 2018.

Most underwater vehicle fault detection schemes are model-based, and concern the dynamic
relationship between actuators and vehicle behaviour or the specific input-output thruster dynamics [13].
The proposed thruster fault detection and isolation (FDI) approach is a model-free scheme based on
a pattern recognition neural network, trained with simulated and real-world data. New features of
the proposed FTC includes separation of the virtual control space into vertical and horizontal thruster
subspaces (planes) and real-world implementation in the real-time ROV control system for various thruster
configurations. The thruster FA subsystem receives thruster state data from the FDI and, in the case of a
fault, reallocates thruster forces by reducing the saturation bounds of the faulty thruster (software-level
action A). At the same time, in case of total faults, the thruster power is switched off (hardware-level
action B), in order to prevent a threat to full power system and reduce the risk of damage to other
ROV components.

The proposed FTC system has been successfully tested in a virtual environment (using a real time
ROV simulator, created at CRIS, in the University of Limerick (UL)) and a real world environment
(using VM5 thrusters from VideoRay in Pottstown, PA, USA) in a test tank at UL. The proposed
FTC system is part of the OceanRINGS+ ROV smart control system, currently under development at
CRIS, UL.

The paper outline is provided as follows. In Section 2 background information is provided,
including links with other research projects and a short description of Inspection ROV (IROV).
The architecture of the FTC, including description and implementation of the FDI & FA subsystems,
is described in Section 3. Section 4 presents the testing and evaluation results of the proposed FTC
in real-world and virtual (simulated) environments. Finally, concluding remarks and directions for
future work are provided in Section 5.

2. Background

2.1. OceanRINGS+

OceanRINGS is an Internet/Ethernet-enabled ROV control system, based on robust control algorithms,
deterministic network-oriented hardware and flexible, 3-layer software architecture [14]. ROV LATIS
is a prototype platform developed at UL to test and validate OceanRINGS [15]. System validation and
technology demonstration has been performed over the last eight years through a series of test trials with
different support vessels. Operations include subsea cable inspection/survey, wave energy farm cable to
shore routing, shipwreck survey, ROV-ship synchronisation and oil spill/HNS incident response.

Currently, researchers at UL are developing the next generation of the ROV control system
(OceanRINGS+, the extended version of OceanRINGS). The highly adaptive 3-layer software architecture
of OceanRINGS+ includes fault-tolerant control allocation algorithms in the bottom layer, transparent
interface between an ROV and supporting platforms (surface platforms, surface/subsea garages and/or
supporting vessels) in the middle layer and assistive tools for mission execution/monitoring/supervision
in the top layer. Software modules have been developed for advanced control modes, such as auto
compensation of ocean currents based on ROV absolute motion, robust speed/course controller with
independent heading control, semi and full auto pilot capabilities, auto-tuning procedure for low-level
controllers, ROV high precision dynamic position & motion control in absolute earth-fixed frame, or relative
to target or support platform/vessel. This paper is focused on the description of the FTC, the module at
the bottom layer of the full OceanRINGS+ control architecture.
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2.2. Inspection-Class Remotely Operated Vehicle (I-ROV)

As part of the ongoing MaREI research project “Smart Inspection ROVs for Use in Challenging
Conditions”, researchers at the Centre for Robotics & Intelligent Systems (CRIS), University of
Limerick have designed and developed a reconfigurable, inspection-class ROV (I-ROV) in the period
of 2014–2018, aimed to perform periodic and post storm inspection of offshore MRE converters,
moorings and foundations, reducing the need for commercial divers to be employed in this difficult
and potentially dangerous environment. The I-ROV (Figure 1) is a reconfigurable system with the
option to utilise two types of thrusters in different configurations.

Figure 1. Inspection-class remotely operated vehicle (I-ROV), developed at the Centre for Robotics &
Intelligent Systems (CRIS) researchers, University of Limerick (UL).

The reconfigurable propulsion system of I-ROV includes two thruster configurations (Table 1):

• Configuration 1: Eight VideoRay M5 thrusters configured in two layers: Horizontal Layer with
four thrusters and Vertical Layer with four thrusters. These thrusters provide active monitoring
of relevant signals from thrusters (currents, shaft speeds, applied voltages and temperatures of
windings).

• Configuration 2: Twelve Blue Robotics T200 thrusters configured in three layers: Horizontal
Layers L0 and L1 with four thrusters each and Vertical Layer with four thrusters. These thrusters
cannot provide monitoring of relevant signals and the passive FTC system for this class of thruster
is under development.

It should be emphasized that the OceanRINGS+ control architecture has been designed to be
generic, i.e., not limited to exclusive use by IROV, but any ROV with standard physical layout of
thrusters. Although testing and validation of proposed FTC is performed with IROV configured as
Configuration 1, the active FTC proposed in this paper and implemented as part of OceanRINGS+

is applicable to open-frame ROVs with a maximum of 12 thrusters subject to the constraint that
each thruster can provide measurement of relevant signals (currents, shaft speeds, applied voltages
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and temperatures of windings). The FDI subsystem detects faults in thrusters regardless of their
physical layout. However, for successful fault accommodation, the physical layout of thrusters plays
an important role.

Table 1. Thruster configurations.

Configuration 1: 8 × M5 Thrusters Configuration 2: 12 × T200 Thrusters

Horizontal Layer: HT1, HT2, HT3, HT4 Horizontal Layer (L0): HT1, HT2, HT3, HT4

Horizontal Layer (L1): HT1, HT2, HT3, HT4

Vertical Layer: VT1, VT2, VT3, VT4 Vertical Layer: VT1, VT2, VT3, VT4

3. Fault-Tolerant Control (FTC) System

3.1. FTC Architecture

The overall functional architecture of the proposed FTC system is shown in Figure 2. The description
of the architecture is provided in a hierarchical manner, such that the general description and the main
idea are introduced first, while more details about individual components can be found in the following
subsections. This architecture is an extension of the control architecture proposed in [16].

In contrast to the Fault Diagnosis and Accommodation System (FDAS), proposed in [17] and
implemented in the original version of OceanRINGS, there are a number of new features in the FTC
architecture shown in Figure 2 and implemented in OceanRINGS+. Firstly, there is a clear separation
between horizontal and vertical thrusters using decomposition of motion into horizontal and vertical
subspaces (planes). Secondly, there is provision for two layers of horizontal thrusters and one layer of
vertical thrusters. Thirdly, the Fault Detection Units utilize a pattern recognition neural network for
real-time fault detection instead of self-organising maps.

The virtual control input τ for the control allocation is a normalised vector of forces and moments:
τ = [ τX τY τZ τK τM τN ]T , where τX is surge force, τY is sway force, τZ is heave force,
τK is roll moment, τM is pitch moment, and τN is yaw moment. Decomposition of this vector into the
horizontal and vertical planes is presented in Table 2.

The Control Clusters (Figure 2 and Table 2) are links between the FTC module in the bottom
layer and upper layers in control architecture. The HT Control Cluster consists of two subclusters:
Virtual Joystick (to mimic direct surge & sway forces and yaw moment generated by human or virtual
pilot) and a set of settings for Low-Level Controllers (set points for surge speed ud (m/s), sway speed
vd (m/s) and heading Yd (◦), feed-forward inputs and on/off switches to enable/disable individual
controllers). The VT Control Cluster has two subclusters: Virtual Joystick (to mimic direct heave force
and roll & pitch moments generated by human or virtual pilot) and a set of settings for Low-Level
Controllers (set points for depth/altitude zd (m), roll Rd (◦) and pitch Pd (◦), feed-forward inputs
and on/off switches to enable/disable individual controllers). Inside the Synthesis module the LLC
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Settings subclusters are used as one of the inputs to the LLC loops (the other inputs are navigation data
and parameters of controllers). There is a single controller for each degree of freedom (DOF). Surge
and Sway controllers are velocity controllers, while Heave, Roll, Pitch & Yaw are position controllers.
Further information about the internal structure of LLC loops can be found in [9]. Individual outputs
of LLC loops are bundled into vectors τLLC. The final outputs of the Synthesis module are vectors τHT
and τVT , obtained by summation and normalisation of corresponding vectors τV J and τLLC for each
subspace, respectively.

Figure 2. Architecture of the Fault Tolerant Control (FTC) system: (a) Horizontal Subspace (Plane);
(b) Vertical Subspace (Plane).
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Table 2. Decomposition into Horizontal and Vertical Subspaces (Planes).

Virtual Control Input Horizontal Plane τHT Vertical Plane τVT

τ =

⎡
⎢⎢⎢⎢⎢⎢⎣

τX
τY
τZ
τK
τM
τN

⎤
⎥⎥⎥⎥⎥⎥⎦

τHT =

⎡
⎣ τX

τY
τN

⎤
⎦ τX—Surge Force

τVT =

⎡
⎣ τZ

τK
τM

⎤
⎦ τZ—Heave Force

τY—Sway Force τK—Roll Moment
τN—Yaw Moment τM—Pitch Moment

Each layer of horizontal thrusters has its own FDI, FA and Control Allocator module. It should be
emphasized that both layers of horizontal thrusters are independent from each other, i.e., they can
have a different physical layout and number of thrusters. In the Horizontal Plane, both layers have the
same input (vector τHT), which is the output of HT Synthesis module.

3.2. Fault Detection and Isolation (FDI) Subsystem

3.2.1. Fault Classification

Thrusters are liable to different fault types during the underwater mission e.g., propellers can be
jammed, broken or lost, water can penetrate inside the thruster enclosure, communication between the
thruster and the master node can be lost, applied voltage or temperature of the winding can exceed the
threshold, etc. Some of these faults (partial faults) are not critical and the thruster is able to continue
operation in the presence of a fault with the restricted usage, i.e., reduced maximum velocity. In other
cases (total faults—failures) the thruster must be switched off and the mission has to be continued
with remaining operable thrusters. Thruster faults are classified into two main classes:

• Internal faults (e.g., temperature of the windings is out of range, drop in bus voltage etc.),
• External faults (e.g., lightly jammed, jammed, heavily jammed, lost or broken propeller).

3.2.2. Fault Code Table

Relationships between thruster states, fault types and remedial actions are stored in the thruster
fault code table (Table 3). It must be emphasized, at this point, that this fault code table is just
a suggestion, intended to reveal the main ideas of the proposed FTC system. New states (rows)
can be added, and the existing relationships can be changed, in order to accommodate specific
requirements and available thruster data. For example, other faults like thruster shaft misalignment or
damaged bearings can cause excessive vibration, increased temperature and, in worst case scenarios,
cause flooding through broken shaft or damaged enclosure [18].

Table 3. Thruster Fault Code Table.

Thruster State Class Type Action A: Saturation Bounds Action B: Thruster Power

Invalid - - 1.00 ON
Healthy - - 1.00 ON

Lightly Jammed External Partial 0.75 ON
Jammed External Partial 0.25 ON

Heavily Jammed External Total 0.00 OFF
Broken Propeller External Total 0.00 OFF

Unknown External Total 0.00 OFF
Voltage outside threshold Internal Total 0.00 OFF
Temp. outside threshold Internal Total 0.00 OFF
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3.2.3. Fault Detection Unit (FDU)

It is assumed that each thruster is driven by a Thruster Control Unit (TCU), with integrated
power amplifiers and a microcontroller (Figure 3). The input to the TCU is desired shaft speed nd (%).
The outputs are current I (A), shaft speed n (rpm), bus voltage V (V) and temperature T (◦C) of
windings. The outputs of each thruster are sent to the associated FDI module in real-time. The FDI
module utilises the Fault Detection Units (FDUs) to monitor the state of the thrusters. The FDU
is a software module associated with the thruster, able to detect internal faults and external faults.
The output of the FDU is a fault state vector fi. Connections between the FDU and the TCU for an
arbitrary thruster Ti are indicated in Figure 3.

Figure 3. Block diagram showing connections between the fault detection unit (FDU) and the thruster
control unit (TCU) for thruster Ti.

Signals for detection of internal faults are already available in existing TCUs for VideoRay thrusters
M5. In particular, the communication protocol for the M5 provides monitoring of the winding temperature
T (◦C) and bus voltage V (V) of each thruster. In order to build a universal FDU, able to detect both internal
and external faults, it is necessary to augment the existing internal protection with a software module for
fast and reliable detection of external faults.

For detection of external faults available signals are desired: shaft speed nd (%), actual shaft speed
n (rpm) and current consumption I (A) of the thruster. By monitoring n and I, together with desired
shaft speed nd, obtained as the output of the Control Allocation, the FDU is designed to detect, isolate
and categorise external thruster faults using Pattern Recognition Neural Network (PRNN).

Finally, the universal FDU integrates both parts (internal and external) into one unit, which is
able to detect both internal and external faults (Figure 3). Integration includes a priority scheme,
where total faults have higher priority than partial faults. The fault state vector fi, the output of the
FDU, is the code of the fault.

3.2.4. Implementation

Implementation involves two phases: off-line training and on-line fault detection.
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Off-Line Training Phase

The first stage in the training phase is acquisition of training data. In the virtual environment,
thruster faults are simulated by varying properties of the thruster dynamic model (load, friction, etc.)
inside the propulsion subsystem of the ROV dynamics simulator. In the real-world environment,
various jammed propeller faults are simulated such that the objects of different sizes, shapes and
weights were attached to the blades, while a broken propeller was simulated with all blades removed
from the shaft. Further details about acquisition of training data in real-world environment is given in
the following. A normal state and four different fault cases were considered (lightly jammed, jammed,
heavily jammed and broken (lost) propeller). A test rig has been set up and thruster mounted in a test
tank in the University of Limerick. To mimic the jammed thruster states various objects (“blockages”)
have been attached to the thruster propeller during tests. The thruster test setup and “blockages” are
shown in Figure 4. Each “blockage” reduces efficiency of the thruster due to increased load on the
shaft and reduced flow of the water through the duct.

Figure 4. Thruster setup for acquisition of real-world data: (a) 30% area “blockage”; (b) 60% area “blockage”;
(c) 90% area “blockage”.

The relationship between the thruster states and setup for real-world data acquisition is given in
Table 4. For each state in Table 4, the thruster was actuated with a saw-like command signal nd (%)
with the following pattern: 0% » MAX% » 0% » −MAX% » 0%, with a step size 1%. The total duration
of signal was 20 s, sampling period 50 ms and max. value MAX = 100%. In each iteration the desired
shaft speed nd (%), actual shaft speed n (rpm) and current consumption I (A) have been logged.
The real-world raw data acquired for each thruster state are presented in Figure 5.
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Table 4. Thruster states & setup for real-world data acquisition.

Thruster State Setup

Healthy No blockage
Lightly Jammed Blockage (30% area)

Jammed Blockage (60% area)
Heavily Jammed Blockage (90% area)
Broken Propeller Propeller detached

Figure 5. Diagrams of raw training data: (a): I versus nd plot; (b) n versus nd plot.
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Analysing the distribution of the training data in Figure 5, the first feature that can be noticed
is that each fault type creates a certain pattern. The presence of measurement noise is noticeable in
acquired data for currents, resulting in patterns which exhibit a fuzzy (“cloudy”) look. The second
feature is that it is very difficult to distinguish individual patterns in the zone around nd ≈ 0 (called
the critical zone). This makes successful fault detection and isolation in the critical zone difficult to
achieve. In particular, for the near-zero velocity case nd ≈ 0 the thruster does not rotate or rotates very
slowly, reliable fault detection is impossible. The solution to this issue is the exclusion of the critical
zone from FDI during the on-line fault detection phase. For this reason, the critical zone is called
the forbidden zone with associated “Invalid” thruster state. When desired shaft speed is in this zone,
the FDI algorithm goes to sleep mode and outputs the “Invalid” state without any action.

Each fault type in Figure 5 is characterised by specific features, which makes them different from
the other types. These features are discussed in the following. In general, all the variables (nd, I and
n) are correlated, i.e., they tend to rise and fall together in a non-linear way. For lightly jammed,
jammed and heavily jammed propeller states, objects (“blockages”) attached to the blades generate an
additional load for the motor, leading to higher current I and lower n than in the fault-free case for
the same value of nd. In the case of a broken propeller, the absence of the blades means that the load
for the motor is much smaller than in other cases, yielding a reduction in current consumption and a
significant increase in shaft speed. However, the thruster does not generate any propulsion force in
this case.

The main idea of the second stage in the training phase is to use the acquired data from the
first stage to train a Pattern Recognition Neural Network (PRNN). In order to improve the PRNN
classification accuracy, the raw data shown in Figure 5 have been first replaced with best fit curves,
as shown in Figures 6 and 7, before creating input-output data sets for NN training. The MATLAB App
“Curve Fitting” has been employed to generate best fit curves. Details of the Curve Fitting functions
and their parameters can be found in Table 5.

Figure 6. Diagrams of raw & best fit training data: I versus nd plot.
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Figure 7. Diagrams of raw & best fit training data: n versus nd plot.

Table 5. Curve Fitting functions for thruster states.

Thruster State Dataset Plot Curve Fitting Function Type Curve Fitting Function Coefficients

Healthy I v nd positive Gaussian f(x) = a ∗ exp(−((x − b)/c)2)
a = 19.15
b = 147.8
c = 63.78

Healthy I v nd negative Gaussian f(x) = a ∗ exp(−((x − b)/c)2)
a = −16.07
b = −140.2
c = 62.24

Healthy n v nd positive Hyperbolic tangent f(x) = a ∗ tanh(b ∗ x) + c
a = 4008

b = 0.01298
c = 7.086

Healthy n v nd negative Hyperbolic tangent f(x) = a ∗ tanh(b ∗ x) + c
a = 4212

b = 0.01134
c = −42.63

Lightly Jammed I v nd positive Gaussian f(x) = a ∗ exp(−((x − b)/c)2)
a = 20.04
b = 147.8
c = 64.41

Lightly Jammed I v nd negative Gaussian f(x) = a ∗ exp(−((x − b)/c)2)
a = −19.26
b = −145.9
c = 65.05

Lightly Jammed n v nd positive Hyperbolic tangent f(x) = a ∗ tanh(b ∗ x) + c
a = 3908

b = 0.01274
c = 30.12

Lightly Jammed n v nd negative Hyperbolic tangent f(x) = a ∗ tanh(b ∗ x) + c
a = 3764

b = 0.01237
c = −37.82

Jammed I v nd positive Gaussian f(x) = a ∗ exp(−((x − b)/c)2)
a = 16.27
b = 133.9
c = 59.91

Jammed I v nd negative Gaussian f(x) = a ∗ exp(−((x − b)/c)2)
a = −20.4

b = −146.1
c = −65.54

Jammed n v nd positive Hyperbolic tangent f(x) = a ∗ tanh(b ∗ x) + c
a = 3565

b = 0.01289
c = 60.38
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Table 5. Cont.

Thruster State Dataset Plot Curve Fitting Function Type Curve Fitting Function Coefficients

Jammed n v nd negative Hyperbolic tangent f(x) = a ∗ tanh(b ∗ x) + c
a = 3352

b = 0.01355
c = −29.18

Heavily Jammed I v nd positive Gaussian f(x) = a ∗ exp(−((x − b)/c)2)
a = 22.92
b = 147.3
c = 66.57

Heavily Jammed I v nd negative Gaussian f(x) = a ∗ exp(−((x − b)/c)2)
a = −17.17
b = −134
c = 60.65

Heavily Jammed n v positive Hyperbolic tangent f(x) = a ∗ tanh(b ∗ x) + c
a = 2875

b = 0.01468
c = 68.49

Heavily Jammed n v negative Hyperbolic tangent f(x) = a ∗ tanh(b ∗ x) + c
a = 3007

b = 0.01488
c = −14.55

Broken Propeller I v nd positive Exponential f(x) = a ∗ exp(b ∗ x) a = 0.05542
b = 0.03747

Broken Propeller I v nd negative Exponential f(x) = a ∗ exp(b ∗ x) a = −0.05494
b = −0.03735

Broken Propeller n v nd positive Polynomial f(x) = p1 ∗ x4 + p2 ∗ x3 + p3 ∗ x2 + p4 ∗ x + p5

p1 = −0.0001074
p2 = 0.01742
p3 = −0.8264

p4 = 72.56
p5 = −46.07

Broken Propeller n v nd negative Polynomial f(x) = p1 ∗ x4 + p2 ∗ x3 + p3 ∗ x2 + p4 ∗ x + p5

p1 = 0.0001022
p2 = 0.0163
p3 = 0.7478
p4 = 70.58
p5 = 34.14

A two-layer feed-forward network, with 16 sigmoid hidden and 5 softmax output neurons has
been trained to classify input vectors. The architecture of the Pattern Recognition Neural Network is
shown in Figure 8.

Figure 8. The architecture of Pattern Recognition Neural Network.

As indicated in Table 4, there are five classes (Healthy, Lightly Jammed, Jammed, Heavily Jammed
and Broken Propeller). The input data set (matrix thrusterInputs_RWE) has dimension 3 × 1005 and
consists of five Input Blocks: thrusterInputs0_RWE, thrusterInputs1_RWE, thrusterInputs4_RWE
(one block for each class, see Table 6). Network inputs are stored in columns of the matrix
thrusterInputs_RWE. For each class, values of nd are −100, −99, +99, +100.
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Table 6. Structure of the input training data set thrusterInputs_RWE.

Class Input Block Size Column(j)

Healthy thrusterInputs0_RWE 3 × 201 nd(j); I(j); n(j)
Lightly Jammed thrusterInputs1_RWE 3 × 201 nd(j); I(j); n(j)

Jammed thrusterInputs2_RWE 3 × 201 nd(j); I(j); n(j)
Heavily Jammed thrusterInputs3_RWE 3 × 201 nd(j); I(j); n(j)
Broken Propeller thrusterInputs4_RWE 3 × 201 nd(j); I(j); n(j)

The target data set (matrix thrusterTargets_RWE) has dimension 5 × 1005 and consists of five
Target Blocks: thrusterTargets0_RWE, thrusterTargets1_RWE, thrusterTargets4_RWE (one block for
each class, see Table 7). For class k columns of corresponding Target Block have 1 at position k,
while all other column elements have value 0.

Table 7. Structure of the output training data set thrusterTargets_RWE.

Class Target Block Size Column

Healthy thrusterTargets0_RWE 5 × 201 1; 0; 0; 0; 0
Lightly Jammed thrusterTargets1_RWE 5 × 201 0; 1; 0; 0; 0

Jammed thrusterTargets2_RWE 5 × 201 0; 0; 1; 0; 0
Heavily Jammed thrusterTargets3_RWE 5 × 201 0; 0; 0; 1; 0
Broken Propeller thrusterTargets4_RWE 5 × 201 0; 0; 0; 0; 1

Algorithms used in PRNN training are provided in Table 8.

Table 8. Pattern Recognition Neural Network training algorithms.

Algorithms

Data Division Random (dividerand)
Training Scaled Conjugate Gradient (trainscg)

Performance Cross-Entropy (crossentropy)
Calculations MEX

The input matrix thrusterInputs_RWE has been randomly divided up into training samples (70%),
Validation samples (15%) and Testing samples (15%). These samples were presented to the network
during training, and the network was adjusted according to its error. Validation samples were used
to measure network generalization, and to halt training when the generalization stops improving.
The testing samples have no effect on training and provide an independent measure of network
performance during and after training. The training, Validation and Confusion Matrices are shown
in Figure 9. On the confusion matrix plot, the rows correspond to the predicted class (Output Class),
and the columns show the true class (Target Class). The diagonal cells show for how many (and what
percentage) of the examples the trained network correctly estimates the classes of observations. That is,
it shows what percentage of the true and predicted classes match. The off diagonal cells show where
the classifier has made mistakes. The column on the far right of the plot presents the accuracy for each
predicted class, while the row at the bottom of the plot shows the accuracy for each true class. The cell
in the bottom right of the plot shows the overall accuracy.

Figure 10 displays the Neural Network Cross-Entropy and Performance plots. Minimizing Cross-
Entropy within the neural network results in enhanced classification.

The Receiver Operating Characteristic (ROC) is a metric employed to check the quality of
classifiers. For each class of a classifier, the ROC applies threshold values across the interval [0, 1] to
outputs. For each threshold, two values are calculated, the True Positive Ratio (TPR) and the False
Positive Ratio (FPR). For a particular class i, the TPR is the number of outputs whose actual and
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predicted class is class i, divided by the number of outputs whose predicted class is class i. The FPR is
the number of outputs whose actual class is not class i, but predicted class is class i, divided by the
number of outputs whose predicted class is not class i. Figure 11 displays the ROC for each output
class of PRNN. The more each curve hugs the left and top edges of the plot, the better the classification.

The classification performance of the PRNN in the real-world environment is verified in Section 4.
In the third and last stage of the training phase, the structure of the trained PRNN is saved as

a MATLAB function nn_pr_16_RWE on the hard disk for future use. In this way, time consuming
training calculations are performed off-line, during the training phase, which enables fast and efficient
detection during the on-line phase.

Figure 9. Plots of Training, Validation, Test and All Confusion Matrices.
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Figure 10. Neural Network Cross-Entropy and Performance plots.

Figure 11. Receiver Operating Characteristic plots.
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On-Line Fault Detection Phase

From the preceding discussion, the problem of thruster fault detection is considered as a pattern
recognition problem. An original method for on-line fault detection, adapted to the specific features of
the underlying pattern recognition problem, will now be described.

During the initialisation stage of the on-line fault detection phase, training data for each class
(acquired in the off-line training phase) are loaded into memory and displayed as separate static
background plots I versus nd and n versus nd for each layer (HT Layer 0, HT Layer 1 and VT Layer).
These plots are utilised to represent the relationship between variables for different thruster states and
for visualisation of actual thruster measurements in real-time. Additional activities during initialisation
phase include memory allocation for buffers, reading fault code table settings from file and the creation
of action lists.

After the initialisation is finished, the fault detection is performed by repeating the steps from the
FDU Algorithm (Table 9) for each thruster at each programme cycle.

Table 9. FDU Algorithm—On-line fault detection.

FDU Algorithm

1 Read values for external faults (nd, I and n) and internal faults (V and T) from TCU.

2 Create vector x = [ nd I n ]T and execute y = nn_pr_16_RWE(x); y = round(y); 1

3 Combine fault code table (Table 3) and thruster target table (Table 6) to determine
thruster external fault state and corresponding actions A & B.

4 Determine internal fault state and actions A & B from thruster fault code table by
examining if values of V and T exceed the limits.

5 (Optional) Use prioritisation scheme to resolve simultaneous appearance of external and
internal faults: total faults have higher priority than partial faults.

6 Deliver the final thruster state and actions A & B as output.
1 Vector y will have one of the following six values: [1; 0; 0; 0; 0], [0; 1; 0; 0; 0], [0; 0; 1; 0; 0], [0; 0; 0; 1; 0], [0; 0; 0; 0; 1],
[0; 0; 0; 0; 0]. The last value is obtained in cases when a thruster operates in an unknown regime i.e., out-of-normal
regime, different from faulty cases shown in Table 5. Typical examples for this case from the real-world environment
include propeller jammed with rope or seaweed. The thruster state associated with value y = [0; 0; 0; 0; 0] is
“Unknown” (see Thruster Fault Code Table in Table 3).

It should be mentioned that, in order to avoid false detection due to outliers and measurement
noise, the outputs of FDU Algorithm are buffered i.e., the final decision about thruster fault is not
derived from a single measurement, but is accomplished using present and past thruster states (FDU
Algorithm outputs), which are stored in the buffer. This buffer operates similar to the shift register:
when the new state is pushed into the buffer, the other states are pushed (shifted) down and the
”oldest” state is pushed (shifted) out. Elements of the buffer are compared to each other, and if all buffer
elements have the same value (state), then the aggregate thruster state is set to this value. Otherwise,
the previous value is kept as the aggregate state.

3.3. Fault Accommodation (FA) Subsystem

The proposed FA subsystem is an extension of the hybrid approach for control allocation based on
integration of the pseudoinverse and the fixed-point iteration method which compensates the thruster
fault effect [15,16]. It is implemented as a two-step process. The pseudoinverse solution is found in
the first step. Then the feasibility of the solution is examined, analysing its individual components.
If violation of actuator constraint(s) is detected, the fixed-point iteration method is activated in the
second step. In this way, the hybrid approach is able to allocate the exact solution, optimal in the l2
sense, inside the entire attainable command set. This solution minimises a control energy cost function,
the most suitable criteria for underwater applications.
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As stated in Section 3.1, the HT Synthesis and VT Synthesis modules create virtual control vectors
τHT and τVT . These vectors represent the total control effort (normalised forces and moments) to be
produced by the actuators (thrusters). Control Allocators in Figure 2 find individual actuator settings
(true control vectors uHT and uVT for horizontal and vertical thrusters, respectively) to be applied in
order to produce desired control effort. The Fault Accommodation (FA) subsystem uses FDI outputs
(aggregate thruster states) and associated software-level actions (action A) and hardware-level actions
(action B) to solve the control allocation problem for each thruster layer in presence of partial/total
thruster faults. Action A (see Table 3) includes penalisation of faulty thruster in the solution of control
allocation problem by restricting saturation bounds i.e., by increasing the corresponding weight in the
weighting matrix [16]. Action B includes power isolation of faulty thrusters (total faults only in Table 3)
such that the entire ROV power system is not compromised. Hence, if the aggregated thruster state is a
partial fault, the thruster is penalised, but will continue to operate. However, in the case of a total fault,
the thruster is removed from the control allocation process, and its power is switched off in parallel.

3.4. Software Implementation

The proposed FTC has been implemented as a LabVIEW VI named “Thruster Active FDI”,
which is a software module integrated with other OceanRINGS+ modules. The user interface,
which shows FDI results, is presented in Figure 12. This image is just an example; it has been artificially
generated by injecting faults in the simulated thruster models, and it is intended to illustrate various
options available in the software to detect, isolate and accommodate faults. The display is divided into
3 groups: horizontal thrusters (Layer 0 & Layer 1) and vertical thrusters. Each state has an associated
colour code box. The external faults are represented with a column named “States”, while internal
faults are displayed as columns named “Voltages” and “Temperatures”. The fault code table for the
individual layers can be edited on the configuration tab of the main application. The fault code table
for the horizontal thrusters (Layer 0) can be viewed in Figure 13.

Figure 12. User Interface showing thruster FDI states and actions.
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In order to increase the flexibility of the proposed FTC scheme, each thruster has associated
individual “Enable Action” buttons. If the “Enable Action” is true, actions A & B will be applied.
If the “Enable Action” is false, no actions will be applied i.e., the FDI subsystem will detect fault,
but no action will be executed by the FA subsystem.

Thrusters HT1, HT2, HT3 & HT4 in Layer 0 in Figure 12 have “Enable Action” buttons set to
true. The FDI subsystem has detected external faults (partial faults) in HT3 (Lightly Jammed) and
HT4 (Jammed) and no presence of internal faults. All four thrusters remain powered on, while the
software-level actions resulted in Saturation Bounds set to 0.75 and 0.25 for HT3 and HT4, respectively.

In a similar way, thrusters HT1, HT2, HT3 & HT4 in Layer 1 in Figure 12 have “Enable Action”
buttons set to true. In this case, the FDI has detected external faults (total faults) in HT1 (Heavily
Jammed), HT2 (Broken) and HT3 (Unknown), and presence of an internal fault in HT4 (Voltage <
Threshold). Hardware-level actions resulted that the power to all four thrusters is switched off (as was
confirmed by the power relay states for HT1–HT4, Layer 1), while software-level actions resulted in
Saturation Bounds set to 0 for all four thrusters.

Figure 13. Fault Code Table for horizontal thrusters (Layer 0).

Finally, thrusters VT1, VT2 & VT3 have “Enable Action” buttons set to true. The FDI has
detected external fault (total fault) in VT1 (Broken Propeller), and internal faults (total faults)
in VT2 (Temperature < Threshold) and VT3 (Temperature > Threshold). Hardware-level actions
resulted that the power to all three thrusters is switched off (as confirmed by Power Relay States),
while software-level actions resulted in Saturation Bounds set to 0 for all three thrusters. Thruster VT4
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has “Enable Action” button set to false. The FDI has detected an external fault (total fault) in VT4
(Broken Propeller) and no presence of internal faults. However, the FA subsystem did not execute
action A (set Saturation Bounds to 0) and action B (switch off power to the thruster, as confirmed with
power relay state for VT4).

An event log table is used to log Fault Detection and Isolation (FDI) events i.e., details of thruster
external and internal faults as they occur. The FDI Event Log Table data includes event I.D., date and
timestamp of fault occurrence, thruster in which fault occurred, type of external and internal fault and,
if the “Enable Action” button is set to true, the software-level and hardware-level actions that were
applied. An example of the FDI Event Log Table is shown in Figure 14.

Figure 14. Thruster Fault Detection and Isolation (FDI) Event Log table.

4. Testing and Evaluation of the FTC

The performance of the FTC, proposed and described in Section 3, is evaluated and tested
in a real-world and virtual (simulated) environment. In the real-world environment, a single M5
VideoRay thruster has been utilised to evaluate the FTC performance for various fault conditions.
In the virtual (simulated) environment, various thruster fault conditions were simulated in order to
examine the behaviour of the FTC in different situations (open-loop/closed-loop control performance
with enabled/disabled FA actions).

4.1. Evaluation of the FTC in Real-World Environment

A single M5 VideoRay thruster, configured as VT4, has been used for post-training validation of
the trained PRNN and to evaluate the performance of the FTC in fault-free mode (no object attached to
the propeller) and faulty modes (with “blockages” of various sizes and shapes attached to the blades,
see Figure 4). The main objective was to evaluate the capability of the FDI subsystem to detect thruster
states for external faults only, with a disabled FA subsystem (the “Enable Action” button set to false

for VT4). The thruster was actuated with the same signal that has been used to acquire training data
(Figure 15) i.e., with saw-like command signal nd (%) with the following pattern: 0% » MAX% » 0% »
−MAX% » 0%, step size 1%. The total duration of signal was T = 20 s, sampling period 50 ms and max.
value MAX = 100%. The critical (forbidden) zone has been set to nd ∈ [−20%, 20%]. Screenshots of
the FDI results for various thruster states are shown in Figures 16–20. Note that the results are for VT4
only. All other thruster states are shown as Invalid.

The FDI subsystem registers events only when the command signal nd leaves the critical (forbidden)
zone. Two events have been logged for each fault: the Event 1 with timestamp t1 (time instance when the
command signal nd left the critical zone for the first time, see Figure 15), and the Event 2 with timestamp t2

(time instance when the command signal nd left the forbidden zone for the second time). While passing
through the forbidden zone, the FDI subsystem went to “sleep” mode indicating a thruster state = “Invalid”.
The PRNN correctly recognised a thruster state outside the forbidden zone in all five cases. Test results
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confirmed that the PRNN has 100% classification accuracy outside the forbidden zone, and that the
miss-classification appears exclusively inside the critical (forbidden) zone, as predicted in Section 3.1.

Figure 15. Time responses of command signal and thruster states.

Figure 16. Thruster FDI result for thruster state = “Healthy”.
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Figure 17. Thruster FDI result for thruster state = “Lightly Jammed”.

Figure 18. Thruster FDI result for thruster state = “Jammed”.
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Figure 19. Thruster FDI result for thruster state = “Heavily Jammed”.

Figure 20. Thruster FDI result for thruster state = “Broken Propeller”.

4.2. Evaluation of the FTC in Virtual (Simulated) Environment

As mentioned in Section 3.2, in the virtual (simulated) environment thruster faults are simulated
by varying properties of the thruster dynamic model (load, friction, etc.) inside the propulsion
subsystem of the ROV dynamics simulator. Off-line training and on-line fault detection phases are
performed in the same way as described in Section 3.2 for the real-time environment but, in this case,
faults are simulated by varying efficiency of thruster or by pushing the “Broken Propeller” button on
the Thruster Configuration tab, shown in Figure 21.
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Figure 21. Thruster Configuration tab for horizontal thrusters (Layer 0) in the ROV dynamics simulator.

A description of the simulation test cases, presented in this section, is given in Table 10.

Table 10. Description of simulation tests.

ID Type LLC Settings Thruster Fault “Enable Action”

1

Open-Loop

HT2 (L0) Broken Propeller FalseτX(V J) = 0.3 Heading: OFF
τY(V J) = 0.0 Surge Speed: OFF
τN(V J) = 0.0 Sway Speed: OFF

2
Closed-Loop vd = proj(SOGd)y

HT2 (L0) Broken Propeller FalseSOGd = 0.54 m/s ud = proj(SOGd)x
COGd = 60

◦ Yd = COGd

3
Closed-Loop Yd = COGd

HT2 (L0) Broken Propeller TrueSOGd = 0.54 m/s ud = proj(SOGd)x
COGd = 60

◦ vd = proj(SOGd)y

The test cases described in Table 10 enable investigation of the influence of thruster faults on
the overall control performance of the ROV and demonstrate the ability of the FTC to accommodate
the faults and minimise the negative impact on control performance. It should be emphasized that
similar test cases have been conducted with total and partial faults in vertical thrusters, and the main
conclusion is that the ROV control system with active FDI and FA subsystems is capable of maintaining
full 3 DOF in the vertical plane in the presence of a partial or total fault in a single vertical thruster.

4.2.1. Test 1: Impact of “Broken Propeller” in Open-Loop Mode with Disabled Fault Accommodation

In this case, the Surge, the Sway and the Yaw LLCs are disabled and the virtual control vector
τHT = [ 0.3 0.0 0.0 ]T is constant during the duration of the test. At time instance t0 the “Broken
Propeller” fault occurs in HT2, Layer 0. The FDI subsystem detects the fault and logs the FDI event,
but the FA subsystem does not perform any action, since the “Enable Action” button is set to false
(Figure 22). For this reason, the Control Allocator still assumes that the thruster HT2 is healthy and
does not modify the solution of the control allocation problem. However, since HT2 does not produce
any thrust/moment, the ROV drifts to the right side, with continuous change in heading (Figure 23).
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4.2.2. Test 2: Impact of “Broken Propeller” in Closed-Loop Mode with Disabled Fault Accommodation

In this case, the Surge, the Sway and the Yaw LLCs are enabled, while all components of the
Virtual Joystick vector are set to zero. The Speed Mode is set to SM2 (Follow Speed and Course) and
the Heading Mode is set to HM2 (Follow Course). The Desired Speed Over Ground (SOGd) is set to
0.54 m/s, and Desired Course Over Ground (COGd) is set to 60◦. The set points ud for Surge Speed
LLC and vd for Sway Speed LLC are found as projections of the velocity vector in the horizontal plane
on the x and y axis of the body-fixed {b} frame. At time instance t0 the “Broken Propeller” fault occurs
in HT2, Layer 0. The FDI subsystem detects the fault and logs the FDI event, but the FA subsystem
does not perform any action, since the “Enable Action” button is set to false (Figure 24). Similar to
Test 1, the Control Allocator still assumes that the thruster HT2 is healthy. However, robustness of
closed-loop low-level controllers limit the ROV drift to the starboard side with a heading offset of
4.833◦ (Figure 25).

4.2.3. Test 3: Impact of “Broken Propeller” in Closed-Loop Mode with Enabled Fault Accommodation

Similar to Test 2, the Surge, the Sway and the Yaw LLCs are enabled, all components of Virtual
Joystick vector are set to zero, the Speed Mode is set to SM2 (Follow Speed and Course) and the
Heading Mode is set to HM2 (Follow Course). At time instance t0 the “Broken Propeller” fault occurs
in HT2, Layer 0. Since the “Enable Action” button is set to true (Figure 26), the FDI subsystem
detects the fault and logs the FDI event, and the FA subsystem sets Saturation Bounds to zero for HT2
(action A) and switches off the thruster power (action B). The Control Allocator penalises (excludes)
the faulty thruster in the solution of the control allocation problem and reallocates control energy
among the operable thrusters (Figure 27). Small changes in the surge & sway speeds and heading are
visible during the transient stage. The appearance of these transients is unavoidable, since operable
thrusters need time to spin to new setpoints. However, after a short time period, all these changes
diminish and the ROV continues in a straight-line motion, following the desired speed and course
without error (Figure 27).

Figure 22. Test 1 (Open-Loop): Total fault in HT2 (“Broken Propeller”) with disabled fault accommodation.
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Figure 23. Test 1 (Open-Loop): Total fault in HT2 (“Broken Propeller”) occurred at t0; the lack of fault
accommodation causes the ROV to drift with continuous change in heading.

Figure 24. Test 2 (Closed-Loop): Total fault in HT2 (“Broken Propeller”) with disabled fault accommodation.
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Figure 25. Test 2 (Closed-Loop): Total fault in HT2 (“Broken Propeller”) occurred at t0; the lack of fault
accommodation and robustness of the closed-loop controllers causes limited drift to the starboard side
with a heading offset of 4.833◦.

Figure 26. Test 3 (Closed-Loop): Total fault in HT2 (“Broken Propeller”) with enabled fault accommodation.
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Figure 27. Test 3 (Closed-Loop): Total fault in HT2 (“Broken Propeller”) occurred at t0; excellent control
performance is achieved due to fault accommodation and robustness of closed-loop controllers.

5. Conclusions and Future Work

This paper described a novel thruster fault-tolerant control system (FTC) for open-frame remotely
operated vehicles (ROVs), developed by researchers at the Centre for Robotics & Intelligent Systems
(CRIS), University of Limerick. The proposed FTC system is part of the OceanRINGS+ ROV smart
control system, currently under development.

The proposed FTC consists of two subsystems: a model-free thruster fault detection and isolation
subsystem (FDI) and a fault accommodation subsystem (FA). The FDI subsystem employs fault
detection units (FDUs), associated with each thruster, to monitor their state. The robust, reliable and
adaptive FDUs use a model-free pattern recognition neural network (PRNN) to detect internal and
external faulty states of thrusters in real time. The FA subsystem combines information provided by
the FDI subsystem with predefined, user-configurable actions to accommodate partial and total faults
and to perform an appropriate control reallocation. Software-level actions include penalisation of
faulty thrusters in solution of the control allocation problem and reallocation of control energy among
the operable thrusters. Hardware-level actions include power isolation of faulty thrusters (total faults
only) such that the entire ROV power system is not compromised.

Using simulations and real-world tests, the performance of the FTC was evaluated through a
series of representative test cases, in order to examine the behaviour of the FTC in fault-free and
faulty conditions. In the real-world environment, a single M5 VideoRay thruster has been used to
evaluate the FTC performance for various fault conditions. Test results confirmed that the PRNN
has 100% classification accuracy outside the forbidden zone, and that the miss-classification appears
exclusively inside the critical (forbidden) zone. In the virtual (simulated) environment, various thruster
fault conditions were simulated in order to examine the behaviour of the FTC in different situations
(open-loop/closed-loop control performance with enabled/disabled FA actions). Simulation results
show that the FTC provides automatic reallocation in faulty conditions, keeping all the DOF in the
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horizontal plane fully controllable and providing the opportunity to continue the mission with a
minimal loss of control performance.

In the worst case scenario, the proposed FTC is able to maintain full 6 DOF control of the ROV
in presence of up to 6 simultaneous total faults in thrusters (one layer with four horizontal thrusters
fully disabled plus one disabled thruster in the other layer of horizontal thrusters plus one disabled
vertical thruster).

Future work includes extension of the proposed FTC to interface with other ROVs and development
of a “passive” method for fault detection and isolation for ROVs with thrusters that cannot provide
active real-time monitoring of relevant signals from thrusters (currents, shaft speeds, applied voltages and
temperatures of windings).

Acknowledgments: This paper is based upon works supported by the Science Foundation Ireland under Grant No.
12/RC/2302 for the Marine Renewable and Energy Ireland (MaREI) centre. SFI funding has been in collaboration
with industry partners IDS Monitoring, Shannon Foynes Port Company, Commissioners of Irish Lights and
Teledyne BlueView.

Author Contributions: R.C. and E.O. wrote the paper. R.C. designed the hardware and software for the FDI and
constructed the test rig for the real-world tests, under E.O. supervision. G.D. provided guidance in the selection
of hardware for the system. G.D. and D.T. proof read and provided guidance on the correct structure of the paper.

Conflicts of Interest: The authors declare no conflict of interest. The founding sponsors had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the
decision to publish the results.

References
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