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Preface

It is a pleasure for me to express some thoughts on this monograph entitled “Oxidative
Stress in Health and Disease”, and to congratulate Drs. Breitenbach and Eckl for their effort to
convene international experts to address specific research areas on this topic. The surge of
interest in research on oxidative stress has been bewildering, and it is useful, from time to
time, to update and to compile current knowledge. Enormous recent advances in technology
have permitted detailed study of redox processes at the molecular level. Improved analytical
capabilities enabled identification of protein and lipid redox modifications in the biological
setting, which have been put into context of physiological and pathophysiological conditions
in the various chapters of this book.

The introductory Editorial provides a knowledgeable presentation of oxidative stress and
redox signaling and their molecular basis. The focus of the book is on attempts to bring
together chemistry/biochemistry and specific biological and biomedical applications. These
range from fungi to human disease states and organ physiology. Skin, skeletal muscle and fat
are in focus, as well as subcellular aspects of signal transduction with emphasis on
mitochondria and endoplasmic reticulum. All these areas of research have profited from better
understanding of the underlying molecular events. However, much has to be learned still on
the role of oxidative stress in disease states. It is the question of cause versus consequence.
Progress on this issue will lay the groundwork for refined and specific redox medicine.

I hope the book will provide useful insight and will guide future research.

Helmut Sies
Diisseldorf, January 2016
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Introduction to Oxidative Stress in Biomedical and
Biological Research

Michael Breitenbach and Peter Eckl

Abstract: Oxidative stress is now a well-researched area with thousands of new articles
appearing every year. We want to give the reader here an overview of the topics in biomedical
and basic oxidative stress research which are covered by the authors of this thematic issue.
We also want to give the newcomer a short introduction into some of the basic concepts,
definitions and analytical procedures used in this field.

Reprinted from Biomolecules. Cite as: Breitenbach, M.; Eckl, P. Introduction to Oxidative Stress
in Biomedical and Biological Research. Biomolecules 2015, 5, 1169—-1177.

The term “stress” was first used in the biomedical literature as a description of
hyperactivity in the hormone system, in particular concerning the corticosteroids of the
adrenal cortex [1]. The author nicely summarized some 20 years later [2] how the idea of
stress, stress response, and homeostasis as a dynamic equilibrium gradually developed into a
highly useful idea in general physiology and the study of diseases. He saw “stress” primarily as
a factor causing disease, and even today, as exemplified by this thematic issue, modern stress
research is still largely concerned with pathomechanisms of human disease. Today we know
that in many of those stress sitations, in fact redox processes play a major role.

The concept of physiological stress in general for a long time was ill-defined in
physicochemical terms, it was “fuzzy” like the concept of oxidative stress. It took decades
before a clearer picture could be established by delineating the molecular mechanisms of
stress generation, stress defense and stress signaling.

The term “oxidative stress” was coined only 30 years ago [3]. In a recent review article [4]
the history and development of this scientific concept is vividly described. The concept is
based on earlier work by Selye (loc. cit), and inspired by early publications related to oxygen
toxicity, often connected with the problem of aging [5-7], the metabolism of oxygen (and
other) radicals in biological systems [8], the gradual development of our understanding of
mitochondrial physiology [9,10], “mitochondrial” aging research [11,12], and the study of
redox imbalance in cells and organisms [13]. Redox imbalance according to one definition is
another name for oxidative stress which is based on the Nernst equation taking into account all the
redox couples present in the cell or in the different cellular subcompartments [14]. Another more
practical and operational definition of oxidative stress is given by Lushchak: “Oxidative stress
is a situation when steady-state ROS concentration is transiently or chronically enhanced,
disturbing cellular metabolism and its regulation and damaging cellular constituents” [15].

The yeast system of molecular genetics is ideally suited to study the relationship between
different kinds of stress (heat stress, oxidative stress by different oxidants like H,O,, paraquat,
and diamide, osmotic stress, salt stress, etc.) by studying the reaction of the cells to low
inducing stress conditions by transcriptomic and proteomic methods. This was beautifully
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shown by the group of Ian Dawes in a series of papers [16—19]. The adapted cells after the
initial treatment are more resistant to high “killing” stresses than without the hormetic
conditioning. These experiments led in part to very surprising results. On the one hand, the
adaptive reaction of the yeast cell included not only resistance to the same primary stress
that was initially applied, but also to other seemingly unrelated stresses. An example is given
by cross-reactivity to conditioning by oxidants and by heat. On the other hand, this
cross-reactivity was by no means universal. Also the direct genomic reactions to a primary
stress were not universal as shown by the transcriptome. Therefore, the concept of
“generalized stress”or a “generalized stress reaction” is certainly an overstatement, if not a
mistaken concept altogether, although the idea of a generalized stress response is still to be
found in the literature [20]. Also, different oxidants did not overlap in the genomic reaction
and the resistance which they induced [16]. There is every reason to believe that a similarly
complicated system of cross-reactivity and cross-adaptation also exists in higher cells.
However, this was never tested in detail due to the greater technical difficulties in higher
cell systems.

Herrmann and Dick have recently summarized the main routes of research in redox
biology, which now seem to be of pre-eminent importance [21]. Figure 1 shows a grapical
representation of these fields of research.

Presently, an exponentially increasing number of scientific articles and books are
appearing which are dealing with oxidative stress in one way or the other. To give an
overview and a few examples, we are listing here the numbers of publications, as of May
2015, and give a few typical examples.

In the last two years alone, 59 books appeared dealing with oxidative stress. The large
majority of these books are medical, treating oxidative stress in connection with a large number
of different specific diseases (for instance: cancer, neurodegeneration in Alzheimer’s or
Parkinson’s disease, arteriosclerosis, etc.), sources of nutritional antioxidants for the prevention
of disases, pro-oxidant actions of antioxidants, and in anti-aging medicine, and so on. Only a
minority deals with other topics such as oxidative stress in plants, or in veterinary medicine.
Looking at the titles of these books, it becomes clear that in some cases concepts are desribed
for the public which have no firm founding in science. To give the most prominent example,
there are books and articles about the anti-aging effects of many antioxidative plant-derived
compounds, although clinical trials did generally not show the promised healing or
rejuvenation effects [22]. In the last few years, no fewer than five international research
journals (Free Radical Research, Free Radicals in Biology and Medicine, Redox Reports,
Antioxidant Redox Signaling, Redox Biology) dealing with oxidative stress were launched, as
mentioned by Helmut Sies in his recent review article [4]. Over 1,990,000 hits in Google
scholar use the term oxidative stress. Furthermore, there are 627,000 results on lipid
peroxidation and 1,840,000 on lipid oxidation, the major downstream targets of oxidative
stress. In PubMed, in just under 32,000 articles oxidative stress is named in the title of the
papers, of which close to 3500 are review articles.
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1 Redox conditions

Which redox-active components are present at
which concentrations?

L
p— Where in the cell are which redox conditions
|

———— prevalent?

3 Redox changes in proteins

Which cysteine residues in which proteins are
‘1 modified at which conditions?

4 (Patho-)Physiological consequences

How are biological processes influenced
by thiol-based modifications?

5 Signaling

What is the mechanism and interrelation of
oxidative stress buildup, adaptation, and signaling?

Figure 1. Central questions in redox biology. Source: Herrmann and Dick,
Biological Chemistry 393, 999—1004 (2012) modified, with permission.

For the present thematic issue, we have assembled an internationally well-recognized team
of contributing authors, who are not clinicians, but as biologists work in biomedical science
and are presenting here an important and new aspect of oxidative stress research, related either
to a specific medical problem, or contributing to the basic understanding of oxidative stress.

Reliability of research in redox biology depends very much on the reliability of the
anlytical methods used, and progress in the field very often was enabled by the development
of new analytical methods. Two of the chapters in this thematic issue deal with key
innovations in methodology that are at present still further improved every year. First of all,
modern methods in protein mass spectrometry have made it possible to study the oxidation of
individual cysteine residues as shown in the chapter by Verrastro et al. The redox cycle of SH
groups in proteins can either activate or inactivate catalytic SH groups or fine-tune the catalytic
activity. When the SH groups concerned act as a redox sensor they undergo a redox cycle
starting with the formation of a sulfenic acid as described also in the chapter by
Breitenbach et al. Analyzing the oxidation state of those SH groups on specific proteins
throughout the “cysteine proteome” [23] using high throughput mass spectrometry methods
opens up a huge field of research into the regulatory network of the cell. This is exemplified,
for instance in excellent work from the laboratory of Ursula Jakob on the proteomic analysis
of the cellular redox interaction network [24].

Another methodological advance concerns respirometry. Being able to measure with high
precision the oxygen metabolism of mitochondria in small samples is a key technological
advance which is treated by Makrecka-Kuka et al. Oxidative stress in a number of diseases and
in aging can profoundly change such mitochondrial parameters as the P/O ratio or the



XVIII

respiratory control ratio (RCR). Such measurements are required with high precision and, in
a clinical setting, with high speed. They can help to define such highly dangerous disease
states as ischemia reperfusion injury in stroke and heart infarction, and even more in septic
shock, as shown in the chapter by Weidinger and Kozlov.

Being able to measure superoxide, the primary product of oxygen toxicity, with high
sensitivity and selectivity is a key requirement of redox biology. This is possible through the
development of reliable chemiluminescence and electron spin resonance methods, as
described elsewhere [14,25].

HyPer i Mitotracker Red Merge

Baseline

Hy Per cytosol

Figure 2. Visualization of H,O, in subcellular compartments. (A) Neonatal
rat ventricular cardiomyocytes transfected with the genetically encoded mitochondria
targeted H,O, sensor HyPer, Mitochondrial localization is confirmed by
colocalization with the mitochondrial dye Mitotracker Red. Cells were analyzed
after monoamine oxidase ativation with dopamine; (B) Neonatal cardiomyocytes
expressing cytosol-targeted HyPer,, s before and after addition of 100 uM H,O,.
Source: Kaludercic et al., Frontiers in Physiology, 5, article 285 (2014)
with permission.

Another and very important series of methodological advances in the last few years are
redox sensitive fluorescent tags or dyes that enable to study the localization and quantification
of redox active compounds, and in fact the redox potential in different subcellular
compartments in vivo [21,26-28]. These studies make it very clear that redox-active
micro-domains exist in the known subcellular compartments, such as mitochondria and the
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ER, and even in the cytoplasm of cells. A whole series of protein reporters based on the
bacterial H,O, sensitive HyPer protein domain has been developed (reviewed in [26]). An
alternative method uses roGFP and related constructs to measure the redox potential in
subcellular domains [29,30]. Figure 2 shows an example of the H,O, detected by mitochondrial
HyPer in heart muscle cells metabolically stimulated by dopamine.

The fluorescence strictly co-localizes with the mitochondria-specific Mitotracker dye,
while in a control experiment cytoplasmic H,O; is detected with a different HyPer construct
which localizes strictly to the cytoplasm of the cell. In summary, these relatively recent
results clearly show the compartmentation of redox-active compounds and signals in vivo in
eukaryotic cells.

Miillebner ef al. in their chapter present a bioanalytical method to measure bilirubin, an
important antioxidative molecule in liver cell systems, which is relevant in studying heme
degradation by heme oxygenase taking place in the liver under oxidative stress.

Oxidative stress in aging in general and in aging human skin in particular is treated here by
Rinnerthaler et al. It is now nearly universally accepted that oxidative stress is not only
associated with but also plays a major role in the aging processes of all cells [31].

The metabolism of heme and of iron in the cell is essential for survival of every cell,
because iron, like copper, is a redox-active transition metal needed for the most basic
reactions of cellular metabolism. The transition between ferric and ferrous iron ions, just like
the one between cupric and cuprous copper ions is within the range of the biological redox
potential of the cell and is important for the reactions catalyzed. On the other hand, the ferrous
state in iron and the cuprous state in copper can take part in the Haber-Weiss and Fenton
reactions thereby creating OH radicals, the most dangerous reactive oxygen species known.
Therefore, in living cells, these metal ions are usually bound by chelating ligands which
prohibit the dangerous reactions, and their redox transitions and the transport of the ions into
the cell are tightly regulated. This is described in detail in the chapter by Bresgen and Eckl.
Likewise, heme degradation, which is a physiologically necessary process, is tightly regulated
and avoids the production of free iron ions. The physiological problems related to this process
and its importance for liver diseases is presented by Miillebner et al.

Oxidative stress as a consequence of increased activity of muscle and of other tissues is a
topic of high relevance to sports medicine and to the study of exercise in hypoxia. Steinbacher
and Eckl discuss the effects of oxidative stress in muscle training including the effect of ROS
and ROS derived lipid peroxidation products as signaling substances to increase the
production of defense enzymes and antioxidants and the effects on gene expression in muscle
that lead to adaptation and beneficial health effects of training.

The influence of oxidative stress on the ion flux activity of calcium-activated potassium
channels in nerve and muscle are reviewed by Hermann et al. This constitutes an important
link of oxidative stress with the activity of the central nervous system.

Netzer et al. discuss the effects of hypoxia on the metabolism of fat cells. Hypoxia can
under certain circumstances induce oxidative stress, and it can exert a positive influence on fat

cell metabolism to counteract insulin resistance in type 2 diabetes. Recently, the hypothesis
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was presented by J. D. Watson that type 2 diabetes might be a “redox disease” [32], however,
as far as we know Watson’s suggested clinical trials in this direction are not yet under way.

Diabetes type 2 clearly leads to all the molecular markers of oxidative stress in
combination with other disease markers that have more directly to do with the increased level
of free glucose in serum and in the cells. Nowotny ef al. give a comprehensive discussion of
advanced glycation end products (AGEs) in type 2 diabetes, treating the synthesis as well as
the role in the pathomechanism of these highly complex products of irregular oxidative
sugar metabolism.

The influence of oxidative stress and other stress situations on a global shift in the
metabolic network of the cell was investigated and is presented here by the group of Ralser
(Piedrafita et al). They show that under oxidative stress not only the familiar shift from
glycolysis to the pentose phosphate shunt takes place, but also a large number of “unwanted”
side reactions which must be accounted for and to some degree repaired to ensure survival of
the cell.

Oxidative stress is encountered by cells after bacterial infection and in a state of
inflammation [33] and is in fact part of the primary innate immune defense of the body,
including also the well known oxidative burst of macrophages and monocytes. Stoiber et al.
show that oxidative stress in such a situation is also involved in the formation of so-called
extracellular DNA traps which can help killing of bacteria.

Oxidative stress plays a very important role in the interaction of the human body with the
common parasite Candida albicans. This fungal commensal organism can in special cases
(immune deficiency) develop into a life-threatening systemic infectious disease. The
strategies used by C. albicans to evade the oxidative burst of human macrophages and the
strategies used by macrophages to mitigate the oxidative stress response (including
filamentation) in the fungus are treated in the chapter by Da Silva Dantas ef al.

The group of Jamieson is presenting an account of anti-inflammatory substances from the
fruits of haskap (Lonicera caerulea) from Canada, which were tested in a human cell culture
assay after pro-inflammatory stimulation with lipopolysaccharide (Rupasinghe et al.).

An important chapter of this thematic issue deals with what one could call second
messengers of oxidative stress, namely lipid oxidation and the biological effects of aldehydic
lipid oxidation products, among which 4-hydroxynonenal (HNE) appears to be the most
important, since it contributes to both physiological and pathophysiological mechanisms. For
example, mitochondrial uncoupling is dependent upon HNE, as are other cellular reactions
such as proliferation and apoptosis. Schaur and co-authors give a concise overview on its
formation, chemical ractions with macromolecules in the cell, and the consequences thereof.

To conclude this introductory chapter we are coming back to the still fragmentary studies
of molecular mechanisms of both the primary response of a cell to oxidative stress and to the
adaptive response that enables a cell to survive after a change of the metabolic makeup, or
alternatively, the final mechanism of apoptotic or necrotic programmed cell death. These
processes require a signaling cascade that is only in outline known today. However, oxidative
signaling is mentioned or treated in part by nearly all chapters of this thematic issue. We will
briefly describe the role of peroxiredoxin, NADPH oxidases and H,O, signaling to
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transcription factors without going into detail, as this topic is treated in the chapter by
Breitenbach et al. There is increasing evidence that in human cells the signal created by
plasma membrane receptors for peptide hormones and cytokines, like EGF [34], insulin [35,36] or
PDGF [37], is transmitted by H>O, to phosphotyrosine phosphatase 1B (PTP1B). In this way,
the catalytic cysteine SH group of PTPIB is oxidized and inactivated. This leads to an
increase in the phosphorylation state of the target proteins. Peroxiredoxin takes part in this
reaction. It is the quantitatively most important detoxifying enzyme for H,O, and organic
hydroperoxides, but it is also a highly regulated module helping in transmission of the H,O,
signal. This is achieved by reversible hyperoxidation of the peroxidative SH of peroxiredoxin
thus creating a strong but highly localized feed-forward reaction which increases the local
H,0, concentration needed for signal transmission. Compartmentation of signaling is
important to avoid oxidative damage in the cell and is achieved by localization of NADPH
oxidase [38] and by localization of H,O, [39] which was shown by the HyPer method
mentioned above. They showed that internally created H,O» acts locally and does not easily
diffuse to the whole cytoplasmic space. This signal leads to phosphorylation and nuclear
transfer of the relevant transcription factors which are different in yeast cells and human
cells [40]. Examples are Yapl in yeast cells and NF-kB in human cells. Alternatively, nuclear
transfer and transcription activity can also be regulated by direct oxidation of the transcription
factors. One of the target genes of NF-kB is Nox4, the NADPH oxidase which is functional in
this signaling cascade [41]. Obviously, many questions concerning this signaling cascade
remain open at present. But we believe that the relationship between oxidative stress defense
and oxidative signaling by H>O- is one of the most exciting topics in oxidative stress research
in years to come.
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Mass Spectrometry-Based Methods for Identifying Oxidized
Proteins in Disease: Advances and Challenges

Ivan Verrastro, Sabah Pasha, Karina Tveen Jensen, Andrew R. Pitt and Corinne M. Spickett

Abstract: Many inflammatory diseases have an oxidative aetiology, which leads to oxidative damage
to biomolecules, including proteins. It is now increasingly recognized that oxidative post-translational
modifications (oxPTMs) of proteins affect cell signalling and behaviour, and can contribute to
pathology. Moreover, oxidized proteins have potential as biomarkers for inflammatory diseases.
Although many assays for generic protein oxidation and breakdown products of protein oxidation are
available, only advanced tandem mass spectrometry approaches have the power to localize specific
oxPTMs in identified proteins. While much work has been carried out using untargeted or discovery
mass spectrometry approaches, identification of oxPTMs in disease has benefitted from the
development of sophisticated targeted or semi-targeted scanning routines, combined with chemical
labeling and enrichment approaches. Nevertheless, many potential pitfalls exist which can result in
incorrect identifications. This review explains the limitations, advantages and challenges of all of
these approaches to detecting oxidatively modified proteins, and provides an update on recent
literature in which they have been used to detect and quantify protein oxidation in disease.
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1. Introduction to Protein Oxidation

Many diseases have an oxidative aetiology resulting from activation of the immune system,
mitochondrial dysfunction or environmentally-induced oxidative stress. Oxidative modification of
proteins can have multiple effects, such as loss of enzymatic activity, functional alterations, loss of
structural integrity, and protein aggregation [1]. Various different reactive and oxidizing species
exist and vary in their reactivity to protein residues and sites. Metal-catalysed oxidation depends on
the formation of hydroxyl radicals through Fenton chemistry; hydroxyl radicals are highly reactive
and able to modify almost any site through hydrogen abstraction and peroxide formation, often leading
to backbone fragmentation. The most susceptible side chains in proteins are the sulfur-containing
cysteine and methionine side chains; the reactivity of cysteine with hydrogen peroxide depends on
the pKa of the thiol group as the thiolate anion is a better nucleophile. Cysteine can also react with
reactive nitrogen species to form nitrosothiols (Figure 1). Other residues that are commonly
oxidized include histidine, proline, lysine and arginine, where hydroxylation or formation of
aldehydes or ketones may occur. Reactive nitrogen compounds derived from peroxynitrite are often
both nitrating and oxidizing. Sites susceptible to nitration include tyrosine (forming 3-nitrotyrosine) and
tryptophan. Hypohalites can also react with aromatic residues to form halogenated products such as
3-chloro and 3-bromotyrosine [2].
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Figure 1. Structures of oxidized residues most commonly detected and studied by mass
spectrometry. In mixed disulfides, R can be cysteine or glutathione (glutathionylation).

Protein oxidation is often measured as a marker of oxidative damage and cellular stress,
and a wide variety of methods exist, varying from simple global methods to specific approaches to
detecting individual modified residues [3]. A commonly measured modification is carbonyl
formation, which can occur on lysine, arginine, serine, threonine and proline residues following
metal-catalysed oxidation or attack by hypochlorous acid. Carbonyl groups react with DNPH
(2,4-dinitrophenylhydrazine) and other aldehyde reaction probes such as N'-amino-
oxymethylcarbonylhydrazino-D-biotin, offering potential for colorimetric detection or selective
enrichment approaches. Anti-DNP antibodies form the basis of carbonyl-focused western blotting
(“oxy-blotting”) and ELISAs [3,4]. Total digestion followed by HPLC, LC-MS or LC-MS/MS has
been used to investigate a wide range of oxidized amino acids [5], but these approaches do not
provide information on the specific protein that has been modified, or the exact site of modification.

Mass spectrometry has been used for many years for identification and characterization of
proteins, and is arguably the most informative method for determining oxidative modification of
proteins currently available. This article gives an overview of advances and limitations of LC-MS/MS
approaches for detecting specific non-enzymatic oxidative modifications to proteins, and summarizes
their recent application in studies of disease.

2. Overview of Mass Spectrometry Methods for Protein Oxidation Analysis

Mass spectrometry measures the mass-to-charge ratio (m/z) of ionized analytes, and as oxidative
modifications alter the chemical composition of a protein, they change the m/z ratio of the intact



protein and of the residues where the oxidation occurred; thus, MS is a powerful method for
detecting oxidative post-translational modifications (oxPTMs) [2]. Mass spectrometry approaches for
the analysis of proteins, both native or oxidized, have advanced substantially in recent years, and can
essentially be divided into “top-down”, which involves analysis of intact proteins and their
fragmentation within the mass spectrometer, and “bottom-up” analysis, in which proteins are
enzymatically digested to a peptide mixture before being introduced to the instrument (Figure 2).
The latter is by far the more common method, as it is extensively used in proteomics studies to
sequence and identify proteins in biological samples, and has been extended to investigate protein
oxidation. However, while identification of proteins using search engines to match experimental MS
data against protein sequence databases is now routine, the analysis of post-translational modification,
including oxidative modifications, continues to be extremely challenging. Consequently, there is a
continual search for methodologies that facilitate identification of oxPTMs. This has led to the
development of targeted mass spectrometry routines that search for peptides containing ions that
are diagnostic for the presence of an oxidative modification, such as chlorotyrosine or methionine
sulfoxide. Alternatively, the use of chemical reagents that react with oxidative modifications,
which can be used as tags to label modified peptides or proteins, can facilitate both enrichment and
detection and has seen significant recent development; carbonyl-reactive probes are a major focus
of this approach. For all of these methods, an overarching aim is to be able to quantify the level of
oxPTM, either in absolute terms or relative to the level of total protein. Advances in these different
strategies are described in more detail in the following sections.
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Figure 2. Summary of advanced methods for identification of proteins and oxPTMs.
Labeling and enrichment can also be carried out at the protein level, but this approach is

less common.



2.1. Sample Preparation and Digestion

An important practical consideration for any study of protein oxidation is how to minimize
oxidative artefacts caused by sample processing. Bottom-up strategies usually involve digestion in
solution or one or two-dimensional gel electrophoresis followed by in-gel digestion; both methods
have been shown to introduce artefacts such as methionine, cysteine or tryptophan oxidation [6], so
care is needed to minimise exposure to air and in the interpretation of results. Adventitious oxidation,
such as artefactual S-thiolation of reactive, surface-exposed cysteine residues, has also been
identified as a problem in top-down MS [7].

Protein digestion strategies for bottom-up approaches depend to a great extent on the type of
experiment, but there are important considerations for mapping oxPTMs. Where comprehensive
mapping of oxidative modifications of proteins is the aim and as close to complete sequence coverage
as possible is required, or for studying modifications of specific residues within a protein where
trypsin does not yield an appropriate peptide for MS, it is often necessary to use alternative proteases
to the commonly used trypsin that cleave at different residues, or even combinations of proteases.
Many alternative proteases with orthogonal activities to trypsin have been used successfully in recent
years, including chymotrypsin (large hydrophobic), Asp-N (N-terminal to asp), Glu-C (N-terminal to
Asp and Glu) and others [8—10]. Selective proteolytic cleavage may also be used to help to identify
oxidative modifications; for example, AspN or GluC also cleave at cysteine sulfonic acid and
trypsin at aminoethylcysteine [11], and pepsin can be used at low pH, which minimizes disulphide
interchange [12]. New digestion methods that may help to minimize sample handling, and thus
adventitious oxidation, include in-line digestion where the sample is passed through a column of
beads coated with trypsin, which digests the proteins as they flow through [13,14]. MS friendly
surfactant additives, such as ProteaseMax (Promega) [15,16] and Rapigest (Waters) [17], and
on-membrane [18] or in-pellet digestion [15] have all been shown to improve sample digestion
efficiency and recovery of peptides, and thus give increased sequence coverage and may improve
coverage of modifications; in one study, 1000 S-glutathionylated sites on proteins were identified
using in-pellet digestion [19].

2.2. Enrichment and Separation

In addition to limiting adventitious oxidation as mentioned in the previous section, it can also be
useful to stabilize labile oxidative modifications that are genuinely sample-derived. Moreover,
chemical labeling of modifications offers the possibility of enrichment by tag-specific binding systems,
thus reducing the complexity of samples and facilitating detection of the oxPTM of interest. Affinity
enrichment methods are useful for oxPTMs directly, using antibodies to the modification or
chemical tag, or other resin-based capture agents, or based on chemical reactivity (for example
thiopropyl sepharose [20]). However, significant care and accurate quantification, as well as
appropriate experimental protocols, are necessary to minimise non-specific interactions with the
solid support and identify these in the subsequent data analysis [21,22]. Immunoenrichment with
antibodies against oxPTMs (for example anti-nitrotyrosine antibodies) has been used to enrich
proteins from biological samples [23], although this is not always successful [24] and can introduce



a high background of immunoglobulins and other proteins into the sample. In addition, the lack of
specificity in immunoenrichment exhibited by many antibodies can significantly compromise
this approach.

Overall there are many different chemical labeling and enrichment strategies for detecting and
quantifying oxidations. The biotin-switch method has been developed to detect reversible cysteine
oxidations such as disulfides, sulfenic acids (-SOH) and S-nitrosothiols (-SNOs) [25]. The principle
is that free thiols are first blocked with an alkylating agent (e.g., iodoacetamide), then the oxidative
modifications are selectively reduced; for example, using DTT for disulfides, ascorbate for SNOs or
arsenite for sulfenic acids, followed by biotinylation with a thiol-reactive biotin reagent. This allows
enrichment by avidin affinity capture [26]. Careful consideration also needs to be given to the
protocols for these approaches to ensure residual reducing, oxidising or alkylating agents are
properly quenched, or that a significant excess of reagent is used, at each step. The limitations of
this approach are the low throughput and difficulty in localising the modification by MS, as
ionisation efficiency and peptide fragmentation are often compromised by biotinylation. Recently,
some of these issues have been resolved and a quantitative method developed using commercially
available iodoacetyl tandem mass tag (iodoTMT) reagents, as described in Section 6 [27]. An
alternative method developed for the enrichment of SNOs is the use of organic mercury columns,
which involves covalent bond formation between the SNO and mercury. The modified proteins can
be digested while bound on the column before elution and MS analysis [28]. Protein carbonyl
groups are reactive and can also be labelled by nucleophilic reagents and linked to biotin for
enrichment [29]. DNPH is a well-established carbonyl-label and has the advantage that it can act as
the matrix for matrix-assisted laser desorption/ionisation (MALDI-) MS, which provides increased
specificity and sensitivity for carbonyl-containing peptides and eliminates the need for upstream
enrichment. DNPH-labelled peptides can also be analysed with data-dependent acquisition methods
with ESI-MS [30]. This technique has recently been applied to a proteome-wide study of protein
carbonyl groups generated by mild oxidation; 210 carbonylated proteins were identified with a total
of 643 carbonyl locations detected in the HeLa cell proteome [31].

Chemical tagging approaches have also been used to detect the formation of protein bound
nitrotyrosine; the initial step is reduction of the nitro group to an amine, which is more amenable
to tagging. A wide variety of reduction, labeling and enrichment methods, for example using
N-succinimidyl-S-acetylthioacetate [32] or dansyl chloride [33], have been reported, and reviewed
recently [34]. Usually this approach is reported to give an improvement in selectivity, and indeed
enrichment steps have often been regarded as essential. Several of the tags can also be used as
reporters in subsequent MS analysis [33].

Developments in LC-separation are also desirable in order to reduce sample loading and
improve separation of proteins and peptides. Gel eluted liquid fraction entrapment electrophoresis
(GELFrEE) integrates gel electrophoresis separation within reverse phase LC, and eliminates the
need for prior electrophoresis and sample processing before injection into the LC [35]. It has been
applied to the detection of nitrotyrosine using the increased hydrophilicity of aminotyrosine
(formed by reduction of nitrotyrosine with dithionite) and concomitant shift in chromatographic
elution of modified peptides on reverse phase HPLC [36]. In contrast, for top-down studies the



favoured method is Capillary Zonal Electrophoresis (CZE), which allows lower sample loading and
has higher separation efficiency than reverse phase HPLC [37,38]. This can facilitate detection of
oxidation in complex clinical samples, where protein concentration may be limited.

2.3. Intact Protein and Top-Down Analysis

Intact protein analysis, where MS is used to determine the mass of the intact protein and changes
in mass can be indicative of modifications to the protein structure, is a well-established approach.
Both MALDI and ESI have been used, although ESI is the more common method as it is generally
able to give mass accuracies better than 1 in 10,000 on most instruments. This accuracy is due to
the protein acquiring more than one charge during ionization, usually many different charges, giving
rise to a number of peaks in the spectrum (since MS measures mass-to-charge ratio, each different
charge state will give rise to a separate peak in the spectrum) [39]. This set of peaks can be used to
help reduce errors in the calculation of the mass, and this has been enhanced further by the ability
of high resolution instruments to separate the individual isotopic peaks for even very large proteins,
enabling the analysis of larger proteins including antibodies [40] and even protein complexes [41].
However, this multiple charging means that only a limited number of proteins or different protein
species can be present in the sample before signals start to overlap and deconvolution becomes
more difficult. This method can provide useful information on the total load of modifications on an
individual protein molecule [42], and has been applied successfully to detecting methionine
oxidation [43], glutathionylated haemoglobin [44] and electrophilic modifications [45], although for
small modifications, high-resolution instruments such as Q-TOFs, Orbitraps or FT-ICR MS are
really needed for accurate determination of multiple different forms. However, in order to
determine the site of modification, either bottom-up or top-down methods are needed. Top-down
MS is an emerging platform that involves fragmentation of the intact protein within the mass
spectrometer, and analysis of the large fragments produced. It requires high-resolution mass
spectrometers and alternative fragmentation technologies that are not available on all instruments.
It is currently limited in sensitivity and struggles to deal with complex samples, but has great
potential for mapping protein oxidation [46—48]. Most top-down studies have been conducted in
vitro with low molecular weight proteins, although more recently a range of 30-80 kDa proteins in a
whole cell lysate of P. aeruginosa have been analysed [38]. The top-down approach has the advantage
of providing additional information on the relative occupancy of oxidation and relationships of
oxidised residues to one another in the whole protein [46,49,50]. For example, methionine oxidation
and nitrotyrosine have been detected and quantified in calmodulin following incubation with
lipopolysaccharide (LPS)-activated macrophage lysate [S0]. The oxidation of multiple methionine
residues has also been quantified using top-down approaches in filgrastim, a granulocyte
colony-stimulating factor, to determine the effects of methionine oxidation on biopharmaceutical
shelf life [49]. However, despite these reports, the methodology is still some way short of being
applied to the detection of protein oxidation in disease.



2.4. Bottom-Up Analysis

Bottom-up proteomics differs from top-down analysis in that the proteins are digested to
peptides as mentioned in Section 2.1. Specific labeling and enrichment strategies can be implemented
at this stage, as described in the previous section, although label-free methods are more common in
standard proteomics. In all bottom-up methods, quantification is restricted to the peptide level,
and cannot be used to infer relationships between oxidations on different peptides within
an individual protein.

Bottom-up protein analysis is most commonly conducted by LC-MS/MS using either untargeted
analysis (often referred to as a shotgun or discovery approach, and described further in Section 3),
or semi-targeted/targeted approaches [51], which are described in Section 4. The former is most
common, but the limitations of this approach for detecting oxidative modifications lie in the
automated selection of the peptides to be fragmented, which tends to be those that give strongest
signals in the preliminary MS scan, whereas oxidized peptides are typically present at very low
abundance [52]. Hence there has been significant effort recently in developing targeted and
semi-targeted methods that depend on scanning for reporter ions in the MS or MS/MS spectra that
are diagnostic for the presence of an oxidative modification. This requires some prior knowledge, at
least of the fragmentation characteristics of the oxidative modification, and for some methods
additionally the specific peptide modified.

These mass spectrometry-based methods can be implemented either in label-free or label-dependent
strategies. Label-free approaches are widely used in standard proteomic analysis, and even for
analysis of oxidatively modified proteins they have the advantage of less sample manipulation.
With regard to identification of oxidative modifications, label-dependent methods usually refer to
modification-specific chemical tagging, in contrast to the isotope-labeling techniques used for more
generic quantification, although a few studies have combined these methods for quantifying
modifications (Section 5). Label-dependent MS approaches often take advantage of reporter ions
from the label to indicate the presence of a modification in a peptide, which can then be targeted
for further analysis, and are discussed further in Section 4.

3. Untargeted Mass Spectrometry and “Discovery” Approaches

A large proportion of proteomics and MS methods are focused on identification and
quantification of specific proteins in diverse samples, in order to understand proteomic changes in
disease or other conditions. Analysis of oxidative modifications in proteins represents a much smaller
field, and although specific methodologies are being developed and utilized, much research is still
carried out using untargeted approaches (Figure 2).

3.1. Use of Search Engines for MS Data and Analysis of oxPTMs

LC-MS/MS experiments generate very large datasets that are difficult to manually analyse, and
consequently many statistical search engines have been recently introduced or further developed
for identification of proteins from MS/MS data; some of the most commonly used examples are
Mascot, PEAKS, Sequest, ProteinPilot, Tandem, Ommsa and Phenyx [53-56] (Table 1). While



generally these programmes work very well for identifying proteins, more issues arise when trying

to identify oxPTMs, at least using standard parameter settings [57], and some of the advantages and

disadvantages that have been observed are identified in Table 1.

Table 1. Comparison of the advantages and disadvantages of the most commonly used

search engines for peptide and protein identification.

Search X
A Method Advantages Disadvantages
Engine
Uses a probability modelling algorithm . . . . .
. . User-friendly interface. Provides  Very reliant on user input for
and protein database searching. Matches . . . X
. . . an error-tolerant search facility. correct identification of
Mascot experimental peptide and fragment ion . .
Sophisticated but complex data 0oxPTMs, otherwise false
masses to ones generated in silico L o .
export possibilities. positives and negatives occur.
from databases.
Uses an algorithm based on a cross . .
. . . Very reliant on user input for
correlation function, plus protein data base X . . . . .
. . . User-friendly interface. Provides  correct identification of
Sequest searching. Matches experimental peptide . .
. an error-tolerant search facility.  oxPTMs, otherwise false
and fragment ion masses to ones generated . .
o positives and negatives occur.
in silico from databases.
If the initial sequence tag is
. User-friendly interface. Potentially  incorrectly identified, the
L Uses a sequence tag method plus protein T . . .
ProteinPilot . better at identifying unsuspected experimental peptide will not be
database searching. K . .
modifications. matched to the correct peptide.
Long analysis run times.
Has been reported to be better Since this method uses a
. . . at identifying PTMs, and spectral library, the peptide
Spectral library searching against . . . . . X .
pMatch X . specifically at coping with the will only be identified if the
experimentally-derived data. - i .
unusual fragmentation of spectra are available in the
peptides caused by PTMs. spectral library.
Based on a binomial distribution function. . .
. . o Very reliant on user input for
Protein data base searching. Matches Reported to be better at identifying . . .
MS . . . . . correct identification of
experimental peptide and fragment ion peptides of higher m/z than .
Amanda 0xPTMs, otherwise false

masses to ones generated in silico

from databases.

Mascot and Sequest.

positives and negatives occur.

Many search engines offer the possibility of including a wide variety of oxPTMs as variable
modifications [58], but the number of modifications that can be searched in parallel is usually
limited to 3—4 to minimize false positive identifications [59], which can be limiting when heterogeneous
oxidation has occurred. oxPTMs also add additional complications to searching data. For example,
the spectrum of a peptide containing methionine sulfoxide will include a neutral loss of 64 Da
(-CH3SOH), which complicates interpretation of the spectrum and sequencing, although this can be
improved using alternative fragmentation methods [60]. Protein Pilot works in a different way to
Mascot, Sequest and MS Amanda [61], and is less affected by these constraints, so may have
advantages for the analysis of complex oxPTMs. It is based on the Paragon algorithm and uses
small sequence tags generated by de novo sequence analysis of parts of the experimental data. The



sequence tag is searched against a protein database and any sequence in the database that matches
the sequence tag is investigated for a fit to the experimental data set, in an iterative approach. All
possible PTMs are allowed for in the error-tolerant mode. This has the advantage of being a non-
statistical method in which a sequence can be constructed with the inclusion of a wide variety of
oxPTMs, but if the initial sequence tag was incorrectly identified, the final peptide will also be
incorrect, and the large search space results in a time-consuming process. Mascot also incorporates an
error-tolerant search function that has been substantially developed in recent releases, and does not
require a list of anticipated modifications; in this mode all possible PTMs are tested against the
theoretical peptide and fragment ion masses, and the PMT that gives the best match to the
experimental data is reported as a match. Again, this increases the search time and tends also to
increase the false positive rate.

A new search engine, MS Amanda, has been specifically designed for high resolution instruments;
it has a different scoring function for identification of the peptides and has been reported to identify
many more peptides than both Mascot and Sequest, including ones with multiple modifications [62].
The resulting increase in sequence coverage could help in identification of oxPTMs, although the
algorithm is still limited by the same issues. An entirely different approach to identifying peptides
that is gaining popularity and may help to overcome the limitations of searching for oxPTMs
involves spectral library searching using a search tool such as pMatch [63]. This method compares
the experimental MS data with previously acquired spectra in a spectral library using an open
search. This allows the search engine to search for unknown and unspecified modifications, but
depends on them being present and correctly identified in the library.

While statistical software is often used to detect oxidative modifications, comparisons of the
results from different search engines are rarely performed. Dorfer ef al. compared the ability of
several search engines to identify proteins and post translation modifications [62], while Moskovitz
used three search engines to detect and localize methionine oxidations [64]. In both instances validation
by manual de novo sequencing was not performed; this makes it difficult to determine which search
engine is the most reliable for determining the presence and localisation of oxidative modifications.

3.2. The Importance of Data Validation

In view of the potential pitfalls described above, it is essential to validate the MS/MS data by
de novo sequencing to demonstrate both the presence and location of the modification in the sequence
(Figure 3), despite it being time-consuming. This process has been reviewed previously [65] and
guides to support different levels of expertise are available, e.g., [66]. The software packages to
facilitate de novo sequencing are continually being developed, such as computer aided manual
validation software (CAMV), which is compatible with iTRAQ-labeling quantification experiments
and has been reported to remove approximately 10% of false positives [67]. Other software packages
that aid in manual validation include PepNovo®, PEAKS, pNovo, MS-GFDB. UniNovo is reported to
be best for manual validation of Orbitrap MS data [68]. Open source software to improve the user
interface of packages such as PepNovo' is also available [69]. A new approach to de novo
sequencing by combining data from bottom-up and top-down MS approaches has recently been
reported to achieve high sequence coverage and accuracy [70]. These tools are important, as more
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widespread use of de novo sequencing to validate oxPTMs is needed to ensure that correct

relationships between oxPTMs and disease are being deciphered.
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Figure 3. Incorrectly assigned oxidation to proline using a probability-based search
engine. (a) Search engine identified 2 modifications on one peptide: methionine-7
mono-oxidation and proline-9 oxidation; (b) de novo sequencing showed that

methionine is dioxidised.
4. Reporter Ion-Based Methodologies

The term reporter ion refers to the formation of ions that are diagnostic for the specific analyte
or type of analyte of interest, usually product ions from the fragmentation of the peptide. Reporter
ions have been used in label-free analysis where a sufficiently unique fragment of an oxidized
residue has been identified; alternatively, several oxidation-specific chemical probes that are MS
compatible and give diagnostic fragmentations have also been developed. In semi-targeted methods,
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the fragmentation products are diagnostic but the precursors are unknown (Sections 4.1 and 4.2),
whereas in fully targeted routines both the precursor ion and fragment ions are used as reporters
(Section 4.3). In all of these approaches, specificity for oxPTMs is improved compared to
untargeted analysis and relative quantification can be achieved using the relevant precursor ions for
oxidized and native peptides.

4.1. Semi-Targeted MS/MS Analysis

Neutral loss scanning (NL) and precursor ion scanning (PIS) are two MS/MS routines that
enable classes of molecular ions to be identified based on a structural feature with a characteristic
fragmentation pattern. In precursor ion scanning the second analyser is fixed to detect a specific
fragment ion and scans for precursor ions that generate this product ion upon fragmentation. For
analysis of oxidized peptides, immonium ions from oxidized residues have been the most commonly
reported reporter. For example, there have been several reports of the use of the nitrotyosine
immonium ion at m/z 181.1 [71], and chlorotyrosine (m/z 170.1), hydroxytyrosine (mm/z 152.1 Da), and
hydroxytryptophan (m/z 175.1 Da) have also been tested [42]. However, for each of these isobaric
ions from fragmentation of non-modified peptides, false positives have been reported; this is
particularly a problem on low-resolution instruments where the interfering ions are not resolved
from the target fragment ion [52,59,72]. One approach developed to overcome this problem is a
further fragmentation step to yield a more unique combination of MS/MS and MS* (MS/MS/MS, a
further fragmentation of a selected ion generated in the MS/MS analysis) diagnostic ions; this has
been reported for chlorotyrosine, nitrotyrosine, hydroxytyrosine and hydroxytryptophan in model
proteins and cell lysates using an indirect scanning routine [42,73]. Greater specificity can also be
obtained using higher-resolution instruments, as has been reported for nitrotyrosine [73,74].

In neutral loss scanning, the diagnostic fragment is uncharged and is monitored by scanning in
both analysers with a mass offset corresponding to the mass of the fragment. This methodology has
been used to identify the presence of oxidized methionine, which has a characteristic neutral loss of 64
Da (corresponding to methanesulfenic acid, CH3SOH) [75], and has been applied to measure in
oxidation of calmodulin [76]. Oxidized cysteine residues fragment in a similar way with different
neutral losses depending on the extent of modification, as reviewed recently [2]. Schiff base and
Michael adducts of 4-hydroxynonenal with nucleophilic residues can also be monitored by neutral
losses of 138 Da and 156 Da respectively, and has been demonstrated in plasma proteins [77].

In addition to these label-free semi-targeted methods, label-dependent approaches have been
reported. For example, carbonyl-containing proteins or peptides can be labeled with DNPH to form
hydrazone adducts, which can be analysed in negative ion mode based on a precursor-like scan for
diagnostic fragments at m/z 152.0, 163.1 and 179.0 [30]. One of the advantages of this technique is
the elimination of the need for upstream enrichment during sample preparation, as demonstrated in
its application to analysis of oxidized proteins in bovine serum albumin and extracts of HeLa
cells [30].
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4.2. Narrow-Window Extracted lon Chromatograms

An alternative strategy that has been developed recently as a result of the increasing availability
of high-resolution mass spectrometers involves generating extracted ion chromatograms (XICs) of
accurate mass reporter ions from MS/MS data [73]. One study used this technique to quantify the
levels of S-glutathionylation in haemoglobin F subunits, as evidence of oxidative stress in premature
infants [44]. However, this strategy has limitations in complex samples where the likelihood of
isobaric peptides is higher. Alternatively, XICs of diagnostic product ions can be used to mine data
for oxidative modifications. Recently, this approach was utilized for reporter fragments of
nitrotyrosine, chlorotyrosine, allysine and for adducts of oxidised phospholipids with proteins [73].
The use of a very narrow mass window (0.05 Da) extracted ion chromatogram allowed exclusion of
many false positive signals from isobaric ions. An advantage of this method is that existing data can
be mined retrospectively for other modifications, as long as a unique reporter ion can be identified,
but a disadvantage is that it involves significant manual processing [59,73].

4.3. Targeted Methods of Analysis

Fully-targeted MS/MS approaches involve two related techniques: single reaction monitoring
(SRM) and multiple reaction monitoring (MRM), where both the precursor ion and product ion
masses are fixed for the analyte of interest [78]. OXMRM, which combines MRM with protein
purification and labeling of oxidised cysteine residues with isotope labeled N-ethylmaleimide, has
been reported to improve sensitivity [79]. Although these targeted approaches are not a discovery
strategy as prior knowledge of analytes is required, they represent the most accurate available
MS-based quantification tool and can be conveniently used in hypothesis-driven studies upon
optimization of chromatographic and mass spectrometric features; further developments of the rapidly
developing PeptideAtlas to include modifications may greatly extend their utility [80].

5. Quantification of (ox)PTMs

In order to obtain meaningful data on protein oxidation in biological or clinical samples, it is
crucial to be able to obtain accurate quantitative information about the oxPTMs and their relative
abundance both within and between samples. Quantitative proteomics strategies can be generally
divided into label-free and label-based approaches. Label-free techniques rely on comparisons of
the abundance of the analyte ion intensities directly, with appropriate normalization, whereas
label-based approaches rely on metabolic or chemical labelling of samples with differentially stable
isotope labelled reagents and comparison of the ion intensities from these.

5.1. Label-Free Methods of Quantification

Label-free methods are becoming the most popular for relative quantification, as they are
relatively easy to implement and a number of free, open source software packages are available for
analysis. However, label-free strategies also need to be used with care when analysing oxPTMs, as
these modifications will affect both peptide ionisation efficiency and MS/MS fragmentation pattern,
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complicating any comparative analysis. Hence, great care needs to be taken in comparing ion
intensities between any given peptide and its modified form, especially when the modification
removes (e.g., lysine to a-aminoadipic semialdehyde) or introduces (e.g., cysteine to cysteine sulfonic
acid) ionizable groups, or alters polar residue composition; using this approach to determine a
percentage modification can only be semi-quantitative at best, as changes can be very marked. For
example, we recently reported a 2.6 fold increase in relative signal intensity on nitration of a
peptide [81]. Using the loss of the native peptide ion intensity could be an alternative, but only
where there is significant modification, as quantification accuracy is rarely better than 10%. The use
of tags that improve ionization, for example the iTRAQ (isobaric tags for relative and absolute
quantification) label discussed below, may help to improve this, although relative quantification of the
same modified peptide between samples generated under different conditions, or using absolute
quantification with a labeled peptide such as in the “protein-AQUA” strategy [82] also discussed
below, are the only reliable methods.

The two fundamental strategies currently used in label free quantification are spectral counting
and feature-based quantification. The different methods have been reviewed elsewhere [83]. Methods
based on spectral counting rely on the number of identified MS/MS spectra corresponding to a
given protein as a measure of protein relative abundance. While spectral counting has been used
effectively in investigations of protein expression changes, including those induced by oxidative
stress [84,85], it is focused on protein-level quantification and is not well suited for the specific
analysis of oxPTMs (or many other PTMs) due to their often relatively low stoichiometry and
abundance. Feature-based quantification methods rely on the comparison of summed peak intensities
for each peptide in each LC-MS run, following software alignment the different LC-MS runs so that
the same features are aligned in each data set. With the increasing interest in label-free methods, a new
generation of software solutions capable of processing large amount of high resolution data have
recently become available, including Progenesis QI (Non Linear Dynamics, Newcastle upon Tyne,
UK), msInspect/AMT [86], MAxQuant [87], Rosetta Elucidator (Rosetta Biosoftware, Seattle, WA,
USA), OpenMS [88] and Superhirn [89]. Although the use of label-free analysis for biomarker
discovery in biological samples has been reported [90], few studies have reported the use of
label-free software based methods for the quantitative determination of specific oxPTMs. As for
spectral counting, a limitation has been that the methods are generally focused on protein-level
quantification, and the identification and quantification of individual PTMs has been challenging;
however, this is improving, and the latest versions of many of the programmes now incorporate
specific methods for highlighting PTMs. In one recent study, reversibly oxidized cysteines in the
membrane proteins of human erythrocytes have been quantified using a robust computational
software-based approach and validated by matching the modified peptides against Protein Data
Bank entries [91].

5.2. Label-Dependent Methods of Quantification

Label-dependent methods rely on the incorporation of isotope labels into the peptides prior to
mass spectrometry analysis. Isotope labels can be introduced at various stages of the experimental
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workflow, depending on type of sample and MS approach. The following section will concentrate
on methods specific for oxPTMs.

The use of chemical or enzymatic methods to incorporate the isotopic label after protein
digestion has been implemented effectively in a wide range of studies to detect and quantify
oxPTMs. One of the first was ICAT (isotope coded affinity tags), and its cleavable version cICAT,
which are commercially available cysteine-specific tags based on an iodoacetamide (IAM)-based
thiol-reactive group, and also carry an affinity tag for the enrichment of tagged peptides. ICAT has
been effectively used to quantify evidence of cysteine oxidation in complex protein mixtures [92,93].
It has the advantage that enrichment can improve the depth of the analysis, but a significant
disadvantage is that the presence of the ICAT tag can affect the quality of MS/MS data [94]. Other
reagents have been recently developed for cysteine oxidation analysis. Isotope-labeled N-ethylmaleimide
(NEM) has been used in a targeted MS approach to monitor the redox status of reversibly oxidized
cysteines and the detection and analysis of cysteine disulfide bonds [95], and IAM based strategies
are now being further developed for the detection and quantification of protein S-nitrosothiols (SNOs,
recently reviewed in [92]). The recently commercially available iodoacetyl tandem mass tag (iodoTMT)
six-plex reagent has been used for MS identification and quantification of SNOs [27,96], as well as
other cysteine oxidations such as glutathionylation, nitrosoglutathione, and disulfides [96]. The TMT
isobaric tags have been adapted recently for the comparison of the relative abundance or cysteine
site occupancy by SNOs and sulfenic acids [97], and exploited for the detection of SNOs in
LPS-stimulated microglial cells [27].

The use of iTRAQ, which labels primary amino groups and was developed for general quantification
studies, has been extended for analysis of oxPTMs [19]. In combination with NEM-based
thiol-blockade, iTRAQ has been used to identify the redox-sensitive reversibly-oxidized cysteines
in proteins and to quantitatively assess the oxidation states of individual cysteine residues [98].
iTRAQ has recently been modified to detect other oxPTMs including protein carbonylation [99] and
to selectively label and quantify 3-nitrotyrosine, both alone and in combination with precursor
isotopic labeling [100]. Promising results in the detection of other oxPTMs have also been
generated using specific enzymatic reactions to place the isotope tag at specific amino acid groups.
For example, enzyme-catalysed O'®-based labeling has been successfully used for accurate quantification
of oxidized methionine [101].

An extension of label-dependent methods is absolute rather than relative quantification, which
can be particularly valuable for clinical biomarker analysis. The most commonly used method is
AQUA [82], where a stable isotope-labeled version of the peptide of interest is synthesized and
used as an internal standard, but this has not yet been applied to oxPTMs. iTRAQ-labeled internal
standards have also been recently used in combination with targeted MS approaches to quantify
evidence of proteolytic post translational modifications such as proteolytic cleavage [102] or
phosphorylation, but again this method has yet to be applied in oxPTM analysis.

6. Applications in Vivo and in Disease

OxPTMs can be classified either as reversible modifications, most commonly the lower
oxo-forms of cysteine and methionine, or irreversible modifications, including cysteine sulfonic
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acid, methionine sulfone, and most oxidation products of other residues. The reversible oxPTMs
have generated much interest, as evidence is emerging for their role in redox signaling [2]. An
increasing number of proteins have been found to be regulated by reversible oxidation of cysteine
to sulfenate and disulfide forms [103,104], and this has been shown to contribute to physiological
control of signaling pathways governing cell fate, such as apoptosis, proliferation or inflammatory
processes [105]. Some of the best known examples include protein tyrosine phosphatases such as
PTPI1B, apoptosis signal-regulating kinase (ASK-1), caspases and peroxiredoxin [106,107]. Other more
recently discovered redox-regulated proteins include the nuclear signalling protein HMGBI1 [108] and
Hsp33 [109]. These enzymes contain thiolates that are particularly susceptible to oxidation by
hydrogen peroxide, which can be generated for example by NADPH oxidases following activation
of growth factor or other receptors. The role of SNOs in enzyme regulation and signalling is also
gaining recognition [110], as in studies on mitochondrial complex I [111]. Interestingly, there is
growing support for the concept that tyrosine nitration has a role to play in protein redox
signaling [112,113]. While often these are normal, physiological processes, there is also evidence
that they can be dysregulated in disease or aging, and there have been some excellent reviews on
this topic recently [103,114], including the application of mass spectrometry to support these
studies [113,115]. Consequently, the following sections focus instead on examples of stable and
irreversible modifications to proteins in specific diseases and their potential as biomarkers.

6.1. Considerations for Clinical Sample Type in oxPTM Analysis

Despite advances in technology, the determination of 0oxPTMs in biological and clinical samples
remains challenging owing to sample complexity, low abundance of the modifications, and
potential for adventitious oxidation [116]. The low abundance of modifications often encountered
in vivo means that many studies are initiated by in vitro analysis of highly modified proteins. These
often bear little relationship to the low levels of oxidative modification encountered in clinical
samples (e.g., nitration [117]), which means they are relatively poor models for physiological
protein modification. This is compounded by the poor quantification of some methods, for example
in carbonyl and glycation analysis [116,118,119].

The type and abundance of oxPTMs is dependent on the sample type. The main sources of
clinical samples for proteomics are body fluids and tissue extracts. Urine and blood are by far the
most widely studied fluids, owing to the relative ease of their acquisition. Although urine can be obtained
non-invasively in large volumes and is known to contain a more than 1500 different proteins [120],
their concentration is too low for routine detection of oxPTMs. Consequently, there have been
more studies of free oxidized amino acids as markers of protein oxidation. Additionally, collection
urine is more susceptible to adventitious oxidation during the excretory process. Another non-invasive
biological material is exhaled breath condensate, which contains a variety of proteins and has
potential for early diagnosis of lung cancer [121]. In asthma patients, exhaled breath condensate has
been found by targeted mass spectrometry-based methods to contain free 3-nitrotyrosine [122,123].
Plasma is a better source of concentrated proteins (more than 490 proteins have been resolved [124]),
and abundant plasma proteins such as albumin [125] and fibrinogen [126] are often investigated.
Protein analysis can be achieved using very small volumes of blood, for example from pinpricks,
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especially if combined with novel approaches such as paper-spray mass spectrometry [127],
although this has not as yet been applied to oxPTMs.

A limitation of plasma is that it reports on the systemic status rather than being disease or
organ-specific; consequently, it can be desirable to study protein oxidation in other body fluids. For
example, cerebrospinal fluids have been used to detect products of protein oxidation in Alzheimer’s
disease patients [128,129], and synovial fluids have been used for the detection of free and
protein-bound 3 nitrotyrosine in osteoarthritis [130]. Protein oxidation has also been detected in
saliva, seminal fluid, and amniotic fluid [131-133]. Ultimately, information about protein damage
in organs requires the use of tissue biopsies to assess the local level of oxidation. Mass
spectrometry-based procedures have been used on tissue biopsies of tumours [134] and
virus-infected tissues [135], and oxidized proteins have been reported in surgical biopsies of
diseased human tissues such as heart [136] and brain [137] tissue. Even with the small sample
amounts obtained by needle biopsies, modern approaches and high-resolution instruments can
profile proteins [138]. MALDI imaging has recently been used for proteomic analysis of
needle-core biopsied human pancreatic tumour tissue spotted on microarrays, and evidence of
protein oxidation was reported [139].

6.2. MS Analysis of Protein Oxidation in Disease

A major driver for analysing protein oxidation in biological or human samples is to determine
their importance in disease [140]. This has two potential benefits: an improved understanding of
their role or mechanism in the pathological condition, and the identification of improved biomarkers
for diagnosis. Especially for development of clinical biomarkers, much research has been done on
the analysis of oxidatively modified amino acids, such free nitrotyrosine or chlorotyrosine, oxidized
tryptophan products, advanced glycation endproducts (AGESs), lipoxidation adducts, and thiol-containing
compounds, and many well-established targeted MS methods are available [141-149]. Although
these methods are very useful for gaining an overview of global oxidative damage, they do not
yield information on the target proteins that have been modified or localize the modification on the
protein. The desire for greater mechanistic insight has led to the development of the MS methods
described in the previous sections, and in recent years the application of both label-free and
label-dependent mass spectrometry methods to clinical analysis has grown exponentially.

This section will summarize important findings and provide an update on the analysis of
oxidized proteins in disease. In some studies, elevated levels of oxidized proteins and oxPTMs in
disease were observed, suggesting their potential as biomarkers, and these findings are summarized
in Table 2. Although protein identification data for the protein-bound oxPTM(s) detected is
provided in all these articles, it is important to note that not all of them report site-specific
information about the modifications, and this limits the confidence of the oxPTM analysis. The
oxPTMs that have most often been associated with human disease onset are protein carbonyls,
3-nitrotyrosine, 3-chlorotyrosine, dityrosine, cysteic acid, cysteine disulfide bonds, cysteine
S-glutathionylation, cysteine S-nitrosylation, methionine sulfoxide and methionine sulfone.
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Protein carbonyl formation is one of the most studied and well-established markers of
oxidative stress-related human diseases [160]; usually chemical tagging for enrichment is used, as
described in Section 2.2. Many clinical and disease-related investigations used untargeted MS or
MS/MS methods to analyse gel spots from 2D-electrophoresis of DNPH-derivatised proteins
techniques; this identifies the proteins present in gel spots that have been identified as
carbonyl-containing by immuno-staining, but it is important to remember that unless the
modification has been localized on the proteins of interest by MS/MS analysis and ideally by
de novo sequencing, the identification of carbonyl-modified proteins is tentative. Using such
approaches, evidence of increased levels of protein carbonyls have been detected in tissues from
patients Alzheimer’s disease [132,150,154,161], and in aged rat skeletal muscle with quantification
by iTRAQ based-methods [153].

In other studies, the DNPH label or other chemical tag has been further utilized for targeted
MS/MS analysis. For example, protein carbonylation sites have been determined and validated in
rat cardiac mitochondrial proteins using aldehyde/keto reactive probes (ARP) and avidin-based
affinity enrichment coupled with LC-MS/MS [155]. The methodology was subsequently applied to
study adducts of reactive lipid aldehydes in hearts of young and old rats, and interestingly the
level of hydroxyhexanal-modified proteins was higher in mitochondria from young animals, in line
with the concept that these mitochondria contain higher levels of omega-3 (n—3) fatty acids. On the
other hand, the location and increased levels of carbonyls have been reported in proteins of
aged mouse brain [151]. Ischaemia/reperfusion is known to cause oxidative stress, and increased
carbonyl modification of Hsp70 and several neuron-specific proteins have been observed
in monkey hippocampus [158]. Bollineni et al. used the carbonyl-reactive probe
O-(biotinylcarbazoylmethyl)hydroxylamine followed by avidin affinity chromatography to
demonstrate differences in the profiles of carbonyl-containing proteins in plasma of obese subjects
and patients with type 2 diabetes [157]. The carbonyl status of 35 different proteins has also been
mapped in diabetic rat plasma, and was found to increase significantly in 11 of them [156]. This
group also investigated carbonyl-containing proteins in plasma of breast cancer patients and found
that they were strongly associated with the breast cancer type-1 susceptibility protein Brcal [162].
These studies built on a high through-put methodology incorporating carbonyl-labeling and iTRAQ
for quantifying protein carbonyl analysis in human plasma [29].

The redox processes of cysteine, both reversible and irreversible, are also of emerging clinical
relevance [163,164]. Reversible cysteine oxidation has been found using proteomics approaches in
the skeletal muscle of aged rats [165]. Untargeted MS/MS approaches have been used to provide
evidence of irreversible cysteine oxidation in different proteins in brain tissue of patients with
Alzheimer’s or Parkinson’s diseases [137,161,166]. Cysteine SNOs have been also linked to aging
and Alzheimer’s disease, according to a proteomics study on human brain samples [167]. Interestingly,
cysteine SNO formation has been reported in mouse models of ischaemia/reperfusion injury
using SNO-RAC (S-nitrosothiols resin affinity capture) in combination with label-free based
quantification [168]. Ischemia/reperfusion was also found to cause reversible oxidation of cysteine
in heart tissue of mice using Redox-ICAT for quantification by MS/MS [169]. A similar approach



20

has been used to study redox switches in liver mitochondrial protein samples during cadmium
toxicity in rats [170].

Methionine oxidation has been much less studied than cysteine oxidation, but evidence is
emerging for links to a number of human pathologies, including Alzheimer’s [171] and Parkinson’s
diseases [172]. Protein-bound methionine sulfoxide (MetO) was found to be elevated in the plasma of
diabetic patients [173] as well as in the brain tissues of patients affected by Alzheimer’s and
Parkinson’s disease.

Oxidatively modified tyrosines have also been proposed as consistent biomarker of several
inflammatory and chronic human pathologies [174]. One of the most studied markers of
peroxynitrite-mediated damage in MS-based studies is 3-nitrotyrosine. As with protein carbonyl
formation, many studies have utilized anti-nitrotyrosine antibodies for immunoblotting of 2D gels
before analysis of gel spots by MALDI peptide fingerprinting or untargeted MS/MS methods, and
the same limitations apply. In this way, elevated levels of protein-bound 3-nitrotyrosine have been
detected in proteins from brain tissue of Alzheimer’s disease patients [175] and in serum and colon
during inflammatory bowel disease [176]. Using more rigorous MS approaches, sites of
nitrotyrosine formation were identified on high density lipoprotein (HDL) and found to be
increased during atherosclerosis [177]. Site-specific signatures of nitrotyrosine and chlorotyrosine
in HDL by neutrophil extracellular trap enzymes have been observed in systemic lupus erythematosus
(SLE) [178]. In human pituitary non-functional adenoma, nine nitro-proteins were identified using a
nitrotyrosine affinity column (NTAC); the nitration sites were localized to functional domains of the
proteins and it was suggested that might contribute to pathogenesis [120]. Interestingly, using
MS-based strategies elevated levels of protein-bound 3-chlorotyrosine have been recently detected
in mouse models of influenza [159], as well as in the clinical samples of inflammatory bowel
disease [176], atherosclerosis [179], SLE [178] and post-myocardial infarction [180], providing
evidence for the formation of chlorinating species in these inflammatory conditions.

7. Conclusions and Perspectives

Oxidative modifications of proteins and the regulation of signalling by oxPTMs are highly
topical areas of increasingly recognized importance in biomedical science, and the increased levels
of several oxPTMs in inflammatory diseases offer potential as biomarkers for the development of
new diagnostics. It is clear that MS-based strategies have greatly underpinned the increase in
knowledge in this area, and are confidently expected to continue to do so. The chemical enrichment
and labelling approaches, together with the advanced MS/MS routines described, provide very
powerful though time-consuming tools for investigating the relationships between specific oxidative
modifications of proteins and mechanisms of disease pathology. There are many advances that are
also helping to provide new information. MS imaging promises to be able to provide MS-based
histology for mapping oxidative modifications across tissues, and although it has been used for
mapping oxidised lipids [181], it has not yet been used to any significant degree for proteins. The
availability, albeit at significant cost, of stable isotope-labelled animals (e.g., stable isotope labelling
in mammals; SILAM) [182,183] may also provide a powerful tool for studying systemic or tissue
specific oxidative stress and signalling. The use of genetic knockouts is a well-established method for
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unlocking cellular biochemical mechanisms and their roles in disease, and with the introduction of
new technologies such as CRISPRi [184], it is set to become one of the key technologies for studies
on pathology and for both mechanistic studies and validation. This has not yet been as widely
exploited in the redox field as in others, or for studying redox biology in mammals as much as in
plants, but promising results have been obtained from a range of studies (e.g., [185-187]). Kinetic
and systems modelling has become well established in systems biology, and this is also now being
applied to redox studies using MS and other data to build dynamic and predictive models that can
help to understand the underlying biological processes complex regulatory dynamics of steady-state
levels of protein oxidation [188].

However, there are still many challenges. It is essential to understand that analysis of oxPTMs
involves non-standard proteomics methodology, and an important message of this review is that
there are many potential pitfalls in the analysis of MS/MS data, which can lead to erroneous
identifications of oxPTMs and conclusions. Consequently, it is essential to understand the requirements
and limitations of the techniques used, and select appropriate approaches to address the research
question. Although novel methods continue to be developed, their translation to early diagnosis
tools for clinical settings continues to be difficult, owing to factors such as lack of well-established
validation protocols for oxPTMs, the wide variety of methodologies, and complex data analysis [189].
In the meantime, the scientific community will continue to benefit from the advances in methodology
and applications described in this article.
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Oxidative Stress in Fungi: Its Function in Signal
Transduction, Interaction with Plant Hosts, and
Lignocellulose Degradation

Michael Breitenbach, Manuela Weber, Mark Rinnerthaler, Thomas Karl and
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Abstract: In this review article, we want to present an overview of oxidative stress in fungal cells
in relation to signal transduction, interaction of fungi with plant hosts, and lignocellulose degradation.
We will discuss external oxidative stress which may occur through the interaction with other
microorganisms or plant hosts as well as internally generated oxidative stress, which can for instance
originate from NADPH oxidases or “leaky” mitochondria and may be modulated by the peroxiredoxin
system or by protein disulfide isomerases thus contributing to redox signaling. Analyzing redox
signaling in fungi with the tools of molecular genetics is presently only in its beginning. However,
it is already clear that redox signaling in fungal cells often is linked to cell differentiation (like the
formation of perithecia), virulence (in plant pathogens), hyphal growth and the successful passage
through the stationary phase.

Reprinted from Biomolecules. Cite as: Breitenbach, M.; Weber, M.; Rinnerthaler, M.; Karl, T.;
Breitenbach-Koller, L. Oxidative Stress in Fungi: Its Function in Signal Transduction, Interaction
with Plant Hosts, and Lignocellulose Degradation. Biomolecules 2015, 5, 318-342.

1. Introduction: Definition of ROS and Oxidative Stress

Reactive oxygen and nitrogen species (ROS and RNS; often called RONS by a joint generic
name) occur in living cells as a consequence of the metabolism of atmospheric oxygen. Most of these
molecules are comparatively short-lived and highly reactive, comprising radical as well as
non-radical molecular species including singlet oxygen, the superoxide radical anion, hydrogen
peroxide, the hydroxyl radical, nitric oxide, peroxynitrite, and other noxious chemical agents derived
from the ones just mentioned [1]. A useful overview of the chemistry and biology of those
molecules is given by Winterbourn [2]. They cause detrimental chemical changes in proteins, lipids,
polysaccharides, DNA, RNA, and even in small metabolites. However, some RONS through the
adaptive processes taking place in millions of years of biological evolution, are now being used and
active as signaling substances and for metabolic reactions based on radical chemistry which are
needed for life and are not per se detrimental. ROS are also key players in the interaction of fungi
with plant hosts and in the degradation of dead plant materials in the soil.

Living cells are chemically and osmotically isolated from their surroundings creating a
electrochemical potential gradient across their plasma membrane, which is necessary for life. The
distribution of oxidizing and reducing metabolites in the cell and in the medium creates an inside
redox potential of =310 mV relative to the hydrogen electrode under physiological conditions in
nearly all living cells [1]. This redox potential is homeostatically controlled by an elaborate system
of checks and balances. Deviations from the normal value are tolerated only for a very short time.
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If they are maintained for some longer time we speak of “oxidative stress” (positive deviation from
the normal mean value) or even “reductive stress” (negative deviation from the normal mean value).
Both deviations can cause cell death by apoptosis and other processes of programmed cell death like
necrosis, which in yeasts and fungi have been studied during the last 15 years, starting with the
seminal papers of Madeo er al. 1997 [1,3]. Although not absolutely clarified, there is growing
evidence that also necrosis is programmed. Therefore the expression of “programmed necrosis” was
coined [4]. Strictly speaking, oxidative stress in a cell or cellular compartment is defined by the
concentrations of the reduced and oxidized forms of all redox-active metabolites by applying the
Nernst equation. In reality, it is often difficult to determine all relevant oxidants and reductants,
some of them do not readily participate in redox reactions due to kinetic reasons, and redox
exchange between different subcellular compartments further complicates this picture. Another,
less rigorous but practically applicable definition of oxidative stress is given by Lushchak [5]: “The
situation when due to some reasons the steady-state ROS concentration is acutely or chronically
increased leading to oxidative modification of cellular constituents resulting in disturbance of cellular
metabolism and regulatory pathways, particularly ROS-based has been called oxidative stress”.

The main “redox-buffer’of the cell is the glutathione system, which mediated by a large number
of interlinked enzymatic redox systems, can remove ROS and some of their important reaction
products like organic hydroperoxides (Figure 1). The number of redox enzymes taking part in these
processes even in yeast is over 100 [1] and perhaps 5 times higher in mammalian cells. One key
intermediate in these processes is peroxiredoxin, a universal redox protein which we want to
describe in more detail below. The necessary reduction equivalents for redox homeostasis are in all
cases ultimately supplied by NADPH, which in turn is mainly produced by reducing NADP through
the pentose phosphate cycle, one of the oldest metabolic pathways in living cells on earth [6].

The basic biochemistry of oxidative stress and defense against it in fungal cells has been
expertly described in recent years [1,5,7-11]. These review aticles include discussions of adaptation
to oxidative stress at the level of transcription, postsynthetic modification of proteins, and metabolic
reconfiguration and we want to refer the reader to these articles. The basic biochemistry of
oxidative stress defense and adaptation is in many respects similar in yeast and in mammalian cells.
The main pathways of oxidative stress defense are pictured in Figure 1. We will concentrate here
on three topics which in the last few years are increasingly discussed in relation to oxidative stress
in fungi: ROS as signal transduction molecules, the role of ROS in the interaction of fungi with
plant hosts, and in the degradation of lignocellulose.

Signaling by ROS is a presently highly active field of investigation in mammals, plants
and eukaryotic microorganisms [12—-14]. It becomes more and more clear that the proximate
signal-transducing molecule is H202 [12—-16] which for the signaling purpose is mostly produced by
NADPH oxidases in conjunction with superoxide dismutases (SODs) [16]. We will in the
following text give an overview of the oxidative stress created by NADPH oxidases and other
metabolic reactions in fungal cells, the role of peroxiredoxins in redox signaling, and the ocurrence
and functions of fungal NADPH oxidases.
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Figure 1. Reactive oxygen species and antioxidant defence systems in the cytosol. The
main reactive oxygen species include the superoxide anion radical, hydrogen peroxide, and
organic peroxides (ROOH) that are detoxified to water via the Cu, Zn-superoxide
dismutase, catalase or glutathione systems. Hydrogen peroxide and organic peroxides
(ROOH) can also be detoxified to an alcohol (ROH) by the thioredoxin system. Gene
designations are the ones of S. cerevisiae. SOD1: Cu, Zn-superoxide dismutase; CTT1:
catalase T; GSH: reduced form of glutathione; GSSG: disulfide form of glutathione;
GPX1,2,3: the three glutathione peroxidases of S. cerevisiae; GLR1: glutathione redutase;
TSA1, AHP1: peroxiredoxins; TRX1,2: thioredoxins; TRR1: thioredoxin reductase (after
Aung-Htut ef al. 2012 [1]; with modifications).

2. Peroxiredoxins

We have decided to review the structure, function , and physiological significance of this class
of redox-active enzymes, because they are among the most important oxidative stress defense
systems in all cells and have recently been shown to also take part in redox signaling through H202
in eukaryotes. The peroxiredoxins constitute a protein superfamily which has been rather highly
conserved throughout evolution [17,18]. In yeast cells as well as in other fungal cells, peroxiredoxins
are the quantitatively most abundant redox defense proteins and in some cases make up about 1%
of the soluble proteins of the cell [19]. Figure 1 shows the involvement of the yeast peroxiredoxins
in the predominant ROS detoxification pathway in the cytoplasm of the cell. Two other pathways
are active in addition to the peroxidredoxin pathway: The cytoplasmic catalase (encoded by the
gene, CTT1) which is specific for H2O2 and dismutates H2O2 to H20 and O2, and the glutathione
peroxidase, which is also specific for H2O2, but reduces it directly to H2O mediated by the
glutathione (GSH) cycle. The oxidized form of glutathione (GSSG) is ultimately re-reduced using
NADPH. We are mentioning in parenthesis that NADPH is the predominant supplier of reduction
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equivalents in all living cells [6]. The third pathway, based on peroxiredoxins (Figure 1) can reduce
a broad spectrum of ROS including H202, alkyl hydroperoxides, lipid hydroperoxides, NO,
peroxynitrite, and “unwanted” disulfide bridges in oxidized proteins. The immediate redox partner
of peroxiredoxins is thioredoxin, which via thioredoxin reductase is re-reduced, depending again on
NADPH as a supply of redution equivalents [1]. This pathway is not only the most abundant at the
protein level, it also shows a very high intrinsic enzymatic activity of about 10" M! sec™! [19].
This is necessary for efficient detoxification given the high toxicity of the peroxides which
are scavenged.

Nevertheless, H20: is a preferred signaling substance in eukaryotic cells, as will be discussed
below. Toxic peroxides occur in multiple cellular compartments. For efficient detoxification, all these
compartments must contain the peroxiredoxin system, as evidenced by the peroxiredoxin isoforms
encoded in the yeast and human genome.

In yeast, five isoforms encoded by independent genes are found [1,20]: three of them are found
in the cytoplasm (AHP1, TSA2, TSAI) of which TSAI is the most important one as evidenced by
the strong oxidant hypersensitivity of the corresponding deletion mutant, which is not complemented
by the presence of the other isoforms [21-23] unless Tsa2 is expressed from an artificial genetic
construct using Tsa2 controlled by the the Tsal promoter. Efficient protection from oxidative stress
requires not only the right enzymatic activity (which Tsa2 exerts) but also a sufficient level of
expression [20]. Two peroxiredoxin isoforms are even found in the nucleus (Dot5) and in the
mitochondria (Prx1), respectively [23,24], showing that the detoxification of ROS by this system is
important in these subcellular compartments [25]. Tsal activity has been shown to be necessary for
suppressing genomic instability in the yeast S. cerevisiae [20]. This would logically point to the
fact that oxidative stress defense in the cytoplasm somehow exerts influence on the redox
reactions taking place in the nucleus. However, the mechanism which is at work here has not
been investigated.

Six isoforms have been characterized in human cells [26], of which one (PrxI) is the ortholog of
Tsaland can functionally replace it as shown by genetic experiments [26].The human isoforms are
named PrxI to PrxVI. PrxI and II are 2Cys peroxiredoxins located in the cytoplasm, PrxVI is a 1Cys
isoform also located in the cytoplasm. PrxIII is a 2Cys enzyme located exclusively in mitochondria,
and PrxV is an atypical 2Cys peroxiredoxin located in the cytoplasm, mitochondria and peroxisomes.
Finally, PrxIV is a 2Cys peroxiredoxin located in the ER which functionally interacts with PDI
(protein disulfide isomerase) in the redox reaction forming the disulfide bonds of proteins destined
for the secretory pathway. This latter function of the PrxIV protein seems to be specific for the
mammalian system and to be still undiscovered or absent from fungal cells.
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Figure 2. Reaction cycle of eukaryotic 2-Cys peroxidredoxins. Step 1: The peroxidatic
cysteine is oxidized to the sulfenic acid and concomitantly substrate (ROOH) is
reduced to ROH. Step 2: The sulfenic acid form of the peroxidatic cysteine reacts with
the resolving cysteine in the other subunit of the dimer, forming a disulfide bridge and
releasing water. Step3: The disulfide form reacts with its redox partner, thioredoxin
yielding the fully reduced form which can start a new reaction cycle. Step 4: The
sulfenic acid form of the protein is further oxidized by substrate to the sulfinic acid
form which is catalytically inactive and forms a chaperonine. Step 5: The sulfinic acid
form is reduced back to the sulfenic acid form. Its redox partner is sulfiredoxin which is
this reaction forms a diulfide bridge. The reaction is energy dependent and consumes
ATP which is hydrolyzed to ADP and Pi. See text for further discussion of the reaction
cycle, in particular the structural transition to form a chaperonine, and the local
unfolding of the structure (after Hall et al. 2009 [19]; with modifications).

The catalytic cycle of eukaryotic peroxiredoxins involves a number of peculiarities explaining
its regulation, recognition of multiple substrates, and role in H20z signaling. The protein undergoes
physiologically important local unfolding during its reaction cycle [19,24,27]. We are discussing
here only the 2Cys peroxiredoxins. The enzymes are active as homodimers associated in a head to
tail arrangement where each subunit contains two unequal important cysteine residues, named the
peroxidatic (catalytic) cysteine Cp, and the resolving cysteine, C:. In the ground state, the protein is
fully reduced (both cysteines in SH form) and fully folded (FF), the two cysteines which will from
an intersubunit disulfide bond are still separated by about 14 A, and the Cp residue is well shielded
by a C-terminal helix and the GGLG loop. These two structural motifs occur only in eukaryotic
peroxiredoxins which have developed an additional signal transmission function, but not in the
prokaryotic peroxiredoxins. In the first step of the reaction cycle (Figure 2) both Cp residues of
the homodimer are oxidized to the sulfenic acid level and the substrate is reduced (typically from
ROOH to ROH), in the second step, local unfolding takes place with respect to the C-terminal helix
and the GGLG loop. This unfolding enables the Cp of one subunit to approach C: of the other one
and formation of the disulfide bond with release of water. The —S-S- form is still locally unfolded
(LU) and can now react with the redox partner, thioredoxin (also with other redox patner proteins
which are not well known at present), to reform the ground state (fully reduced and FF). We
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assume that the local unfolding is essential for the catalytic activity, both by enabling formation of
the intermediate disulfide form and by enabling the protein to interat with so many different
substrates, but also with different interaction partner proteins.

The intermediate sulfenic acid state can be further oxidized by a second molecule of H2O2 (or
other oxidized substrates). This is relatively easy to achieve leading to the hyperoxidized state
containing the sulfinic acid form of Cp.This form of the enzyme which is fully folded is
catalytically inactive, and attains a new structure and activity. It is a decamer (a ring of five dimers)
and, moreover, several of the rings form a hollow cylinder which is an efficient chaperonine
re-folding misfolded proteins after inserting them into the hollow chamber. The sulfinic acid form
can be reduced back to the sulfenic acid by the enzyme, sulfiredoxin, a reaction which needs the help
of NADPH and ATP [28]. The physiological significance of this process in signal transmission will
be discussed in the next paragraphs. Even a further oxidation of the sulfinic acid form to the
sulfonic acid form has been observed. However, this process is thought to be irreversible in vivo.

3. Protein Disulfide Isomerase (PDI) in Oxidative Stress and Signaling

Protein disulfide isomerase (PDI) and the isoforms of this enzyme, like peroxidredoxins, are
highly abundant redox proteins of eukaryotic (and prokaryotic) cells which are located in the
endoplasmic reticulum (ER) of eukaryotic cells and are deeply involved in the creation and
regulation of oxidative stress in mammalian as well as in fungal cells. Excellent reviews exist
describing the structure and function of PDI [29-31]. These authors consider the ER as the main
source of oxidative stress in the cell which can be produced as a consequence of the unfolded
protein response (UPR). The direct source of ROS (in particular H202) in this mechanism is ERO/
(an essential gene in yeast which has been studied intensively in relation to UPR) and supplies
oxidation equivalents to PDI.

The primary function of the enzymatic pathway involving PDI (in S. cerevisiae the isoforms
Pdil, Epsl, Eugl, Mpdl and Mpd2) and Erolis threefold: (i) oxidation of cysteine SH groups
during attainment of the correct folding of secreted proteins in the ER; (ii) reduction of disulfide
bridges which are incorrectly formed; and, (iii), isomerization of disulfide bridges which are often
formed in the incorrect place in multi-cysteine secreted proteins. The ultimate sources of oxidation
and reduction are molecular oxygen which is transformed to H2O2 by Erol, and NADPH,
respectively. Not suprisingly, PDI protein domains are members of the thioredoxin fold
superfamily.They can interact in redox reactions with a number of additional partner proteins [29].
PDI seems to play a central role in induction of apoptosis [30,32,33] which includes a signaling
pathway consisting of pro-apototic and anti-apoptotic modules. It is unclear at present how the
adaptive (i.e., cell survival) and apoptotic (i.e., cell death) branches of this pathway are balanced.
Very unexpected steps are included, like externalization of PDI from the ER to extramitochondrial
membranes [29]. At present, a conclusive picture of the role of PDI in oxidative stress in fungi is
not yet emerging. However, there can be no doubt that in the near future more interesting facts
about the function of PDI in oxidative stress and signaling will be discovered, using the well
known fungal model systems S. cerevisiae and S. pombe.
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4. Signaling through Hydrogen Peroxide and the Function of Peroxiredoxins as Modulators
of Signaling

We would like to start this part of the chapter by giving examples of signaling through ROS or
H20:2 in those cases where information about the signaling mechanism and the signaling partners is
available. As has been stressed before, mammalian cells are in this respect much better known than
fungal cells. However the mammalian examples can tell us what we can possibly expect. Another
good example is supplied by S. pombe, a fungal system that is not closely related to S. cerevisiae.
Both examples provide possible roadmarks for which to look in S. cerevisiae and other fungi.

In those rare cases where detailed information about the fungal systems is available, we can
point out the differences to mammalian cell systems. In principle, redox signaling can be divided
into three different possible and partly documented mechanisms [19] discussed in the examples
given below.

Example I: In this example from mammalian cells, an extracellular signal which is not itself a
redox signal, is transformed into a redox signal in the cell addressing phosphotyrosine phosphatase
1B (PTP1B) [34,35]. An excellent review including PTP1B was published recently [13]. Generally,
PTPs in their active site carry a low pKa cysteine SH group which is prone to oxidation [36]. In the
case described here, the non-redox signal (epidermal growth factor, EGF) is amplified and
transmuted (discussed below) into a redox signal (H202), which transiently inactivates PTP1B by
sulfenylation at the catalytic cysteinyl SH group of the enzyme [37]. This in turn leads to an
increase in the tyrosine phosphorylation state of epidermal growth factor receptor (EGFR) which is
a tyrosine kinase capable of autophosphorylation. This amounts to a feed-forward amplification of
the signal. In this case, compartimentation of the H202 signal is reached because on binding of EGF
to the EGFR, the latter is through endocytotic vesicular transport moved to the ER where it
stimulates the ER-located Nox4 (in the relevant epithelial cell cultures) to produce H202. The
hydrogen peroxide originating from Nox4 in turn sulfenylates the receptor tyrosine kinase as well
as the PTP1B. The former is activated by sulfenylation while the latter is inactivated. Both effects
lead to a strong feed-forward reaction. Production of Nox4 is transcriptionally controlled in this
system by the EGFR signaling pathway. Although this system is in our view one of the best
described in mammalian cell H20z signaling, many open questions obviously remain. Above all, it
is unclear how the signal created in the ER is further transmitted reaching ultimately the
trancription machinery in the nucleus. It is known that EGFR activates c-myc and CREB. An
equally important open question is the eventual down-regulation of this powerful signaling. This
awaits further research in the future. As the key mechanistic steps occur in the ER, it is quite
probable that the ER-located peroxiredoxin, PrxIV, and the ER-located PDI play a significant yet
still unknown role in this process. Of note, the only S. cerevisiae NADPH oxidase identified
biochemically so far, resides in the ER, so that the suggested signaling function of YNOI in
reorganization of the actin cytoskeleton during the cell cycle [38] could in part follow the
mechanistic model described above.

Other examples from mammalian cells can be found in the published literature [36,39-41].
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Example 2: In this example, which has been mostly studied in yeast, a redox signal from outside
is amplified in the cell to stimulate a defense response to oxidative stress by formation of a disulfide
covalent linkage of peroxiredoxin to a partner protein resulting in a downstream transcriptional
response [19]. Typically, as a result, a trancription factor forms an internal disulfide bridge which
results in blocking nuclear export, transfer to the nucleus and activation of the downstream
oxidative stress response genes. The example was discovered in S. pombe [42]. The transcription factor
governing the low level of oxidative stress defense reaction in this yeast is Papl, the structural and
functional homolog of the well-known S. cerevisiae trancription factor Yapl which governs
oxidative stress response. In S. pombe, Papl is under control by the H202 sensor Tpx1, one of the
S. pombe peroxidredoxins. A similar disulfide bond formation in S. cerevisae is indirect, with the
primary H202 sensor being the glutathione peroxidase, Gpx3, which then in turn via a disulfide
cascade creates a disulfide bond on Yapl. A second pathway depends in a similar way on oxidation
of Styl, a MAPkinase (MAPK), activating the downstream transcription factor Atfl, which is
likewise involved in oxidative stress response. This pathway is important for survival of high levels
of H202, while the Papl pathway is involved in adaptation to low levels of H202 [42]. Of note,
these important S. pombe redox signaling pathways have up to now only been studied using
external H2O2. The important question is, of course, what is the still unknown internal source of
H20: for signaling. Does S. pombe display redox signaling also in cases where the primary signal is
not external oxidative stress? Other examples from S. pombe exist but are not described in detail
here due to space restrictions [43].

Example 3: In this example the authors [19,27] propose their floodgate model (more appropriately
called the adjustable buffer model) for the role of the yeast peroxiredoxin, Tsal, in the response to
an H2O:2 signal. Tsal deficiency [44] as well as increased unregulated activity [45] result in
accelerated mother cell-specific and chronological aging in S. cerevisiae. The floodgate model is
presently a very attractive one. The experimental findings are consistent with the model however
still without detailed proof of the molecular mechanism in fungi.

The eukaryotic members of the peroxiredoxin protein family (but apparently not the prokaryotic
ones) in addition to their defense function play an important role in hydrogen peroxide signaling,
and suprisingly also as chaperones (when hyperoxidized), and are regulated mainly by the redox
state of their active site cysteines, but also through phosphorylation [46] and other post-synthetic
modifications like glutathionylation, and through a large number of partner proteins [47]. A general
overview of redox-based modulation of signal transduction by peroxidredoxins is given by
Janssen-Heiniger et al. [48] and Park et al. [47].

We want to discuss and make it plausible why H20:, a molecule exerting considerable oxidative
damage in cells, has nevertheless been chosen by ‘“Mother Nature”, as a signaling substance.
Signaling through H202 works well in eukaryotic cells (little is known about bacteria), because
H20:2 is a stable non-radical substance occuring naturally through normal metabolic reactions that
displays a sufficient half-life to be able to migrate (diffuse) for a few microns within the cell. H202
is electrically neutral and could diffuse through lipid bilayer membranes, however, in real life it is
passing membranes bymeans of the aquaporin channels [49]. H20: is synthesized by “regular”
metabolic reactions, by “leaky” electron transfer, but also by special reactions designed for the sole
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purpose of creating ROS. Several reactions come to mind and will be enumerated here, of which one
(NADPH oxidases) will be discussed in more detail. It is reactive chemically towards its target
proteins with the typical reaction being oxidation of a target SH group which is a reversible reaction.
It acts locally (see below) without destroying cellular components outside the target area. It can be
readily destroyed if no longer useful by a number of detoxification pathways (see Figure 1) which
is essential for every signaling substance. Eukaryotic peroxidredoxins are involved in both the
destruction of H202 and in its transient stabilization through hyperoxidation of the peroxidatic
sulthydryl group (Figure 2).

Prokaryotic peroxiredoxins cannot be inactivated by high hydrogen peroxide [24]. This
resistance to high hydrogen peroxide is accompanied by absence of the flexibility of the C-terminus
and around the resolving Cys. Therefore, the prokaryotic enzymes are not physiologically inactivated
by hydrogen peroxide like the eukaryotic ones. Probably this means that the prokaryotic
peroxiredoxins are not involved in signaling, only in oxidative stress defense.

Peroxiredoxin is a secondary modulator of eukaryotic hydrogen peroxide signaling. The
producer of H20:2 is (among other enzymes) typically an NADPH oxidase, in conjunction with a
superoxide dismutase (SOD). The two enzymes may be tightly linked in the cell [16,40]. In a
localized burst of H202, peroxiredoxin is locally hyperoxidized, as already mentioned above,
leading to inactivation as a peroxidase and enhancement of the H2O2 signal and to a new function
as a chaperonine.

The target of the H202 signal is most often a phosphotyrosine phosphatase (PTP) [36], as has
been described above in Example 1, but is not yet investigated in detail in fungal organisms. PTPs
in turn influence protein phosphorylation through protein kinases, which are often key modules of
cellular signaling. In order to do this, a certain minimum local concentration of H202 must be
attained, which is around 10 mM while the typical, maximum bulk concentration of H2O2 measured
in higher cells is about 0.1 pM (in resting cells) and 0.7 uM (after stimulation through a signal),
four to five orders of magnitude lower [50]. Bulk intracellular H2O2 concentration above 0.7 uM
lead to apoptosis [50]. It is, therefore, clear that the burst of signaling H202 must be strictly
confined in time and space in the cell, unless unwanted oxidative stress reactions are elicited in the
cell. This is achieved by the peroxidredoxin system which is the principal hydrogen peroxide
degrading system in the cytoplasm. It efficiently removes the signaling substance after the signal
has been transmitted, and it does not do it as long as peroxiredoxin is transiently inactivated by
oxdizing the catalytic SH group to the inactive sulfinic acid state as mentioned above. Sulfiredoxin
(Srx) reduces the sulfinic acid back to the thiol in an ATP and thioredoxin or glutathione-dependent
reaction, thereby completing the oxidative regulation cycle of peroxiredoxin [51-55]. This means [19]
the reversible opening and closing of a gate or buffer for H2Ox.

5. Metabolic Reactions Generating H,O;

Several sources of H202 in fungal cells (and in higher cells) have been found. There are several
obvious possibilities for the production of H202 in the metabolism of fungal cells. They have been
listed in the literature: glyoxal oxidase and aryl alcohol oxidase [56], and the combined action of
one electon transfer to oxygen in the respiratory chain of mitochondria in conjunction with
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superoxide dismutase (MnSOD) [57,58]. A further source of H20:2 is the combined action of
NADPH oxidases with SOD which is highly regulated in space and time [16,40]. For the occurrence
of NADPH oxidases in fungi, the reader is referred to the discussion of “Fungal NADPH Oxidases”
below. Another source of H20:2 is PDI (protein disulfide isomerase), which in fungal cells like in all
eukaryotes occurs in the endoplasmic reticulum and may be quantitatively more important for ROS
production than the mitochondria [29,31]. The role of NADPH oxidases in signaling has up to now
not been researched intensively in fungal systems as much as it has been in mammalian cells.

6. Fungal NADPH Oxidases and Their Function in Cell Differentiation

The first report of a fungal NADPH oxidase goes back to Lara-Ortiz et al. [59]. In the beginning
of research on fungal NADPH oxidases, the only well-known example of an NADPH oxidase (NOX
enzyme) was the human enzyme, NOX2, which is located in the plasma membrane of
macrophages/monocytes and plays an important role in non-specific defense against bacterial and
fungal infections. Therefore, research concentrated on true orthologs of NOX2 which were
expected to exist in fungal cells [60—62]. This means that at that time researchers were trying to
find not only orthologs of the human defense enzyme but also orthologs of its regulatory subunits,
which was in part misleading because the fungal NADPH oxidases reside in different branches of
the evolutionary tree of IMR (integral membrane reductase) enzymes [63—65] and are also regulated
in different ways—compare the part on sequence-based evolutionary trees of fungal NADPH
oxidases. Human Nox2, also called gp91P"°*  is located in the plasma membrane and regulated at
the enzyme level by regulatory subunits which are cytoplasmic in unstimulated cells but transferred
to the plasma membrane after stimulation of the macrophage cells. More than six regulatory
interaction partners of pg9lphox are known in the macrophage (and also in other human cell
types), of which only two share homology with corresponding regulatory subunits of NADPH
oxidase enzymes in fungi: NoxR (corresponding to p67°"°%) and the small GTPase, rac [62]. The
function of NoxR in fungi is underscored by the mutant phenotype, for instance in A. nidulans,
which is similar to the phenotype of the NoxA deletion, resulting in deficiency of cleistothecia
formation. However, members of the NoxR family of fungi occur also in species that do not
obviously contain orthologs of the classical fungal NADPH oxidases, and therefore presumably
have additional new functions unrelated to Noxs. In filamentous fungi, the two classical protein
families, NoxA and NoxB (in some fungi called Nox1 and Nox2) both show interaction with
NoxR. Additional regulatory subunits are assumed to exist (based on the recognizable protein
interaction domain on NoxR). Interactors were genetically identified in Epichloe festucae and
found to be BemA and Cdc24, homologs of which are known to be involved in polarity
establishment in fungal cells, and consequently in hyphal growth [66]. The physiological functions
of the two enzymes, NoxA and NoxB, were found by analyzing the phenotype of the corresponding
deletion mutants, and in some cases by screening for extragenic suppressors and by studying the
action of NADPH oxidase inhibitors (for instance, diphenylideneiodonium chloride). In all cases, the
mutant phenotypes were either a defect in cell differentiation (cleistothecia formation), so that
these strains were female-sterile (NoxA deficiency, [62]), a defect in spore germination (Noxb
deficiency, [67,68]), or a defect in the symbiotic interaction with a host plant in the case of plant
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parasitic or mutualistic fungi (NoxA deficiency [69]). The filamentous fungi studied most carefully
in this respect were Aspergillus nidulans [59], Podospora anserinum [67,68,70], Neurospora
crassa [71), Epichloe festucae [66,69], and others. In none of these cases, the molecular details of
signaling which would explain the mutant phenotypes, are known [62]. However these findings are
clearly in line with the general idea that ROS in fungi serve both as sources of oxidative stress,
defence purposes (in the interaction with plants), and signaling to induce cell differentiation.

The third classical NADPH oxidase of fungi, NoxC (also called Nox3 in some species), does not
interact with NoxR, carries two or more EF-hand calcium ion binding domains (like human Nox5)
pointing to calcium regulation, is sequence—wise not closely related to either NoxA or NoxB, and
functionally only known in exceptional cases, mostly in plant pathogenic fungi [62].

NADPH oxidases are without exception located in biological membranes. They comprise 6 or 7
transmembrane helices, and produce superoxide in a vectorial way so that superoxide (in the
example of the macrophage enzyme) is produced on the extracellular side of the plasma membrane
and molecular oxygen and NADPH are consumed in the cytoplasm. The unique reaction catalyzed
by NADPH oxidases is in need for three different cofactors: NADPH, FAD, and (two different)
b-type cytochromes, as well as the substrate, dioxygen (Figure 3).The reaction equation can be
summarized as: NADPH + 202 ->NADP" + 20, + H".

Superoxide itself is a well known oxygen radical which produces severe oxidative stress and
oxidative damage to nearly all cellular components mostly through the formation of follow-up
products, the most important of which is the highly reactive OH radical. In the defense reactions
of macrophages, NADPH oxidase cooperates with myeloperoxidase and other peroxidases,
forming a set of very highly active bactericidal compounds, like the hypochlorite anion,
peroxonitrite, and others.

However, the picture of NADPH oxidases as a class of defense enzymes has been greatly
changed and enlarged in recent decades and our present view of this class of enzymes now includes
catalysis of specialized chemical reactions and also signal transduction. One example is synthesis of
the biologically active form of the hormone, thyroxine, by DUOX2 and a thyroidal peroxidase in
the thyroid gland in a radical reaction using iodide and H202 [60,61]. Signal transduction is another
more general and more important new function of NADPH oxidases based on the production of
ROS as signaling compounds which can signal cell proliferation but also cell differentiation [13].
The best available evidence for a signaling ROS exists for hydrogen peroxide in human cells as
well as fungal cells. Signaling by NADPH oxidases in fungi [62,67] was studied in detail in
connection with cell differentiation in Aspergillus [59], Podospora [70], and Neurospora [71].
These examples relate to the formation of fruiting bodies needed for sexual reproduction, spore
germination or interaction with a plant host and without exception concern mutations in the
classical fungal NADPH oxidases NoxA, NoxB, and NoxC or the regulatory fungal NOX subunit,
NoxR, of filamentous fungi (see also the cladogram given in Figure 4). The mutant phenotypes are
pronounced, leading, for instance, to female sterile mycelia. However, there is presently no
information available on the molecular mechanisms which would explain how these fungal
NADPH oxidases or the ROS produced by them are involved in the physiological cell
differentiation in fruiting bodies.
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Figure 3. Hypothetical structure of a typical NADPH oxidase. This structural model is
based on bioinformatics, cell fractionation and biochemical data concerning the human
Nox enyzmes (NOX1, 2, 3, and 4); no crystallographic or NMR structural data are
available yet. Nox enzymes comprise typically about 500 amino acids and are
exclusively located in lipid bylayer membranes, like the plasma membrane or the ER
membrane. Large dots are highly conserved amino acids. The reaction center
transferring a single electron to oxygen is the upper b-type heme in this scheme. The
enzyme consists of six transmembrane helices. The two b-type hemes are coordinated
with histidine residues between helices III and V. The enzyme contains binding
sequences for NADPH as well as for FAD in its cytoplasmic tail (after Bedard and
Krause 2007 [60]).

The NADPH oxidase of S. cerevisiae, Ynol [38] is not closely related to the classical fungal
NADPH oxidases NoxA, B, and C, is located in the ER and was studied by in vitro biochemical
activity determination. The deletion of the gene confers no defect in cell differentiation, but leads to
hypersensitivity to antibiotics inhibiting the actin cytoskeleton. Subsequent work [16] showed that
Ynol is directly coupled to the superoxide dismutase, SOD1, so that the desired signaling
substance H20O:z is tightly controlled in space (and time) leaving no possibility for the primary product,
superoxide, to engage in other, deleterious or unwanted metabolic pathways. The topic of ROS
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sequestration is actively researched in many experimental systems, also in higher cells. Toledano and
co-workers [40] argue that hydrogen peroxide as a signaling molecule requires protection of those
proteins which are not immediately involved in the signaling process. The physiological endpoint
found by Reddi and Culotta [16] is the regulation of mitochondrial respiration depending on carbon
source and growth phase. This work and the work by Leadsham et al. [72] clearly shows that
Ynol’s function becomes most obvious when yeast cells use up glucose and reach the point of
diauxie. Under these conditions, certain respiratory defective mutants induce a burst of ROS which
is under control of Ras2 activity leading to apoptosis, however, is completely abolished in the Yno!
deletion mutant. This finding would indicate a function for Ynol in controlled cell death of yeast.
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Figure 4. Phylogenetic relationships among the fungal members of the IMR (integral
membrane reductase) protein superfamily (see also text for a discussion).
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The cladogram shown was calculated (Vector NTI® Software Package, Life Technologies,
Carlsbad, CA, USA) using 60 representative fungal IMR protein sequences available in the
sequence databanks (http://www.ncbi.nlm.nih.gov/gene) by December 2014. The length from the
(calculated) origin of the tree to each protein sequence is proportional to the number of amino acid
exchanges. The resulting phylogenetic tree is clearly divided into six subfamilies which are
separated from each other by deep valleys. In addition, a small number of outliers are shown, which
are not members of the six subfamilies. They are discussed in the text. Starting from the bottom, the
subfamilies are: blue: NoxA or Nox1 (please note that there is no agreed unified nomenclature and
researchers working with different fungal species have invented different names for the enzymes),
in some but by no means all proteins of the NoxA group, in vitro biochemical experiments have
shown NADPH oxidase activity—the same is true for NoxB and NoxC; green: NoxB or Nox2;
brown: NoxC or Nox3; red: the subfamily of Ynol homologs, as discussed in the text, in vitro
biochemical activity measurements clearly show NADPH oxidase activity for the founding member,
S. cerevisiae Ynol (shown in red), the other (non-cerevisiae) members of the group were not tested
biochmically, but they could be NADPH oxidases due to their close sequence similartiy to Ynol;
light blue: the Fre8 group, S.c. Fre8 (but not the other FRE genes) showed weak NADPH oxidase
activity, the other three members were not tested; yellow: the ferric reductase subfamily, some, but
by no means all of the members were tested for biochemical activity reducing ferric iron complexes
during the iron uptake process in S. cerevisiae, the subfamily members from other fungi were
mostly not tested.

Only the gene names used in the sequence databases are used in the figure.

Abbreviated species names (in alphabetical order) in the cladogram:

A. g. Ashbya gossypii

A. ¢. Acremonium chrysogenum
A. f. Aspergillus fumigatus

C. a. Candida albicans

C. g. Candida glabrata

D. d. Dictyostelium discoideum
D. h. Debaryomyces hansenii

F. o. Fusarium oxysporum

F. v. Fusarium verticillioides

G. z. Gibberella zeae

K. I Kluyveromyces lactis

L. e. Lodderomyces elongisporus]
L. b. Laccaria bicolor

L. t. Lachancea thermotolerans
M. g. Magnaporthe grisea

M. o. Magnaporthe oryzae

M. t. Myceliophthora thermophila
N. c. Neurospora crassa

N. h. Nectria haematococca

N. p. Neofusicoccum parvum
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P. a. Podospora anserina

R. 0. Rhizopus oryzae

S. ¢. Saccharomyces cervisiae

S. char. Stachybotrys chartarum
S. k. Saccharomyces kudriavzevii
S. m. Sordaria macrospora

S. 5. Sporothrix schenckii

T.d. Torulaspora delbrueckii

T. m. Togninia minima

T. t. Thielavia terrestris

V. d. Verticillium dahliae

V.p. Vanderwaltozyma polyspora
Z. r. Zygosaccharomyces rouxii

NADPH oxidases produce superoxide as a primary product, which is in many cases in living
cells is the source of deleterious reactive oxygen species (ROS). Strict compartmentalization as
well as regulation of enzyme activity and “channeling” of the radical through immediate interaction
with SOD have led to the modern picture of NADPH oxidases involved in signaling. Some of the
known examples of ROS signaling in fungi are presented in the present paper. It is attempted to
cover the literature up to 2014. However, it also seems clear that the same NADPH oxidase
systems whose primary role is signaling, can, under certain pathological conditions, be also a
source of oxidative stress. This was first discovered and described in mammalian cells [73].

7. Sequence-Based Phylogenies of IMR Proteins

We now come to the question of sequence-based phylogenies of the NOX/IMR protein superfamily
in fungi in relation to the biochemical function of these enzymes. IMR (integral membrane protein) is
an acronym coined by Grissa ef al. [63] which encompasses membrane proteins of similar sequences
including NADPH oxidases and ferric reductases, and very probably enzymes with further still
undiscoverd biochemical activities. There appear to be two well-separated branches in the
sequence-based phylogeny of this protein superfamily as calculated by Grissa et al. [63], with all
the true NOXes known at the time falling into one branch of this phylogeny and the ferric
reductases (integral membrane reductases) into a separate one. However, we showed by in vitro
biochemical methods that YNOI, located in the published phylogeny in subfamily XVII of IMR
proteins together with FRES (showing only a small superoxide producing capacity), is a bona fide
NADPH oxidase, while the other FRE genes of yeast (FRE! through FRE7) are not [38]. We
cannot, therefore escape the conclusion that at least one subfamily of IMRs, which is attributed to
the ferric reductase branch by Grissa ef al. [63], codes not for ferric reducase gene products, but for
a biochemically proven NADPH oxidase.

This is further documented in Figure 4. To illustrate the YNO1 subfamily as defined in Figure 4
even more, we have systematically compared the YNO1 sequence over its whole length with close
relatives from C. albicans and C. glabrata, as well as with its S. cerevisae paralogs located in the
FRE subfamily. Ynol and the best match from C. glabrata (CAGLOKO05863g) share 40.9%
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identity and 69.9% similarity. By the same criteria, Ynoland its paralog Frel share only 18.2%
identity and 47.8% similarity. By the way, Ynol shares only a weak identity and similarity with the
typical members of the fungal NoxA, B, and C proteins. Apparently, the same biochemical
activity, NADPH oxidase, can be reached in several quite different subfamilies of the large IMR
protein superfamily.

It would be interesting to compare the three-dimensional (3D) structures of NOX and ferric
reductase enzymes with the one of Ynol to see if, perhaps, the Ynol structure is more closely
related to the NOXes than to the ferric reductases. Protein structures generally show a stronger
conservation and correlation with function, than sequence alone. Unfortunately, X-ray crystallography
has so far not yielded any structures of the membrane—bound IMR proteins. The argument by
Lalucque and Silar [74] linking fungal NOX enzymes with multicellularity would correlate well
with S. cerevisiae and S. pombe having no NOX enzymes (based on sequence criteria alone), while
P. anserina, A. nidulans, and many other filamentous fungi do contain coding sequences for NOXA,
B, and/or C enzymes. However, the monocellular S. cerevisiae yeast does contain a bona fide NOX
enzyme, so the generalization that Noxes are enzymes of multicellularity [74] is certainly no longer
true. One could, however, argue that S. cerevisiae is a close relative of a multicellular filamentous
fungal plant parasite (4. gossypii) and was probably derived from an ancestral plant parasite in the
not too distant evolutionary history [75] which could possibly explain the presence of a bona fide
NADPH oxidase in this yeast.

Very highly similar sequences to the one of Ynol exist in C. albicans as well as in C. glabrata
(see Figure 4). C. albicans is a dimorphic human pathogen and hyphal growth seems to be
necessary for pathogenicity. The phenotype of the homozygous deletion mutant of the C. albicans
Ynol ortholog (C2 03530W A) is currently being investigated and should shed additional light at
the physiological functions of this group of fungal NADPH oxidase enzymes.

8. Oxygen Radicals in the Interaction of Plants with Their Fungal Symbionts and Parasites

A newly emerging field is the long-distance signal tranduction in plants interacting with their
fungal symbionts and parasites and likewise the response elicited in the fungal cell during the
successful invasion leading to mutualistic or parasitic interaction with the plant. This phenomenon
will be viewed here only from the perspectice of the fungal cell.

The mechanism of signal transduction in plants is only now beginning to be understood. ROS
and calcium ions play a major role in this process [76]. In this field, a major aim is to gain
knowledge about plant NADPH oxidases which are the most important sources of ROS for signal
transduction [77]. For instance, in A4. thaliana 10 different Rboh (respiratory burst oxidase
homologue) genes exist which are called Atrboh and have specialized functions for the life cycle
and defense of this plant. A more specialized update was given by Torres et al. [78] concerning
ROS signaling of the plant in response to pathogens.

A finding that is fascinating and not understood at all at the present time is that although plant
defense relies heavily on NADPH oxidases, the so-called Rboh enzymes, the fungi also need
NADPH oxidases for the successful invasion of and interaction with the plant host. In most cases,
the NoxA, B or C enzymes are concerned.
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A good example is the infection of rice leaves by Magnaporthe grisea. Both the NoxA and the
NoxB genes of the fungus are needed for the succesful penetration, in particular for the formation
of the appressorium. The respective deletion mutants of the two Nox genes have lost virulence and
the defect is in the infection process [79].

Another example is known in somewhat more molecular detail. NoxA activation through rac is
required to establish a mutualistic symbiotic association between Epichloe festucae and its host, the
perennial ryegrass Lolium perenne [66,069,80,81]. The fungal hyphae grow in the extracellular
space of the plant. In the absence of NoxA, in planta, the hyphae overgrow and branch and
eventually kill the plant, which shows stunted growth. If the fungus is grown on agar plates in the
absence of plants or plant materials, no strong phenotype of the NoxA deletion mutation is shown.
Obviously, the mutualistic relationship between plant and fungus requires a delicate balance of
redox signaling which is not nearly understood at present.

9. ROS Production and the Degradation of Lignocellulose by Fungi

In a short review article [82], the current status of biofuel production from lignocellulose is
described. The US this year opened the first factories which produce bioethanol from cellulose
(corn stover) in large quantities (more than 300 million liters per year at their present capacity).
However, the first step is still the energy demanding conversion of cellulose and hemicellulose to
sugars by purely chemical and physical means (heat and NaOH). The true breakthrough will be the
biological conversion by fungi or fungal enzymes (white rot fungus, and others) which can degrade
lignocellulose at room temperature and physiological pH. This process consists of radical reactions
and is absolutely dependent on the enzymes, lignin peroxidase and laccase, and on ROS produced in
the fungi by glyoxal oxidase, aryl alcohol oxidase, and NADPH oxidases. These processes are up to
now poorly known to mycologists and biotechnologists but are under intensive research presently.
If we know more about the natural processes, another big challenge will be the design of a
commercial process based on the degradation of lignocellulose.

Surprisingly, both the degradation of lignin and of cellulose which are covalently linked in wood
(through hemicellulose), require oxidative steps. Both extracellular and intracellular enzymatic
reactions are required.

Cellobiose dehydrogenase (reviewed in Baldrian and Valaskova [83]) is described as an
example of oxidative degradation. The disaccharide is oxidized at the reducing end C1 atom to the
corresponding gluconolactone, and is subsequently converted to the open chain gluconic acid. The
enzyme uses FADH2 and b-type cytochrome as redox co-enzymes and interacts with cytochrome ¢
and/or quinones in one electron transfer reactions. The ultimate source of oxidation equivalents for
this reaction is presumably H20a.

The degradation and separation of lignin from cellulose in biotechnological processes presently
is still done chemically. It serves the purpose of making cellulose more accessible to the enzymes
degrading it. The degradation of lignin in nature is cost-efficiently performed by basidiomycete
white rot fungi, and Phanerochaete chrysosporium is well researched with respect to this
process [84].
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Laccases are an important class of enzymes that are needed in plants for lignin synthesis and in
fungi for lignin degradation [84]. Laccases are extracellular agents catalyzing crucial steps in lignin
degradation by fungi. These well studied 4Cu enzymes (“blue enzymes”) reduce dioxygen to water
in one-electron steps creating phenolic radicals (for instance semihydroquinones) leading to
cleavage of C-C bonds in the phenylpropanoid subunits of lignin (so far shown only using soluble
lignin model compounds), thereby cleaving the lignin macromolecule to smaller molecules.
Laccases accomplish lignin degradation in conjunction with the peroxidases discussed in the next
paragraph, but they are not per se essential for ligin degradation, as for instance the white rot fungus
Phanerochaete chrysosporium does not contain a recognizable laccase-encoding gene in its genome
sequence. The action of laccases creates considerable oxidative stress in the vicinity of fungal cells
growing on wood. H20z2 is not involved in the known mechanism of the laccase reaction.

10. Lignin Peroxidases (LiP) and Manganese Peroxidases (MnP)

Apparently these peroxidases play an essential role in the extracellular degradation of lignin by
fungi, as suggested by genetic and genomic data [84]. Peroxidases are heme proteins and employ
H20: as a substrate, form an oxo-ferryl compound (recognized spectroscopically) in a first step,
thereby reducing H202 to H20; and a compound II in a second step, in which one electron is
transferred to an aromatic non-phenolic structure of lignin. Thus, degradation by a radical
mechanism is started. Most frequently, bonds in the side chains of phenylpropanoid units are
broken leading to a variety of small molecule products (examples are a number of benzoic
acid derivatives).

Manganese peroxidases (MnPs) also use H202 as a substrate, but oxidize Mn?* to Mn**, a highly
oxidizing diffusible reagent which is believed to help degradation of sterically hindered moieties of
lignin. A third type of extracelllular peroxidases (versatile peroxidases or “novel peroxidases”,
NoP) have also been found but are less well researched. The genome of P. chrysosporium contains
10LiP, 5 MnP and one NoP-encoding genes [85].

11. The Use of Fenton Chemistry by Wood-Degrading Fungi

It is remarkable that processes like the Fenton and Haber-Weiss reactions are employed in the
life cycle of fungi growing on wood, which produce highly toxic and aggressive molecular
products like the hydroxyl radical and are avoided as much as possible in the cellular metabolism
of prokaryotes as well as eukaryotes. Consider the careful avoidance of free ferrous ions in living
cells, which are complexed in cellullar stores where they cannot take part in the unwanted
production of oxygen radicals. The same applies to the Cu' ions which in a similar way can support
the Fenton reaction [86]. In the case of the degradation of wood by fungi, the “strong” chemistry of
the Fenton reaction seems to be a way to break up lignin and recycle biologically the enormous
amount of dead biomass of woody plants. The process is of course extracellular and highly
controlled (see below). A detailed knowledge of this process and its regulation would be highly
desirable for the development of the “second generation” of biofuels which requires the
degradation and fermentation of the non-edible waste parts of plants, like for instance corn stover.
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In a further step to be taken in the future, even the woody parts of trees which remain in millions of
tons in the timber industry processing of trees, could be used.

The strategy to use Fenton chemistry for lignin degradation is mainly used by the basidiomycete
brown rot fungi, which express less extracellular peroxidases than the white rot fungi and digest
mainly the cellulose part of wood. The fungi which were mainly studied in this respect are
Gloeophyllum trabeum [87] and Postia placenta [88]. In order to produce sufficient activity and
amounts of hydroxyl radicals, these fungi have invented two additional strategies: First, the
secretion of either one or both of two quinone compounds which are efficient redox cyclers capable
of one-electron transfer reactions and necessary for the extracellular generation of superoxide for
the Fenton process: these are 2,5-dimethoxy-1,4-benzoquinone (2,5 DMBQ) and 4,5-dimethoxy-
1,2-benzoquinone (4,5 DMBQ). Both compounds are produced as downstream metabolites of
lignin degradation [87,89]. Second, these fungi secrete oxalic acid (also produced from lignin
degradation metabolites) which chelates iron in the extracellular space [90]. The chelated Fe?* ions
are susceptible to oxidation and support the key Fenton reaction with H202. The process is depicted
in Figure 4 of Bugg ef al. [84]. A very similar but quantitatively less important Fenton process is
used also by white rot fungi [91].

All of the processes described so far, with the single exception of the laccase reaction, require
H20:2. The known sources of H202 in fungal cells have been listed above in the part on Metabolic
Reactions Generating H20:.

12. Further Degradation Products of Lignocellulose

Enzymatic breakdown of cellulose and hemicellulose is straightforward leading to glucose and
other monomeric sugars and sugar derived metabolites (like gluconic acid, see above). These
metabolites are used as carbon sources by the wood-rotting fungi, if no other carbon sources are
available, and are extremely valuable for use in a new generation of bio-ethanol production
facilities [82]. Lignin degradation is thought to be (at least in part) necessary to enable the attack of
lignocellulose by extracelllular cellulases.

The processes which can solubilize and liberate small molecules representing partial structures
of lignin are well researched and include a large variety of structures which are all rationally
derived from the phenylpropane building blocks of this irregular and cross-linked polymer [84]. Most
important are benzoic acid, benzaldehyde, cinnamic acid, substituted biphenyls, substituted
diphenyl ethers, acetophenone, and many others, justifying the attempts to create novel bio-refinery
processes and extracting industrially valuable chemicals. However, these downstream processes are
not the subject of the present review paper.

13. Conclusions

We have, in this study, attempted to give an overview of three special aspects of oxidative stress
in fungi: ROS as signaling molecules and NADPH oxidases as a major source of ROS; the role of
ROS in the interaction of fungi with their plant hosts; and the extracellular degradation of
lignocellulose by fungi utilizing ROS for this purpose. In the kingdom fungi, like in animals and
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plants, oxidative stress is both a substantial challenge for cellular survival that must be overcome
by appropriate defense systems, but also something that can be used for pro-survival purposes in
the specific situations of fungal cells. Several highly developed uses of oxygen radicals, ROS and
the generation of oxidative stress come to mind and were reviewed above:

(1) The use of ROS (in this case H202) for intracellular signaling in the decision between
growth and proliferation on the one hand, and growth arrest and cell differentiation on the
other. This kind of signaling has to be compared with H>O: signaling in mammalian cells,
where much more information is available and the parallels but also the differences between
the two signaling systems must be clarified.

(i1) The interaction of fungi with their plant hosts, both in parasitic and symbiotic relationships.

(iii) The degradation of lignocellulose, which is an environmental process of overriding
importance for homeostasis in the biosphere. Lignocellulose can only be degraded in nature
if oxygen radicals attack this highly resistant polymeric structure. The process must
therefore take place in the extracellular space and the cells which use this process for
supplying carbon sources for growth must, on the other hand, protect themselves against its
detrimental consequences.

While it was traditionally thought that one electron transfer processes occurring erroneously in
the mitochondrial respiratory chain are the main or only intracellular source of ROS (apart from
such specialized systems as mammalian macrophages), it is now clear that ROS (superoxide radical
anion and H20») are formed “on purpose” in every cell, by NADPH oxidases. We have therefore
included a discussion of the present state of research on fungal NADPH oxidases.

Defense systems against oxidative stress are numerous and highly conserved in all eukaryotic
and even prokaryotic cells. Many of the molecules, used normally for defense, can also play a role
in signaling. As foremost examples we have discussed here the function of peroxiredoxins and of
protein disulfide isomerases in fungal cells.

Taken together, the study of fungal oxidative stress, its use in the life cycle of fungi and its
importance for cycles of matter in the biosphere, are a presently intensively researched topic and
will be so even more in the future.
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Measurement of Oxygen and Hydrogen Peroxide Fluxes in
Permeabilized Cells, Tissue Homogenate and

Isolated Mitochondria

Marina Makrecka-Kuka, Gerhard Krumschnabel and Erich Gnaiger

Abstract: Whereas mitochondria are well established as the source of ATP in oxidative phosphorylation
(OXPHOS), it is debated if they are also the major cellular sources of reactive oxygen species (ROS).
Here we describe the novel approach of combining high-resolution respirometry and fluorometric
measurement of hydrogen peroxide (H202) production, applied to mitochondrial preparations
(permeabilized cells, tissue homogenate, isolated mitochondria). The widely used H202 probe Amplex
Red inhibited respiration in intact and permeabilized cells and should not be applied at concentrations
above 10 uM. H20: fluxes were generally less than 1% of oxygen fluxes in physiological substrate
and coupling states, specifically in permeabilized cells. H2O2 flux was consistently highest in the
Complex Il-linked LEAK state, reduced with Cl&lI-linked convergent electron flow and in
mitochondria respiring at OXPHOS capacity, and were further diminished in noncoupled mitochondria
respiring at electron transfer system capacity. Simultaneous measurement of mitochondrial respiration
and H202 flux requires careful optimization of assay conditions and reveals information on mitochondrial
function beyond separate analysis of ROS production.

Reprinted from Biomolecules. Cite as: Makrecka-Kuka, M.; Krumschnabel, G.; Gnaiger, E.
High-Resolution Respirometry for Simultaneous Measurement of Oxygen and Hydrogen Peroxide
Fluxes in Permeabilized Cells, Tissue Homogenate and Isolated Mitochondria. Biomolecules 2015,
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1. Introduction

Mitochondrial reactive oxygen species (ROS) production contributes to both physiological and
pathological processes and is essential in cell life and death decisions [1]. At low concentrations ROS
promote the adaptation of cells to stress conditions by the regulation of oxidative metabolism, cellular
differentiation and autophagy, thus supporting cell survival. Cellular concentrations of ROS are
tightly regulated by cellular antioxidant defense systems. When the cellular antioxidant capacity is
overwhelmed, ROS concentrations may increase dramatically and the resulting oxidative stress can
cause substantial cell damage and ultimately cell death. Hence, both oxidative stress originating from
mitochondrial activity and mitochondrial dysfunction ensuing from related oxidative damage have been
shown to play important roles in aging and the pathogenesis of various disease states such as ischemia,
neurodegeneration, diabetes and atherosclerosis (reviewed in [2—4]).

The magnitude of mitochondrial (mt) ROS production depends on the tissue type, the substrates
metabolized, and the site of the mitochondrial electron transfer system (ETS) involved [5]. For the
ETS it is quite generally agreed that Complexes I and III, but also the electron-transferring
flavoprotein and glycerophosphate dehydrogenase complexes are the main sites of ROS production,
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particularly under conditions of high mt-membrane potential (reviewed in [6,7]). The primary
chemical species of ROS produced by mitochondrial activity appears to be the superoxide anion, most
of which is immediately converted to H202 by mitochondrial superoxide dismutase (MnSOD). ROS
formation, therefore, can be detected with probes sensitive to H202. Hydrogen peroxide is
comparatively stable and, due to its membrane permeability, accessible to such probes. Most of the
studies investigating mtROS formation have been performed on isolated mitochondria, as methods
employed in animals or cultured cells are considered to not provide accurate and quantitative
results [8]. It is important, however, to relate these measurements to ROS production of mitochondria
within their physiological microenvironment of the cell under actual in vivo conditions [9]. Furthermore,
measurements of ROS formation are typically conducted in fluorometer cuvettes using buffers
optimized for this purpose and generally not identical with the medium applied for determination of
mitochondrial respiratory activity. This makes it impossible to accurately correlate ROS formation and
mitochondrial energetics under identical conditions imposing a major uncertainty in fluorometric
experiments. Continuous measurements of mitochondrial ROS production reported so far were
almost always restricted to rather limited time periods of no more than 15 min [10—14] during which
it is hardly possible to accurately evaluate multiple mitochondrial substrate and coupling states.

To overcome some of these limitations, we have recently characterized experimental and technical
conditions required for the simultaneous determination of mitochondrial oxygen and H20: fluxes
using the OROBOROS O2k-Fluorometer based on the Oxygraph-2k for high-resolution respirometry
and the O2k-Fluo LED2-Module for the detection of H202 by Amplex® UltraRed [15]. In the present
study we extended this approach to show applications for investigating H2O2 flux in permeabilized
HEK 293T cells, mouse brain homogenate, and isolated mouse heart mitochondria as experimental
models, with application of substrate-uncoupler-inhibitor titration (SUIT) protocols to interrogate
sequentially different substrate and coupling states (Table 1).

2. Results and Discussion
2.1. Effect of Amplex Red on Respiration of Intact and Permeabilized HEK 293T Cells

The use of Amplex Red or Amplex UltraRed (AmR) at concentrations up to 50 uM is suggested
by commercial suppliers for the determination of H2O2 production, but much lower concentrations
down to 1 uM have been applied successfully [12—-14,20,21]. Since some fluorescence probes, e.g.,
mitochondrial membrane potential sensitive dyes (safranin, rhodamine), inhibit mitochondrial
respiration [22,23], we considered it advisable to check for such undesired effects and to evaluate the
optimal concentration of AmR prior to the actual experimental series. The dose-dependent effect of
AmR on mitochondrial respiration is shown in Figures 1 and 2 for intact and permeabilized HEK
293T cells.
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Table 1. Definitions of Substrate States and Coupling States used to Characterize

Mitochondrial Energetics.

Abbreviation Definition
Cllinked The Complex I-linked substrate state is induced in mt-preparations by addition of
-linke
NADH-generating substrates.
CllL-linked The Complex II-linked substrate state is induced in mt-preparations by addition of

succinate and rotenone (Complex [ inhibitor).

Cl&II-linked

The Complex 1&II-linked substrate state is induced in mt-preparations by addition of
NADH-generating substrates (CI-linked) in combination with succinate (CII-linked).
This physiological substrate combination is required for partial reconstitution of TCA
cycle function and convergent electron-input into the Q-junction to compensate for
metabolite depletion into the incubation medium. An additive effect of convergent
Cl&ll-linked electron flow is observed in most types of mitochondria.

In the intact cell, ROUTINE respiration or ROUTINE activity in the physiological
coupling state R is controlled by cellular energy demand, energy turnover and the degree
of coupling to phosphorylation of ADP (intrinsic uncoupling and pathological
dyscoupling; [16]).

LEAK respiration or LEAK oxygen flux compensating for proton leak, proton slip,
cation cycling and electron leak, is a dissipative component of respiration which is not
available for performing biochemical work and thus related to heat production. LEAK
respiration is measured in state L, in the presence of reducing substrate(s), but absence
of ADP (theoretically, absence of inorganic phosphate presents an alternative), or after
enzymatic inhibition of the phosphorylation system. In this non-phosphorylating resting
state, the electrochemical proton gradient is increased to a maximum, exerting feedback
control by depressing oxygen flux to a level determined mainly by the proton leak and the
H'/O; ratio [17].

OXPHOS capacity is the respiratory capacity of mitochondria in the ADP-activated state
of oxidative phosphorylation, at saturating concentrations of ADP, inorganic phosphate,
oxygen, and defined reduced substrates [17]. It thus differs from State 3 respiration
which

is respiration of isolated coupled mitochondria in the presence of high ADP and Pi
concentrations [18]. ADP concentrations applied in State 3 are not necessarily
saturating, whereas OXPHOS capacity is measured at saturating concentrations of ADP
and Pi.

The mitochondrial electron transfer system (ETS) transfers electrons from externally
supplied reduced substrates to oxygen. It consists of the membrane-bound ETS (mETS)
with enzyme complexes located in the inner mt-membrane, mt-matrix dehydrogenases
generating NADH, and the transport systems involved in metabolite exchange across the
mt-membranes [19]. ETS capacity is max. O, flux at optimum uncoupler concentration.
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Figure 1. Effect of Amplex UltraRed (AmR) on respiration of intact HEK 293T cells.
(A) Representative respiratory experiment with AmR or carrier DMSO titrated in the
ROUTINE state. Oxygen concentration (blue plot; left Y-axis [uM]) is shown for one
chamber, whereas oxygen fluxes per chamber volume (red and green plots; right
Y-axis [pmol's '-mL]) are depicted for both O2k-chambers operated simultaneously. The
horizontal bar denotes the respiratory states, ROUTINE; LEAK state, L; progressively
uncoupled states in which ETS capacity is reached at maximum flux; and residual oxygen
consumption, ROX. Numbers indicate final AmR concentrations [uM]; U0.5, US and U10
indicate final uncoupler concentrations [pM], added in 0.5 pM steps between 0.5 and
5 uM and 1 pM steps between 5 and 10 uM. Discontinuities of the plots are due to
removal of sections with artifacts arising from titrations or re-oxygenations; (B) Oxygen
flow expressed as respiration per million cells [pmol-s'-107° cells], mean + SE of
N = 3-5 independent cultures, each measured in duplicate (n = 2).

Respiration [pmol-s-ml-]
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Figure 2. Effect of AmR on respiration of permeabilized HEK 293T cells.
(A) Representative experiment with AmR (green plot) or carrier DMSO (red plot)
titrated in the Cl&II-linked OXPHOS state. Substrate states and coupling states are
shown by horizontal bars. Numbers indicate final Amp concentrations [uM]; U1l and U5
indicate final uncoupler concentrations [uM] added in 1 pM steps; (B) Oxygen
flow [pmol-s'-107® cells], mean + SE of N = 5 independent cultures, each measured in
duplicate (n = 2).

In the experiments with intact cells titrations with AmR were conducted in the ROUTINE state of
respiration. ROUTINE respiration was not completely stable in controls for the duration of the carrier
titrations (DMSO) which lasted approximately 35 min. Titration of AmR caused a slight but
non-significant further reduction of ROUTINE respiration by up to 8% at 30 uM compared to
time-matched controls (Figure 1B). Subsequent addition of oligomycin induced an immediate inhibition
of respiration, and LEAK respiration was indistinguishable between both groups. To obtain a measure
for ETS, i.e., the maximal capacity of the electron transfer system under the conditions examined, a
step-by-step titration with uncoupler CCCP was performed showing that AmR caused a slight but
variable, on average insignificant reduction of ETS capacity. Residual oxygen consumption, ROX,
obtained after inhibition of Complexes I and III by rotenone (Rot) and antimycin A (Ama), respectively,
was identical in controls and AmR-treated cells. Taken together, these results suggest that AmR may
be used at concentrations up to 30 uM to determine H202 production in intact HEK 293T cells with
minor side effects on respiration. Exposure of these cells to 20 uM AmR for more than 45 min, however,
caused about 13% inhibition of ROUTINE respiration [24], suggesting that AmR concentrations and
exposure time should be limited. The inhibitory effect depends on the medium used. Since the sensitivity
of the AmR assay was rather low in DMEM, we applied Dulbecco’s phosphate-buffered saline, in
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which case excellent assay sensitivity was associated with seriously compromised respiration, both
with (up to 50% inhibition) and without AmR (up to 20% inhibition). A brief literature survey
indicates that AmR concentrations and media applied are highly variable, ranging from 1 pM AmR
in PBS for the study of permeabilized C2C12 myoblasts and myotubes [25], 10 pM AmR in
MiRO5 for primary human skeletal myotubes [26], to 50 uM AmR in various phosphate-buffered or
bicarbonate-buffered saline media investigating N27 cells [27], A549 lung epithelial cells [20],
HaCaT keratinocytes [28], or HEK 293T cells [29], or mitochondria prepared from H9c2 rat cardiac
myocytes [29] or from HepG2 cells [30]. In the absence of adequate controls it is not clear to which
extent these treatments might have affected the results on H2O: production. Therefore, careful
optimization is required both with regard to AmR concentrations and the incubation media for quality
control of measurements on H202 production in cells.

Experiments with permeabilized cells were performed in MiR05 [31] and AmR was titrated in the
Cl&llI-linked OXPHOS state, i.e., in the presence of pyruvate, malate and succinate at saturating
concentration of ADP (Figure 2). Respiration in controls was not affected by the carrier DMSO. In
contrast, AmR inhibited CI&II-linked OXPHOS capacity in a dose-dependent manner, resulting in
15% + 7% inhibition at 30 pM (mean + SD, N =5). Similarly, CI&II-linked ETS capacity was reduced
by 19% + 8%, with a shift to a lower optimum uncoupler concentration compared to controls.
Cll-linked ETS capacity was not affected, possibly indicating that AmR inhibition occurred at CI,
which is highly sensitive to agents damaging mitochondria [22,32,33]. In order to minimize such
side effects, the AmR concentration was reduced to 10 uM for experiments with permeabilized cells.

2.2. Oz and H20: Flow in Permeabilized HEK 293T Cells: Dependence on Substrate and
Coupling State

O2 and H20: fluxes were determined in permeabilized HEK 293T cells in a sequence
of respiratory substrate and coupling states using pyruvate&malate (PM; CI),
pyruvate&malate&succinate (PMS; CI&II) or succinate with Rot (S(Rot)) as respiratory substrates
(Figure 3). Results are summarized in Figure 4 and Table 2. The H202/0 flux ratio is frequently applied
to evaluate the relative importance of H2O2 production at different respiratory states [34,35].

After permeabilization of the cell membranes with digitonin, addition of PM as substrates
supporting CI-linked LEAK respiration (CI.) induced a moderate increase in respiration (Figure 3A).
ADP added at a saturating concentration stimulated respiration about 5 times (Cl-linked OXPHOS
capacity, Clp). Succinate induced convergent Cl&II-linked OXPHOS (CI&lIlp), at a 2.2-fold higher
level compared to CIp. CCCP at optimum concentration elevated respiration further, showing
a significant apparent excess ETS capacity in these cells. Subsequently Rot and Ama were added to
obtain ROX. Despite these dramatic differences in oxygen fluxes in different respiratory states,
alteration in H202 fluxes were comparatively small. When total observed H202 flux was corrected
for the background chemical flux obtained in the absence of cells, the net fluxes were negative. This
may indicate the ROS scavenging capacity introduced with the cells, as will be discussed below.
Thus, even the most pronounced relative change in H2O2 flux induced by inhibition of CIII (Ama)
after ETS was close to the chemical background. As an alternative approach, the lowest flux detected in
each experimental run was subtracted from H20: flux in each respiratory state, expressing H20 flux
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not as an absolute metabolic flux but as a difference, AH20: flux (Figure 4C). The lowest H202 flux was
observed in fully uncoupled cells in almost all cases.

Permeabilized HEK 293T cells
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Figure 3. Combined determination of oxygen consumption and HxO: flux by
O2k-Fluorometry in permeabilized HEK 293T cells. (A) Respiration and fluorescence
changes using P and M as initial substrates; (B) Respiration and fluorescence changes
using succinate (S) as initial substrate. Respirometric measurements are shown in the upper
panels as described in Figure 1. U1 and US5 indicate final uncoupler concentrations [uM]
added in 1 puM steps. In the lower panels the black plots show the fluorescence signal.
H202* indicates titrations of 0.1 uM H20: for calibration, to convert the fluorescence
signal to an equivalent H2O2 concentration (left Y-axis [uM]). Plots are shown on the
basis of the first calibration with H202. The positive time derivative yields the
volume-specific H202 flux shown as the green plots (right Y-axis [pmol-s '-mL]).
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Figure 4. Respiration and H20:2 flow in permeabilized HEK 293T cells in SUIT protocols
using PM (black bars), S (white bars) and S(Rot) (grey bars) as initial substrates.
(A) Oxygen flow; (B) H20: flow corrected for the background slope determined in the
absence of cells; (C) H202 flow corrected for the lowest observed slope. The fluorescence
signals were calibrated using the H2O: titrations at the corresponding state (Figure 3). Bars
are means + SD of four independent cultures measured in duplicates.

Table 2. H202/O flux ratios [%] as a function of coupling and substrate states in
permeabilized HEK cells and mouse brain homogenate.

Substrate LEAK OXPHOS PMS OXPHOS PMS ETS ROX
Permeabilized HEK cells
S 0.85+0.34 0.03£0.08 na na 72+228
S(Rot) 0.81 +£0.55 0.14+0.07 0.16 +0.07 0.10+0.7 79+3.4
Mouse brain homogenate
PM 1.2+0.6 0.06 £0.13 na na 60+ 13
S 6.3+0.2 0.05+0.13 0.05+0.09 na 26+ 6
S(Rot) 1.5+0.2 0.51 +0.08 1.34+0.09 1.24 +0.06 33+8

The H,0,/0O flux ratio was calculated as H,O, flux/(0.5 O; flux). Means + SD of 4 independent cultures or

3 animals. na—not applicable.

LEAK respiration supported by succinate (CII.) was about three times higher than L supported
by PM (CI.) and was associated with much higher H2O: flux in the absence of rotenone. ADP induced
a 6.7-fold increase in respiration (CIIr) and a concurrent pronounced reduction in H20: flux (Figure 3B).
Surprisingly, addition of pyruvate did not stimulate respiration, and malate caused a slight inhibition,
such that CI&IIp respiration was slightly reduced compared to Cllp, whereas H202 flux remained
constant. The fact that rotenone was not required to obtain a high ClI-linked OXPHOS capacity is
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consistent with a high malic enzyme activity in these cells [36]. Thus, oxaloacetate does not accumulate
to concentrations which inhibit succinate dehydrogenase, but pyruvate and further acetyl-CoA are
formed from malate, supporting the utilization of oxaloacetate in the citrate synthase reaction [19,37].
Formation of NADH and its utilization by CI, therefore, proceeded in the CII-linked OXPHOS state, and
Cl&ll-linked and CII-linked OXPHOS capacities were not different (Figure 4). However, CI&Ilr was
limited by the capacity of the phosphorylation system, as shown by the increased ETS capacity with
PMS (CI&llr) which was higher than ClIg, indicating the additive effect of convergent electron flow
from CI&II to the Q-junction in these cells [38]. CCCP titration reduced the H202 flux to a level slightly
below baseline. As observed in the previous protocol, Ama induced an increase in H202 flux
(Figure 4).

Respiration and H20: flux in the LEAK state were similar with S(Rot) and S alone (Figure 4). In
many other cells and tissues (e.g., rat brain homogenate as shown below), Rot causes a significant
reduction of H202 production observed in the ClI-linked LEAK state due to inhibition of reversed
electron flow to CI [39]. The absence of such an effect is consistent with the effect of malic enzyme
on respiration [19]. In contrast to the presence of S alone, addition of ADP to S(Rot) exposed cells
did not decrease the H2O: flux. The effects of PM and CCCP were relatively small, and the addition
of Ama did not stimulate ROS production, in contrast to results obtained with the other protocols
(Figure 4).

Taken together, in permeabilized HEK 293T cells the highest H2O2 flux was observed in the
ClI-linked LEAK state, amounting to about 0.8% of oxygen flux (Table 2). In comparison, CI-linked
H20: flux appears negligible, while inhibition of CI increased H2O2 production independent of
respiratory state. H202 flux in permeabilized HEK 293T cells was extremely low under the presently
investigated conditions, accounting for less than 0.2% of O: flux in the OXPHOS and ETS states
(Table 2).

2.3. Oz and H20: Flow in Permeabilized HEK 293T Cells: Dependence on Cell Density

Given that estimated H20: fluxes were close to or even below background observed in the absence
of cells, the sensitivity of the AmR assay may present a limiting factor at the experimental cell
density. By increasing the cell density in the respiration chamber, however, the slopes of the
fluorescence signal corrected for the background determined in the absence of cells actually
displayed an inverse relation to cell density (Figure 5A). In contrast, when corrected for the slope
observed in the presence of digitonin permeabilized cells without substrates added, net H2Oz fluxes were
largely independent of cell density (Figure 5B). Importantly, cell-specific respiration and net H2O2
flow (per million cells) were independent of cell density (Figure 5C,D). A tentative explanation
for these observations is that by increasing the number of cells in the chamber we also enhance the
total ROS scavenging capacity associated with the cellular antioxidant systems. In addition, the
optical properties are affected by cell density, as shown by the step change of the fluorescence
signal upon injection of cells, and by the change of sensitivity when comparing calibrations
before and after addition of cells, and after titration of digitonin. For example, sensitivity
declined from 0.282 4+ 0.019 V/uM to 0.260 + 0.019 V/uM after addition of cells (» = 8 experiments),
from 0.249 + 0.033 V/uM to 0.179 £ 0.018 V/uM after adding brain tissue homogenate
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(n =8 experiments), and from 0.262 V/uM to 0.250 V/uM after injection of mitochondria (means of
two experiments). Whereas calibration of the fluorescence signal in the absence of cells is required
to obtain the apparent background flux, H20O: calibrations are required in the presence of cells and
under various respiratory states (Figure 3).
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Figure 5. Effect of cell concentration in the O2k-chamber on H202 flux and respiration
of permeabilized HEK 293T cells. (A) H20:2 flux (per O2k-chamber volume) corrected
for the slope determined in the absence of cells; (B) H202 flux (per O2k-chamber volume)
corrected for the slope after addition of digitonin; (C) H202 flow (per million cells)
corrected for the slope after addition of digitonin; (D) Respiratory flow (per million cells).
H20: fluxes were calculated according to calibrations after addition of digitonin.

2.4. Oz and H20: Flux in Mouse Brain Homogenate: Dependence on Substrate and Coupling State

Figure 6 shows representative experiments of respiration and H2O: fluxes in mouse brain
homogenate with identical SUIT protocols as applied with permeabilized HEK 293T cells
(Figure 3). In contrast to permeabilized HEK 293T cells (Figure 4), CIl. respiration was lower but
ClIp was higher with S(Rot) compared to S (Figure 7A). Addition of PM to S induced an increase of
respiratory OXPHOS capacity (CI&Ilpr), despite of the inhibitory effect of malate (Figure 6B).
Consistent with results in permeabilized cells, malate caused a significant decrease of CIIp respiration
with S(Rot) (Figure 6C). The inhibitory effect of malate on CII-linked respiration is a general feature
of TCA cycle control [40].
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In contrast to results with permeabilized cells, H202 flux in state CI. was well above background
in brain homogenate (Figure 6A). As in permeabilized HEK 293T cells, the highest H202 flux was
observed in the LEAK state with S alone (Figure 6B), and H20O: flux was significantly reduced in the
OXPHOS and ETS state compared to LEAK (Figure 7B). However, addition of Rot caused a
significant reduction of H20: flux, as did addition of ADP (Figure 7B). Compared to Cl., H202 flux
in CII(Rot). was 2.5 times higher (Figure 7B). No significant difference in H2O2 flux was noted
between LEAK and OXPHOS states with S(Rot). Surprisingly, addition of PM in state CII(Rot)r
caused an increase of H20z flux, although Complex I was inhibited by rotenone (Figures 6A and 7B).
As expected [41], inhibition of CIII by Ama (ROX state) caused an increase in H2O2 flux in all SUIT
protocols (Figures 6 and 7B). H202 flux resulted in similar patterns when corrected for background
without homogenate (Figure 7B) or when presented as the difference of flux after subtraction of the
minimal observed slope (Figure 7C).

The extraordinarily high H202/O flux ratio of 6% in CII. without Rot reflects maximal
reversed electron transfer under an artificial substrate condition (Table 2). H202/O flux ratios between
0.05% and 1.35% in OXPHOS and ETS states (Table 2) are consistent with values reported for isolated
mitochondria [1,11,42]. It is thought that isolation procedures may impact on mitochondrial function
(e.g., [43,44]). Isolated mitochondrial preparations may represent a selection for particular mitochondrial
subpopulations. This is not the case in tissue homogenate or permeabilized tissue preparations. Tissue
homogenization can be achieved without injury of the outer mitochondrial membrane using
specifically dedicated instruments such as the PBI tissue shredder [45,46]. A more simple glass Potter
homogenizer can be used similarly for homogenate preparation of soft tissues.

Mouse brain homogenate
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Figure 6. Combined determination of oxygen consumption and HxO2 flux by
02k-Fluorometry in mouse brain homogenate, using PM (A); S (B); or S(Rot) as initial
substrate (C). For details see legend of Figure 3. Carrier denotes ethanol (1 pL), which
served as the solvent for rotenone and was titrated in parallel to rotenone.

Few comparable data are published on permeabilized cells. From data by Kwak et al. [26] on
permeabilized human skeletal myotubes it can be calculated that about 0.9% of LEAK respiration
measured in the presence of a complex substrate mixture was diverted towards H202 production, in
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close agreement with our result on 0.8% for HEK 293T cells in the presence of succinate (Table 2).
In permeabilized yeast cells the H202/O ratio varied between 0.25% and 2% depending on the
glucose level supplied and the growth phase investigated [47]. The H202/0O flux ratio determined in
a mutant E. coli strain was 0.35% to 0.6% in different substrate regimes [48].
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Figure 7. Respiration and H202 flux in mouse brain homogenate in SUIT protocols using
PM (black bars), S (white bars) and S(Rot) (grey bars) as initial substrates. (A) Oxygen
flux. (B) H202 flux corrected for the slope determined in the absence of homogenate;
(C) H20: flux corrected for minimal observed slope. The fluorescence signals were
calibrated using the H2O: titrations at the corresponding state (Figure 6). Bars are
means + SD of 3 animals, each measured in duplicate.

2.5. O2 and H20: Flux in Isolated Cardiac Mitochondria: Dependence on Substrate and
Coupling State

Since the most pronounced changes of H20: flux in permeabilized cells and brain homogenate
were observed in protocols using S and S(Rot), we performed additional experiments applying
ClI-linked protocols with mitochondria isolated from mouse hearts. Like in mouse brain homogenate,
the H202 flux was extremely high in the succinate-supported LEAK state in the absence of Rot,
resulting in a H202/0O flux ratio of nearly 10%, compared to 1.5% in the presence of Rot (Figure 8). The
addition of ADP to S(Rot) stimulated respiration and concurrently reduced H20: flux (Figure §B). In
contrast, addition of ADP to S did not increase respiration, but dramatically diminished H202 flux
(Figure 8A). The subsequent addition of P caused a pronounced increase of respiratory OXPHOS
capacity, by removing the inhibitory oxaloacetate and restoring CI&II-linked TCA cycle activity [19].
Malate exerted an inhibitory effect in the presence and absence of Rot, similar to results with brain
homogenate (Figure 6B,C). Uncoupler did not stimulate respiration beyond OXPHOS capacity,
indicating that there is no apparent ETS excess capacity in mouse heart in contrast to mouse brain
mitochondria. H202 fluxes were slightly elevated by P in both protocols, largely unresponsive to M,
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and slightly diminished by uncoupler, while Rot and Ama caused a substantial increase of H202 flux
(Figure 8A,B). H202/0 flux ratios ranged from 0.04% in ETS in the absence of Rot to 0.9% in OXPHOS
and ETS in the presence of Rot, consistent with data reported in the literature [5,49].
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Figure 8. Combined determination of oxygen consumption and H202 production by
0O2k-Fluorometry in mouse isolated cardiac mitochondria, using S (A); or S(Rot) (B) as
initial substrate. For details see legend of Figure 3.
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3. Experimental Section
3.1. Chemicals

Dulbecco’s modified eagle medium (DMEM-low glucose, with L-glutamine) was from PAA
Laboratories GmbH, Pasching, Austria, fetal bovine serum from Biowest, Nuaill¢, France, and penicillin
and streptomycin stocks were from Gibco, Vienna, Austria.

Amplex® UltraRed was obtained from Life Technologies. H202, HRP, SOD, substrates, inhibitors
and other chemicals were from Sigma-Aldrich, Acros Organics or Invitrogen [50].

3.2. High-Resolution Respirometry and O2k-Fluorometry

The Oxygraph-2k (O2k, OROBOROS Instruments, Innsbruck, Austria) was used for measurements
of respiration [50] and combined with the Fluorescence-Sensor Green of the O2k-Fluo LED2-Module
for H202 measurement. Up to four O2k instruments (eight chambers) were used in parallel.
Experiments using tissue homogenate and permeabilized cells were performed in MiR05 (110 mM
sucrose, 60 mM K-lactobionate, 0.5 mM EGTA, 3 mM MgClz, 20 mM taurine, 10 mM KH2POs,
20 mM HEPES, pH 7.1 at 30 °C, and 0.1% BSA essentially fatty acid free; [31]). Dulbecco’s modified
eagle medium supplemented with 10% fetal bovine serum and 50 units/mL penicillin and 50 pg/mL
streptomycin was used for measurements on intact cells. All experiments were performed at
37 °C. The medium was reoxygenated when oxygen concentrations reached 80 puM unless
otherwise indicated.

3.3. Experimental Procedure

Respiration of permeabilized cells and tissue homogenate was determined using
substrate-uncoupler-inhibitor titration (SUIT) protocols [50] with modifications. Pyruvate and
malate (5 mM and 0.5 mM, respectively) or succinate (10 mM) with or without 0.5 uM Complex I
inhibitor rotenone (Rot) were used to determine Complex I (CI) or Complex II (CII) linked LEAK
respiration. ADP was added at 2.5 mM final concentration, which was saturating for oxygen flux to
obtain OXPHOS capacity. Additional substrates were added sequentially to reconstitute convergent
Cl&lI-linked respiration. Titrations with the uncoupler CCCP (0.5-1 puM steps) were performed to
determine electron transfer system (ETS) capacity. Rot, if not already present, and Ama (2.5 uM to
inhibit Complex IIT) were added for determination of residual oxygen consumption (ROX).

Respiration of intact cells was measured applying a coupling control protocol [19]. Up to 300 pL
of suspended cells were added to the respiration medium. After stabilization of ROUTINE
respiration, the ATP-synthase inhibitor oligomycin (Omy, 2 pg/mL) was added to obtain a measure of
LEAK respiration, followed by titration of CCCP to maximum oxygen flux (ETS capacity). Finally,
Rot and Ama were added to obtain ROX.

H20: flux was measured simultaneously with respirometry in the O2k-Fluorometer using the
H20:-sensitive probe Amplex® UltraRed [15]. 10 uM Amplex® UltraRed (AmR), 1 U/mL horse
radish peroxidase (HRP) and 5 U/mL superoxide dismutase (SOD) were added to the chamber. The
reaction product between AmR and H202, catalyzed by HRP, is fluorescent, similar to resorufin.
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Calibrations were performed with H2O: repeatedly added at 0.1 pM steps as indicated (H202*).
Volume-specific H20: fluxes were calculated real-time by the DatLab software (OROBOROS
INSTRUMENTS, Innsbruck, Austria) from the positive time derivative of the resorufin signal over
time (converted to H202 concentration based on the calibrations with H202). Only the stable portions
of the apparent fluxes were selected and artifacts induced by additions of chemicals or
re-oxygenations were excluded.

3.4. Cell Culture

Human embryonic kidney cells (HEK 293T, ATCC collection code CRL-1573) were cultured in
10 ¢cm? culture dishes in DMEM high glucose medium supplemented with additions as indicated
above until approximately 90% confluence was reached. Immediately prior to respirometric assays
the cells were washed with PBS, trypsinized and resuspended in MiR05 or DMEM. The final
concentration of permeabilized cells in the O2k-chamber was 1.75-10%mL or 1.5-2-10%mL when intact
cells were examined. Cells were permeabilized after addition to the respirometer chambers using
digitonin at a final concentration of 10 pug/mL. This concentration was evaluated in preliminary
experiments to achieve full permeabilization of cells to allow for uninhibited access of substrates and
ADP to mitochondria without compromising mitochondrial function [50].

3.5. Preparation of Mouse Brain Homogenate

Wild-type C57BL/6 mice (age 2—3 months) were housed under standard conditions (21-23 °C,
12 h light/dark cycle, relative humidity 45%—65%) with unlimited access to food and water. The
experimental procedures were performed in accordance with the guidelines of the European
Community as well as local laws and policies.

Animals were sacrificed by cervical dislocation, the skull opened with scissors and the brain
removed. Brain cortex was dissected and washed in ice-cold MiRO5Cr (MiRO05 supplemented with
20 mM creatine). The tissue was transferred to a pre-cooled glass Potter homogenizer and
homogenized with 10—15 strokes at medium speed. The resulting homogenate was then kept on ice and
used for respirometry without further processing. The final concentration of tissue in the O2k-chamber
was | mg/mL.

3.6. Isolation of Mouse Heart Mitochondria

Wild-type C57BL/6 mice were sacrificed by cervical dislocation and the heart was excised and
weighed. The heart was washed in ice-cold BIOPS and minced in 1 mL of BIOPS. The tissue was
transferred to a pre-cooled glass Potter homogenizer with 2 mL of isolation buffer (225 mM mannitol,
75 mM sucrose, | mM EGTA, 2.5 mg/mL BSA) supplemented with Subtilisin (0.5 mg/mL). The
tissue was homogenized with 6-8 strokes at medium speed. The resulting homogenate was
centrifuged for 10 min at 800x g, 4 °C. Then, the supernatant was transferred to a new tube and
centrifuged for 10 min at 10,000% g, 4 °C. After centrifugation, the supernatant was carefully discarded,
the mitochondrial pellet was washed in 2 mL isolation buffer and resuspended in 100 pL of isolation
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buffer. Isolated heart mitochondria were stored on ice until use. 5 uL of mitochondrial suspension
per chamber were used for each measurement.

4. Conclusions

SUIT protocols allow a detailed analysis of mitochondrial fitness in permeabilized tissues and
cells, tissue homogenates and isolated mitochondria, extended by combining OXPHOS analysis with
measurement of hydrogen peroxide production. Combined measurements provide the basis for
quality control to avoid experimental artifacts. AmR inhibited respiration of intact and permeabilized
cells and should not be applied at concentrations above 10 uM nor during prolonged exposure. The
choice of experimental medium is critical and simple media may aggravate the inhibitory effect of
AmR. Inhibition of respiration (e.g., by Rot and Ama) exerts an influence on H202 production which
is not generally predictable. When increasing the cell density, the cellular ROS scavenging capacity is
increased together with the total H2O2 production, which provides the explanation for our observation
that volume-specific H2O2 production remained constant or even declined with increasing cell density.
H20: fluxes were generally less than 1% of oxygen fluxes in physiological substrate and coupling
states. In permeabilized cells only net rates are obtained on H202 production escaping the cellular
scavenging systems.
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Biological Activities of Reactive Oxygen and Nitrogen Species:
Oxidative Stress versus Signal Transduction

Adelheid Weidinger and Andrey V. Kozlov

Abstract: In the past, reactive oxygen and nitrogen species (RONS) were shown to cause oxidative
damage to biomolecules, contributing to the development of a variety of diseases. However, recent
evidence has suggested that intracellular RONS are an important component of intracellular signaling
cascades. The aim of this review was to consolidate old and new ideas on the chemical, physiological
and pathological role of RONS for a better understanding of their properties and specific activities.
Critical consideration of the literature reveals that deleterious effects do not appear if only one
primary species (superoxide radical, nitric oxide) is present in a biological system, even at high
concentrations. The prerequisite of deleterious effects is the formation of highly reactive secondary
species (hydroxyl radical, peroxynitrite), emerging exclusively upon reaction with another primary
species or a transition metal. The secondary species are toxic, not well controlled, causing
irreversible damage to all classes of biomolecules. In contrast, primary RONS are well controlled
(superoxide dismutase, catalase), and their reactions with biomolecules are reversible, making them
ideal for physiological/pathophysiological intracellular signaling. We assume that whether RONS
have a signal transducing or damaging effect is primarily defined by their quality, being primary or
secondary RONS, and only secondly by their quantity.

Reprinted from Biomolecules. Cite as: Weidinger, A.; Kozlov, A.V. Biological Activities of Reactive
Oxygen and Nitrogen Species: Oxidative Stress versus Signal Transduction. Biomolecules 20185, 5,
472-484.

1. Introduction

Reactive oxygen and nitrogen species (RONS) include two classes of chemically-reactive
molecules containing oxygen (reactive oxygen species, ROS) and nitrogen (reactive nitrogen
species, RNS). Both classes are referred to as RONS. The majority of RONS carries unpaired
electrons and is called free radicals. In mammalians, a major function of specialized enzymes, such
as NADPH-oxidase, myeloperoxidase and nitric oxide synthase (NOS), is the generation of RONS.
The controlled generation of RONS in the extracellular space by these enzymes was developed
evolutionarily as part of the innate immune system to kill bacteria. However, an overwhelming
release of RONS may also induce deleterious effects, causing damage to host biological structures.
Another group of enzymes release RONS intracellularly as a byproduct of metabolic processes. For
instance, superoxide (O:*) is released as a byproduct of mitochondrial respiration and
monooxygenase activity of cytochrome p450. Intracellular RONS, as well as excessive release of
extracellular RONS were thought to induce deleterious effects, causing oxidative damage to
different kinds of biomolecules. These processes are referred to as “oxidative stress”.

Oxidative stress is believed to significantly contribute to the development of a number of
diseases, particularly age-related diseases. However, more and more evidence suggest that intracellular
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generation of RONS is an important component of intracellular signaling cascades regulating several
physiological functions, such as regulation of vascular tone, insulin synthesis, activation of
hypoxia-inducible factor (HIF), cell proliferation, differentiation and migration. It took over 50
years for a clear understanding of the chemical basis of free radical/RONS biology to emerge. In
the following 50 years, studies on the biological effects of free radicals with biological targets were
undertaken. The aim of this review is to put together old and recent ideas on the chemical and
pathophysiological role of RONS for a better understanding of their properties and specific
activities. This review is predominantly based on selected reviews, elaborating on different aspects
of RONS activity and thought to be a guide through a large body of literature existing on this topic.

2. Chemical Basics

The current knowledge on RONS biology is based on studies of free radical reactions conducted
more than 100 years ago. Free radicals are defined as molecules having an unpaired electron. Their
physical properties are similar to those of free electrons, giving a signal at g = 2.0023 in the
electron paramagnetic resonance spectrum [1]. The chemical mechanisms underlying the formation
and toxicity of free radicals were proposed by the British chemist Henry J. H. Fenton in 1894 and
later developed by the Austrian chemist Joseph Weiss and the German chemist and Nobel Prize
winner Fritz Haber in 1934. Henry J. H. Fenton showed that the formation of toxic hydroxyl
radicals (*OH) from hydrogen peroxide (H202) is catalyzed by iron ions, called the “Fenton
reaction” ([2], reviewed in [3]). He pointed out that iron ions are necessary to form toxic *OH
radicals. Joseph Weiss and Fritz Haber discovered that O2*" can be converted into H202 and further
to *OH, called the Haber—Weiss reaction ([4], reviewed in [5,6]). This reaction shows that one free
radical can give rise to another secondary radical. Already in those days, the transformation of one
ROS (02*) to another (*OH) was associated with the presence of iron ions as a catalyst (reviewed
in [7]). Later, other transition metals, such as copper ions, were shown to generate toxic RONS.

Another important step in understanding the biological function of RONS was the discovery of
free radical chain reactions. This was done in 1935 by the Russian chemist and Nobel Prize winner
Nikolai Semenov. He described four types of free radical reactions, namely initiation, propagation,
branching and termination [8]. The same reactions occur in biological membranes upon
pathological conditions and are termed lipid peroxidation, the major mechanism of oxidative
damage to biological membranes. Importantly, the branching chain reaction of lipid peroxidation,
the cleavage of lipid peroxides, is catalyzed by ferrous ions similar to the Fenton reaction, which is
a cleavage of H202 to *OH by ferrous ions. The branching chain reaction between lipid peroxides
and iron ions accelerates lipid peroxidation [9], again suggesting that iron ions are the prerequisite
for the toxic effects of lipid peroxidation.

In the 1950s, researchers started to associate free radical chemistry with biomedical questions.
It has been suggested that most of the damaging effects of oxygen in living systems are due to the
formation of free radicals (reviewed in [10]). This assumption promoted the application of the
knowledge of free radical chemistry to biological systems.
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3. Oxidative Stress

However, in 1968, a major breakthrough in the field of free radical biology was done by Irvin
Fridovich who discovered superoxide dismutase (SOD), a specific enzyme catalyzing the transition
of O2* into H202 ([11,12], reviewed in [13]). A few years later, Chance and coauthors reported
that mitochondria are the key generator of O2* in cells ([14], reviewed in [15]). These two findings
are crucial, as they show that free radicals, on the one hand, are produced in biological systems,
and on the other hand, there is an enzymatic mechanism regulating their concentration. This clearly
suggests that free radicals occur in biological systems and probably have a specific function. Since
then, numerous studies have been performed to understand the biological function of free radicals.

Until the mid-1970s, the literature almost exclusively refers to free radicals. Later, it became
evident that not only free radicals, but also non-radical products, such as H202 or hypochlorous
acid (HOCI), which are also powerful oxidizing agents, participate in free radical reactions (reviewed
in [16]). To take into account both the radical and the non-radical species, the more general term
“reactive oxygen species” (ROS) was introduced. Later, nitric oxide (NO®) and peroxynitrite
(ONOO") were also shown to interact with ROS, and all of these species were termed RONS.
Primarily, the toxic properties of RONS were of interest. It was shown that an excessive generation
of RONS damaged almost all classes of biomolecules, such as lipids [17], proteins [18] and DNA
(reviewed in [19,20]). In the 1970s and 1980s, the term “oxidative stress” was used for these
deleterious processes. Later, “oxidative stress” was defined by the German biochemist Helmut Sies
as an imbalance between oxidants and antioxidants in favor of the oxidants, potentially leading to
damage ([21], reviewed in [22]). Evolutionarily, the induction of oxidative stress was possibly
developed as an important part of the innate immune system as a defense mechanism against
bacteria [23]. However, it was also shown that RONS, produced by the immune system, can also
damage host cells [24].

Careful observation of oxidative damage reactions of biomolecules shows that primary RONS,
such as O2*, H202 or NO®, in most cases reversibly react with the target molecules. NO*, for
instance, reversibly binds to heme proteins, whereas O2*" reacts with proteins, changing their redox
state without damage to their structure. For instance, the reaction between O2* and cytochrome ¢
results in the reduction of heme, which is used to detect O2*" [25]. The damage is predominantly
associated with secondary RONS, such as *OH, ONOO™ and HOCI [26-28]. All of these toxic
species are formed if more than one reactive species is present. Two major reactions leading to the
formation of toxic RONS are: (i) the Fenton reaction between ferrous ions and H20z yielding *OH;
and (ii) the reaction of O2* with NO* yielding ONOO . Furthermore, the formation of HOCI,
formed in an enzymatic reaction from H202 and CI7, is associated with damage to host tissues [28].
In addition, iron ions can directly react with organic peroxides, inducing lipid peroxidation.
Moreover, the presence of iron and copper ions induces double-strand breaks of DNA, a DNA
damage that is difficult to repair (reviewed in [29]). Some anticancer drugs are based on
mechanisms causing double-strand breaks of DNA catalyzed by transition metals [30]. Oxidative
damage to proteins is often associated with the reaction between amino acids and ONOO,
resulting in the formation of nitrated amino acids, such as nitrotyrosine. ONOO™ is a secondary
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RONS formed in the reaction between NO* and O2*". ONOO™ and NO® may have quite opposite
biological effects. For instance, NO® has an inhibitory effect on lipid peroxidation, while ONOO™
activates this process (reviewed in [31]). Another important regulatory mechanism based on the
interaction of NO® and O2* is driven by decreased NO® levels, rather than by increased ONOO™
levels (reviewed in [32,33]). The interaction between NO® and O2* might also result in
vasoconstriction by inactivation of prostacyclin synthase (reviewed in [34]).

The data described above suggest that primary ROS (O2*", NO®, H202) only have a weak
damaging potential, whereas secondary RONS are more toxic. Primary species are well controlled
by SOD, catalase and NO synthases, while secondary species are less controllable, since there is no
specific enzymatic system controlling their levels.

Interestingly, O2*-controlling systems are different inside the cells and in extracellular fluids.
SOD, the intracellular enzyme for removing O:*, and the extracellular SOD (ecSOD) produce
potentially dangerous H202. H20: itself is relatively inactive, but can lead to the formation of toxic
*OH. In contrast, ceruloplasmin in the blood inactivates O2*", yielding H20 [35]. However,
extracellular SOD, which mainly occurs in tissue ([36,37]; reviewed in [38,39]), can also be found
in plasma under specific pathological conditions [40] and contribute to the elimination of O2*". The
fact that SOD, not ceruloplasmin, occurs in cells indirectly suggests that H2O2 may have a
physiological function inside cells, but not in extracellular fluids. The data gathered in the last few
decades suggest that primary RONS formed in mitochondria (O2* and H202) and NO°® are
associated with intracellular signaling cascades. Since NO-mediated signaling pathways have
already been extensively reviewed ([41-47]), in this review, we focus on non-NO-mediated
signaling pathways.

4. Signaling

There is a solid body of literature supporting the essential role of mitochondrial ROS in
intracellular signaling. The data on the involvement of mitochondrial ROS in intracellular signaling
pathways related to inflammation have been summarized in recent reviews [48—50]. In the last few
years, the role of ROS in positive and negative regulation of insulin signaling has also been
intensively studied and reviewed [51]. Furthermore, the role of mitochondrial ROS in activation of
HIF has been intensively studied and debated (reviewed in [52,53]). In addition, the role of ROS
has been demonstrated for NF-kB-dependent gene transcription and a number of other signaling
cascades (reviewed in [54]). Notably, most of the publications on oxidative stress referred to specific
types of RONS involved in oxidative damage, whereas data on signaling are predominantly
addressed to ROS and RONS in general. This led to a large knowledge gap on the mechanisms of
intracellular signaling concerning RONS, since is not clear whether all or only specific RONS
contribute to these signaling pathways. In the following section, we will focus on studies where
specific types of RONS contributing to intracellular signaling cascades were determined.
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5. Superoxide Radical

A number of reports suggest O2* as part of intracellular signaling cascades. This species is
predominantly produced by mitochondrial complexes I and III (reviewed in [55]). Evidence of the
involvement of mitochondrial O2°*" in intracellular signaling cascades can be shown by:

1. Alteration of mitochondrial function, particularly of complexes I and III, by
pharmacological or genetic modulation, which has an effect on signaling pathways.
The correlation of a certain O2* level with an effective signaling cascade.

3. Application of mitochondria-targeted antioxidants (mtAOX) or radical scavengers has an
effect on signaling pathways.

4. Genetic manipulation of mitochondrial SOD and cytoplasmic SOD decreases the efficiency
of specific signaling cascades.

Mitochondrial O2*", the primary mitochondrial ROS, was often associated with the regulation of
inflammatory pathways, such as activation of the inflammasome, regulation of inflammatory
cytokines synthesis and mechanisms of innate immunity. The involvement of mitochondrial O2*" in
the activation of the inflammasome was suggested by Zhou et al. [56]. The authors showed that
specific inhibition of mitochondrial complexes I and III, the major sources of ROS in mitochondria,
significantly diminished the activation of the “nucleotide-binding domain, leucine-rich family and
pyrin domain containing 3” (NLRP3) inflammasome, suggesting that mitochondrial O2*" is
involved in this signaling cascade. Another important feature of inflammation is the release of
cytokines. Bulua et al. [57] showed that LPS-stimulated IL-6 production could be reduced by
treatment with MitoQ, a mitochondria-targeted radical scavenger. This effect was coincident with
increased levels of mitochondrial O2*, suggesting a key role of O2* in this signaling pathway.
Weidinger et al. demonstrated that mitochondria-targeted antioxidants reduce the expression of
IL-6 and iNOS in a model of systemic inflammatory response induced by LPS [58]. In leukocytes,
Kroller-Schon [59] showed that elevated mtROS formation activated NADPH-oxidase at the
posttranslational level. Inhibition of the mitochondrial permeability transition pore, which is
supposed to facilitate the transport of O2* from mitochondria to the cytoplasm, prevented activation
of NADPH-oxidase. In contrast, the deficiency of mitochondrial SOD intensified the stimulation of
NADPH-oxidase, suggesting that this process is mediated by O2*", rather than by H202. Applying
specific mitochondrial inhibitors and direct detection of mtROS, Dikalov et al. suggested that
mtROS, presumably O2*", are able to activate NADPH-oxidase via activation of protein kinase C
(PKC) [49]. These data suggest that mitochondrial O2*" orchestrate cellular ROS production upon
inflammation. The same group has shown that stimulation of endothelial cells with angiotensin II
elevates mitochondrial O2* levels and simultaneously the activity of NADPH-oxidase in this
non-immune cell type [60]. However, treatment with mitoTEMPO, a mitochondria-targeted
antioxidant, or overexpression of mitochondrial SOD captured O2* and decreased the activation of
vascular NADPH oxidases [60]. NADPH oxidases, in turn, may regulate important cellular
processes, such as cell migration [61], differentiation [62] and proliferation [63] (reviewed in [64]).
These data again suggest that O2* rather than H2O: is involved in this signaling cascade. However,
in the past, it was believed that O2*" does not participate in signaling, as it cannot exit mitochondria
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due to its polarity. Consequently, H202 formed from O2*" was considered a necessary intermediate
of Oz -mediated actions. H202 is a nonpolar molecule and can easily diffuse through the
membranes. Recently, however, the situation has shifted. O2*" has been shown to leave mitochondria
via the mitochondrial permeability transition pore [65] and anion channels [66]. We also showed
that O2* can be released from mitochondria by using O2* -sensitive spin probes and electron spin
resonance spectroscopy [67]. These data strongly support the postulation that O2*" can directly
contribute to intracellular signal transduction pathways.

Nevertheless, other groups propose Hx0:2 being the RONS-based messenger in intracellular
signaling cascades, as well. In contrast to O2*", H20z is a neutral molecule and relatively inactive.
Thus, H20z is able to cover relatively large distances, up to several cell diameters, before it reacts
with its target or is catabolized [68]. Therefore, it is considered as a suitable ROS-dependent
signaling component.

6. Hydrogen Peroxide

In the literature, the impact of H20: on intracellular signaling is supported by the
following evidence:

1. Exogenous H20: has a direct effect on signaling cascades.

2. The H202 level correlates with the effectiveness of intracellular signal transduction.
3. Genetic manipulation of catalase has an effect on signaling.

4. Upregulation of MnSOD and/or Cu/ZnSOD activates signaling.

Treatment with H2O: increased the proliferation of endothelial cells in a study of Chen ef al.,
suggesting that H2O: directly interferes with pathways regulating proliferation [69]. Wang et al. [70]
showed that overexpression of the mitochondria-targeted catalase construct suppressed vascular
endothelial growth factor (VEGF)-induced cell migration, suggesting the involvement of H202 in
the regulation of cell migration. Schmidt et al. [71] demonstrated that overexpression of catalase in
cell lines caused a deficiency in the activation of NF-kB in response to tumor necrosis factor
(TNF), while the catalase inhibitor, aminotriazole, restored the induction of NF-kB.
Overexpression of Cu/Zn-dependent SOD elevated NF-kB activation. These data suggest H202
rather than O2*" as the mediator of NF-kB pathway activation. Brunelle et al. [72] demonstrated
that overexpressing glutathione peroxidase or catalase, but not SOD, stabilized HIF-1 in cells,
suggesting that H202 acts as signaling molecule in the process of HIF-1 regulation. West ez al. [73]
showed that overexpressing catalase in mitochondria results in impaired bacterial killing by
leukocytes, suggesting the predominant role of H202. Hoarau et al. [74] demonstrated that H202
plays an essential role in the development of B-cells, as it activates the ERK1/2 pathway. Other
studies on H20z2-mediated signaling are summarized in several reviews [75-77].

7. Secondary RONS

The majority of papers on RONS-mediated intracellular signaling suggest either O2*~ or H20: as
the major signaling molecule. Only a few studies suggest that signaling molecules may be derivatives
of H202. Garlid et al. [78] studied ROS-mediated opening of mitochondrial ATP-sensitive
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potassium channels and suggested an unknown derivative of H202 as a contributor to this pathway.
Others suggested that HOCl may participate in extracellular, but not in intracellular signaling, for
instance by interaction with TGF-B1 [79]. A few more publications can be found on
peroxynitrite-mediated signaling (reviewed in [80,81]). It has been assumed that peroxynitrite has
an impact on pathways, which, under physiological conditions, are regulated by tyrosine
phosphorylation and dephosphorylation. ONOO™ causes tyrosine nitration, which blocks the
respective signaling cascades. Tyrosine nitration seems to have a significant impact on a number of
pathways, such as MAP kinase, STAT3, ERK and PKC-mediated pathways (reviewed in [80,81]).
The fact that ONOO™ irreversibly binds to proteins has a pathological impact on cellular function,
rather than contributing to physiological intracellular signaling. This suggests that the biological
impact of primary and secondary RONS is different. Primary RONS are predominantly associated
with signaling, whereas secondary RONS are associated with oxidative stress. Primary RONS are
regulated by SOD, catalase and peroxidases and have a specific physiological function for the
regulation of intracellular signaling. The secondary RONS were evolutionarily developed for
extracellular actions, predominantly as part of the innate immune system for killing bacteria. The
intracellular release of such secondary RONS leads to deleterious consequences, as these are
catalytically highly active, without a reliable control system for intracellular levels. We assume
that, in evolution, the primary species were developed for intracellular physiological signaling and
the secondary species for extracellular actions, such as killing of bacteria. However, at the same
time, these species are able to cause damage to the cell.

8. Conclusions

We assume that whether RONS have a beneficial or deleterious effect is primarily defined by
their quality, being primary or secondary RONS, and only secondly by their quantity (Figure 1).
Therefore, we think that the common statement that at low concentrations ROS regulate
physiological processes and at high concentrations are deleterious is not completely correct.
Critical consideration of the existing literature shows that deleterious effects, termed as oxidative
stress, do not appear if only one primary species is present in a biological system, even at high
concentrations. To develop deleterious effects, a primary species reacts with another or a transition
metal, yielding highly reactive secondary species, such as ONOO™ or *OH. The secondary RONS
are catalytically very active, not tightly controlled and consequently may not act as signal
transducers. In contrast, primary RONS are well controlled; their reactions with targets are
reversible; and they do not damage target molecules. This makes them ideal for intracellular
signaling processes. Unfortunately, the majority of papers on signaling refers to RONS without
specifying their types. In this review, we highlight an approach allowing one to distinguish the
contribution of different RONS. This can be used to define the origin of RONS contributing to
intracellular signaling cascades in future studies.
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Figure 1. Scheme illustrating physiological and pathophysiological reactions of
different reactive species. A, primary reactive species (NO®, O2*", Fe, ROOH) and the
products of the interaction of two identical reactive species (dismutation of Oz to H20z2)
and transition metals (reactive oxygen, nitrogen and metal species = RONMS). B,
secondary products of reactions between two different RONMS. Primary products
predominantly contribute to physiological processes (e.g., signaling, protein synthesis);
secondary products exert deleterious effects on diverse cell functions. Abbreviations: NO,
nitric oxide; O2*", superoxide; Fe, iron; ROOH, lipid peroxide; H202 hydrogen peroxide;
RH, non-oxidized lipid; R®, RO®, ROO®*, lipid radicals; NOS, nitric oxide synthase; L-arg,
L-arginine; ONOQO~, peroxynitrite; NOX, NADPH oxidase; mito, mitochondria; SOD,
superoxide dismutase; CAT, catalase; H2O, water; CI, chloride ion; MPO, myeloperoxidase;
HCIO, hypochlorous acid; *OH, hydroxyl radical; UV, ultraviolet radiation.
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Heme Degradation by Heme Oxygenase Protects
Mitochondria but Induces ER Stress via Formed Bilirubin

Andrea Miillebner, Rudolf Moldzio, Heinz Redl, Andrey V. Kozlov and
J. Catharina Duvigneau

Abstract: Heme oxygenase (HO), in conjunction with biliverdin reductase, degrades heme to carbon
monoxide, ferrous iron and bilirubin (BR); the latter is a potent antioxidant. The induced isoform
HO-1 has evoked intense research interest, especially because it manifests anti-inflammatory and
anti-apoptotic effects relieving acute cell stress. The mechanisms by which HO mediates the described
effects are not completely clear. However, the degradation of heme, a strong pro-oxidant, and the
generation of BR are considered to play key roles. The aim of this study was to determine the effects
of BR on vital functions of hepatocytes focusing on mitochondria and the endoplasmic reticulum (ER).
The affinity of BR to proteins is a known challenge for its exact quantification. We consider two
major consequences of this affinity, namely possible analytical errors in the determination of HO
activity, and biological effects of BR due to direct interaction with protein function. In order to
overcome analytical bias we applied a polynomial correction accounting for the loss of BR due to its
adsorption to proteins. To identify potential intracellular targets of BR we used an in vitro approach
involving hepatocytes and isolated mitochondria. After verification that the hepatocytes possess HO
activity at a similar level as liver tissue by using our improved post-extraction spectroscopic assay,
we elucidated the effects of increased HO activity and the formed BR on mitochondrial function and
the ER stress response. Our data show that BR may compromise cellular metabolism and
proliferation via induction of ER stress. ER and mitochondria respond differently to elevated levels
of BR and HO-activity. Mitochondria are susceptible to hemin, but active HO protects them against
hemin-induced toxicity. BR at slightly elevated levels induces a stress response at the ER, resulting
in a decreased proliferative and metabolic activity of hepatocytes. However, the proteins that are
targeted by BR still have to be identified.

Reprinted from Biomolecules. Cite as: Miillebner, A.; Moldzio, R.; Redl, H.; Kozlov, A.V.;
Duvigneau, J.C. Heme Degradation by Heme Oxygenase Protects Mitochondria but Induces ER
Stress via Formed Bilirubin. Biomolecules 2015, 5, 679-701.

1. Introduction

Heme oxygenase (HO), residing at the endoplasmic reticulum membrane, is the rate-limiting
enzyme in the degradation of heme, yielding equivalent amounts of carbon monoxide (CO), ferrous
iron (Fe"), and biliverdin (BV). BV is subsequently reduced to bilirubin (BR) by the cytosolic BV
reductase (BVR). Stressful conditions lead to an increase in HO activity due to induction of
HO-1 [1], a member of the heat shock protein family (HSP32). Up-regulation of HO in the liver is
caused by multiple stimuli that include cytokines, bacterial toxins, hypoxia, and increased amounts
of the HO substrate, protoheme IX (heme). HO-1 was shown to mediate tissue protection, since its
inhibition increased tissue injury, while tissues were protected when HO-1 was upregulated prior to
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an acute experimental insult [2]. The cytoprotective effects of HO-1 are partly attributed to the
degradation of excessive free heme and partly to the generation of the heme degradation products
CO and BR, which are able to mimic HO-1-mediated effects [3—5]. Although BR was found to
exert anti-oxidant activity, which together with BV effectively protects the water/membrane
interface [6,7], it is not clear to what extent BR formed in the HO reaction may contribute to the
protection against heme-induced oxidative damage to subcellular structures.

Besides its relevance as diagnostic marker for liver diseases [8], BR was for a long time considered
a waste product of heme degradation. However, elevated levels of unconjugated BR are able to
induce cytotoxic effects, which are well documented for developing neuronal cells [9-12]. Free
unconjugated BR was found to unbalance the redox homeostasis [13], or to affect the mitochondrial
membrane integrity and to induce apoptosis [14]. The liver is one of the organs with a relatively high
HO activity and involved in the elimination of BR. Thus, especially under conditions of elevated HO
activity BR levels may exceed physiologic levels.

Determination of HO activity by means of BR quantification following the classical photometric
extraction assay [15—17] is sensitive to higher protein concentrations making direct comparison
between different sample types difficult. Thus, improvements of these assays should take the high
affinity of lipophilic BR to proteins into account. Additionally, this affinity suggests that functional
interaction with lipid and protein-rich structures, such as mitochondria or ER, are likely to occur.
Increased levels of BR are formed during enhanced HO activity [5] and may target intracellular
structures. However, it is not clear whether such an interaction would contribute to protective effects
of the HO reaction or whether it may compromise cellular function and thereby limit the cytoprotective
properties of the HO reaction. In order to approach this topic we addressed the following questions
using rat liver, cultured hepatocytes and isolated mitochondria as in vitro systems:

(1) How to account for the amount of BR that is adsorbed by protein and thus not considered
when applying the classical photometric extraction assay for the determination of HO activity?

(2) Are the in vitro model systems suitable to investigate the effects of BR that is released
following HO reaction?

(3) Does the HO reaction rescue hepatic mitochondria from hemin-mediated toxicity?

(4) Is the anti-oxidative property of BR involved in the protective effect of HO
towards mitochondria?

(5) How does BR formation relate to the metabolic activity and the proliferative response of
cultured hepatocytes under conditions of accelerated HO activity?

(6) Which subcellular structure in the hepatocyte is sensitive to increased levels of BR?

2. Aims of This Study

This study aimed at determining the potential limits of the protective range of the HO reaction in
liver cells due to the formation of BR. In contrast to previous reports we focus this study more on
the biological/analytical impact of the high affinity of BR to proteins in the liver. We consider two
major consequences of the high affinity, namely errors in the determined quantity of BR as a measure
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for HO activity and the direct interaction of BR with mitochondria and ER. These effects were
investigated using rat livers, cultured hepatocytes, and isolated mitochondria.

3. Results and Discussion

At increased protein concentrations the precise quantification of BR is a problem, because BR
may adsorb to proteins, as known for albumin [18]. In the first part of the study we focused on the
improvement of the HO assay, since determination of HO activity using BR quantification was
compromised by higher protein concentrations [19].

3.1. Protein Adsorption of BR and Subsequent Interference with the Quantification Can Be

Corrected Using a Polynomial that Accounts for the Protein Amount Present in the Assay

Quantification of BR, the end product from the HO/BVR reaction, is least laborious and therefore
the most frequently used approach to determine HO activity [15,16]. BV and its reduction product
BR are components exclusively formed by the HO/BVR system and generally tissue or cell
homogenates possess sufficient BVR activity assuring the complete conversion of BV to BR and
thus allowing the determination of BR by means of HPLC [20] or by photo spectroscopy [15,17].

Although extraction of BR from the aqueous phase into an organic solvent [17] significantly
enhances the sensitivity of the assay, because BR is the only component absorbing around 450 nm
in the organic extract, the load of unspecific protein has to be reduced, as it was shown to interfere
with the assay [19]. Therefore generally microsomal-enriched fractions are prepared, which contain
less protein [21]. However, the use of microsomal preparations bears the risk of partially losing HO
activity. It was shown that pathogenic stimuli may induce translocation of HO-1 into the cell
nucleus [22] or into mitochondria [23]. This translocation increased the enzymatic activity to convert
heme in the target compartment [23], while the activity in the microsomal fraction decreased [22].

The problem to correctly quantify BR can be solved in two ways. Either BR calibration curves
are used, which contain the same amount of protein, as was the case in a recently presented study for
the determination of BR by ELISA [24], or the effect of protein adsorption has to be considered
using a mathematical approach. The latter has the advantage of circumventing the laborious and
time-consuming preparation of appropriate calibration curves. However, both approaches allow an
improved comparison of the capacities of cells or tissues to convert heme, since preparation steps
that may introduce biases are reduced.

To quantify BR formed by the HO reaction we used calibration curves which we obtained by
adding known amounts of BR to an equivalent amount of assay buffer followed by extraction into
chloroform (Figure 1A). When adding protein the amount of BR extractable from the buffer decreased
in a non-linear fashion (Figure 1B). At constant protein concentrations, however, the relation between
input BR and extractable BR remained linear (Figure 1C). Therefore it was possible to develop a
polynomial for calculating a correction factor f, which takes into account the adsorption of BR to
protein, which is dependent on the amount x of protein.
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The corrected BR amount is: breorr = br x f

br = BR concentration (calculated from the calibration curve using the differential OD)
£=-0.076 x x>+ 0.704 x x + 1.027

X = protein content present in the assay in mg

Using this equation, we were able to achieve a nearly linear relationship between the amount of
BR formed in the reaction and the amount of tissue homogenate subjected to the assay for
determination of HO-activity (Figure 1D). The data presented in Figure 1 show that the high affinity
of BR to proteins may result in underestimation of HO-activity, which can be corrected using the
polynomial. In addition to improvement of the analytical procedure determining HO activity, this
result stimulated us to explore the biological impact of a presumed interaction of BR with
intracellular protein. Since BR is formed by the HO/BVR reaction within the cell, in close vicinity
to the ER, we focused our studies on the effects of BR on mitochondria and ER, structures that are

rich in protein and membrane lipids.
3.2. BRL3A Cells Have Similar HO Activities as Liver Tissue

We first verified the suitability of the hepatocyte line BRL3A regarding its HO activity, since
we aimed at studying the effects of BR formed by the HO reaction in a cell culture model. In the
liver different cell types contribute to the activity of HO, composed of the activity of both enzymes,
HO-1 and HO-2. Under physiological conditions the determined HO activity nearly exclusively
consists of the activity of HO-2, while an increase accounts for the induction of HO-1, which occurs
in all liver cells to different degrees [25]. Since the amount of BR formed depends on the level of the
HO activity, we first examined whether BRL3A cells would be able to convert heme at comparable
rates as homogenized liver. Cells were cultured and treated with various amounts of hemin, that is
protoporphyrin IX containing ferric iron, or vehicle for 16 h, and examined for HO activity as
described in the Materials and Methods section (Figure 2). Basal levels of HO activity (Figure 2,
grey bars) were similar to those found in homogenates obtained from livers of control rats (dashed
line in Figure 2). An incubation for 16 h with varying concentrations of hemin resulted in a dose
dependent increase in HO activity, indicative for HO-1 induction (Figure 2, black bars).

These findings show that BRL3A cells are suitable to study the role of HO and the effects
mediated by the products of heme degradation.
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Figure 1. The tight interaction of BR with protein leads to underestimation of enzyme
activities using the classical HO-assay. (A) Relationship between input and extractable
amount of BR from HO-assay buffer (amount of BR was calculated using OD at 450 nm
corrected for background OD at 520 nm (Diff. OD)) was linear (no protein added);
(B) Presence of protein (liver homogenate: HOMO) in assay buffer supplemented with
BR (1 uM) decreased the extractable amount of BR (Diff. OD); (C) Relationship between
input and extractable amount of BR (0.01-1 uM) from HO-assay buffer (Diff. OD) was
linear at constant protein concentration (added tissue homogenate (HOMO) with constant
protein concentration of 10 mg protein/mL); (D) Using the polynomial for correcting the
BR amount, the activity of HO (formation of BR/30 min) depended nearly linearly on
the amount of liver homogenate used for the assay.

3.3. HO Reaction Rescues Mitochondria from Hemin-Mediated Impairment of Respiration and
Subsequent Fragmentation

We next questioned whether HO in BRL3A cells would protect mitochondria of BRL3A cells
against hemin-induced toxicity via formed BR. It is known that mitochondria are particularly
sensitive to increased intracellular levels of heme [26]. Although heme may reach much higher
concentrations, we used levels that have been reported previously as the intracellular threshold for
inducing heme toxicity [26].

Heme toxicity is based on the oxidative modification and consequent damage exerted to
membranes and associated proteins when exceeding critical levels. Heme induces HO-1 by directly
interacting with the heme-sensitive transcription factors BACH1 and BACH2 [27], resulting in its
subsequent degradation by the up-regulated HO activity. HO may provide protection in two ways,
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either by consumption of heme or by the release of BR, exerting putative anti-oxidative properties,
or by both. In the following experiments we examined the effect of HO on hemin-mediated
impairment of mitochondrial function. BRL3A cells were treated with 20 puM hemin and
mitochondria were visualized using JC-1 (Figure 3), as a measure for membrane potential
(Figure 3A1-C1). Membrane potential initially decreased in cells treated with hemin, and this effect
was most pronounced when its degradation was inhibited by zinc protoprophyrin IX (ZnIXPP), a
competitive inhibitor of HO (Figure 3D). Continuous inhibition of hemin degradation resulted in an
increased mitochondrial fragmentation (Figure 3C1). Cells treated with hemin or vehicle alone did
not show any effects on their mitochondria (Figure 3A,B).

0.4

[
83 M Vehicle
T2 0-3 ' mHemin

o
€ w
S E 0.2
x g
T
Q c
2 £
EE o
c®

8 40 200
UM Hemin

Figure 2. HO activity in hepatocytes after treatment with hemin. Cells were treated with
vehicle (DMSO, grey bars) or hemin (8, 40, 200 uM, black bars) for 16 h. HO activity
was determined in homogenized cells as described in the Materials and Methods section.
The capacity to convert hemin increased in function to the concentration present in
medium. HO activity, expressed as capacity of 1 mg cell protein to produce BR was
similar to that obtained in the liver of control rats (» = 5, dashed line). Data are given as
means (£SD) obtained from one experiment with n = 2 replicates.

In order to rule out the possibility that the inhibitor itself may have caused mitochondrial
dysfunction, we incubated isolated mitochondria with either hemin or ZnIXPP at various
concentrations and examined respiration in terms of oxygen consumption (Figure 4).

We found that isolated liver mitochondria responded with a significant decrease of oxygen
consumption at a concentration of 20 uM hemin (Figure 4), which is in line with our previous cell
culture experiment. In contrast to hemin, ZnIXPP did not affect mitochondrial respiration, suggesting
that iron ions play the principal role in the induction of mitochondrial dysfunction. Thus, our results
show that functional HO in parenchymal liver cells protects mitochondria against hemin-mediated
respiratory dysfunction. It is possible that the heme degradation products contribute to this effect,
although initial levels present are presumably too low, as the levels of hemin are still high. However,
longer incubation time may raise BR until reaching effective concentration.
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Figure 3. Effect of hemin and zinc protoprophyrin IX on mitochondrial function and
morphology in hepatocytes. Liver cells (BRL3A) were incubated with JC-1 for 30 min,
thereafter vehicle (DMSO, A) or hemin (20 pM); (B,C)) was added. Zinc protoporphyrin
(ZnIXPP), a competitive inhibitor of HO (0.2 uM); was added 10 min before (C). Cells
were analyzed after 2 h. A1, B1 and C1 show energized mitochondria (fluorescence at
590 nm). Competitive inhibition of HO by ZnIXPP resulted in delayed fragmentation of
mitochondria (C1); (D) Effect of hemin (H, grey line), HO-inhibitor ZnIXPP (I, orange
line), and hemin plus inhibitor (H+I1, violet line) in the concentrations indicated above
on quantification of mitochondrial potential (intensity of background normalized JC-1
fluorescence (emission at 590 nm) was used as a parameter for mitochondrial potential);
(E) Effect of hemin (H, grey line), HO-inhibitor ZnIXPP (I, orange line), and hemin plus
inhibitor (H+I, violet line) in the concentrations indicated above on HO-1 mRNA
expression in BRL3A cells determined by qPCR. Data are given as means (+SD)
obtained from one representative experiment using n = 4 replicates.
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Figure 4. Hemin compromizes respiration of mitochondria. Isolated mitochondria were
supplemented with succinate/rotenon to promote respiration of complex II. Transition to
state I1I was induced by adding ADP and oxygen consumption was determined immediately
after adding vehicle, hemin in the following concentrations: 2, 20 and 200 uM. In order
to exclude effects of the HO inhibitor we also tested ZnIXPP (HO inhibitor) in the
following concentrations: 0.2, 2 and 20 uM. Concentrations not tested are indicated (n.t.).
State III respiration is indicated relative to the control (vehicle alone, set to 1). Data are
given as means (£SD) obtained from one experiment with n = 5 replicates.

3.4. Bilirubin Does not Prevent Hemin-Induced Repression of Respiration in Liver Mitochondria

In order to understand whether BR is able to mediate the preservation of mitochondrial function
seen in cells with functional HO, we used isolated mitochondria treated with hemin and BR
simultaneously (Figure 5). As was shown before (Figures 3 and 4), a nearly immediate
dose-dependent decrease of oxygen consumption occurred in mitochondria treated with increasing
amounts of hemin. Addition of BR at physiological concentrations tended to further decrease
mitochondrial respiration, however, without being significant. Additionally, BR was not able to
restore the hemin-mediated depression of respiration (Figure 5). This suggests that in cells treated
with hemin, the removal of heme by HO and not the release of BR, mediates the protection
of mitochondria.

Interestingly, others showed that BR was able to modulate membrane integrity and redox
status [ 14] of mitochondria, to modulate cytochrome ¢ oxidase activity [28], and to induce apoptotic
cell death, which involves mitochondrial pathways [14,29,30], without reporting on changes of
respiratory parameters. Thus BR may target other cellular functions that are more sensitive to BR.

3.5. Formation of BR and Excretion to the Cell Culture Medium Is Accelerated in Response to
hemin, but Decreases Cell Proliferation Rate

We next questioned how much BR is produced by BRL3A cells that are cultured in the presence
of hemin, and whether an increased amount of BR extracted from the cell culture medium would
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reflect the underlying capacity to convert hemin determined ex vivo (see Figure 2). The presence of
BR in the cell culture medium may represent an additional measure for HO activity (in-situ HO
activity), provided that BR is not degraded. BR was extracted from medium and extracted into
CHCIs, and quantified by means of photo spectroscopy using calibration curves.
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Figure 5. BR was not able to prevent hemin-mediated decrease of mitochondrial
respiration. Liver mitochondria were isolated as described in the Materials and Methods
section and treated with BR in the indicated concentration or with DMSO (Veh). State 3
respiration of complex II was induced by adding ADP and effects on oxygen
consumption were determined after adding hemin in the indicated concentrations. Data are
given as means (+SD), obtained from one experiment with n = 2 (control)/4 (BR)
replicates, indicating significant differences (*) to the control (Veh state 3).

Cells treated with 20 uM hemin responded with increasing BR production, compared to control
(Figure 6A). We next questioned whether BR production and excretion into the medium would
reflect the HO activity determined ex vivo. If so, we would expect that an amount of 20 nmol hemin
should be converted to 20 nmol BR by 1 mg BRL3A cell protein within 66 h. Considering a fully
upregulated HO-1 (approximately within 12 h) we expected 1.6 nmole BR to be produced. However
in the time period between 12 h and 24 h we were able to extract only 0.16 nmole BR per mg cell
protein (Figure 6B). Although unbound BR may freely diffuse through cell membranes [31], once
bound to albumin, a part will be redirected into hepatocytes via vesicular uptake [32]. Furthermore,
it was shown that BR may be oxidized by cytochrome P450 2A [33,34], and a part of BR may have
been conjugated. Therefore an unknown amount of BR has possibly escaped from quantification.
Although the appearance of BR in the cell culture may not properly represent the underlying HO
activity in situ, the data show that BR formation occurs much slower than expected. With increasing
BR concentrations however, the proliferation of the producing cells slowed down, reaching only 80%
of the cell number of the control, verified by estimation of the underlying cell number at each time
point (Figure 6A, inset Y-axis). Due to the tight interaction of BR it is possible, that the newly formed
BR modulates cell function by binding to suitable proteins. Bilirubin was reported to inhibit
proliferation in several cell types [35-37].
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Figure 6. Production of BR by liver cells (BRL3A) as a function of the incubation time.
(A) Cells were treated with vehicle (DMSO, grey symbols) or hemin (20 uM, black
symbols) for the indicated time. BR was extracted from medium (diamonds; solid lines).
Underlying cell number equivalents (CE, inset Y-axis) were determined (triangles) using
crystal violet assay and expressed relative to the values of day 0 (dotted lines). After
48 h, equivalents of hemin-treated cells were significantly lower compared to the
vehicle-control (§); (B) Hemin treatment increased the total amount of BR that was
newly formed (nmole) per time interval when calculated per mg cell protein. Protein
content of cell samples was determined at 48 h using the Bradford method and
extrapolated from cell equivalents for each time point. Data are given as means (xSD),
obtained from one experiment with n = 4 replicates.

To elucidate the role of BR in regulating proliferation of BRL3A cells we incubated cells
with varying concentrations of unconjugated BR and determined cell number (crystal violet
assay; [38—40]) and metabolic activity (MTT assay; [41]) at different time points (12 h and 48 h;
Figure 7). Considering that an increase in HO would only slowly increase physiologic levels of BR, we
used physiologic concentrations of BR, which range between 5 and 32 uM in human serum [42] and
about half as much in rodents [43], of which around 4% appears as water-soluble glucuronides [44].
We found that physiologic levels of BR (4-20 uM) decreased the proliferation rate about 20%, but
affected the metabolic activity to a much higher degree (50% activity after 48h at the highest BR
concentration tested).

3.6. BR Increases Expression of Markers for ER Stress and Unfolded Protein Response

Decreased metabolic activity is frequently interpreted as a decrease in mitochondrial energy
provision. However, also compromised ER function may lead to decreased cell proliferation rates,
especially as a response to ER stressing agents [45].
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Figure 7. BR results in decreased proliferation and metabolic activity of BRL 3A cells.
(A) Cells were treated with vehicle (Veh) or BR in the concentrations indicated, and
incubated for 48 h. Cell number (squares and dotted line) was determined using crystal
violet assay, and expressed in % relative to the vehicle control (CV 48 h). Data are given
as means (+SD) obtained from two experiments with n = 2 replicates. Metabolic activity
of treated cells was determined by MTT assay (diamonds and full line). Data are given
as means (£SD) obtained from one experiment with n = 4 replicates (MTT 48 h).
Significant differences to the control are indicated as (*, §); (B) Determination of
cell numbers within one experiment at consecutive time points (12 h and 48 h) showed
a decreased proliferation rate in the presence of BR. Data are given as % increase relative
to the values determined at 12 h.

We have found that BR concentrations reduced the metabolic activity of BRL3A indicative
for enhanced cell stress. It is known that induction of ER stress decelerates growth rate, involving
sXBP1 [46] and promotes apoptosis via CHOP [47,48]. We therefore analyzed the expression of
markers for ER stress, X-Box binding protein 1 (XBP1), glucose regulated protein 78 (GRP78)
HO-1, CRBP homologous protein (CHOP), and interleukin 6 (IL6) as a marker for an inflammatory
response, in BR-treated BRL3A cells. Already after 8 h at concentrations between 4 uM and 20 pM
BR elicited an ER stress response (Figure 8), which was accompanied by elevated levels of the XBP1
splice variant, a typical ER-stress marker [49]. Additionally, we determined increased levels of IL6,
suggesting onset of an inflammatory response, a pathologic reaction mediated by classical ER
stressors [50]. Our data indicate that BR may affect proper function of ER. BR may induce protein
mis-folding and aggregation due to its particular chemical properties. We showed that BR, which is
newly formed in the HO reaction, tightly binds to proteins. At higher concentrations BR is known to
lead to aggregates which are favored at lower pH [51]. Additionally, BR is able to associate with
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calcium [52], which is high in the ER lumen, and to precipitate with other amphiphilic compounds.
This phenomenon is known to occur in the bile leading to the formation of pigmented gallstones
containing calcium bilirubinate [53]. In neuronal cells, both mitochondrial and ER function are
sensitive to elevated concentrations of BR [54]. In parenchymal hepatocytes, in contrast, BR affects
primarily the ER. If the concept remains valid that BR works as a potent anti-oxidant within the
cell, an elevated level of BR is supposed to disturb the finely tuned redox equilibrium. However,
it is well possible that under conditions of excessive oxidative stress BR would help to reinstall
a disturbed equilibrium.
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Figure 8. Physiologic range of BR induces ER stress response in BRL 3A cells. (A) Cells
were treated with vehicle (DMSO) or BR in the concentrations indicated, and incubated
for 8 h. RNA was extracted and expression of cell stress markers X-Box binding protein 1
(XBP1), glucose regulated protein 78 (GRP78), interleukin 6 (IL6), HO-1, CRBP
homologous protein (CHOP) and the internal reference genes (cyclophilin A,
hypoxanthine ribosyltransferase, glycerinaldehyde dehydrogenase) used for basket
normalisation was determined by means of real-time PCR. Target mRNA was
normalized to the internal references and calculated relative to the vehicle control
(DMSO); (B) BR induced unconventional XBP1 splicing. PCR products were separated
using electrophoresis and visualized by ethidium bromide staining. PCR products
consisting of spliced (sXBP1) and unspliced variants (usXBP1) were quantified by
means of densitometry using the public domain Scion Image program
(http://www.scioncorp.com/), and intensities were expressed as a ratio (spliced to
unspliced isoforms). Data are given as means (£SD) obtained from one experiment with
n =2 replicates, indicating significant differences (*).
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Thus, we cannot answer the question, whether the observed changes would be beneficial under
pathologic conditions, or not. It was found, however, that treatment of obese mice with BR over a
longer period, relieved signs of metabolic diseases [55]. Interestingly, in this pathologic model,
markers for ER stress decreased. Further studies are needed to clarify the significance of
BR-mediated interaction with the ER and the induction of a stress response.

4. Experimental Section
4.1. Chemicals

All reagents were obtained from Sigma-Aldrich (Vienna, Austria) unless otherwise noted. All
porphyrins were dissolved in DMSO and used as a 500x stock solution.

4.2. Cell Culture

The adherently growing Buffalo rat liver cell line (BRL3 A, European Collection of Cell Cultures,
Salisbury, UK) was cultivated in Coon’s F-12 medium with 5% FCS (PAA, Linz, Austria). At a
confluency of 70%—80% cells were passaged using 0.25% trypsin/EDTA and diluted 1/10 for further
culture. Maximal six consecutive passages were used.

4.3. Animals

Rats were injected with lipopolysaccharide (LPS) at a dose of 8 mg/kg (i.v.). Adult male
Sprague-Dawley rats weighing 280 + 21 g (Animal Research Laboratories, Himberg, Austria) were
divided into two groups: a control group receiving saline iv., and a group receiving 8§ mg
lipopolysaccharide/kg i.v. (LPS; E. coli 026:B6, Difco, Detroit, MI, USA). At different time points
(0,2,4,8,and 12 h (n =3/6)), the animals were killed; liver tissue was taken for analytical examination,
aliquoted and stored at —80 °C until analysis. All animals received humane care according to the
criteria outlined in the “Guide for the Care and Use of Laboratory Animals” prepared by the National
Academy of Sciences and published by the National Institutes of Health (NIH publication 86-23,
revised 1985).

4.4. Determination of Cell Number by Crystal Violet Assay

BRL3A cells were seeded at a density of 5-10 x 10*/mL in 24-wells using Coon’s F-12 medium
(5% FCS). The next day medium was exchanged for medium containing hemin (20 pM) or BR
(0.032 uM, 0.16 uM, 0.8 uM, 4 uM, and 20 pM) or vehicle (DMSO). Cells were incubated for the
given time points (4 h, 8 h, 12 h, 24 h and 48 h or 12 h and 48 h). Thereafter culture medium was
removed, cells were washed 3x with PBS and fixed with 4% paraformaldehyde in PBS. After
washing 3x with dH20 cells were stained using crystal violet staining solution (0.5% in ethanol
(10%)) and incubated for 15 min. Thereafter cells were washed three times, plates were dried, and
kept in the dark until analysis. In each well 500 pL acetic acid (10%) was added. Stained cells were
solubilized by pipetting. One hundred pL of the solution was transferred into a 96-well plate, and
extinction at 590 nm was determined using a plate reader.
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4.5. Determination of Metabolic Activity by MTT Assay

BRL3A cells were prepared as described above in Section 4.4. The next day medium was
exchanged for medium containing BR (0.032 uM, 0.16 uM, 0.8 uM, 4 uM, and 20 uM) or vehicle
(DMSO). Cells were incubated for 48 h. Six hour prior to the end of the experiment, medium was
exchanged for MTT-containing medium (0.5 mg/mL) which was freshly prepared. Following a 6 h
incubation period, supernatant was aspirated and formazan crystals were dissolved in sterile DMSO
(same volume as the culture medium) by incubating at 37 °C for 30 min. After shaking, 100 pL
aliquots were transferred into 96-wells and the absorbance was read at 550 nm using a plate reader.

4.6. Cellular Heme Oxygenase Activity by Determination of BR Production in Medium

For determination of BR production, cells were plated in 6-well plates at a density of 5 x 10*/mL.
The next day medium was supplemented with 0.5% hemin solution (solved in DMSO) to a final
concentration of 12.5 pg/mL (corresponding to 20 pM). At each time point (4 h, 8 h, 12 h, 24 h, and
48 h) an aliquot of 200 uL medium was removed and supplemented with 100 pL saturated KCl and 2
mL CHCls. After vortexing (3 x 30 s) and centrifugation (250x g) the organic phase was harvested,
and bilirubin concentration was determined using photo spectroscopy (U-3000, Hitachi, Tokyo,
Japan). The samples were repeatedly (3 times) scanned between 600 and 380 nm using the following
settings: slit: 2 nm, 120 nm/min, PMT: autogain, high resolution, and the difference in absorption
between 450 and 520 nm determined. Samples were run in triplicates and obtained values were
averaged. Calculation of the formed bilirubin was obtained using a standard calibration curve. This
standard was generated by adding known amounts of bilirubin to Coon’s F12 medium supplemented
with 5% FCS, followed by the subsequent extraction of bilirubin. HO activity was calculated as
nmole bilirubin formed per ml per 30 min.

4.7. Laser Scanning Microscopy

BRL3A cells were grown in Lab-Tek two-chambered cover glasses (Nalge Nunc, Rochester,
NY, USA) with cell culture medium (Coon’s F-12 medium). For confocal microscopic
investigations, cells were stained with JC-1 (2 uM MitoProbe, Invitrogen, Carlsbad, CA, USA). After
20 min, cells were treated with Zn(II) protoporphyrin IX (0.1; 1; 10 mg/L; Frontier Scientific, Logan,
UT, USA). Subsequently hemin was added at a concentration of 12.5 mg/L. Control cells were
treated with DMSO (vehicle control). Thereafter cells were washed with Coon’s F-12 medium.
Fluorescence of JC-1 at 590 nm was used as parameter for mitochondrial potential. Imaging was
performed with an inverted confocal microscope (LSM 510, Zeiss, Oberkochen, Germany) and 63x
oil immersion objective. Image analysis was performed with the histogram toolbar (LSM 510, Zeiss).
Regions of interests were marked manually and total fluorescence intensity was defined as mean x
area + area x threshold.
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4.8. Gene Expression

RNA was isolated from BRL3A treated with BR (0.8 uM, 4 uM, 20 uM) for 8 h and processed
as described elsewhere [56]. Primer sequences used for amplification are given in Table 1. Primer
sequences for XBP-1 were newly designed (and amplification efficiency was verified by dilution
series (accessory information is given in the Appendix Figure A1, Tables A1 and A2). Expression of
target genes was measured using a CFX96™ (Bio-Rad, Hercules, CA, USA). Each reaction
contained SYBR® green I as reporter (0.5x), iTaq™ polymerase™ (0.625 U/reaction; BioRad), the
primers (250 nmol/L each, Invitrogen) with a final concentration of 200 umol/L dNTP (each) and 3
mmol/L MgCl: in the provided reaction buffer with a final volume of 12 pL. Data were collected in
the regression mode and calculated against an internal standard (IS) consisting of pooled cDNA
samples of all experiments. We used a modified comparative AACq method. First the gene specific
Cqgs were subtracted from the mean Cq of the IS obtained for the same gene giving rise to ACq. The
values were then subtracted from the normalization factor, which was calculated by averaging the
ACgs of the internal reference genes (cyclophilin A, hypoxanthinribosyl transferase, glycerinaldehyde
dehydrogenase) of the same sample (AACq). The obtained AACq values of the replicates were
averaged and expressed as 2249 in fold changes relative to the IS.

Table 1. Primers used for analysis of gene expression by real-time PCR.

Accession Sense Primer Antisense Primer Source

XBP-1 NM_001004210.2 gag tcc aag ggg aat gga gt aca ggg tcc aac ttg tcc ag Designed for this study
GRP78 S63521 gtt ctg ctt gat gtg tgt cc ttt ggt cat tgg tga tgg tg [57]
IL6 NM_012589.1 ccg gag agg aga ctt cac ag aca gtg cat cat cgc tgt tc [58]
HO-1 NM 012580.2 cca gce aca cag cac tac geg gte tta gec tet tet g [59]
CHOP NM_024134.2 ttg ggg gea cct ata tet ca ctc ctt cag tcg ctg ttt cc [60]

GAPD

q M17701 cat gce gee tgg aga aac ctg cca tgg get ggg tgg tee agg gt tte [61]
HPRT NM 012583 ctc atg gac tga tta tgg aca ggac  gea ggt cag caa aga act tat agc ¢ [62]
Cyc M19533 tat ctg cac tgc caa gac tga gtg ctt ctt get ggt ctt gec att cc [62]

4.9. Determination of Unconventional Splicing of XBP1

For the quantitative determination of the spliced variant of XBP-1 mRNA, 10 pL from the PCR
reaction product were separated on a 2% agarose gel and after staining with ethidium bromide
visualized by 300 nm UV transillumination. Density of both products, the unspliced and the spliced
variant, was quantified via computer assisted densitometric scanning using the public domain Scion
Image program (http://www.scioncorp.com/), and the ratio of the spliced to the unspliced variant was
determined in each sample.

4.10. Heme Oxygenase Activity of Liver Tissue

Liver tissue was homogenized 1:10 (gram tissue/mL buffer) in a buffer containing 300 mM
sucrose, 20 mM TRIS and 2 mM EDTA at a pH of 7.4. Approximately 1 mg of protein was added
to a reaction mixture containing 500 nmole NADPH in a 100 mM potassium phosphate buffer with
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1 mM EDTA (pH: 7.4), supplemented by 20 nmoles of hemin. The mixture was incubated under
constant agitation in darkness for 30 min at 37 °C. Afterwards, the reaction was stopped by
transferring the samples on ice. After addition of 1/5 volume of saturated KCl, the formed bilirubin
was extracted into chloroform (4x the assay volume). Samples were then processed as described in
Section 4.6. Samples were run in duplicates and obtained values were averaged and corrected for the
absorption measured in corresponding samples incubated at 0 °C. Calculation of the formed bilirubin
was obtained using a standard calibration curve. This standard was generated by adding known
amounts of bilirubin to a pool of tissue homogenate followed by the subsequent extraction of
bilirubin. Protein concentration of liver homogenate was determined using Coomassie Brilliant
Blue [63]. HO activity was corrected for the BR lost due to adsorption by proteins using the
correction factor described in Section 3.1 and calculated as nmole bilirubin formed per mg protein
per 30 min.

4.11. Heme Oxygenase Activity of BRL3A Cells

BRL3A cells were seeded at a density of 5-10 x 10*/mL in 6-well plates using Coon’s F-12
medium (5% FCS). The next day medium was exchanged for medium containing hemin (20 uM) or
vehicle (DMSO). Cells were incubated for 16 h. Medium was discarded, cell layer was washed once
with prewarmed PBS and the cells were detached by adding 800 pL of 0.25% trypsin/EDTA. After
complete detachment cell suspension of each well was transferred into 5 mL vials containing 4 ml
culture medium to stop the trypsin activity. Cells were gently pelleted (400x g, RT) (10 min) and
supernatant was aspirated. The tube was then placed in liquid nitrogen to snap freeze and stored at
—80 °C until being used. For the determination of HO activity, the cell pellet was quickly unfrozen
and dissolved in 60 pL buffer containing 300 mM sucrose, 20 mM TRIS and 2 mM EDTA at a pH of
7.4. Approximately 0.3 mg of protein (50 uL) was added to a reaction mixture containing 500 nmole
NADPH in a 100 mM potassium phosphate buffer with 1 mM EDTA (assay buffer, pH 7.4),
supplemented by 20 nmoles of hemin. The mixture was incubated under constant agitation in darkness
for 30 min at 37 °C. Afterwards, the reaction was stopped by transferring the samples on ice. After
addition of 1/5 volume of saturated KCI, the formed bilirubin was extracted into chloroform (4x the
assay volume). Samples were then processed as described in Section 4.6. Samples were run in
duplicates and obtained values were averaged and corrected for the absorption measured in solvent
alone. Calculation of the formed bilirubin was obtained using regression analysis of standard
calibration curves. These standards were generated by adding known amounts of bilirubin to assay
buffer followed by the subsequent extraction of bilirubin. Protein concentration of liver homogenate
was determined using Coomassie Brilliant Blue [63]. HO activity was corrected
for the BR lost due to adsorption by proteins using the correction factor described in Section 3.1 and
calculated as nmole bilirubin formed per mg protein per 30 min.

4.12. Preparation of Liver Mitochondria

Sprague-Dawley rats weighing 280 + 21 g (Animal Research Laboratories, Himberg, Austria) were
euthanized by decapitation. The protocol was approved by the City Government of Vienna, Austria,
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and all experiments were performed under the conditions described in the Guide for the Care and Use
of Laboratory Animals of the National Institutes of Health. Immediately after decapitation, liver was
extracted and placed in ice-cold sucrose buffer (0.25 M sucrose, 10 mM Tris-HCI, 1 mM EDTA, 0.1%
ethanol, pH = 7.4), diced and rinsed with the same buffer to remove remaining blood. After blotting
dry with paper, the liver pieces were weighed and the same buffer was added in a ratio of
1:6 liver/buffer (w/v) and homogenized using a Potter-Elvehjem homogenizer. Rat liver
mitochondria (RLM) were prepared as described previously [64] and stored at 0 °C for 4-5 hin a
buffer containing 0.25 M sucrose, 10 mM TRIS-HCI, 0.5 mM EDTA (pH 7.2), and 0.5 g/L essentially
fatty-acid-free bovine serum albumin.

4.13. Hepatic Mitochondrial Function

Respiratory parameters of mitochondria isolated from control and LPS-treated rats were
determined with a Clark-type oxygen electrode (OROBOROS Ltd, Innsbruck, Austria). Rat liver
mitochondria (0.5 mg/mL) were incubated in a buffer consisting of 105 mM-KCIl, 20 mM
TRIS-HCI, 1 mM diethylenetriaminepentaacetic acid, 5 mM-KH2POs, and 1 mg/mL fatty acid-free
bovine serum albumin (pH 7.4, 25 °C). Respiration was stimulated by the addition of 10 mM
succinate in the presence of rotenone (1 pg/mL; complex IT). The transition to state 3 respiration was
induced by addition of 200 uM ADP and used as parameter for ATP synthesis.

4.14. Data Analysis and Statistics

Data processing and graphics were made using Excel or SPSS 15 (SPSS Inc., Chicago, IL, USA).
Data from experiments performed with cells and isolated mitochondria were analyzed by one-way
ANOVA followed by LSD post hoc test using SPSS. Data from experiments using liver tissues
obtained from animals were subjected to non-parametric analysis using Kruskal-Wallis. Differences
to the control were considered significant when p < 0.05, and are indicated. The numbers of
independent samples (n) are indicated in figure legends.

5. Conclusions

We found that HO activity can be determined in each type of sample by the modified photometric
extraction assay when the adsorption of BR to protein is accounted for. Additionally this shows that
BR that is newly formed by the HO reaction may tightly adsorb to intracellular protein, and thereby
modulate the function of sensitive target structures. We found that HO protected mitochondria from
hemin-induced toxicity. BR at concentrations that were only slightly higher than the physiological
concentrations was capable of inhibiting cell metabolism and proliferation and inducing a stress
response at the ER. In BRL3A cells the primary target modulated by BR was the ER, which indicates
that HO may modulate ER function via newly formed BR.
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Table Al. Information about Intron-spanning primers.

Accession Start on Stop on Product- Intron size
Target Exon junctions in

number plus strand  plus strand length (bp) (bp)

XBP-1, transcript variant 435 454 Forward Primer ~300
NM_001004210.1 196

1, mRNA (usXBP-1) 630 611 Product ~740

XBP-1, transcript variant 2, 454 473 Forward Primer ~300
NM_001271731.1 170

mRNA (sXBP-1) 623 604 Product ~740

Table A2. Optimized protocol and validation studies using amplificate dilution series

Annealing Extension

. . ACt Correlation-Coefficient Verified dynamic
O O,
Target temp (°C)/time temp (°C)/time (RT+ to RT-) slope (Pearson) R? range
(sec) (sec)
XBP-1 65/30 72/20 not detected —3.537 0.997 10°
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Abstract: Oxidative stress in skin plays a major role in the aging process. This is true for intrinsic
aging and even more for extrinsic aging. Although the results are quite different in dermis and
epidermis, extrinsic aging is driven to a large extent by oxidative stress caused by UV irradiation.
In this review the overall effects of oxidative stress are discussed as well as the sources of ROS
including the mitochondrial ETC, peroxisomal and ER localized proteins, the Fenton reaction, and
such enzymes as cyclooxygenases, lipoxygenases, xanthine oxidases, and NADPH oxidases.
Furthermore, the defense mechanisms against oxidative stress ranging from enzymes like
superoxide dismutases, catalases, peroxiredoxins, and GSH peroxidases to organic compounds such
as L-ascorbate, a-tocopherol, beta-carotene, uric acid, CoQ10, and glutathione are described in
more detail. In addition the oxidative stress induced modifications caused to proteins, lipids and
DNA are discussed. Finally age-related changes of the skin are also a topic of this review. They
include a disruption of the epidermal calcium gradient in old skin with an accompanying change in
the composition of the cornified envelope. This modified cornified envelope also leads to an altered
anti-oxidative capacity and a reduced barrier function of the epidermis.

Reprinted from Biomolecules. Cite as: Rinnerthaler, M.; Bischof, J.; Streubel, M.K.; Trost, A.;
Richter, K. Oxidative Stress in Aging Human Skin. Biomolecules 2015, 5, 545-589.

1. Introduction: The Skin as a Model for the “ROS-Aging” Connection

Aging research has focused on a central finding that dates back to the year 1956. In this year
Denham Harman proposed that reactive oxygen species (ROS) accumulate over time and are a
main contributor to the aging process [1]. This concept was broadened 16 years later by Harman
himself by identifying mitochondria as the main source of ROS, forming the basis for the
mitochondrial free radical theory of aging [2]. Especially in the last decade, serious doubts arose
that ROS are in fact the most important components that are fueling aging [3]. For example it was
shown that SOD"" mice had a clear increase in the ROS load but a quite normal lifespan [4]. Even
the opposite was observed. In several cases it could be demonstrated that an increase in oxidative
stress led to an increase in lifespan (summarized in more detail by Ristow and Schmeisser in [5]).
However, if the free radical theory of aging holds true in any organ of the human body it is in the
skin. Not only is the ROS load in this organ higher than in any other organ, but in many cases a
clear correlation between the ROS originating from external and internal insults and a pro-aging
effect can be found. A characteristic of this organ is also the fact that extrinsic aging is at least as
important as intrinsic aging.

Intrinsic aging is described as a result of genetic factors and corporal changes that occur/appear
during the normal aging process, whereas extrinsic aging focuses on aging process accelerated by
environmental influences [6]. It was proposed that only three percent of all aging factors have a
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genetic background [7]. Aging leads to a thinning of epidermal as well as dermal skin layers. The
skin also loses sensibility due to decreased production of sex hormones and a decreased number of
nerve-endings. In addition the skin gets dryer and gradually loses the function to serve as a first
barrier against the environment [8—10]. In contrast, focusing on extrinsic aging, it seems that the
skin gets thicker and completely changes its composition [10,11]. Extrinsic aging is synonymous
with photoaging as UV-radiation has severe consequences for exposed skin. However, there are
many more environmental factors influencing skin aging, as discussed later [12].

2. The Aging Process in the Dermis

Human skin essentially consists of two layers: The epidermis on the outside and the dermis
below, both are attached to each other via the basal lamina. Aging has a quite different appearance
depending if either dermis or epidermis is considered. In the dermis the disruption of the
extracellular matrix plays the most obvious role which is true for intrinsic as well as extrinsic
aging. The results are fine wrinkles due to the reduction of collagen, elastic fibers, and
hyaluronic acid.

In the context of intrinsic as well as extrinsic aging the disruption of the extracellular matrix
plays an important role. Enzymes in the extracellular matrix (ECM) are responsible for the
processing of elastic fibers, collagens, and proteoglycans [13,14]. Elastic fibers are structures of
fibrillin-rich microfibrils, glycoproteins, elastins, and other different proteins [15]. Fibrillins and
fibrillary collagens are glycoproteins with modifications of different branched oligosaccharides
whereas proteoglycans consist of one long, unbranched glycosaminoglycan side chain. These
glycoproteins are connected to each other with hyaluronic acid and build up a dermal network [16].
Long collagen fibrils from collagen I and III are interwoven and form an intra-dermal net which is
anchored to the dermal-epidermal junction by collagen VII [16-18].

In the course of intrinsic aging collagen and elastic fibers stay intact but are further
apart forming a wider-mashed network [16]. During extrinsic aging the skin dramatically loses
collagen I, IIT and VII [19,20]. The long collagen fibrils, elastic fibers, glycoproteins and
glycosaminoglycans are no longer interwoven to form a functional network but form an
unorganised dermal-spreaded agglomeration [16]. This disruption is further aggravated by elastases
produced by neutrophils that migrate to the dermis after inflammation or UV exposure [21] and by
the activation of matrix metalloproteases (MMPs). Especially MMP1, 2, 3 and 9 are heavily involved
in the degradation of the dermal extracellular matrix [22]. Collagen can only be cleaved by MMP1
and later on completely degraded by MMPs 2, 3 and 9. MMPs 2 and 9 are also able to degrade
elastic fibers [23,24]. During the aging process these MMPs are upregulated while their inhibitors,
namely TIMP1 and 3, are downregulated [24,25].

During photoaging this degradation is significantly accelerated by a process called ECM
turnover [26]. UV-irradiation, especially UVA and UVB results in the production of ROS as well as
the activation of cell surface receptors [27] leading to an activation of MAP-kinase p38, JNK (c-Jun
amino-terminal kinase) and ERK (extracellular signal-regulated kinase) and the recruitment of c-Fos
and c-Jun. This leads to the expression of the transcription factor activator protein 1 (AP-1)
resulting in the expression of MMP1, 3 and 9 [28] in fibroblasts and keratinocytes [26]. AP-1 also
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inhibits TGF-B which is responsible for collagen production [29]. The AP-1 mediated MMP
expression leads to an increased degradation of the ECM. This process is reinforced by the
production of ROS also resulting in the activation of MAP kinases and in addition leading to the
expression of NF-kB.

Interestingly NF-kB and AP-1 are also important for the balance between proliferation and
apoptosis [30]. An imbalance of these two processes, especially in context with proto-oncogenes
like c-Fos [31] may be heavily involved in carcinogenesis in aged human skin [32,33]. This is
especially relevant for senescent skin cells [24].

In addition to aging it is well known that UV-irradiation induces mutations in the tumor suppressor
p53 leading to actinic keratosis in a first step, that can further develop to skin cancers [34].
UV-irradiation of skin also leads to IGF-1 expression and secretion in dermal fibroblasts, which in
turn stimulate the epidermal IGF-1 receptor (IGF-1R) in keratinocytes. Upon IGF-1R activation,
keratinocytes get more resistant to UVB-irradiation, and do not undergo apoptosis, but stop the cell
cycle with the side effect of becoming senescent. The loss of IGF-1 in aged skin leads to a higher
apoptotic rate, but the surviving cells do not become senescent, which contributes together with
oxidative stress to an increase in the formation of squamous cell carcinomas and basal cell
epitheliomas in aged skin [35-38]. Another age-associated skin disease is vitiligo-similar
appearance. This disease is a result of damaged melanocytes leading to white spots (idiopathic
guttatehypomelanosis) [39] as well as lighter-tanned skin [40,41], visible only in aged patients.
This hypopigmentation is a result of a ROS-imbalance in the skin [30,42] leading to an impairment
of either the differentiation and survival of melanocytes or the melanin transport to keratinocytes,
especially in aged and photoaged skin [38,40—42].

3. The Epidermis: The Process of Cornification and Aging
3.1. The Cornified Envelope Formation

Histologically different layers in the epidermis can be distinguished. The stratum basale consists
of the stem cells that are attached to the basal membrane that seperates the dermis from the
epidermis. Following the stratum basale, the stratum spinosum, the stratum lucidum (in palms and
soles), the stratum granulosum, stratum corneum and stratum disjunctum can be seen.

The process of cornification in human skin is a step-by-step process involving the crosslinking
of various proteins. This extensive crosslinking leads to the formation of a multi-protein complex
in the outermost layer of the epidermis. The first step of the cornification process takes place in a
layer located above the stratum basale, the stratum spinosum. Three important proteins are
expressed here: envoplakin [43], periplakin [44] and involucrin [45]. The two plakins form a complex
with involucrin [46], creating a platform for subsequent crosslinking of further proteins [47]. The next
step in the cornification process leads to the formation of lamellar bodies by the Golgi apparatus in
the stratum spinosum and the stratum granulosum [48,49]. These granules are characterized by
an enveloping lipid layer consisting of a multitude of lipids like glucosylceramides and
sphingomyelins [50]. Within the lamellar bodies several enzymes like lipid processing enzymes,
antimicrobial peptides, proteases and protease inhibitors as well as proteins like corneodesmosin, an
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adhesive protein, can be found [50-54]. After an influx of calcium into the keratinocytes [55]
the lamellar bodies fuse with the plasma membrane. This leads to a replacement of phospholipid in
the lipid bilayer with ®-OH-ceramides. These ceramides are further crosslinked with the
periplakin-envoplakin-involucrin complex via transglutaminase 1 [56]. The calcium-dependent
transglutaminase 1 [57] is responsible for the attachment of this complex to the lipid bilayer via
Ne-(y glutamyl) lysine (isopeptide) bonds [58]. The main component of the cornified envelope
though is loricrin. Loricrin is highly expressed in the stratum granulosum [56] and is packed into
granules directly after translation due to its high insolubility [59]. Transglutaminase 1 and 3 are
responsible for the crosslinking of all loricrin proteins between each other and for crosslinking
loricrin to a family of proteins called small proline rich repeat proteins (SPRRs). These proteins are very
hydrophilic and help to increase the solubility of loricrin [60—62]. Our own published data
indicates clearly that the addition of calcium to primary keratinocytes dramatically increases the
expression of most of the SPRRs and loricrin. The loricrin-SPRR aggregate is then attached to the
periplakin-envoplakin-involucrin scaffold at the cell membrane [56].

The cornification process proceeds by the attachment of various other proteins to the multi-protein
complex at the cell membrane. One of these proteins is the calcium-regulated filaggrin [63].
Filaggrin is well known for bundling keratins into macrofibrils giving rise to the typical flattened
shape of corneocytes [64]. The membrane-associated desmosomal keratins 1 and 10 begin to replace the
pre-existing keratin 5 and 14 intermediate filament bundles (KIFs) aggregating them into tight
bundles. This causes a significant change in the shape of the cells by changing cytoskeletal
properties and cell-cell interactions [56]. Another calcium signal is then needed for the bundling of
keratins into tonofilaments [65]. Other proteins attached to the cornified envelope complex are S100
protein family members. Some of the members of this protein family serve as substrates for
transglutaminase 1 [61,66].

In a last step of cornification, the late cornified envelope proteins (LCE) are attached to the
protein-lipid complexes [67]. Some of the members react and attach “group-wise” in response to
external stimuli like calcium [68]. The resulting “cornified” cell now consists of a mega-protein-lipid
skeleton and has degraded its nucleus, mitochondria and other organelles. Its ultimate fate is to
build the barrier function of the skin and finally it is shed as a dead corneocyte [69].

3.2. The Calcium Dependence of the Cornified Envelope Formation

Calcium has an important role during the cornification process. It is not just an “on-off
principle” since calcium regulates the expression of genes in a dose-dependent manner.
Keratinocytes need low calcium concentrations for the renewal and division of stem cells and
transit amplifying cells, whereas higher concentrations are needed for differentiation. To ensure the
right concentration of calcium at the respective epidermal layer the epidermis has built up a
calcium gradient. The low calcium concentration found in the stratum basale gradually increases
through the stratum spinosum until reaching its peak in the stratum granulosum. In the outermost
layer, the stratum corneum, the calcium concentration sharply declines [70—72]. Basically most, if
not all steps discussed above are strictly calcium dependent [73]. During the aging process the
calcium gradient collapses and the composition of the cornified envelope changes drastically [72].
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Our data show that epidermis obtained from young and middle-aged foreskin samples has a clear
calcium peak in the stratum granulosum. Epidermis from old donors on the other hand has lost its
peak and has an equal distribution of calcium in all epidermal layers [72]. Denda et al. were able to
show the same rearrangement of calcium in epidermal layers of aged facial skin [74]. This leads to
a changed composition of the cornified envelope: main components like loricrin and filaggrin are
significantly down-regulated on the transcriptional and translational level while other components
like envoplakin, periplakin, and involucrin show no transcriptional regulation in aged skin. The loss
of loricrin and filaggrin seems to be compensated by increased levels of SPRRs since the expression
of nearly all members of this family, with the exception of SPRR2G, are upregulated. This may
represent a rescue mechanism to maintain the function and integrity of the cornified envelope.
Transglutaminases, important for the cohesion of the protein-lipid complex, show constantly higher
transcription levels in young skin than in old skin. Furthermore LCEs, some of them being substrates for
transglutaminases, show either an up- or down-regulation during aging. Calcium-sensitive group 3
LCEs are upregulated during aging while group 2 LCEs are transcriptionally downregulated [68,72].
However, all S100 proteins are up-regulated during human skin aging [72]. Important in this
context is the upregulation of SI00AS as it plays a role in the epidermal defense against oxidative
stress. Besides this pronounced change in the calcium distribution and the resulting change in the
composition of the cornified envelope, the transcription of many other genes [75] and such
important regulators as miRNAs [76] are also altered during the aging process in the skin.

4. ROS Production in the Skin

The sources of ROS, enzymatic as well as non-enzymatic, in the cell are manifold. Enzymes that
are ROS producing, on purpose or as a byproduct, include the mitochondrial electron transport
chain, NADPH oxidases, xanthine oxidoreductase (XOR), several peroxisomal oxidases, enzymes
of the cytochrome P450 family, cyclooxygenases, and lipoxygenases. All possible sources of ROS,
the whole anti-oxidative system of the skin as well as all cellular damages are summarized in
Figure 1.

4.1. Mitochondrial ROS Production

The electron transport chain resides in the inner mitochondrial membrane. The electrons are fed
into complex I via NADH and into complex II via FADH2, then transferred to complex III and
finally to complex I'V. In complex IV (the cytochrome c oxidase) the electrons are finally deposited
at molecular oxygen resulting in the production of H2O. However, before the electrons reach
complex IV they can leak prematurely to Oz at complex I and III, leading to the formation of
superoxide instead of water [2,77,78]. It is estimated that no less than 1%-2% of all oxygen
consumed leads to the formation of superoxide [79]. The contribution of mitochondria to the
production of ROS in the skin is only substantial in the stem cells, but further on is small compared
to other organs, because during the cornification process the keratinocytes degrade all their organelles
including the nucleus, mitochondria, peroxisomes, and the endoplasmic reticulum [80,81]. The
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importance of mitochondria in the aging process independently of the production of ROS is
summarized elsewhere [82—84].
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Figure 1. Schematic of the interplay between different ROS sources and the anti-oxidative
systems in the skin. All ROS sources discussed in this manuscript are exemplified in
black letters: cytochrome ¢ oxidase, ETC (electron transport chain), iron ions, xanthine
oxidase, peroxisomal oxidases, lipoxygenases, cytochrome P450, cyclooxygenases, NADPH
oxidases, UV-radiation, xenobiotics and several chromophores that lead to ROS. Examples
of anti-oxidative systems are given in blue letters: vitamin C and E, GSH (glutathione),
GSH peroxidases, uric acid, beta-carotene, the SPRR2 (small proline rich repeat)
family, SOD (superoxide dismutase), CoQ10 (coenzyme Q) and ferritin. Generally it
has to be stated that only the SPRR2 proteins are specific for the epidermis, but the
concentration of most anti-oxidants is much higher in the epidermis than in the dermis.
Possible outcomes of oxidative damage to the cells (damage to DNA, proteins and
lipids) are shown on the left-hand side of the figure. (M) stands for mitochondria, (ER)
for endoplasmic reticulum, (N) for nucleus and (G) for Golgi apparatus.

4.2. Peroxisomal ROS Production

It is still commonly assumed that mitochondria are the main contributors to ROS production in
the cell, but increasing knowledge in the last decade led to the conclusion that the endoplasmic
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reticulum as well as the peroxisomes produce as much or even more ROS than mitochondria [85].
Peroxisomes, especially, are filled with a wide variety of enzymes, mainly
flavoenzymes/oxidoreductases, that are supposed to produce hydrogen peroxide as a byproduct. All
these enzymes are either involved in the B-oxidation of fatty acids, D-amino acid catabolism and
anabolism, glyoxylate/dicarboxylate metabolism or the production of the autophagy stimulating and
life prolonging substance spermidine. These enzymes are namely Acyl-CoA oxidase 1, 2, and 3,
D-amino acid oxidase, D-aspartate oxidase, L-pipecolic acid oxidase, L-a-hydroxyacid oxidase 1
and 2, and the polyamine oxidase [85]. Furthermore, peroxisomes not only produce ROS hydrogen
peroxide, but similar to mitochondria have the capacity to form superoxide (O2"). The O2™ mainly
originates from the enzyme xanthine oxidase and seems to be important during ischemia
reperfusion injury [86,87]. Xanthine oxidase is found in the cytosol as well as in the peroxisomes
and is the terminal enzyme and therefore key player in purine degradation. The two reactions that
are catalyzed by this enzyme are the hydroxylation of hypoxanthine to xanthine and the
hydroxylation of xanthine to urate [88]. Besides reactive oxygen radicals, a cell can also produce
reactive nitrogen species that are not discussed in detail in the course of this review. The
hemeprotein nitric-oxide synthetase catalyses the oxidation of L-arginine leading to nitric oxide
(NO). In the absence of this amino acid no nitric oxide but superoxide is formed [89].

4.3. ROS Production in the Endoplasmic Reticulum

Oxygen radicals are not only produced, in mitochondria and peroxisomes, but also in the
endoplasmic reticulum. The main contributors to ROS production in this organelle are members of
the cytochrome P450 family and the combination of the protein disulfide isomerase PDI and the
endoplasmic reticulum oxidoreductin-1 (ERO1). The protein PDI induces the formation of disulfide
bonds in receptor proteins during the folding process. The isomerase gets reduced in this process
and is regenerated by the oxidoreductin EROI1. The reduced protein EROI1 finally transfers the
electron via the cofactor FAD to molecular oxygen. Incomplete transfer can lead to the production
of superoxide [90,91].

The cytochrome P450 family, mainly found in the ER, is responsible for the detoxification of
xenobiotics or lipophilic compounds, mainly by increasing the water solubility of these substances.
For this process electrons are transferred from NADPH to cytochrome P450 via the cytochrome
P450 reductase, finally leading to the hydroxylation of xenobiotics. A leaky transfer of electrons
can result in the formation of oxygen radicals, especially superoxide [92,93]. The main P450
enzymes that are expressed in the skin are cytochromes 1A1l, 1B1, 2B6, 2D6, 2E1, 3A4, and
3A5[94,95].

4.4. ROS Production in Membranes and in the Cytosol

Even membranes harness the power to produce reactive oxygen species. This is due to the
activity of NADPH oxidases. Electrons are passed on from NADPH over FAD and two b-type
hemes to the final acceptor Oz, resulting in the formation of superoxide. In contrast to all other
ROS sources discussed so far the superoxide produced this way in membranes is not the byproduct
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of catalytic processes, but superoxide is actively produced as a signaling molecule or as a “weapon”
against invading microorganisms [96]. These enzymes can be found in different membranes such as
the plasma membrane, the ER or mitochondria [96-99].

Finally, the cytosol has the capacity to produce ROS as a byproduct of the arachidonic acid
metabolism. The enzymes cyclooxygenase and lipoxygenase both use arachidonic acid as a
substrate to synthesize prostaglandin H2 and the leukotrienes, respectively. Both enzymes have the
capacity to produce superoxide in the presence of NADH or NADPH [100]. The levels of
arachidonic acid are relatively low in the skin, but increase in inflammatory skin diseases such as
psoriasis, atopic dermatitis, and eventually aging [101,102].

The reaction of oxygen with iron ions additionally contributes to the production of ROS in the
cytosol and all organelles of cells. The toxic effect of iron ions relies on the reaction of superoxide
with ferric iron, resulting in the formation of ferrous iron. This process is called the Haber-Weiss
reaction. In the following Fenton reaction the ferrous iron reacts with hydrogen peroxide, which on
the one hand regenerates ferric iron and on the other hand produces the very reactive hydroxyl
radical (OH"), and hydroxide (OH"). Both are more harmful for the cell than superoxide [103,104].

The skin is at the interface between the body and the environment and is therefore in constant
contact with pollutants, xenobiotics, and UV irradiation. These exogenous factors represent the
main contributor to the formation of ROS in human skin, therefore being very specific for this
organ. All these factors are summarized under the term exogenous ROS. Additionally, alcohol
intake, false nutrition, and physiological and mechanical stress are believed to contribute to this
kind of exogenous mediated ROS production [105,106]. In addition the skin is also one of the very
few organs that are in direct contact with atmospheric oxygen.

4.5. Photoaging or UV-Induced ROS

UV-irradiation especially leads to the genesis of ROS that are in turn main contributors to the
aging of skin. To stress the importance of UV irradiation and the resulting ROS formation on the
aging process of the skin the term “photoaging” has been coined. ROS production is mainly driven
by UVA, in the range of 320400 nm. The UVB light does not have the capacity to penetrate to the
deeper sections of the epidermis. The UVA light induces different changes in the dermis and these
seem to be mainly responsible for the process and progression of photoaging [107]. In fact, these
dermal alterations are better studied than the changes in the epidermis. UVA light penetrating the
skin, is on its way absorbed by cellular chromophores. These cellular chromophores involve
components like urocanic acid, riboflavins, melanin, bilirubin, heme, porphyrin, and pterins, but
not DNA [106,108]. These photosensitizers absorb photons/energy leading to an excited state of
the chromophores called the singlet excited state. Following this initial reaction two reactions can
take place: a falling back to the ground state with the emission of either heat or fluorescence or
second an intersystem crossing leading to a triplet excited state. This triplet excited state is only an
intermediate state that can react with both DNA and molecular oxygen resulting in either
modification of DNA or production of ROS such as superoxide, hydroxyl radical, singlet oxygen,
or hydrogen peroxide [108,109], which in turn leads to cellular damage discussed later in this
review. The process of photoaging also effects DNA, especially the mtDNA. It was demonstrated
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that UV-irradiation leads to a“common”, 4977 bp long deletion of mtDNA [110] that contributes to
an increased ROS production of mitochondria. This increased ROS production leads to increased
levels of mtDNA damage and has in this way the potential to start a vicious cycle.

Besides UVA, UVB also contributes to photoaging. However, due to its limited penetration
ability UVB acts only on epidermal cells but not on the dermis [107] and leads to damage in
keratinocytes and melanocytes. Nevertheless, UVA mediated epidermal damage affects the
subjacent dermis. Moreover, the near-infrared light also has an effect on the epidermis as well as
the dermis. It was shown that infrared light is absorbed by the mitochondrial ETC, especially at
complex 1V, leading to an increased leakage of ROS into the mitochondrial matrix. Krutman and
Schroeder [107] introduced the term of the “defective powerhouse model”. In this model UV as
well as infrared light leads to an impaired energy production by dermal mitochondria that alters the
morphology and function of the skin via retrograde signaling. Although the minor penetration
ability of UVB is an advantage for skin aging, it has the big disadvantage that it does not act via
photosensitizers but can directly damage the cell and DNA [106].

Amongst a variety of xenobiotics and pollutants that have the capacity to induce ROS production
in the skin, polycyclic aromatic hydrocarbons are of special interest. These planar aromatic
compounds are found in coal, oil, and tar and are especially dangerous after burning [111]. After
absorbing the energy from light these substances reach a photo-activated state and react in
subsequent processes with molecular oxygen under production of ROS [112].

5. Anti-Oxidative Capacities of the Skin
5.1. Anti-Oxidative Properties of the Cornified Envelope

To cope with these many sources of ROS the skin has developed sophisticated and in part very
skin-specific anti-oxidative mechanisms. Most of the anti-oxidants show in fact a higher
concentration in the epidermis than in the dermis [113]. This correlates well with the fact that the
ROS load is higher in the epidermis than in the dermis. The epidermis is built up in a very gradual
way and displays an increasing calcium concentration from the stratum basale to the stratum
granulosum where a peak is reached. Also the cornified envelope gradually increases in its density.
The formation of the cornified envelope starts in the stratum spinosum and is fully assembled in the
stratum corneum. An epidermal concentration gradient is also found in the case of anti-oxidants,
especially the low-molecular-weight ones. Vitamin C, vitamin E, glutathione, ubiquinol, and uric acid
are detectable in the startum corneum, but their concentration increases steeply towards deeper
cell-layers of the stratum corneum [105,114]. These comparably low concentrations of
non-enzymatic and lipophilic anti-oxidants in the outer layers of the stratum corneum are possible,
because the cornified envelope itself has anti-oxidative capabilities. These anti-oxidative capabilities
of the cornified envelope rely on the SPRR proteins. Members of this protein family are not only
rich in prolins but have an over-proportional enrichment incysteines. Therefore these proteins can
quench ROS by forming intramolecular disulfide bonds. Interestingly these anti-oxidative
properties were mainly found for the SPRR2 subfamily. This fact can be explained by different
accessibilities of the cysteine residues of these cornified envelope proteins [113]. According to
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Harman’s idea [2] ROS levels increase in the aging process. Indeed, we have found that the CE is
dramatically altered in the aging process. Based on our own work [72] we argued that the loss of
loricrin is compensated by increased levels of SPRRs. The biggest changes were found for the
SPRR2 subfamily. In the light of the anti-oxidative capacities of the cornified envelope this
increase in SPRRs during the aging process represents a valid tool to cope with the increasing ROS
levels during aging. Below the stratum corneum another, upside-down gradient of anti-oxidative
substances and enzymes is found. In this gradient the highest concentrations of enzymes and anti-oxidants
are found in the stratum granulosum constantly declining towards the stratum basale [115]. In this way
the suprabasal cells have lower ROS levels and are protected against UVB-induced apoptosis [116].
The importance of the CE as an anti-oxidant/UV barrier is also stressed by the fact that UV can
completely deplete the stratum corneum of anti-oxidants/vitamins [117]. Therefore only the
remaining CE proteins (mainly SPRR2 subfamily) can exert their anti-oxidative properties and
protect the epidermal cells.

5.2. The Non-Enzymatic Anti-Oxidants Vitamin C, Vitamin E, Beta-Carotene and CoQ10

The strong anti-oxidant L-ascorbate/vitamin C cannot be synthesized by primates and therefore
has to be taken up with food [118]. The water soluble vitamin C itself is an electron donor and is
used as a cofactor for enzymatic reactions such as the crosslinking of collagen. Vitamin C is very
prominent and the most abundant of all anti-oxidants [106]. In addition this anti-oxidant can react
with a potential dangerous free radical and can donate its electron. In this way vitamin C itself is
oxidized and forms so called “semidehydroascorbic acid”. The big advantage of the resulting
radical is that it is stable and comparably unreactive. This radical can either be reduced back or can
react further to dehydroascorbic acid [119]. It was shown that vitamin C has a strong effect on
photoaged skin, most probably by quenching ROS that originate from UV-irradiation [120]. It was
found that the amount of ascorbate decreases in both intrinsic skin aging as well as extrinsic
aged/photoaged skin [121].

The second vitamin with anti-oxidative capacities is a-tocopherol/vitamin E. Vitamin E is more
than one compound, but the most important one in humans is a-tocopherol. Similar to vitamin C
a-tocopherol has a very important photoprotective and anti-photoaging role in the skin [122]. In
contrast to the water soluble vitamin C, vitamin E is lipophilic and is found in animal membranes.
It can be nutritionally supplied by plant oils. The anti-oxidant a-tocopherol is highly important
because it can stop ongoing lipid peroxidation, by the reduction of the lipid peroxyl radical to
hydroperoxide. In the course of this detoxification process this anti-oxidant loses a proton and is
itself transformed into a radical. However, the o-tocopheroxyl radical is not very reactive and is
further on detoxified by ascorbate, glutathione, or enzymes [123]. Recent literature also indicates
that a-tocopherol exerts its photoprotective and anti-aging functions not only via its anti-oxidative
role but also due to its role as activator/mediator of different signaling pathways. It has, for
example, been shown that the protein kinase C pathway is affected by vitamin E [124]. In the aging
process the levels of a-tocopherol are unaffected in the dermis, whereas a clear decrease of this
anti-oxidant was observed in the epidermis [121]. Cutaneous application of vitamin E ameliorates
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photoaging, decreases lipid peroxidation and furthermore also reduces photocarcinogenesis,
MMP-1 transcription levels and thymine dimer formation [106].

Beta-Carotene is produced by plants and bacteria and also has to be taken up by food. This
substance is a provitamin for retinol. In addition it has been shown that this precursor of vitamin A
has a huge effect on skin aging and photoaging by either scavenging radicals or inhibiting
lipoxygenases that are capable of producing ROS as discussed above [125,126]. Beta-carotene, a
typical skin carotene, is anti-oxidative because the peroxyl radical is directly added to its backbone
forming an epoxide that is decomposed afterwards [127].

The next anti-oxidant discussed here is somehow ambiguous. Uric acid on the one hand is the
final product of the degradation of purines and is created by an enzyme that itself is capable of
producing ROS as discussed above. On the other hand it is an anti-oxidant. Similar to ascorbate,
uric acid is a reductant for ROS and can scavenge radicals such as hydroxyl radicals, singlet oxygen,
and oxo-heme oxidants. By absorbing one electron, uric acid itself is transformed into a radical,
although not very reactive [128]. It was also shown that uric acid is the main anti-oxidant in
serum [129]. Therefore the contribution to the anti-oxidative capacity of the skin is comparably low
as the skin has a low blood supply. Moreover, it was demonstrated that the extracellular urate is a
potent anti-oxidant but acts as a pro-oxidant within the cell [130].

The last enzyme-free anti-oxidant discussed in this review is CoQ10. CoQ10 is known because
of its contribution to the mitochondrial ETC. Ubiquinone is reduced to ubisemiquinone and
ubiquinol at complex I and II and oxidized back to ubiquinone at complex III [131]. Besides this
important contribution to the ETC, ubiqinone has also been described as an anti-oxidant. The lipid
soluble CoQl0H2 is a chain breaker in lipid peroxidation and protects lipids from lipid
peroxidation [132]. In comparison to vitamins C and E, ubiquinone seems to be ineffective in
photoprotection [132].

5.3. The Importance of Superoxide Dismutases, Catalases, Glutathione Peroxidases, Ferritin, and

Peroxiredoxins in Quenching ROS

Among the most prominent enzymes that can handle reactive oxygen species are the superoxide
dismutases. These enzymes “dismutate” superoxide to hydrogen peroxide [133]. In mammals three
isoforms can be distinguished that differ in their localization. The enzyme SODI1 is found in the
cytosol and nucleus and has Cu/Zn as cofactor, SOD2 is found in mitochondria to dismutate
superoxide originating from the mitochondrial ETC and binds Mn**, and SOD3 is found in
the extracellular space harboring the metal ions Cu/Zn in its active center [134]. In the first
half-reaction the electron from the superoxide radical is transferred to the metal ion in the active
center thereby reducing it. The superoxide itself is oxidized to Oz. In the second half-reaction the
reduced metal in the superoxide enzymes is reoxidized by transferring the electron to superoxide
resulting in the formation of hydrogen peroxide [135]. All three human superoxide dismutases have
a huge impact on aging skin. Generally a deletion of superoxide dismutase is lethal as demonstrated
in mice, but with SOD mimetics life can be prolonged for several weeks. Sodl "~ mice show a clear
skin atrophy that is also observed in aged individuals [136,137]. In case of SOD2 deletions the
phenotypes are even more dramatic. UV irradiation leads to the above discussed mtDNA deletions
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and results in a burst of radicals from the defective mitochondrial ETC. Not surprisingly, UV
irradiation results in a dose dependent increase in SOD2 mRNA levels in wildtype mice [138].
Although SOD2 overexpression had no obvious life prolonging effects [139], distinct skin aging
phenoytpes were observed in Sod2™"~ mice. These phenotypes comprise a thinning of the epidermis,
a clear atrophy of the dermal connective tissue, a reduced amount of procollagen I, and an atrophy
of the subcutaneous fat tissue [140—142]. The SOD3 enzyme is expressed in the dermis as well as
in the epidermis. By harboring a heparin-binding domain this enzyme is in close contact with the
extracellular matrix and cell surfaces. In contrast to SOD1 and SOD2 very high doses of UV are
needed to induce the expression of SOD3. Therefore the role of SOD3 in the skin is unclear although
it has been shown that SOD3 is involved in skin inflammation and its expression is reduced in
psoriasis [134,143].

A very prominent enzyme that detoxifies hydrogen peroxide is the peroxisomal localized
catalase [144]. This enzyme consists of four identical polypeptide chains, each harboring a heme
group [145]. In a first step hydrogen peroxide reacts with the heme group leading to an oxoferryl
porphyrin cation radical and a water molecule. The so called compound I is very active and reacts
immediately with a second hydrogen peroxide molecule producing water and molecular oxygen
and regenerating the original prosthetic heme group [146]. The catalase enzyme is very
prominently expressed in the skin, especially in the stratum corneum. The amount of catalase
exceeds the amount of superoxide dismutases. Inside the stratum corneum a gradient of activity,
with a decreasing activity towards the surface of the skin, was detected [147,148]. In the aging
process the activity of this enzyme is altered with a widening gap between the dermis and
epidermis. Thus, catalase activity decreases in the dermis and increases in the epidermis of aged
and photoaged skin. Because the ROS load of the cells, especially in the epidermis, increases with
aging, increasing catalase activity is reasonable, whereas the reduction of catalase in the dermis
remains mysterious [148,149]. A remarkable experiment showed that by targeting the peroxisomal
catalase to mitochondria a statistical significant increase in medium and maximum lifespan was
found in mice [150].

A main contributor to the anti-oxidative potential of the cell is the tripeptide glutathione GSH,
harboring a special gamma peptide linkage. This peptide is synthesized in a two-step process. The
first step is performed by the gamma glutamylcysteine synthetase, the second step by the
glutathione synthetase. The GSH acts as an anti-oxidant because of its thiol group. In the course of
the process GSH is oxidized by reactive oxygen radicals and forms a dimer with another activated
GSH via formation of a disulfidic bond (GSSG). GSH can be recovered in a reducing step by the
glutathione reductase consuming NADPH [151]. GSH not only detoxifies ROS, but can also
regenerate oxidized a-tocopherol and retinol [106]. In aged mice it was shown that both, the
absolute amount of GSSG as well as the GSSG:GSH ratio strongly increases in the dermis in
comparison to young skin [152]. In photoaged skin the concentrations of glutathione are reduced,
but this effect could be compensated by an increased activity of the glutathione reductase [121]. It
is estimated that in aged skin the concentration of anti-oxidants is strongly decreased, in line with
this the levels of a-tocopherol, ascorbate and GSH have been shown to be reduced by 70% [121].
The function and (inter)action of all anti-oxidants is deeply interwoven to keep the redox state in
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the skin tissue in balance. For example, vitamin C can reduce oxidized a-tocopherol and is itself
oxidized; glutathione in turn can rescue vitamin E and the resulting GSSG is converted into GSH
again by the glutathione reductase enzyme [106].

Beside its role as an anti-oxidant, GSH is also a cofactor for enzymatic reactions. The
glutathione peroxidase is an enzyme that fulfills two tasks: reduce hydrogen peroxide to water and
stop lipid peroxidation. In humans, eight glutathione peroxidases are known, five of them
containing selenium as a co-factor. In a first step, the peroxide, either lipid or hydrogen, oxidizes
the enzyme bound Se, thereby forming SeOH. In a next step the enzyme reacts with a thiol group in
GSH resulting in the formation of a selenylsulfide bond between the enzyme and the glutathione. A
reaction with a second GSH regenerates the enzyme and GSSG is formed [153,154]. Alterations in the
enzyme activities in aging skin and photoaged skin have not yet been characterized, however a targeted
disruption of the glutathione peroxidase 4 in mice displayed severe skin phenotypes, like hyperplasia
of the epidermis, dermal inflammation, increased rates of lipid peroxidation, and higher levels of
the cyclooxygenase-2 [155].

As already mentioned, free iron ions are a constant threat for the cell because the Fenton
reaction is capable of starting a vicious cycle of ROS production in the cell, ultimately leading to
its death. Therefore the cell has to conceal the iron ions very carefully. This iron storage is
achieved by the protein ferritin. The protein consists of 24 subunits forming a sphere that surrounds
the iron. The iron is only stored in its Fe(Ill) form as ferrihydrite and upon its release it has to be
reduced to the Fe(IT) form. The 24 subunits can be divided into two subtypes: the heavy (H)-type
and the light (L)-type. The L-type is involved in the core-formation, the H-type in the Fe(Il)
oxidation [156]. Ferritin is primarily stored in the cytosol, although mitochondrial and nuclear
forms are also known. The iron release is also dependent on lysosomal ferritin degradation [157].
Ferritin seems to be an important tool in the regulation of the redox homeostasis especially
after UV irradiation. The highest concentrations of ferritin in the skin are found in the
stratum basale [158]. The levels of ferritin in the epidermis are around three to seven fold higher
than in the dermis. After UV irradiation, especially UVA, the levels of ferritin in the dermis as well
as epidermis, strongly increase, indicating a potential anti-oxidative mechanism to stop ROS
production in cells after disturbing the redox homeostasis [158,159]. However, the combination of
iron storage, ferritin, and UV irradiation also has detrimental potential. It was demonstrated that
UVA irradiation of primary dermal fibroblasts induces an immediate degradation of ferritin in the
lysosomes, followed by a release of iron ions into the cytosol accompanied by a burst of ROS [160].
The acceleration of skin aging in females after the menopause was also attributed to iron and
ferritin. In females there are two ways to get rid of excessive iron: menstruation and desquamation.
After the menopause the excessive iron ions are stored in the skin via ferritin and this could
contribute to an increase in ROS levels that accelerates the aging process in the skin [161].

The last class of enzymes that have anti-oxidative capacities and are discussed in this review are
the peroxiredoxins. In mammals six isoforms were identified, whereas 2-Cys enzymes (PRDX1-5)
and 1-Cys enzymes (PRDX6) can be distinguished [162]. In the following, only the 2-Cys enzymes
will be discussed. A peroxide substrate reacts with a conserved cysteine in the active center of
these enzymes leading to the formation of a sulfenic acid residue. This is followed by a reaction of
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the sulfenic acid with a second cysteine (therefore the term 2-Cys enzyme), thereby forming an
intra-molecular disulfide bond [151]. The enzyme is regenerated by a flavoprotein disulfide
reductase such as the thioredoxin reductase [162]. More details of the function of this enzyme can
be found in the Chapter “Oxidative stress in fungi” in the same issue. High levels of PRXDI1-3
were found especially in the epidermis but also in the dermis of rats. Similar to the calcium
distribution, PRDX1 and PRDX2 were found with increasing concentrations towards the stratum
granulosum. PRDX3 showed the opposite distribution. The highest concentration was found in the
stratum basale, the lowest concentration in the stratum granulosum [163]. The peroxiredoxins
seem to be very important in the detoxification of ROS originating from UV irradiation.
UVB-irradiation induced the expression of PRXD2, UVA the expression of PRDX1 [163,164].
Overexpression of PRDX6 leads to significantly reduced levels of oxidized lipids in mice and
results in a reduced rate of UVB and UVA induced apoptosis, whereas loss of PRDX6 leads to an
increased skin tumor rate [165,166]. There is also growing evidence that an increase of activity of
peroxiredoxins has great potential in increasing lifespan [167].

5.4. The Anti-Oxidant Treatment Paradox

An increase in ROS levels over time is a common feature of all human tissues and especially of
the skin. Therefore many attempts were made to quench these ROS by topical treatment of the skin
or supplementation with anti-oxidants, in the hope to improve or even rejuvenate aged skin. But the
results are very controversial and are heavily disputed in the literature. Just recently it was
demonstrated that a mixture of alpha hydroxy acids, vitamins B3, C, and E applied on facial skin
dramatically improves the quality of the epidermis and dermis including the smoothening of
wrinkles and the refinement of skin texture without side effects [168]. A similar effect was found
on treating aged and photodamaged skin with a special combination of several anti-oxidants
consisting of resveratrol, baicalin, and vitamin E. These antioxidants were partially sufficient to
rejuvenate aged skin [169]. Resveratrol was shown to stimulate the Nrf2 pathway in skin leading to
an increase in the GSH content and improvement of skin quality [170]. Also CoQ10 conjugated
with nanoparticles (to improve the skin permeability) seems to have a beneficial effect on skin
quality [171,172]. Some additional substances that seem to have a positive effect on aged skin,
especially the epidermis, are summarized in Lorencini et al. [173]. Though many studies promote
the use of antioxidants for preventing skin aging, others warn of potential side effects. Treatment of
various model organisms with vitamin C gave a broad variety of results ranging from a prolonged
lifespan to “no effect” [174]. Surprisingly, no beneficial, statistically significant effect on lifespan
elongation was found for food supplementation with vitamin E [175,176]. In the small rodent
Microtus agrestis supplementation with vitamin C and E led to a remarked reduction of lipid
peroxidation, as expected, but significantly reduced the lifespan of this organism [176,177]. Also
CoQ10 can lead to both, an increased (mice, nematodes) or decreased (S. cerevisiae)
lifespan [176,178-180]. Recent literature also warns of the excessive use of vitamins. Oral
administration of beta-carotene, vitamins E and A in humans seems to lead to a higher mortality
rate [181] or increased risk of diseases [182]. Quite surprisingly it was shown that increased ROS
levels and increased oxidative damage can even lead to an increase in lifespan [183,184]. This
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controversy can be explained by the fact that ROS are not exclusively detrimental for cells, but can
even be beneficial. There is growing evidence that ROS, especially hydrogen peroxide, have an
important role in cells as a second messenger [96,185]. Therefore it is not desirable to quench away
all the ROS, because this influences the ROS homeostasis of the cell with such detrimental effects
as promoting tumor formation [186]. A beneficial effect on skin aging by a treatment with
antioxidants can onlybe achieved if the original ROS level of healthy cells is preserved.

6. Protein Oxidation, Lipofuscin and AGEs

ROS originating from all sources discussed in the previous chapters basically affect all compartments
of the cell. While also attacking DNA and lipids, the modification and potential subsequent aggregation
of proteins poses a major problem for cells. As described above, especially UV exposure
significantly increases ROS levels in skin cells [187,188]. It has been shown that protein oxidation
and detectable unfolding occurs after only 30 min of UV exposure in human skin [189]. Continued
UV irradiation accompanied by ROS production over longer periods of time is especially
problematic and results in more pronounced modifications like the aggregation of unfolded
proteins [190].

ROS can modify proteins directly or indirectly. Indirect attacks come from secondary
by-products. An example of this is the protein backbone fragmentation that occurs after previously
oxidized glucose binds to amino groups. This may be interesting in the context of diabetes mellitus
since there is evidence that this disease is accompanied by increased oxidative stress. Backbone
fragmentation could partially account for the tissue damage associated with it [191,192].

Direct ROS protein modificationsare reported at the backbone, at amino-acid side chains or by
the formation of carbonyls. Hydroxyl-radicals ((OH) may initiate backbone damage by abstracting
hydrogen atoms from the a-carbon of polypeptide chains. This initiates a chain of reactions that
ultimately lead to the formation of alkoxyl derivatives resulting in spontaneous cleavage of the
derivate itself [193]. Several amino acid residues are more susceptible to oxidative modifications
than others. Examples of that are histidine, leucine, methionine, and cysteine as well as
phenylalanine, tyrosine, and tryptophan. Only modifications of the sulfur-containing amino acids
methionine and cysteine are reversible, for example by the enzymes glutaredoxin 1, thioredoxin,
and methionine sulfoxide reductases [194-196].

6.1. Protein Carbonyls

As mentioned above modifications of other amino acids form more stable products like carbonyl
groups [197]. For example, oxidation of protein side chains containing proline, arginine, lysine and
threonine results in the formation of carbonyl (CO) groups (aldehydes and ketones). These
modifications are therefore irreversible and serve as early markers of oxidative stress [198]. The
stability of these protein modifications has led to the general opinion that they are more than
markers though. The introduction of carbonyl groups induces conformational changes of the
polypeptide chain and leads to partial or total inactivation. This would make protein carbonyls
main contributors to the detrimental effects arising from oxidative stress. At the very least the
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increased formation of protein carbonyls may overburden the cell’s repair/degradation system
resulting in an accumulation of more modified and inactivated proteins [199]. Suntanned epidermis
shows a considerably higher amount of carbonylated proteins than epidermis that is rarely exposed
to sun and therefore UV-irradiation [200]. Besides UV exposure acrolein, a component of cigarette
smoke, was shown to play a significant role in protein carbonylation, as shown in keratinocyte cell
culture experiments [201]. Investigating the level of carbonyl groups in keratins in human skin,
Thiele et al. were able to show that they were significantly higher in the stratum corneum as
compared to deeper layers of the epidermis [202]. Considering that the stratum corneum is the first
barrier between the body and the environment, these findings are not surprising. In this context it is
also worth mentioning that proteins can be more or less susceptible to carbonylation. The reasons
for this are not clear at the moment, but possibly include immediate proximity to ROS generating
sites or the presence of transition metals in these proteins [203]. Additionally it has been proposed that
carbonylation may play a role in ROS signaling [204].

6.2. The Process of Protein Oxidation

As described above, sustained UV-exposure leads to a higher extent of protein oxidation. This
increased protein oxidation has also been reported in aged tissue and senescent cells. One reason
for the high amount of oxidative damage in old cells is that they have been exposed to a multitude
of stressors and have accumulated oxidative damages to DNA, proteins and lipids. This
accumulation of oxidative damaged DNA, protein and lipids in turn results in an increased ROS
production, leading to a negative feedback loop. Moreover, the ability of aged cells to efficiently clear
ROS is impaired [205,206], resulting in an imbalance between the production and the clearance of
ROS where more and more proteins begin to aggregate. Postmitotic cells are not able to dilute their
protein aggregates by cell division [207]. Jung et al. were able to show that the amount of oxidized
proteins is much higher in in vitro aged, senescent fibroblast cells compared to young cells.
Experiments with long term exposure to H20: led to increased levels of protein oxidation in young
fibroblasts. Interestingly this exposure was not sufficient to increase the already much higher protein
oxidation levels of senescent fibroblasts [208]. In line with these findings, a significant increase in
protein oxidation was reported in human patients’ papillary dermis and in the stratum corneum
after daily UVB exposure for 10 subsequent days with a solar simulator, mimicking UV exposure
of a typical summer vacation [189]. In general it seems that most epidermal layers are less affected
than dermal layers, most probably due to the high amount of anti-oxidants in the epidermis [209]
and the anti-oxidative functions provided by SPRRs [113]. This was confirmed in vitro with both,
fibroblast and keratinocyte cell cultures. Fibroblasts showed a significantly higher amount of
protein oxidation compared to keratinocytes when exposed to UVA/UVB irradiation [189].

The process of protein oxidation can be divided into various stages according to the severity of
modifications. At first, only slight oxidations take place leading to a marginally reduced enzyme
activity of affected proteins or changes in thermostability. In this stage no extensive unfolding
takes place [210] and the cell is still able to counteract by repairing the damages. An important
protein in this context is thioredoxin, the cells major protein disulfide reductase. Among other
things it has an important role in the protection against oxidative stress since it prevents intra- and
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intermolecular formation of disulfide bonds which would otherwise lead to the inactivation and/or
aggregation of these proteins [194]. Thioredoxin is also able to function as an electron donor for
thioredoxin peroxidases or peroxiredoxins. Next to glutathione peroxidases and catalase, these
enzymes are able to catalyze the reduction of H202, a major contributor to cellular oxidative
stress [211].

The next stage is marked by increased protein oxidation. Due to high amounts of ROS or other
sources of “protein modifiers” and the inability of the cell to clear these damages, various
protein modifications are able to accumulate. The chemically modified proteins completely lose
their activity and unfold extensively. Due to the unfolding proteins begin to cross-link and
form small aggregates. At this point the proteins either become targets for degradation by the
proteasome [197,212] or can be refolded and rescued by heat shock proteins. It is unclear how
the cell decides to either refold or degrade these proteins since both possibilities have their
advantages [213,214]. The inner proteolytic chamber of the proteasome is mainly accessible to
unfolded proteins, a typical fate of oxidized proteins. As long as the protein is not extensively
oxidized it is an ideal substrate for the 20S proteasome [213]. In contrast to this, the main
substrates for the 26S proteasome are not unfolded but ubiquitinated proteins. It is a major key
player in the unfolded protein response (UPR) initiated by the ER [215-217]. Disassembly of the
26S proteasome during age or prolonged stress leads to an increase in 20S proteasome abundance.
While this may lead to an increase in the degradation of un-ubiquitinated oxidized proteins or smaller
protein aggregates, ubiquitinated proteins begin to accumulate triggering different stress responses
including lysosomal uptake [218,219]. On the other hand inactivation of the 20S proteasome by
UVA in dermal fibroblasts leads to an activation of activator protein-1 (Ap-1), controlling MMP-1
(matrixmetalloprotease-1) expression [220]. As mentioned above MMP-1 is responsible for
increased extracellular protein degradation [221,222].

The last stage of protein modification is marked by extensive oxidation of proteins, their
complete unfolding and covalent crosslinking of several proteins [223-226]. Oxidized, unfolded
proteins begin to form extensive, insoluble aggregates due to interactions between the exposed
hydrophobic residues [213] and later on form covalent bonds. Not only are these aggregates poor
substrates for the proteasome due to their sheer size, they are also able to cause proteasomal
inhibition [227,228]. A reason for that may be the extensive crosslinking of the various proteins in the
aggregate. The proteasome cannot degrade these aggregates due to steric/mechanic inhibition and
remains bound to the structure, unavailable for other substrates [229]. In addition to that, the proteasome
loses efficiency in age resulting in even more accumulation of modified proteins [230,231].
It was demonstrated that the proteasomal activity decreases significantly beginning in middle aged
(60 + 8 years) skin samples, especially in the dermis. Surprisingly, no further decrease in proteasome
activity was observed in older skin donors (90 years) [232].

6.3. Lipofuscin

Continued elevated ROS levels eventually lead to the formation of large protein-lipid aggregates
known as lipofuscin. These structures can be detected in nearly all types of cells including
fibroblasts and keratinocytes [197,233,234]. Lipofuscin (meaning “dark fat”) appears as
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yellow-brownish material in the light microscope and shows autofluorescence over a broad
spectrum [207]. It is also known as “ceroid” or “age pigment” [235,236]. The term “age pigment”
is especially interesting in the context of the skin since the formation of lipofuscin gradually
increases with the age of the individual. In old individuals lipofuscin has accumulated excessively
and becomes visible with the naked eye, hence the term “age pigment” [236,237]. Lipofuscin
eventually also incorporates lipids and forms protein-lipid clusters, consisting of 30%-70%
proteins and 20%—-50% lipids [238]. In very old individuals lipofuscin clusters begin to incorporate
sugar residues [239]. Lipofuscin clusters have the capability to bind various metals like copper, zinc,
manganese, calcium and iron [240] as well as metal-containing proteins like ferritin [241]. These
metals can amount to 2% of the final volume of the lipofuscin cluster [212] and the irreversible
binding of these metals makes these clusters another redox-active site for the generation of radicals
such as the hydroxyl radical (OH) [242]. This massive radical formation catalyzing structure in the
cell and the inhibition of the proteasome start a vicious cycle leading to even higher amounts of
oxidized proteins and eventually protein aggregates [208]. In motor neurons lipofuscin can occupy
up to 75% of the cell’s volume decreasing its functionality and later on leading to apoptosis [243].

As mentioned before, mitochondria, the endoplasmatic reticulum and peroxisomes are main
contributors to intracellular ROS levels and mainly target the cytosol. The same can be said for
externally applied ROS contributors like xenobiotics and UV-irradiation that play a big role in skin.
The oxidation of cytosolic proteins could be a kind of “buffer” before nuclear proteins are
oxidized [244,245]. It has to be mentioned though that chronic or repeated UV and ROS exposure
still leads to the accumulation of nuclear protein oxidation that is able to “block™ the nuclear
proteasome. An oxidation of nuclear proteins has been shown in senescent fibroblasts and young
fibroblasts chronically stressed with appropriate chemicals like H2O2 or paraquat [208]. It looks
like the carbonylated proteins in the nucleus are either excluded quite efficiently or are not
sufficient for the formation of lipofuscin. It has been shown in fibroblasts that most of the
lipofuscin can be found in the cytosol with a major amount of it inside the lysosomal lumen [208].
Lysosomes are primarily responsible for the removal and degradation of lipofuscin and contain a
high amount of hydrolytic enzymes such as proteases, nucleases, lipases and phosphatases [246].
Surprisingly it has been proposed that besides inhibiting the proteasome, lipofuscin may also be
able to inhibit lysosomal proteases [227]. It is also not quite clear if the lysosome itself may play a
role in the formation of larger lipofuscin clusters. Extensive cross-linking between proteins in
aggregates could also take place inside lysosomes, making them mandatory for the formation of
advanced protein-lipid clusters. However Hohn ef al. were able to show that lipofuscin also forms in
dermal fibroblasts when blocking the lysosomal uptake. The formation of lipofuscin was
accompanied by elevated levels of ROS [247].

One of the proposed uptake mechanisms into the lysosome is macroautophagy [248], leading to
the establishment of the term “aggrephagy” [249]. During macroautophagy, portions of the cytosol
as well as organelles are swallowed by a double-membrane vesicle called autophagosome. The
autophagosome begins to form at an isolated membrane called phagophore although it is still not
clear what the origin of this membrane is. The autophagosomal membrane then fuses with the
lysosomal membrane. Its cargo is then released into the lysosomal lumen for degradation. The
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fusion of the two membranes also results in a bigger lysosomal compartment [250,251]. In addition to
macroautophagy, microautophagy [252] as well as chaperone-mediated autophagy [253,254]
are possible candidates for the removal of oxidized proteins and lipofuscin. While microautophagy
involves the direct uptake of cytosolic components and organelles into lysosmes [255]
chaperone-mediated autophagy specifically targets proteins containing the sequence signature
“KFERQ” [256].

Autophagic uptake and transport to the lysosome 1is the most efficient way of
removing/containing oxidized proteins after aggregates have formed. This is especially important
for old, postmitotic cells which cannot dilute their protein aggregates through cell division [207]
and where the proteasome has lost efficiency and is even more inhibited by the formation of
lipofuscin [230,231]. Nevertheless, the progressive oxidation of proteins severely impacts the cell’s
metabolism, even in younger cells. Since protein aggregates provide a redox-active surface the
increased generation of ROS also elevates the oxidation levels of DNA and lipids. In addition
several disorders are known or were proposed to be associated with protein aggregation. Examples
are neurological disorders like Alzheimer’s and Huntington’s [257,258] as well as skin disorders
like cutaneous amyloidosis and Darier disease [259,260].

6.4. Advanced Glycation End Products

The formation of structures known as advanced glycation end products (AGE) is another
problematic process that can be significantly accelerated by oxidative stress. AGEs originate from the
non-enzymatic glycation reaction between sugars and proteins, nucleic acids or lipids. The starting
point of AGE formation is the Maillard reaction in which carbonyl groups of sugars react with
proteins, lipids, or nucleic acids resulting in an unstable Schiff base [261]. Reorganization then
leads to the formation of more stable ketoamins (Amadori product). While Schiff bases and
Amadori products are reversible they have the ability to react with amino, sulfhydryl, and
guanidine groups in proteins [262]. These reactions form protein adducts and protein crosslinks and
give rise to AGEs [263]. In addition further oxidation by ROS or oxidative breakdown can lead to
more diverse products called advanced glycation end products [264].

AGEs are a very heterogeneous group of molecules and can either be ingested through food
consumption or formed inside the cell [265]. It has been confirmed that AGE deposits are
accompanied by autofluorescence of the skin depending on their composition and the aging process
in general [266] and that they are related to several diseases [267,268]. Interestingly the cell has
specific receptors for AGEs (RAGE). Stimulation of these receptors leads to an activation of
several pathways cumulating in the activation of the transcription factor nuclear factor kappa-B
(NFkB). This factor increases the transcription of pro-inflammatory genes and RAGE themselves
leading to a vicious cycle [269]. It was shown that RAGEs are highly expressed on mRNA as well
as on protein level in fibroblasts and keratinocytes and that expression was increased in
sun-exposed skin [270].

Since AGEs are able to react with a great variety of biomolecules, consequences of
their formation are manifold [271]. Examples are collagen crosslinks that lead to decreased
flexibility [272], the modification of intracellular proteins like cytokeratin 10 in keratinocytes [273]
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and functional alterations in low-density lipoprotein [274]. AGEs are also heavily connected to
oxidative stress [275,276]. RAGE signaling can directly induce oxidative stress by decreasing the
activity of superoxide dismutase (SOD) or indirectly by reducing cellular anti-oxidant
defenses [269,277]. Due to induction of fibroblast activation, the crosslinking of collagen and the
increase in metalloproteinase production (MMP 1, 2, and 9) AGEs severely affect the dermis [278].
Concerning the epidermis it was proposed that AGEs impair the migratory and proliferation
abilities of keratinocytes in vitro [279]. In addition to these problems there is evidence that the
removal of AGEs poses a big problem for the cell. As mentioned before AGE accumulation
correlates well with the age of the individual [266] and seems to be resistant to proteolytic
degradation [280]. There are enzymes in place to counter the genesis of AGEs [271]. One such
enzyme is glyoxylase I which removes a-dicarbonyl compounds, another starting point for AGEs.
Unfortunately though the decreased activity of this enzyme has been reported during aging [281].
All of these facts paint a very complex picture of the origin and impact of advanced glycation end
products. The mutual interactions between AGEs and ROS, induced for example by UV irradiation,
make it a challenging area that still needs a lot of further investigation.

7. Oxidative Stress, DNA, Cancer and Senescence
7.1. DNA Mutation

Besides the already discussed “common” mtDNA deletion, nuclear DNA is also affected by
ROS. Of great importance for the oxidation of DNA is the hydroxyl radical originating from the
Fenton reaction. The reaction of ROS with other free radicals leads to a multitude of DNA base
products that are potentially mutagenic. These DNA base products are summarized in great detail in
Cook et al. [282]. The most familiar of these ROS-induced DNA alterations is 8-0xo0-2'deoxyguanosine
which pairs with an adenine as well as with a cytosine resulting in a GC to TA transition [283]. It
was shown that this mutation accumulates specifically during aging in skin and basically all tissues
studied [284-286]. Besides the modification of DNA bases, ROS also induce single-strand breaks
and to a lesser degree double strand breaks [287]. UV irradiation not only induces ROS production
in skin cells and in this way leads to DNA damage but can directly affect DNA. Especially UVB
irradiation leads to the formation of cyclobutane pyrimidine dimers (CPD) and (6—4) photoproducts
(both from thymine or cytosine bases). C-C dimers as well as the less abundant but more mutagenic
(64) photoproducts induce a GC to TA transition, [288-290]. The (6—4) photoproducts are
removed primarily by the nucleotide excision repair (NER), whereas the most important repair
mechanism for cyclobutane pyrimidine dimers is not the NER but the CPD photolyase. Another
photolyase exists for the (6—4) photoproducts [291-294]. The ROS induced small DNA damages
such as 8-oxo-2'deoxyguanosine, abasic sites and tymine glycol are predominantely repaired by the
base excision repair (BER) and the very rare double strand breaks by non-homologous end
joining [285,295]. Defects in the nucleotide excision repair lead to severe human diseases that have
one thing in common: a segmental premature aging phenotype. In sum 11 diseases were identified
that are based on defects in the NER. Besides Cockayne syndrome and trichothiodystrophy, the
skin disease Xeroderma pigmentosum has to be named. Xeroderma pigmentosum does not only
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lead to segmental progeria but also to a dramatic increase in sun sensitivity and an increased
incidence of sun-induced skin cancer [296,297]. During the aging process a clear decline in the
NER as well as the BER could be observed. Sauvaigo er al. tested the repair capacities of
primary fibroblasts obtained from three different age groups: young adults (mean age: 25 years),
middle-aged adults (mean age: 46 years) and old adults (mean age: 65). The capacity of NER in
repairing cyclobutane pyrimidine dimers clearly decreased for the old individuals. Surprisingly the
capacity of BER to repair DNA damage seems to decrease much earlier. The repair efficiency for
8-0x0-2’deoxyguanosine, abasic sites and thymine glycol was dramatically reduced in the old as
well as the middle aged group [284]. This decrease in repair capacity could explain the increased
prevalence of old people for skin cancer.

7.2. Cancer

Superoxide is very often considered as the ‘‘primary’’ ROS, because it can be metabolized to
other even more reactive radicals such as the hydroxyl radical [298]. The hydroxyl radical can react
with the guanosine in the nucleotide chain under formation of 8-oxo-2'deoxyguanosine [299]. In
this context it is not surprising that ROS are important factors in tumor development and high
levels of 8-0x0-2'deoxyguanosine are found in a multitude of cancers [298,300-304]. The three
most frequent skin cancers are basal cell cancer, squamous cell cancer and melanoma. In 90% of all
squamous cell carcinoma and 50% of all basal cell carcinomas a mutation in the tumor suppressor
p53 can be found [305]. In fact the most prominent mutation in p53 is a G to T transversion that
could be a result of an oxidative modification of a guanine [306-310]. It is considered that a
mutation in p53 leads to an inability of the cells to induce apoptosis, increasing the risk for a
cancerous transformation [305,311]. Besides mutations in p53 mutations in Rb, adenomatous
polyposis coli (APC) and patched (PTCH) also promote tumor formation [312,313]. ROS are not
only involved in initiating tumor formation but also in its progression. It was found that tumor cells
produce a high dosage of H20: that could be a key factor in tumor progression [306,314,315]. It was
proposed that hydrogen peroxide is a second messenger that is capable of activating molecular
switches. Examples of these switches are the redox sensitive Mitogen Activated Protein Kinases and
other protein kinases: ERK1/2 (the extracellular signal-regulated kinases), JNK1/2/3 (the c-Jun
NH2-terminal kinases), the p38 mitogen-activated kinases, P13K/Akt (phosphoinositide
3-kinase/serine-threonine kinase) and PKB (protein kinase B) [306,316-318]. All these pathways are
known to regulate cell proliferation and migration. In general it can be stated that addition of ROS
to cell cultures increases cell proliferation [319,320]. Other redox sensitive “switches” are
transcription factors such as AP-1, NF-kB, NF-E2 related factor-1 (Nfrl), NF-E2 related factor-2
(Nrf2) and Egrl (early growth response 1) [306,321,322] that modulate gene expression [298]
which could contribute to cell proliferation and migration. In addition, ROS can initiate release
of calcium from ER-localized stores. This release of calcium then activates PKC (protein
kinase C) which is also involved in cell migration, apoptosis, proliferation and cytoskeletal
reorganisation [298,323,324].

An irreversible alteration to a cell signaling pathway is the most common reason for the genesis
of cancer, in the skin and elsewhere [325]. It was demonstrated that ROS are essential factors in
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melanomas. After melanocyte transformation the melanosomes are disorganized and, instead of
scavenging, they promote ROS formation. These ROS were then shown to activate proto-oncogene
pathways [326].

7.3. Senescence

One of the most powerful “tools” of a cell against a tumorgenic transformation is
senescence [327-329]. An activation of the senescence program leads to an irreversible cell-cycle arrest
in the Gi-phase [330,331]. Keratinocytes and melanocytes, as well as fibroblast can become
senescent [332]. Senescence associated beta-galactosidase, a marker of senescence, is found
increasingly in aged tissues and aged skin [333]. In the skin. UV-radiation massively induces
premature senescence and could in this way contribute to skin aging and photoaging [334]. The
senescent cells stay alive, but start to change their behavior. They develop a very specific secretome,
summarized as the “senescence-associated secretory phenotype”. In the dermis, senescent fibroblast
also activate matrix metalloproteinases and express less matrix metalloproteinase inhibitors and
extracellular matrix components like collagen [25,335,336]. Finally, senescent skin cells die by a
mechanism that is either described as apoptosis or autophagic programmed cell death [337,338].
Senescence is initiated after such dramatic incidences as severe DNA damage, critical telomere
shortening, oxidative stress and hyperactive oncogenic RAS [339-342]. In this context ROS can
fulfil a dual role. At low concentration ROS can stimulate the proliferation of cells (discussed
above), at high concentrations ROS seem to be involved in the induction of growth arrest of
cells [343,344]. This replicative senescence phenotype can be either achieved by the pS3/p21 or
p16/Rb pathway [338]. Retinoblastoma protein (Rb) is responsible for the transition from the Gi to
S phase. This transition is dependent on the phosphorylation state of Rb. Rb has the ability to bind
to members of the transcription factor family E2F. Upon phosphorylation of this tumor supressor
E2F transcription factors are released and the cell can pass from the Gi to the S phase. Rb can
either be phosphorylated by the cycline dependent Kinase CDK4 or CDK6. The oxidative stress
sensors in this regulatory pathway are the redox sensitive kinases ERK1/2 and p38. Their activation
leads to an increased expression of pl16. Overexpression of p16 was shown to induce senescence,
whereas a p16 knock down was associated with an inhibition of RAS-mediated senescence. p16 is
an inhibitor of several cycline dependent kinases. An activation of p16 via Erk1/2 and p38 leads to
an inhibition of the cylcine-dependent kinases that are not able to phosphorylate Rb anymore. The
tumor suppressor Rb is then in a complex with the E2F transcription factors, resulting in an
inhibition of E2F target genes and a cell cycle arrest [343,345-351].

The second way to senescence leads through the tumor suppressor p53. p53 can either be
activated by DNA damage or by oxidative stress. In healthy cells p53 has a short half-life. p53 is
bound by Mdm?2 that initiates its transport out of the nucleus resulting in its degradation. DNA
damage leads to an activation of ATM (Ataxia telangiectasia mutated)/ATR (ataxia telangiectasia
and Rad3-related) protein kinases via DNA damage response elements resulting in a p53 activation.
The response to oxidative stress is mediated via p38 that directly phosphorylates p53.
Phosphorylated p53 is no longer exported from the nucleus and initiates the transcription of genes
involved in apoptosis and cell-cycle arrest. The main candidate for the cell cycle arrest is p21 that
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is a very potent cyclin-dependent kinase inhibitor acting on CDK2 and CDK4 [343,349,352-355].
In keratinocytes a special pathway exists to cope with the high UVB dosage. The UVB response of
keratinocytes is tightly connected with the insulin-like growth factor-1 receptor. Activation of this
receptor leads to ROS production and expression of p21 via p53 [334]. In more detail, senescence
can be divided into acute senescence (like wound healing, development and injury repair) and
chronic senescence (like aging) as described in van Deursen 2014 [343].

8. Oxidative Stress and Lipids

ROS molecules originating from different sources in the cell have the capacity to induce the
lipid peroxidation process. This chain reaction starts with a reaction of a ROS molecule with
polyunsaturated fatty acids. In a first step hydrogen atoms are removed from methyl groups of these
lipids forming a lipid radical. In the next step a reaction with molecular oxygen takes place leading
to a peroxyl radical. A reaction of this radical with another polyunsaturated fatty acid leads to a
lipid peroxide and a new radical starting a chain reaction [356]. Oxidation of lipids is in discussion
as being involved in human diseases such as atherosclerosis and cancer [357]. The most prominent
end product of lipid peroxidation is 4-hydroxynonenal. The complex biology of 4-hydroxynonenal
is treated in detail in the chapter by Jorg Schaur et al. elsewhere in this volume. Among other
things the application of 4-hydroxynonenal to keratinocytes started a multitude of cellular
responses such as an up-regulation of anti-oxidative enzymes (heme oxygenase-1 (HO-1), catalase,
NADPH:quinone oxidoreductase (NQO1), and glutathione S-transferases), activation of several
kinases such as Erk1/2, JNK and p38 and PI3 and a translocation of the transcription factor Nrf2
to the nucleus [358]. This is of special importance for the aging process because the level of
4-hydroxynonenal increases with aging leading to the cellular responses discussed above. In
addition it was shown that in aged human fibroblasts derived from facial skin, 4-hydroxynonenal reacts
with macromolecules, leading to the formation of hydroxynonenal modified proteins [359].

9. Conclusions

This chapter aims to give an overview of the role of oxidative stress in the general pathology
and in the aging process of skin. In the epidermis a very pronounced phenotype is the disruption of
the calcium gradient that results in a changed composition of the cornified envelope and changes in
gene expression of other calcium dependent proteins of which only the S100 proteins shall be
named. A reduced barrier function of aged skin is the major result. The aging process in the dermis
is quite different, has other causes, and leads to other phenotypes. The process is driven by the
activation of matrix metalloproteases, and the resulting degradation of the extracellular matrix
components, especially collagens and elastic fibers. These ECM changes lead to the appearance of
fine wrinkles. The aging process in the skin is driven by reactive oxygen species to an extent that is
not attained in any other organ.
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This review summarizes the most important contributors to ROS production that are common to
all organs:

1. the mitochondrial electron transport chain

2. peroxisomal localized enzymes involved in the [-oxidation of fatty acids, the
glyoxylate/dicarboxylate metabolism and the xanthine oxidase, involved in purine
catabolism

3. the endoplasmic reticulum, localized enzymes, protein disulfide isomerase, and endoplasmic
reticulum oxidoreductin-1 ERO1 as well as members of the cytochrome P450 family

4. the enzymes cyclooxygenase and lipoxygenase involved in the arachidonic acid metabolism,
the Fenton reaction and the membrane localized NADPH oxidase family

Because the skin is at the interface between the exterior and the interior, external factors also
contribute to ROS production in the skin. Besides xenobiotics and pollutants the main factor
amplifying the photoaging process in the skin is UV irradiation.

Typical defense mechanisms against this high ROS burden are enzymes such as superoxide
dismutases, catalase, peroxiredoxins, GSH peroxidases, as well as non-enzymatic components such
as L-ascorbate, a-tocopherol, beta-carotene, uric acid, CoQ10, and the whole glutathione system.
The skin is equipped with several of these enzymes, including enzymatic and non-enzymatic
antioxidants. In addition there are water-soluble antioxidants like glucose, pyruvate, and bilirubin
as well as lipid-soluble antioxidants like a-tocopherol, ubiquinol-10, lycopene, and B—carotene present.
Interestingly the predominant antioxidants found in skin cells are nonenzymatic. This includes
L-ascorbic acid, GSH, and uric acid [360].

In contrast to the dermis the epidermis has higher levels of catalase, glutathione peroxidase,
glutathione reductase, and ascorbic acid. In addition the stratum corneum is equipped with
Vitamins C and E as well as uric acid [361-363]. Another defense mechanism against ROS is the
SPRR protein family, which is also highly present in the stratum corneum. These proteins are able
to efficiently quench ROS by forming intramolecular disulfide bonds.

The highest concentrations of antioxidant enzymes (and the SPRR proteins) can be found in the
outermost layer of the epidermis. This is due to the fact that the Oz partial pressure is higher at the
surface presenting another source for ROS. Unquenched ROS molecules lead to the formation of
protein carbonyls, advanced glycation end products, lipofuscins, start the process of lipid
peroxidation and lead to pronounced DNA damage (especially 8-oxo0-2'deoxyguanosine).
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Oxidative Stress and the Homeodynamics of Iron Metabolism
Nikolaus Bresgen and Peter M. Eckl

Abstract: Iron and oxygen share a delicate partnership since both are indispensable for survival,
but if the partnership becomes inadequate, this may rapidly terminate life. Virtually all cell
components are directly or indirectly affected by cellular iron metabolism, which represents a
complex, redox-based machinery that is controlled by, and essential to, metabolic requirements.
Under conditions of increased oxidative stress—i.e., enhanced formation of reactive oxygen
species (ROS)—however, this machinery may turn into a potential threat, the continued
requirement for iron promoting adverse reactions such as the iron/H202-based formation of
hydroxyl radicals, which exacerbate the initial pro-oxidant condition. This review will discuss the
multifaceted homeodynamics of cellular iron management under normal conditions as well as in
the context of oxidative stress.

Reprinted from Biomolecules. Cite as: Bresgen, N.; Eckl, P.M. Oxidative Stress and the
Homeodynamics of Iron Metabolism. Biomolecules 2015, 5, 808—847.

1. Systemic and Cellular Iron Transfers

Ferric iron or iron contained in heme is absorbed by intestinal enterocytes via heme carrier
proteins (HCP1) [1], the divalent metal transporter DMT1 (SLC11A2) [2,3] or the integrin-mobilferrin
pathway [4,5] (a review on intestinal iron absorption is given in [6,7]). The absorbed iron is then
released from the enterocytes to the bloodstream as transferrin-bound iron (TBI) via ferroportin
(see below). Under physiological conditions, the bulk of iron enters the cell bound as TBI via
transferrin-receptor (TfR) mediated endocytosis followed by endosomal iron liberation. However,
resorption of non-transferrin bound iron (NTBI) from the bloodstream may also occur either via
DMT-1, the zinc transporter Zipl4 (SLC39A14) [8,9] or specific citrate binding sites [10—12].
Notably, the serum content of labile NTBI is very low under normal conditions but may rise
substantially in diseased states, such as thalassemia, where the high NTBI level—essentially caused
by repeated blood transfusion—is considered to cause disease-related oxidative stress [13—18].
Similarly, serum ferritin which may serve as iron carrier too [19,20] and is also increased
under certain pathological conditions, such as inflammation and cancer [21], can also be
endocytosed [22-25] upon binding to distinct ferritin receptors [26-30], TIM-2 [31,32],
Scara5 [33] as well as the TfR itself [34]. Finally, heme-bound iron will enter the cells via HCP1 [1]
and tissue macrophages will also “ingest iron” upon phagocytosis of aged cells such as erythrocytes
or via the haptoglobin/CD 163 or hemopexin/CD91 mediated uptake of hemoglobin or heme [35] and
deliver the recycled iron back to the bloodstream, which is indispensable for the maintenance of
systemic iron homeostasis [36].

In contrast to several ways of cellular iron uptake, only two mechanisms of cellular iron release
are known. Usually, iron release from a cell occurs via ferroportin (Fpn) [37—41] a membrane
bound iron exporter, which is controlled by hepatocyte derived hepcidin [42,43], the hepcidin
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activity itself being regulated by the serine protease matriptase-2 [44,45]. The ferroportin-released
iron is then directly transferred to transferrin by aid of the multi-copper ferroxidases hephaestin and
caeruloplasmin [39,46-48]. Fpn-based iron release from enterocytes or macrophages is essential to
systemic iron homeostasis, hepcidin acting as negative regulator of Fpn counteracting systemic iron
overload [49]. Hypoxic conditions lower hepcidin expression and thus promote iron absorption [50,51],
the negative regulation of hepcidin exerted by hypoxia inducible factor-1 [52] playing an important
physiological role in the adaptation to increased altitudes [53]. Notably, apart from its role in
systemic iron homeostasis, the Fpn-based iron release mimics the effect of iron chelators, such as
desferrioxamine (DFO), by counteracting iron-based oxidative stress [54]. Supportive to this,
reduced (or absent) ferroportin activity (e.g., upon hepcidin overexpression or mutation of the
ferroportin gene) results in cellular iron overload [55,56]. Notably, mutation of the Fpn gene causes
the so-called “ferroportin disease” —with symptoms of tissue iron overload reminiscent to
hemochromatosis—however, at a less critical clinical manifestation [55]. In particular, unlike the
hepatocytic iron overload seen in hemochromatosis, ferroportin disease patients show no hepatic iron
accumulation. Noteworthy, serum ferritin levels increase in patients suffering from ferroportin
disease [55], the secretion of iron loaded ferritin presumably protecting from hepatic iron overload.
Hence the relase of iron-loaded ferritin could represent a non-orthodox mechanism to avoid iron
overload in cells that do not express Fpn or Fpn is inhibhited by high hepcidin levels which is also
accompanied by increased serum ferritin levels [56]. The exact mechanism by which ferritin is
secreted remains elusive, however, it has been shown that ferritin can be released via exocytosis
in an iron dependent mode [57,58] and the release by secretory lysosomes has also been
proposed [59]. Moreover, ferritin transcytosis has also been suggested [60]. Evidence exists that
ferritin serves iron shuttling between cells including a presumptive role as iron transporter across
“barriers” such as the blood-brain-barrier (BBB) or the placental brush border (PBB) [19,26,29,61,62].
The findings that uptake of extracellular ferritin may serve haemoglobin synthesis in erythroid
precursor cells [24] and the use of ferritin (and not transferrin) as major iron source in
oligodendrocytes [63] support this assumption. Furthermore, the ferritin content of serum correlates
with total body iron stores [21,64] and is increasing upon dietary iron supplementation [65] and
also with age [66,67]. In addition, several diseased states are accompanied by pathological changes
of serum ferritin levels such as anemia-based hypoferritinemia [68,69] and the hyperferritinemia
frequently associated with infection, inflammation and malignancy [21,64,68,70,71], which
potentially complicates serum ferritin-based assessment of the body iron status [72]. Albeit this
points at a role of extracellular ferritin in cellular and systemic iron homeodynamics and evidence
is increasing for a participation of serum ferritins in systemic stress responses (see Section 2.2), our
understanding of the biological significance of ferritin secretion and uptake still is incomplete.

2. Cellular Iron Compartmentalization

Metabolic requirements focus on proper iron supply for the mitochondrial synthesis of heme and
iron-sulfur (Fe-S) clusters, functional groups which are indispensable for cell function and serve as
central determinants of cellular iron “handling”. Conflicting with the strict demand for iron availability,
free “labile”, redox-active ferrous iron is prone to generate highly reactive *OH-radicals by reacting
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with H202 in the Fenton reaction eventually causing oxidative cell damage. Thus, intracellular
iron is compartmentalized into distinct “cellular labile iron pools” which communicate via secure,
protein-based iron shuttles (Figure 1).

Upon receptor-mediated endocytosis, iron will initially locate to the endo-/lysosomal
compartment (ELC) from where it is forwarded to the cytosol via distinct iron transporters DMT-1,
Zip14 or TRPMLI1 (mucolipin 1) [3,73-76]. With respect to the continuous need for iron, cytosolic
ferritin will serve as dynamic iron buffer, which is essential to a steady-state of intracellular iron
availability. Like ferroportin, ferritin will also counterbalance a transient iron overload by
sequestering an excess of Fe?" and thus confer antioxidant and cytoprotective functions [77,78].
However, most of the imported iron will be delivered immediately to the “users”, in particular
mitochondria, which may involve a bypass of cytosolic iron buffering (see below).

About 0.2%—-5% of the total cellular iron is considered as transiently mobile, non-protein bound
low molecular weight redox-active iron which together with chelatable protein-bound iron defines
the dynamic, intracellular “labile” iron pool (LIP) encompassing compartment specific LIPs of the
cytosol (CLIP—also including nuclear labile iron), the mitochondria (MLIP) and the endo-/lysosomal
compartment (ELIP) in total containing about 6-16 uM iron, mainly as Fe*" [79-84]. Iron is
shuttled between these pools by several distinct mechanisms: (i) distinct donor—acceptor exchanges
(e.g., iron uptake and release to and from ferritin); (ii) transfer of iron across membranes by iron
transporters such as DMT-1, TRPMLI1, Zipl4 (ELIP — CLIP); and (iii) iron “binding”
to mitoferrin, paraferritin (see below) (CLIP — MLIP) and ferritin (CLIP — ELIP via
autophagy) [79,85,86]. As mentioned, endosomal iron (ELIP) may also be transferred directly to
mitochondria by a “kiss and run” mechanism, iron containing endosomes or iron containing vesicles
docking to the outer mitochondrial membrane and passing the iron over to mitoferrin [87-91].
Notably, the latter mechanism circumvents the CLIP and allows an efficient direct transfer of iron to
mitochondria which may be beneficial under physiologic conditions but could become critical under
conditions of iron overload [90]. Transfers involving free ferrous iron represent a constant hazard
of Fenton-reaction derived oxidative stress, which holds particularly true under conditions of iron
overload and increased oxidative stress.

Lysosomal processing of iron loaded ferritin either upon autophagy or heterophagic uptake of
“serum ferritin” represents such a situation where adequate coupling of the liberated ferrous iron to
adequate acceptors is mandatory to avoid an excess of redox-active iron in the lysosomes. It has
been shown that autophagy of apoferritin protects lysosomes from iron overload and exerts
cytoprotective properties [92—94]. On the other hand, ferritin heterophagy may stimulate lysosomal
stress and resulting growth adverse responses [95,96].
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Figure 1. Cellular iron flux. Iron is transferred between communicating “labile iron
pools” of the endo-/lysosomal system (ELIP), the cytosol (CLIP) and the mitochondria
(MLIP). The ELIP represents the main entry site for extracellular iron such as
transferrin bound iron (Fe-Tf) taken up via the TfR. Alternatively, iron containing
serum ferritin may also enter the ELIP via receptor-mediated endocytosis (RME). Iron
can exit from the ELIP via specific channels (DMT-1, Zip14, TRPML1) and is buffered
in the cytosol (CLIP) by ferritin. Iron release from ferritin can occur via proteasomal
degradation (PS) or lysosomal digestion upon autophagy (AP). Transfer of iron to the
MLIP involves the iron transporter mitoferrin. The shuttling of “endosomal iron” (ES) to
mitochondria by a “kiss and run” mechanism (K/R) as well as a hypothetical direct iron
uptake from cytosolic ferritin has also been proposed. Note that iron can be buffered in
the MLIP by mitochondrial ferritin. Ferroportin (Fpn) serves iron exit, the exact transfer
mechanism not yet being resolved [39]. Fe-S clusters and heme, released from the
mitochondria via ABCB7 transporter as well as labile, non-bound cytosolic iron serve
as iron sensors for cytosolic IRPs. IRPs regulate the cellular labile iron pool via
translational control of several iron-metabolism related proteins such as TR, ferritin and
ferroportin (Fpn). Alternative iron fluxes include heme-oxygenase 1 mediated iron liberation
as well as ferritin endocytosis, transcytosis and exocytosis (EXO). The uptake of heme
and extracellular NTBI is not shown. Red circles symbolize the relative iron
binding capacities.
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2.1. Endo-/Lysosomal Iron—ELIP

Intestinal iron absorption as by enterocytes occurs separately for Fe?* and Fe*" via the divalent
iron transporter DMT-1, which also serves the uptake of ferrous NTBI in other cell types and the
B3-integrin-mobilferrin pathway [5]. B3-integrin forms a large protein complex together with
mobilferrin also incorporating DMT-1, which shows ferrireductase activity, and due to its size has
been named paraferritin [97,98]. Intracellular paraferritin is considered to serve the shuttling of iron
to mitochondria, which may also apply to iron derived from transferrin [6]. Different from this, iron
adsorption of TBI occurs via TfR mediated endocytosis, the transferrin/TfR complex locating to the
endosomal compartment where the acidic milieu supports the release of transferrin bound Fe**. The
iron-free apotransferrin/TfR complex is then recycled to the cell membrane where it dissociates, both
components serving further iron acquisition. Inside the acidified endo-/lysosomal compartment, the
liberated ferric iron is reduced to the ferrous state by the endosomal ferrireductase Steap3 [99,100],
which is highly expressed in iron-rich cells, such as hepatocytes and macrophages [101]. The
ferrous iron is then released from the endosomal compartment to the cytosol either via DMT-1 or the
lysosomal iron channel TRPMLI, a type IV mucolipidosis-associated protein also termed
mucolipin-1 [73,76]. Interestingly, impaired TRPMLI1 function provokes a severe disturbance of
cellular iron homeostasis, marked by cytosolic Fe?" depletion and lysosomal Fe?" overload,
accompanied by the lysosomal accumulation of the indigestible lipid-protein oxidation product
lipofuscin, sensitizing lysosomes to oxidative stress, which is causal to hereditary mucolipidosis
and other lysosomal storage disorders involved in neurodegenerative diseases [73,102—105].

Notably, compared to transferrin which provides two iron ions (Fe*") per molecule, the uptake
of serum ferritin via receptor mediated endocytosis expands the lysosomal labile iron pool more
substantially since serum ferritins, albeit considered iron poor, may contain about 160-500 Fe*
ions per molecule [106,107]. Moreover, TfR-based iron import is regulated by cellular iron
concentrations while this is not the case for the uptake of ferritin via asialoglycoprotein
receptors [108]. Besides iron import from the environment, the lysosomal iron pool may also
expand upon organelle recycling by macroautophagy of iron-rich mitochondria (mitophagy) and
peroxisomes (pexophagy) as well as lysosome recycling itself [109-112], which represents a
particularly critical issue during damage induced reparative autophagy [113,114]. Furthermore,
macroautophagy of cytosolic iron-loaded ferritin and iron liberation by lysosomal processing will
also expand the ELIP [115].

With respect to the different iron input routes feeding the ELIP, iron release from the lysosome
is pivotal to the maintenance of proper levels of lysosomal labile iron. Moreover, the pathogenic
effect of TRPMLI1 failure emphasizes the necessity for a stringent ELIP control, especially in
post-mitotic cells such as neurons. Several reports have shown the dependence of lysosomal
stability on lysosomal iron load [92,94,116—120]. Critical to this, the Fe*"-based *OH formation is
fostered by pro-oxidant conditions, which stimulates lysosomal lipid peroxidation and consequently
increases the susceptibility to lysosomal membrane permeability (LMP) and subsequent cell
death [117,118,121-128]. Evidence is increasing that cells are able to antagonize lysosomal iron
overload and the oxidative stress derived thereof by transferring antioxidants, including apoferritin,
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to the ELC by macroautophagy [93,94,129]. Moreover, the pro-oxidant conditions arising from LMP
have a stimulatory effect on de novo ferritin synthesis [94,130]. Summarizing, the dynamics of the
ELIP serve as “rheostat” of cellular iron flux, which in context with the pro-/antioxidant balance
couples redox control to lysosome stability and cell integrity.

2.2. Ferritin—CLIP

As stated above, ferritin-based iron-buffering is crucial to cellular integrity in particular under
conditions of increased oxidative stress. Albeit ferritin has a maximum storage capacity of
4500 Fe’' ions per ferritin molecule [78], biological ferritin samples may contain less iron
(<2000 Fe**/ferritin molecule), which holds particularly true for secreted, serum ferritins as already
stated [106,107,131]. Ferritin is a multimeric protein with a molecular weight of about 450 kDa,
composed of 24 heavy (H chain of 21-23 kDa) and light (L chain of 19-21 kDa) subunits arranged
in a hollow sphere conformation [132]. Several tissues-specific isoforms have been described which
vary in the H:L chain ratio and with respect to their pl are classified as basic, L-rich (e.g., liver,
spleen) or acidic, H-rich (e.g., muscle, heart, brain) isoferritins [132—134].

Contrasting the low sequence homology (in mammalians about ~54%), the ferritin L and H
chain show a remarkably high conformational homology [132]. Iron enters the ferritin molecule in
the ferrous state via three-fold channels. The entrance is facilitated by the chaperone PCBP1
(Poly-r(C)-Binding Protein 1) [135] and involves oxidation by the ferroxidase activity of the
H-chain, a process which also consumes H202 [132,136]. The oxidized iron is then shuttled to the
inner cavity of the ferritin molecule where it is stored in a mineralized form, the nucleation process
aided by the L-chain [137,138]. Iron exit from ferritin (recently reviewed in [139]) involves the
reduction of the mineralized Fe**, however, may also involve electron transfers, gated pores as well
as direct iron release mechanisms, which are not based on reduction (reviewed in [140]). Small
reducing molecules such as O2*", ascorbate or the ascorbate radical [132] and NO® (see below), but
also sulfide [141] and hydroxydopamine (6-OHDA) [142] are able to mobilize iron from intact
ferritin in vitro. lonizing radiation together with ascorbate may also trigger O2* -dependent iron
release which expands the LIP in post mortem tumor tissue [143]. Ferritin degradation appears to
play an important role in iron release from ferritin in vivo [144—147], which can be stimulated by
iron chelators [148] and oxidative stress [149]. Notably, while iron chelators stimulate autophagy
and lysosomal ferritin processing, iron release triggered by ferroportin precedes proteasomal digest
of the “iron-depleted” ferritin [42,145,148]. Thus, iron liberation from ferritin may follow different
context-dependent routes serving either cellular iron release (proteasome) or the refueling of a
rapidly emptied CLIP (autophagy/ELC). Considering the above discussed risk of lysosomal
destabilization arising from ferritin autophagy in oxidatively stressed cells, CLIP depletion under
prooxidant conditions will become a potent, cytotoxic challenge when the cell is not adequately
equipped with antioxidants including newly synthesized apoferritin.

Emphasizing the antioxidant properties of ferritin, overexpression of human H-chain ferritin
confers solid protection against oxidative stress [136]. It has been shown that iron mediated lipid
peroxidation is suppressed by recombinant H and L ferritins in vitro, which requires both the
ferroxidase as well as iron mineralization activity [150]. While L-chain rich isoforms stably
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incorporate iron at increased cellular iron levels [151], the higher ferroxidase activity of H
chain-rich ferritins allows a faster and more efficient iron sequestration, which also improves the
antioxidant and cyto-protective potential under conditions of oxidative stress [78,132,152]. Thus,
with respect to the coordinated regulation of iron oxidation and iron storage, the ferritin H:L ratio
plays an important role in tissue specific iron regulation and antioxidant defenses [152], which
probably affects the aging process too since the life-span in Saccharomyces cerevisiae and
Caenorhabditis elegans is extended upon (over)expression of the human ferritin L-chain [153].

Cellular ferritin levels are regulated primarily at the translational level via m-RNA binding
proteins IRP-1 and IRP-2 described below. Nevertheless, the genes for the ferritin H and L chain
contain binding sites for NF-kB/Rel and elements with similarity to AP-1, which mediate
transcriptional control of the H-chain by the oncogenes c-Jun and c-Fos [154,155]. Moreover,
antioxidant response elements (ARE) located in the promoter region of both ferritin genes allow
binding of Nrf2 and junD [156—-158], which also links transcriptional control of ferritin to cellular
stress management. Thus, ferritin synthesis can be regulated in an iron independent mode for
instance by inflammatory cytokines (e.g., TNF-a, IFNy, IL-1B, IL-6—preferentially stimulating
H-chain expression) and oxidative stress, which confers cytoprotection [58,159—-169]. Strikingly,
p53 affects ferritin synthesis too either as negative regulator on the transcriptional level supposedly
weakening cellular antioxidant defense in favor of promoting apoptosis [170] or by upregulating
ferritin biosynthesis which supports cell survival due to an increased iron sequestration [171]. In
addition, experimental evidence exists that the iron controlled synthesis of the ferritin H and L
chain occurs independently of each other and is modulated by cellular oxygen levels at the
transcriptional as well as translational level [172—-176]. Hence, ferritin synthesis is regulated by
multiple elements of transcriptional and translational control, which supports a tight, dynamic
linkage of iron buffering and the oxidant balance to cell cycle and cell death control.

The stimulation of ferritin synthesis by inflammatory cytokines can be paralleled by enhanced
ferritin secretion [58]. In accordance with this, serum ferritin levels are increased in inflammatory
contexts rendering ferritin an acute phase reactant [177—181]. It is assumed that this elevation of
serum ferritin counteracts iron mediated oxidative stress in the inflamed tissue and, in the case of
bacterial infection, probably also limits iron availability for bacterial growth [159,177,178,180,182].
Since proinflammatory cytokines preferentially promote ferritin H-chain expression [169], acute
phase associated serum ferritins likely represent H-chain rich isoforms [180] which differ from the
L-type ferritin found in serum under normal conditions [21]. Therefore, the inflammation related
switch towards H chain-rich serum ferritins which reveal an improved antioxidant activity
corresponds well with the enhanced synthesis of H chain-rich, cyto-protective ferritin in oxidatively
stressed cells [136,173]. Hence, similar to ferritin mediated iron buffering in the CLIP, ferritin
secretion may expand systemic iron buffering capacity in particular under pro-oxidant conditions.

Finally, it should not be neglected that heme-containing proteins, despite the minimal
iron binding capacity of protoporphyrin, also affect cellular iron homeodynamics. While
heme-biosynthesis lowers the MLIP (discussed in the next section) [183], heme-degradation by
heme-oxygenase 1 (HO-I) [184] potentially adds iron to the CLIP which may occur in the
cytosol but alternatively could also locate to the ELIP in macrophages following erythrocyte
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phagocytosis [185,186]. Free heme sensitizes cells for cell death especially under pro-inflammatory,
pro-oxidant conditions in an iron dependent mode [187-189]. Thus, heme degradation by HO-I will
confer cyto-protection provided the released iron is efficiently sequestered by ferritin [190]. In line
with this, HO-I and ferritin are concomitantly upregulated in cells exposed to oxidative
stress [191,192], and cytosolic iron overload caused by an excessive, HO-I-based
heme-degradation such as seen in malaria may also be antagonized by the up-regulation of
H-ferritin [193].

2.3. The Mitochondrial Iron Pool—MLIP

Complementary to ELC and ferritin-based iron handling, proper mitochondrial iron homeostasis
is indispensable for cellular iron management in particular by controlling the synthesis of heme and
Fe-S clusters [194-197], functional groups which are essential to the functionality of numerous
proteins including those participating in energy production via the respiratory chain. Intimately
connected with this, the MLIP also affects the synthesis of Fe-S cluster containing iron regulatory
protein-1 (IRP-1) and by this directly interferes with IRP-based translational control of proteins
involved in iron management, in particular ferritin, the transferrin receptor, ferroportin and DMT-1.
Thus, the iron flux between the CLIP and the MLIP has to be tightly coordinated and is also
regulated by a feedback mechanism based on Fe-S cluster synthesis and IRP-1 activity. The MLIP
is fueled from the CLIP as well as directly from the ELIP as explained above. Albeit the knowledge
on iron shuttling across the outer mitochondrial membrane is still incomplete, the endosomal
supply via a “kiss and run” mechanism could involve a distinct endosome-mitochondria interaction
and the existence of specific mitochondrial ferritin binding sites has been proposed too [85,198]. In
contrast, it has been demonstrated that the iron transfer across the inner mitochondrial membrane is
mediated by the mitochondrial iron carrier mitoferrin 1,2 (Mfr1,2) [87,199,200], which may
involve the regulation via Mfr protein stability as suggested by the interaction of Mfrl with the
mitochondrial inner membrane ATP-binding cassette transporter Abcbl9 in erythroblasts [201].
Notably, Mfrl and 2 are not regulated by IRPs but other cis-acting elements [202]. Whatever
mechanism is responsible for mitochondrial iron uptake, it has to be strictly controlled since any
disturbance of the MLIP will critically affect cellular iron management. This is exemplified by
pathological conditions caused by mitochondrial iron mismanagement including Friedreich’s Ataxia
(caused by frataxin deficiency—see below), erythropoietic protoporphyria (a disorder marked by
ferrochelatase deficiency and impaired heme synthesis) or sideroblastic anemia (where disrupted
heme synthesis alters mitochondrial ferritin levels, the enriched mitochondria resulting in ringed
sideroblasts) reviewed in [203-206].

Of special relevance, an expansion of the MLIP will also occur when Fe-S clusters (e.g.,
contained in mitochondrial dehydratases such as aconitase) are oxidized by superoxide (02°7)
formed upon electron leakage from the respiratory chain (reviewed in [207]). Moreover, albeit
mitochondrial superoxide dismutase (MnSOD) will detoxify O2°, the dismutase reaction will
generate H202, which readily reacts with “labile” ferrous iron leading to the generation of *OH
radicals and subsequent lipid peroxidation in the mitochondrial compartment. Notably, cytochrome
c oxidase which catalyzes the electron transfer in complex IV of the respiratory chain is inhibited by
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the lipid peroxidation product 4-hydroxy-nonenal (HNE) [208]. Thus an expanded MLIP at
inadequate antioxidant defenses will promote mitochondrial damage with severe consequences.
Indeed, Halliwell (1992) has pointed at this adverse effect of SOD-activity, which may occur under
certain pathologic conditions [209]. Therefore, the MLIP has to be maintained at an optimum
balance which sufficiently serves metabolic needs but does not “fuel” Fenton reaction-based
oxidative damage. Moreover, degradation of iron overloaded, damaged mitochondria in
autophagolysosomes will amplify the effect of mitochondrial oxidative stress by stimulating
lysosomal iron overload as illustrated above [210,211].

It has to be noted that no distinct iron exporter has been identified in mitochondria, the release of
newly synthesized heme and Fe-S clusters to the cytosol representing the only way that the MLIP
can be lowered. Fe-S clusters are transferred by mitochondrial ATP-binding cassette proteins
Atml, ABC protein 3 and ABCB7 (the human ortholog of yeast Atm1), which has been shown to
counteract mitochondrial iron overload [212-215]. Correspondingly, deficiency of such proteins
will increase the MLIP, which has been shown for yeast Atml raising the mitochondrial iron
content by about 30-fold [216] and also holds true for ABCB7 deficiency in humans causing the
rare hereditary disease X-linked sideroblastic anemia and ataxia (XLSA/A) [214,217]. The way
that heme is transported to the cytosol remains to be clarified; however, the involvement of a heme-
carrier protein, such as heme binding protein-1 (p22 HBP), has been suggested [87,218]. The lack of
distinct iron exporters emphasizes the mitochondrial compartment as “bottleneck in iron
metabolism” the incoming iron being either directly consumed for Fe-S cluster- and heme synthesis
or stored in mitochondria-resident proteins, such as mitochondrial ferritin (see below).

2.4. Mitochondrial Iron Usage—Frataxin and Mitochondrial Ferritin

Frataxin (Ftx; Ythlp in yeast; CyaY in bacteria; reviewed in [219,220]) represents an iron
binding protein of high relevance to mitochondrial function and integrity. Ftx can form multimeric
complexes of different size, which can bind between 50-3000 iron ions (depending on the species
and grade of multimerization) in its ferric state, although the iron binding capacity of Ftx may be
much lower in vivo [221,222]. Opposite to ferritin, which is synthesized as iron-free apoferritin,
assembly of Ftx multimers depends on iron [221].

Ftx has gained substantial interest over the last decade since mutations of the Ftx gene are causal
to the autosomal recessive disease Friedreich’s Ataxia (FRDA) [205,206,223,224], most patients
showing strongly reduced levels of Ftx mRNA [223,225] and protein [226]. The disease is marked
by severe neurological manifestation, as well as pathological changes of the skeleton (scoliosis),
pancreas (diabetes mellitus) and heart. In fact, cardiomyopathy and cachexia represent the most
frequent cause of death in FRDA patients; for a detailed review on FRDA see [205] and recent
advances in Ftx research are compiled in [219]. From the biochemical point of view, FRDA is
marked by iron accumulation and lipofuscin deposits [227]. In particular, FRDA is accompanied by
a reduced content of mitochondrial Fe-S cluster containing proteins and a loss of aconitase
activity [228], which points at the primary function of Ftx, acting as “iron chaperone” in providing
iron for the scaffold protein ISCU (iron-sulfur cluster forming unit) which is essential to
mitochondrial Fe-S cluster biosynthesis [229-231]. Ftx also serves the transfer of iron to
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mitochondrial membrane associated ferrochelatase [232], a Fe-S cluster containing protein which
catalyzes the final step of heme biosynthesis, the transfer of iron to protoporphyrin IX [233,234].

Albeit Ftx primarily serves ISCU formation, further functions include mitochondrial iron
trafficking as well as mitochondrial redox and ROS control [87,235]. Ftx-deletion in fibroblasts yields
a characteristic cellular FRDA phenotype, including mitochondrial iron deposits, reduced Fe-S
enzyme activity and degenerating mitochondria [229]. Also, neurons of Prp-CreERT mice, a mouse
model for FRDA, show aberrant autophagy, large vacuoles and lipofuscin accumulation [236].
Notably, malfunctioning mitochondria are recycled by mitophagy, which promotes lipofuscinogenesis
and renders lysosomes unstable when occurring in excess [237,238]. Hence, Ftx-deficiency may
also hamper ELC function and the autophagic process. Pointing at secondary effects of Ftx
deficiency in FRDA, markers for lipid peroxidation (malondialdehyde) and oxidative damage
(8-hydroxy-2'-deoxyguanosine) are increased in urine and blood of FRDA patients [239-241]. This
indicates the onset of iron derived, free radical-based oxidant events upon loss of Ftx activity which
may be detrimental to mitochondrial function and will also affect the whole cell. In fact, Ftx
deficiency can promote ROS generation in mitochondria (i.e., formation of *OH by the Fenton
reaction), which is accompanied by oxidative mitochondrial damage and the upregulation of
ferritin gene expression via nitric oxide (NO) signaling [242,243]. Furthermore, Ftx deficiency also
sensitizes cells to oxidative stress [239,244], which may involve both mitochondria and the ELC as
discussed above. Taken together, Ftx represents an important regulator of mitochondrial and
cellular iron homeodynamics in particular under conditions of iron overload and oxidative stress. It
is tempting to consider Ftx as mitochondrial iron buffer, which similar to cytosolic ferritin provides
“antioxidant” properties. However, different from the yeast Ftx knock-out mutant AYth1 [245] and
Ftx-deleted mammalian cells, mitochondrial iron deposits have neither been found in FRDA
patients [246] nor in Ftx-deficient Prp-CreERT mice [247]. Also, Ftx oligomerization is not critical
to Ftx function in vivo [229]. Hence, Ftx may not serve MLIP iron buffering in vivo [246,248], but
support cell integrity and iron homeodynamics by its participation in ISCU/Fe-S assembly for
IRP-1 synthesis.

Another mitochondrial iron binding protein—mitochondrial ferritin (mtFER)—was discovered
about a decade ago [249] (reviewed in [250]). mtFer, encoded by an intronless gene shows
homology to H-ferritin and also bears a ferroxidase center [251]. Albeit mtFER ferroxidase activity
and iron uptake kinetics show some differences to cytosolic ferritins, mtFER 1is also arranged as
24-subunit homopolymer, which efficiently oxidizes and sequesters ferrous iron [252,253]. In
contrast to cytosolic ferritin, however, translation of mtFER is not under the control of iron since
the mtFER-mRNA lacks iron regulatory elements (IRE), the 5' UTR being mutated to a leader
sequence which mediates mitochondrial targeting [249]. Also different from cytosolic ferritin,
mtFER-mRNA has been found at high abundance only in testis and spermatozoa, lower amounts in
the brain, kidneys, pancreas (islets of Langerhans) and thymus but is absent from tissues with high
iron storage function such as liver and spleen [249,251,254]. Of pathological relevance, mtFER is
increased in erythroblast mitochondria of patients suffering from sideroblastic anemia [203] an
erythrocyte phenotype (ring sideroblasts), which is also found in XLSA/A patients, caused by
ABCB?7 deficiency-based mitochondrial iron accumulation (see above). Although the exact role of
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mtFER in iron metabolism remains to be defined in detail it has been shown that overexpression of
mtFER in tumor cells leads to iron relocation from the cytosol to the mitochondria provoking
mitochondrial iron accumulation and cytosolic iron depletion which abrogates ferritin synthesis and
stimulates TfR production [254-256]. Overexpression of mtFer in tumor cells also modulates
cellular ROS levels and—Ilike Ftx deficiency—increases the sensitivity to oxidative stress leading
to the onset of apoptosis. Notably, this “toxic” effect of mtFER overexpression is considered to
result from increased lysosomal degradation of iron overloaded mitochondria which leads to a shift
of redox-active iron in the lysosomes, oxidative stress and the enhanced consumption
of antioxidants [257,258]. Furthermore, mtFER as well as cytosolic ferritin containing deposits are
found in mitochondria of Ftx-deficient cardiomyocytes of FRDA patients, which points at the role
of iron/ferritin derived mitochondrial damage in cardiomyocyte cell death [259]. On the contrary,
enhanced expression of mtFER may also rescue Yfhl deficient yeast cells as well as Ftx deficient
Hela cells from mitochondrial dysfunction and confer protection from iron mediated oxidative
injury [260-262].

Based on this, it is obvious that mitochondrial iron binding proteins by representing “guardians”
of the MLIP provide an essential control of general, cellular integrity. It cannot be ruled out that
endocytosed ferritin is transferred to the ELC and ferritin containing endosomes may also directly
attach to mitochondria according to a “kiss and run” mechanism providing iron to the mitochondria
as suggested by Ulvik [85]. If so, the interaction of internalized ferritin with mitochondria would
likely result in the same outcome as seen upon mtFER overexpression: enhanced oxidative stress
and free radical-based organelle damage, which eventually triggers apoptotic cell death.

3. Iron Regulatory Proteins (IRP-1, IRP-2)
3.1. IRP-1: Redox-Based Control of Cellular Iron Homeodynamics

Several proteins which show redox-based properties contain Fe-S clusters of the
types [4Fe-4S], [3Fe-4S] and [2Fe-2S]. For example, these include ferrochelatase, ferredoxin
(providing electron transfer for cytochrome P-450 activity), aldehyde oxidase 1 (AOX1), xanthine
dehydrogenase/xanthine oxidase, glutaredoxin 2 (a GSH-dependent oxidoreductase), nuclear
proteins involved in DNA and RNA metabolism and DNA repair, and proteins of the mitochondrial
respiratory chain participating in the assembly of the electrochemical gradient [263] (a recent
review on the sensory and regulatory functions of Fe-S proteins is given in [264]). Of special
relevance, Fe-S cluster bearing iron regulatory protein 1 (IRP-1) exerts a dual function. In the
presence of “iron replete” [4Fe-4S] clusters, IRP-1 shows cytosolic aconitase activity (c-aconitase;
ACOLl) catalyzing the citrate to isocitrate interconversion in the cytosol, which regulates cellular
NADPH levels [265,266]. However, low cytosolic iron levels as well as pro-oxidant regimens
promote cluster disassembly, which abolishes c-aconitase activity but uncovers IRP-1 mRNA
binding properties [265]. IRP-1 binds with high affinity to IREs marked by a stem-loop located at
the 5' and 3' UTR of mRNAs encoding iron-regulatory proteins, in particular ferritin and Fpn
(5' UTR located IRE) as well as TfR, DMT-1 and eALAS (erythroid S-aminolevulinate synthase
producing the heme precursor 5-aminolaevulinic acid) with an IRE at the 3> UTR [267,268].
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Hence, the Fe-S cluster dependent control of IRP-1 activity serves as redox-active iron sensor
which links translational control to cellular iron homeodynamics. Importantly, the Fe-S cluster-based
IRP-1/IRE interaction either represses or induces translation of the target mRNAs, thus allowing a
precise, efficient control of intracellular iron fluxes: CLIP depletion will favor cluster disassembly
and promote IRP-1 RNA binding which inhibits ferritin (and ferroportin) synthesis but triggers TfR
(and DMT-1) synthesis resulting in enhanced iron uptake and limited iron sequestration [269]. At
increased iron levels, IRP-1 RNA binding activity declines, the IRE release allowing enhanced iron
buffering and limited iron influx.

Hence, the continuous control of cellular iron fluxes by the specific IRP-1 activity participates in
ELIP, CLIP, and indirectly also MLIP iron balance. Notably, the fact that Fe-S clusters are
synthesized in the mitochondria emphasizes the significance of the MLIP to cellular iron
homeodynamics. Indeed, Fe-S clusters may report iron loading of the MLIP since a hindrance of
Fe-S cluster synthesis due to ISCU inactivation excessively shifts iron transfer to mitochondria
which depletes the CLIP and increases IRP-1 RNA binding activity resulting in a disturbance of
cellular iron homeodynamics [270].

3.2. Fe-S Cluster Oxidation

IRP-1 activity is modulated by ROS, which modify Fe-S cluster conformation, including cluster
destabilization, and can also lead to IRP-1 degradation, connecting iron management and metabolic
activity to cellular ROS production [271-275]. Oxidation of [4Fe-4S] clusters by O2* and H202
yields the [3Fe-4S]-IRP-1 conformation, which lacks aconitase activity (Equations (1) and (3)), the
reuptake of Fe?" restoring the [4Fe-4S]-IRP conformation (Equation (4)) and aconitase activity, which
is supported by sulfhydryls such as glutathione (GSH) (Equation (5)) [273,276-279].

[4Fe-4S]*" + 02°” + 2H' — [3Fe-4S]" + Fe?* + H,0; )
[4Fe-4ST*" + H202 — [4Fe-4S]*" + OH™ +*OH )
[4Fe-4S]** — [3Fe-4S]" + Fe?* 3)

[3Fe-4S]" + e — [3Fe-4S]° + Fe?" — [4Fe-4S]** 4)
[3Fe-4S]" + Fe’*+ GSH — [4Fe-4S]** + % GSSG + H* 5)
[4Fe-4S]*" + H20; — [4Fe-4S/0]%" + H20 (6a)
[4Fe-4S/01*" + H'— [3Fe-4S]" + Fe*' + OH™ (6b)
Fe’" + H,0; — Fe** + OH™ +°*OH (7)

Notably, albeit cluster oxidation by H202 could theoretically generate *OH radicals (Equation
(2)), it is more likely that the oxidation of [4Fe-4S] by H202 leads to ferryl-radical [4Fe-4S/O1*
clusters (Equation (6a)) from which [3Fe-4S]" clusters are derived (Equation (6b)) [277].
Nevertheless, Fe?" and H20: represent harmful byproducts of Fe-S cluster oxidation (Equations (1)
and (3)) which may generate *OH radicals in the Fenton reaction (Equation (7)). Indeed, Fe-S
oxidation-based *OH radical formation represents a potent killing mechanism in bacteria, which is
supposed to underlie the H20:-based antimicrobial defenses used by higher organisms [257,277].
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Moreover, inactivation of mitochondrial aconitase by O2*" mediated Fe-S cluster oxidation causes
necrotic cell death of embryonic rat cortical cells [276] which may be connected with the
interruption of energy metabolism (mitochondrial aconitase—ACO2—is a key enzyme of the TCA
cycle) and Fenton-reaction-based *OH formation as stated above. With respect to the abundance of
Fe-S cluster containing proteins of the respiratory chain, enhanced *OH formation in fact could be
of considerable relevance since it may directly exert protein damage and also stimulate lipid
peroxidation (LPO), aldehydic LPO metabolites such as malondialdehyde or HNE leading to
mitochondrial malfunction, instability and cellular collapse [208,280-286]. For instance, HNE may
form adducts with cysteine residues of the cubane Fe-S cluster and the catalytic center of ACO2
which substantially lowers the enzymatic activity [287] and could also interfere with the RNA
binding properties.

Moderate cytosolic Fe-S cluster oxidation changing the cluster conformation to the [3Fe-4S]
state will abolish IRP-1 c-aconitase activity but this not necessarily is sufficient to induce IRP-1
mRNA binding activity [288]. Enhanced pro-oxidant conditions, however, will stimulate cluster
decomposition, which promotes IRP-1 RNA binding, an effect which is of particular relevance to
iron metabolism in cultured cells exposed to increased, non-physiologic oxygen concentrations [265].
Interestingly, IRP-1 RNA binding is stimulated by extracellular H2O2 while the endogenous,
cytosolic H202 production shows no comparable effect [289,290]. This suggests the involvement of
additional, Fe-S cluster independent, mechanisms controlling IRP-1 activity. Indeed, IRP-1 contains a
phosphorylation site for protein kinase C [291,292], which allows an integration of IRP-1 activity in
cellular stress responses. Moreover, phosphorylation of IRP-1 sensitizes for iron-dependent protein
degradation and by this controls IRP-1 abundance per se [293]. Similarly, enhanced oxidative
stress and massive iron overload also facilitate IRP-1 degradation, which will enhance iron buffering
by altered ferritin synthesis at a limited TfR-based iron uptake [294-296]. Albeit this suggests that
ROS triggered IRP-1 degradation acts as “emergency break”, limiting the labile iron pool under
pro-oxidant conditions [267,275,297], IRP-1 degradation not necessarily changes intracellular iron
levels [298]. Thus, under conditions of increased oxidative stress, the labile iron pool may be
controlled by more than a single IRP-1-based mechanism.

Hence, IRP-1 apparently regulates iron homeodynamics at rather extreme conditions. While
IRP-1 degradation restricts the labile iron pool at elevated ROS concentrations, IRP-1 RNA-binding
counteracts iron-depletion and stabilizes the LIP under moderately increased oxidative stress, both
mechanisms also controllable by additional cellular stress signals via IRP-1 phosphorylation.
However, it should not be ignored that stimulation of IRP-1 RNA-binding by moderate ROS attack
may also occur under iron-replete conditions which may promote cellular iron overload.
Concerning the ELC/ELIP, this inappropriate response is prone to generate lysosomal stress, which
alters the susceptibility for lysosome mediated cell death under pro-oxidant conditions [299,300].
Complicating the issue, inactivation of IRP-1 c-aconitase activity by Fe-S cluster oxidation will
also weaken antioxidant defenses since IRP-1 c-aconitase activity contributes to both glutathione
(GSH) synthesis and NADPH generation which is necessary for the reduction of oxidized
glutathione (GSSG) [301-304]. Thus, a cytotoxic condition can readily emerge from mild oxidative
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stress if oxidation of IRP-1 Fe-S clusters leads to an inadequate disturbance of iron homeodynamics
and antioxidant defenses.

3.3. IRP-2

Similar to IRP-1, iron regulatory protein 2 (IRP-2) also shows RNA-binding properties, however,
lacks Fe-S clusters as well as aconitase activity and is regulated via proteasome—mediated
degradation [265,305-309]. Among several target mRNAs, IRP-2 shows a preference to bind to
ferritin H and L chain mRNA which is stabilized by proteasome inhibitors abrogating ferritin
synthesis while iron-rich conditions promote proteasomal decomposition of IRP-2 [310-312].
Hypoxia stabilizes IRP-2 RNA binding too, which is also antagonized by iron [307,313,314].
Importantly, at physiologic oxygen concentrations (3%) IRP control of cellular iron levels is
mainly exerted by IRP-2, IRP-1 showing little mRNA binding activity and marginal iron
responsiveness [314,315]. On the contrary, at increased tissue oxygen tensions, IRP-2 abundance
declines and IRP-1 adopts the role as main iron regulatory protein [314] as discussed above. IRP-2
RNA binding is upregulated by phosphorylation, which, different from IRP-1, is iron dependent
and does not increase IRP degradation [293,316]. However, similar to IRP-1, phosphorylation links
IRP-2 activity to intra- and extracellular signaling which may serve cell proliferation and
differentiation [316]. For instance, it has been shown that IRP-2 couples Jak/Stat5 signaling to TfR
expression in erythropoiesis [317]. Also, IRP-2 knock out mice show disturbances of dopamine
regulation as well as iron overload and increased ferritin expression in distinct brain areas and it is
suggested that iron mismanagement upon loss of IRP-2 control accelerates the aging of
dopaminergic neurons [318,319]. As stated above, IRP-2 is considered to be the main regulator of
iron metabolism under normal conditions and may compensate for IRP-1 deficiency [320].
However, the responsiveness of IRP-1 and 2 to stress related stimuli, which may involve changes
of the phosphorylation state, points at distinct roles of both IRPs in controlling the cellular labile
iron pool under stress conditions.

3.4. NO Signaling and IRP Regulation

Nitric oxide synthase (NOS) generated nitric oxide (NO®) and peroxynitrite (ONOO?)
derived thereof by reaction with superoxide (NO®* and ONOO ™ representing reactive nitrogen
species—RNS) are able to react with Fe contained in proteins as heme or Fe-S cluster bound
iron [321-327]. Of note, NO® which has a high affinity to iron [328] can mobilize iron from ferritin
in a GSH dependent manner [329,330]. In addition, NO® as well as the nitrosonium cation (NO™)
can S-nitrosylate thiol groups of proteins including ferritin and IRPs which confers important regulatory
functions in iron metabolism including changes of ferritin and TfR synthesis [328,331-335]. NO*
may also react with ferrous “labile” iron and thiol containing GSH which generates dinitrosyl-iron
complexes [336] leading to S-nitrosothiol formation [337,338]. Of special relevance, nitrosylation
of GSH by NO" produces S-nitrosoglutathione (GSNO) [339-343] a potent antioxidant which
exerts cytoprotective properties [341,344-350] albeit a hepatocytotoxic effect of GSNO has also
been reported [351].
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Several investigations have addressed the interference of NO-signaling with IRP-1 and 2 activity
via NO*/ONOO —Fe-S cluster interaction and IRP S-nitrosylation—which may reversibly (NO")
or irreversibly (ONOQ") inhibit IRP-1 aconitase activity, stabilize IRP-1 RNA binding (NO®) or
irreversibly modify IRP-1 thus abrogating RNA binding (ONOO™) and also affect IRP-2
stability [311,325,332,333,352-361]. In particular, the enhanced degradation of IRP-2 mediated by
NOS derived NO® which triggers ferritin synthesis in cells exposed to proinflammatory stimuli
points at the importance of NO-signaling in pathophysiological contexts [311,352,357]. However, it
has been reported that NO® can also stabilize IRP-2 probably by LIP interference [359,361,362]
while IRP-2 degradation is promoted by NO™ mediated nitrosylation [333]. Notably, NO" is able to
stimulate ferritin synthesis also in an IRP-2 independent mode [311]. Hence, cellular iron
homeodynamics is regulated by nitrogen species based on complex, feedback-regulated
mechanisms, the expression of NOS and thus NO levels itself being directly affected by cellular
iron levels [363]. Moreover, NO-signaling also allows an intercellular control of iron pools and by
this may contribute to cell-cell interaction mediated changes of iron homeodynamics. Albeit is has
been shown that macrophages stimulate iron release from target cells [364] it is questionable
whether this is mediated by NO, however, evidence exists that NO can limit transferrin/TfR-based
iron uptake (discussed in [365]).

3.5. Additional Regulatory Roles of IRPs

Recently, additional functions of IRPs have been identified which are more indirectly related to
iron metabolism (reviewed in [366]). In particular, it has been shown that IRP-1 also acts as
negative translational regulator of hypoxia-inducible factor 2o (HIF2a) [367]. This interference
affects several downstream targets of HIF2a such as erythropoietin (EPO) expression and by this
erythropoiesis and hepcidin expression [368-372] as well as transcriptional activation of Fpn and
DMT-1 [373-375] in addition to the IRP-1/mRNA-based regulation. Since HIF2a, like HIF1a, also
affects tumor progression and tumor stem cell function [376,377], IRP-1 could also play a role in
tumorigenesis. Moreover, tumor cell proliferation is enhanced upon overexpression of IRP-2 [378],
the oncogene c-myc upregulating IRP-2 but repressing H-ferritin [379]. Thus, the role of IRPs may
change in the course of neoplastic transformation serving the tumor growth associated
reprogramming of iron metabolism [380] and cellular iron homeodynamics.

4. Iron Homeodynamics under Stress Conditions—A Distinct Role for Ferritin?

Taken together, iron compartmentalization together with iron-, redox- and stress dependent gene
expression (on the transcriptional and translational level) constitutes the framework of cellular iron
homeodynamics. Transcriptional control of iron metabolism related genes defines a distinct mRNA
signature [381] which is translated into an iron management-related proteome serving the dynamic
fine-adjustment of intracellular iron balance. Stress conditions will modulate the cell type and
condition (e.g., iron requirement, state of differentiation, proliferation) specific mRNA signature
and even more specifically its translation, which is under IRP control. IRP activity by itself is
directly (IRP-1) or indirectly (IRP-2) regulated by the LIP/CLIP, which involves regulatory
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feedback loops (e.g., MLIP dependent Fe-S cluster synthesis acting directly on IRP-1) as well as
additional stress-related signals (e.g., NO-signaling). Hence, IRPs serve as central guardians of
cellular iron homeodynamics and stress tolerance as illustrated in Figure 2.

Under normal conditions iron homeodynamics is predominantly determined by mitochondrial
iron consumption (MLIP), IRP-2 serving the dynamic housekeeping adjustment of the LIP. Tightly
coordinated with this, IRP-1 c-aconitase activity links the LIP to GSH and NADPH abundance and
via this to cellular antioxidant capacity. Oxidative stress markedly interferes with this regulatory
network depending on the source (ROS, RNS), severity and persistence of the pro-oxidant stressor.
Moderate stress conditions promote Fe-S cluster disassembly and stimulate IRP-1 RNA binding
which fosters iron overload. When antioxidant defenses are inadequate, this could aggravate the
pro-oxidant condition especially with respect to the lysosomal and mitochondrial compartment. On
the other hand, severe or chronic states of increased oxidative stress will lead to enhanced IRP
degradation (IRP-1 and 2) which promotes iron (LIP) depletion due to elevated ferritin synthesis
and reduced TfR-based iron import. Complicated by the concomitant decline of IRP-1 c-aconitase
activity, which interrupts refueling of the antioxidant pools, this pro-oxidant condition readily will
become incompatible with cell survival. Therefore, oxidative stress, especially when persistent,
demands specific adaptations of iron management that support proper LIP control and continued
iron supply for metabolic needs.
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Figure 2. Iron homeodynamics and stress conditions. Cell integrity and stress tolerance
demands a balanced LIP between O (iron depletion) and 100% (maximum loading).
Under normal conditions (blue range) the LIP is controlled by IRP-2 abundance, IRP-1
preferentially exerting c-aconitase activity depending on Fe-S cluster conformation.
Moderately enhanced oxidative stress will promote Fe-S cluster decomposition (see p.
820), while severe pro-oxidant regimens as well as iron overload (OVL) lead to IRP-1
degradation. Iron import via TfR and ferritin-based iron buffering control the LIP in
opposite directions depending on the actual iron content and oxidant conditions
(Output). It is hypothesized that ferritin exo- and endocytosis serve the “emergency
control” of the LIP under conditions of either severe (or chronic) iron overload and
oxidative stress or massive iron depletion, respectively.
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Moreover, severe ROS attack on iron-loaded ferritin could become a further considerable threat
when the “safely stored iron” is liberated rendering the LIP (CLIP) uncontrollable due to an
impaired iron buffering capacity. Hypothetically, ferritin/iron-rich cells such as hepatocytes and
macrophages as well could face the risk of irreversible ferritin-iron/ROS derived damage by
releasing iron loaded ferritin under oxidative stress which would rapidly lower the tenuous iron
burden. The increase of serum ferritin associated with hepatic iron overload in ferroportin
disease [55] provides support to this assumption. Similarly, in macrophages ferritin release could
compensate the heme degradation-based iron charging of the CLIP/ferritin—a notion that fits with
the finding that serum ferritin is mainly derived from macrophages [59]—which may increase
under oxidative stress [382]. Furthermore, primary hepatocytes release ferritin in vitro in particular
at initial culture stages [383,384], the secreted ferritin exerting an iron-dependent cytotoxic
effect [95]. It cannot be excluded that this also reflects an attempt of the freshly isolated cells to
mitigate the cell isolation derived pro-oxidant condition by emptying their intracellular iron buffer.
On the contrary, it should not be neglected that serum ferritin may deliver at least 100 times more
iron per molecule than transferrin. Thus, endocytosis of serum ferritin could counteract iron
undersupply in cells with enhanced iron needs such as oligodendrocytes and erythroid precursor
cells [24,63].

5. Conclusions

In conclusion, cellular iron homeodynamics is based on a well-orchestrated interaction of iron
uptake, intracellular transport, iron storage, usage and export, which is embedded in cellular
metabolic and surveillance control. Under normal conditions this machinery provides a dynamic
response to changing iron requirements and iron supply allowing the constant fueling of intracellular
iron metabolism. Under stress conditions, this orchestration changes in order to maintain homeodynamics
and protect the cell from severe destabilization. Potentially, this may also involve distinct
emergency control mechanism such as the release or uptake of ferritin to and from the extracellular
environment, the possible existence of such alternative pathways remaining to be defined.

Abbreviations
CLIP cytosolic labile iron pool
DMTI divalent metal transporter
ELC endo-/lysosomal compartment
ELIP endo-/lysosomal labile iron pool
Fpn ferroportin
Ftx frataxin
HNE 4-hydroxy-nonenal
FRDA Friedreich’s ataxia
IRE iron regulatory elements
IRP iron regulatory protein

ISCU iron-sulfur cluster forming unit
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LIP labile iron pool

LMP lysosomal membrane permeability
MLIP mitochondrial labile iron pool
mtFER mitochondrial ferritin

NTBI non-transferrin bound iron

RME receptor mediated endocytosis
RNS reactive nitrogen species

ROS reactive oxygen species

TBI transferrin-bound iron

TR transferrin receptor

TRPML1  type IV mucolipidosis-associated protein
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Impact of Oxidative Stress on Exercising Skeletal Muscle
Peter Steinbacher and Peter Eckl

Abstract: It is well established that muscle contractions during exercise lead to elevated levels of
reactive oxygen species (ROS) in skeletal muscle. These highly reactive molecules have many
deleterious effects, such as a reduction of force generation and increased muscle atrophy. Since the
discovery of exercise-induced oxidative stress several decades ago, evidence has accumulated that
ROS produced during exercise also have positive effects by influencing cellular processes that lead
to increased expression of antioxidants. These molecules are particularly elevated in regularly
exercising muscle to prevent the negative effects of ROS by neutralizing the free radicals. In
addition, ROS also seem to be involved in the exercise-induced adaptation of the muscle phenotype.
This review provides an overview of the evidences to date on the effects of ROS in exercising
muscle. These aspects include the sources of ROS, their positive and negative cellular effects, the
role of antioxidants, and the present evidence on ROS-dependent adaptations of muscle cells in
response to physical exercise.

Reprinted from Biomolecules. Cite as: Steinbacher, P.; Eckl, P. Impact of Oxidative Stress on
Exercising Skeletal Muscle. Biomolecules 2015, 5, 356-377.

1. Introduction

Skeletal muscle is a highly specialized tissue with excellent plasticity in response to external
stimuli such as exercise and training. The repetitive muscle contractions conducted during
endurance training lead to a variety of phenotypic and physiological responses. These responses
include activation of mitochondrial biogenesis, fiber type transformation and angiogenesis.
Together, they increase the muscle’s capacity of aerobic metabolism and its resistance to fatigue.
High muscle activity also involves a strong increase in reactive oxygen species (ROS) production.
These unstable molecules and ions contain oxygen and are extremely reactive due to an unpaired
electron. Among these oxygen intermediates are the free radicals superoxide, peroxide and the
hydroxyl radicals and other highly reactive oxidants, such as singlet oxygen and hypochlorous acid.
They promote oxidation reactions with other molecules, such as proteins, lipids and DNA and can
thus be highly detrimental. However, recent research has demonstrated that ROS also have a
beneficial role in promoting the adaptive responses of muscle to training.

More than three decades ago it was established that muscle activity leads to an increase in ROS
production and concentration of free radicals [1,2]. Since then numerous investigations in rodents
and humans have confirmed these early observations. Thus, it is generally accepted that single
bouts of aerobic or anaerobic exercise, as well as chronic exercise promote the generation of ROS
(summarized in the reviews [3,4]; and more recently e.g., [5-7]).

The great interest in this topic also stems from data that show that ROS levels are increased in
subjects with aging-related sarcopenia, cardiac reperfusion injuries or muscular diseases, i.e.,
muscle dystrophies. Thus, it was assumed that exercise-induced ROS are potentially detrimental to
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muscle function and lead to muscle fatigue and muscle atrophy. Hence, many investigations
focused on ways to prevent ROS production and accumulation and subsequent oxidative damage
during and following physical exercise.

2. Sources of ROS in Muscle

It has consistently been shown that muscle activity leads to a strong increase in ROS
production [8]. However, there is a large debate about the sources and the extent of ROS that these
sources produce. Several potential producers of ROS have been identified in muscle cells which are
likely to be activated by different stimuli. Among these are mitochondria, nicotinamide adenine
dinucleotide phosphate (NADPH) oxidases (NOXs), phospholipase A2 (PLA2), xanthine oxidase
(XO) and lipoxygenases (Figure 1). Some of these are discussed in more detail below. In addition
to these intracellular sources, ROS has been shown to be produced from non-muscle sources.
Strenuous exercise can elicit muscle injuries, which then lead to the activation of the neutrophils
and macrophages via interferon-y (IFN-y), interleukin-1 (IL-1) and tumor necrosis factor (TNF) (for
more detailed information see reviews [9,10]). These immune cells excessively produce ROS
(oxidative burst), which is a central component of neutrophil defense mechanism. In addition, the
exercise-induced increase of catecholamines (adrenaline, noradrenaline, dopamine) also play a role
in the generation of ROS [11], as well as ROS derived from endothelium [12] (Figure 1).

2.1. Mitochondria

For a long period of time, mitochondria were regarded as the main producer of cellular ROS
with an estimated superoxide production rate of approximately 1%-4% of total mitochondrial Oz
consumption (see reviews [8,13,14]). More recent data demonstrate that the production of ROS in
mitochondria is by an order of magnitude smaller than originally expected and is approximately
0.15% [15]. Mitochondria are thought to produce ROS by a leak of single electrons in the respiratory
chain in the mitochondrial inner membrane of the contracting muscle cells. Ten different sites of
superoxide/H202 generation have been found as yet in mammalian mitochondria [16,17].
Superoxide production mainly occurs from complexes I (NADH dehydrogenase) and III (coenzyme Q
and cytochrome C oxidoreductase) of the electron transport chain [18,19]. New findings also identify
complex II (succinate dehydrogenase) as a major source of superoxide production [16]. Using
isolated mitochondria, the contribution of each site to total H2O2 production has recently been
quantified and shown to strongly depend on the substrate being oxidized [20]. At rest, H2O2 was
predominantly produced from the quinol site in complex I (site Io) and flavin site in complex II (site
IIr), followed by sites Ir and Illgo. Under conditions that mimic mild and intense aerobic exercise,
total production is much less and the low capacity site Ir dominates [20].
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Figure 1. Sources of reactive oxygen species (ROS) and endogenous antioxidants in
skeletal muscle fibers. Following exercise, ROS are produced endogenously by
mitochondria, NOXs, PLA2 and XO. In addition, exercise increases ROS production
also in activated neutrophils and macrophages, endothelia of blood vessels and by
catecholamines. Regular exercise leads to an increase of endogenous antioxidants,
which are able to neutralize free radicals. A, adrenaline; CAT, catalase; Cu, Zn-SOD,
copper-zinc superoxide dismutase; DA, dopamine; GPX, glutathione peroxidase; GSH,
glutathione; IFN, interferon y; IL-1, interleukin-1; Mn-SOD, manganese superoxide
dismutase; NA, noradrenaline; NOX, nicotinamide adenine dinucleotide phosphate
oxidase; PLA2, phospholipase A2; SR, sarcoplasmic reticulum; TNF, tumor necrosis
factor; TxnRd2, thioredoxin reductase 2; XO, xanthine oxidase.

2.2. NADPH Oxidases

NADPH oxidases (NOXs) are flavoprotein enzymes that are activated by calcium, free fatty
acids, protein-protein interactions and posttranslational modifications and use NADPH as electron
donors [21,22]. They are transmembrane proteins in the transverse tubules and the sarcoplasmic
reticulum and transport electrons across biological membranes to reduce oxygen to superoxide or
H20: [21,22]. It was shown that NOX family members contribute to cytosolic superoxide
production in skeletal muscle both at rest and during contractile activity to a larger extent than
mitochondria [23-25]. ROS generated by NOXs activates ryanodine receptors (RyR), which leads
to an intracellular Ca®>" release [26-28]. More recently, it was found that insulin induces ROS
generation through NOX activation and that this ROS increase is required for the intracellular Ca**
rise mediated by inositol triphosphate (IP3) receptors [29].
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2.3. Xanthine Oxidase

Xanthine oxidase (XO) is a cytosolic molybdoflavoenzyme that is recognized as a key enzyme
in purine catabolism in which it catalyzes the hydroxylation of hypoxanthine to xanthine and of
xanthine to uric acid [30]. In muscle, XO is present in the cytosol but also in the associated
endothelial cells [8]. Upon contraction, XO activity is significantly increased and leads to increased
lipid peroxidation, protein oxidation, muscle damage and edema [31]. During intense exercise in
which large amounts of ATP are consumed, hypoxanthine and xanthine levels are rising and serve
as substrates for XO to generate ROS [32]. Interestingly, ROS generated by XO appears to be involved
in the regulation of exercise-induced mitochondrial biogenesis via peroxisome proliferator-activated
receptor-y coactivator-la (PGC-1a) [33].

2.4. Myostatin

Recently, it was demonstrated that myostatin, a blocker of muscle differentiation, is capable of
signaling ROS production via canonical Smad3, nuclear factor (NF)-kB and TNF-a in muscle
cells [34]. In the absence of Smad3, myostatin induces ROS production through the activation of
p38 and ERK mitogen-activated protein kinase (MAPK) pathways mediated via TNF- a, IL-6,
NOX and XO [35].

2.5. Phospholipase A2

Enzymes of the phospholipase A2 (PLA2) family also contribute to intra- and extracellular ROS
increase during muscle contraction. They cleave arachidonic acid from phospholipids in the plasma
membrane, sarcoplasmic reticulum or mitochondrial membranes. Arachidonic acid is an important
lipid-signaling molecule and is a substrate for lipoxygenases for the production of ROS [36].
In addition, the cytosolic PLA2 enzyme has been demonstrated to increase ROS by stimulating
NOXs [37]. Human muscle is known to contain approximately 15 different PLA2 isoforms that are
either Ca®'-sensitive or Ca*'-insensitive [38]. The Ca?'-independent and dependent enzymes are
supposed to produce ROS under resting and activity conditions, respectively [39].

3. Effects of ROS on Force Generation and Muscle Atrophy

In unfatigued muscle, intracellular ROS appear to be essential for normal force generation.
Low-level ROS supplementation even increases force production [40]. A stronger increase of ROS
due to intense exercise leads to a variety of adaptations of the muscle cells. Dependent upon the
ROS concentration, duration of ROS exposure and training status of the individual, ROS can have
beneficial and detrimental effects (Figure 2). Thus, a single bout of exhaustive exercise has been
shown to cause oxidative damage in untrained persons while in trained subjects, no such effects are
observed due to an increased resistance of such persons to oxidative stress [41]. Strong increases in
ROS after strenuous exercise, aging and/or disease (e.g., chronic heart failure, COPD, cancer) can
cause contractile dysfunction and muscle atrophy, which both promote muscle weakness and
fatigue [3,42].
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Figure 2. Deleterious and beneficial effects of exercise-induced ROS increase.
Exercise produces ROS and whether they are beneficial or detrimental to health is
dependent upon the ROS concentration, duration of ROS exposure and training status
of the individual. A single bout of exhaustive exercise leads to strong increases of ROS,
which cannot be buffered by endogenous antioxidants, particularly in untrained individuals.
This results in severe oxidative damage, including muscle weakness and fatigue, DNA
mutations, lipid peroxidation, mitochondrial dysfunction and apoptosis/necrosis. Trained
persons have a higher level of adaptation and less health risks. ROS produced during
regular exercise continuously increase the level of adaptation by improving antioxidant
capacity, mitochondrial biogenesis, insulin sensitivity, cytoprotection and aerobic
capacity of skeletal muscle.

3.1. Contractile Dysfunction

Contractile dysfunction may result from oxidative modifications of a variety of proteins in
diverse intracellular components [43.,44]. However, our understanding of the processes involved is
still limited and many data are equivocal. In the sarcoplasmic reticulum, the ryanodine receptor
(RyR), which is the Ca’?' release channel, was shown to be oxidized by ROS and it was
hypothesized to contribute to muscle fatigue [26-28]. However, other work demonstrated that this
oxidation resulted only in increased Ca®’-induced Ca*" release, whereas the Ca*" release triggered by
action potentials was not affected [45,46]. From this it was inferred that ROS-mediated effects on
Ca?' release in the sarcoplasmic reticulum are unlikely to contribute to muscle fatigue. This goes in
line with recent findings that demonstrate that the mitochondrial antioxidant SS-31 restored the
decrease in sarcoplasmic reticulum Ca*" release while force recovery was not improved [47].

Similar uncertainty surrounds the effect of ROS on the force generating myofilaments. Initial
data have shown that brief exposure to low concentrations of H20: increased force by 27%, while a
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longer exposure results in force decline [48]. By contrast, a short exposure of skinned fibers to 10
mM H20: had no effect on maximum force [45], while longer exposure to 50 mM H20z inhibited
contractility [49]. Although the exact mechanisms are unknown, it is generally assumed that
changes in force generation are the result of changes in the myofibrillar Ca®* sensitivity [8,44,47].
In this regard, it was most recently suggested that troponin I, which is involved in sensing the
intracellular Ca®" levels, is a target of ROS. Oxidized cysteine residues of troponin I can react with
the antioxidant glutathione, which helps protect the molecule from oxidative stress and make the
contractile apparatus much more sensitive to Ca*" [50]. However, it must be mentioned that ROS
may also lead to changes in the contractile proteins. In this regard, it was demonstrated that H20z is
able to modify the S1 fragment in the myosin head, which then leads to a restriction of the myosin-
actin dynamics in the presence of ATP [49].

3.2. Muscle Atrophy

Besides their effects on the contractile kinetics, ROS are also able to modulate various signaling
pathways, such as calcium, protein tyrosine kinases and phosphatases, serine/threonine kinases, and
phospholipases [51]. This then leads to changes in gene expression, cell function, metabolism or cell
damage. Chronic oxidative stress is associated with an increase in protein loss and muscle atrophy.
High ROS levels cause a sustained activation of NF-kB and of FoxO which then activate two
muscle-specific E3 ubiquitin ligases, atrogin-1 or muscle atrophy F-box (MAFbx) and muscle RING
(Really Interesting New Gene)-finger protein 1 (MuRF-1) [52]. MAFbx and MuRF-1 then degrade
various proteins, such as titin, nebulin, troponin, myosin-binding protein C, myosin light chains 1
and 2 and myosin heavy chain [53,54]. Recently, it was demonstrated that excessive oxidative
stress also enhances the transcription factor C/EBP homology protein (CHOP). This transcription factor
also enhances expression of MuRF 1, which again results in increased protein degradation [35].

4. Antioxidants in Muscle
4.1. Enzymatic and Nonenzymatic Antioxidants

Muscle activity increases ROS but simultaneously also the body’s antioxidant defense system.
These molecules are able to neutralize free radicals by accepting the unpaired electron and thereby
inhibit the oxidation of other molecules. Depending on the oxygen consumption rate, cells
constitutively express different levels of antioxidant enzymes, including mitochondrial antioxidant
manganese superoxide dismutase (Mn-SOD, SOD2), cytosolic copper-zinc superoxide dismutase (Cu,
Zn-SOD, SOD1), glutathione peroxidase (GPX) and catalase (CAT), and the nonenzymatic
antioxidant glutathione (GSH) [55] (Figure 1).

GSH is the most abundant nonprotein thiol in cells with intracellular concentrations of
1-15 mM [56]. It plays a major role in the detoxification of electrophilic xenobiotics, such as
chemical carcinogens, environmental pollutants, and the inactivation of endogenous a,f-unsaturated
aldehydes, quinones, epoxides, and hydroperoxides, which are formed as secondary metabolites
during oxidative stress via members of the glutathione transferase family [57]. It also protects from
oxidative stress by reducing hydrogen peroxide and organic peroxides levels via a reaction
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catalyzed by GSH peroxidase thus keeping the intracellular environment in the reduced
state [55,58]. In addition, GSH is a substrate for dehydroascorbate reductase enabling the recycling
of ascorbic acid, and it is a scavenger of hydroxyl radicals and singlet oxygen [59].

The aforementioned enzymatic reactions lead to the oxidation of GSH to glutathione disulfide
(GSSG). This molecule can inactivate a number of enzymes by reacting with protein thiols leading
to the formation of mixed disulfides (e.g., [60]). To avoid damage to intracellular constituents,
GSSG is efficiently reduced to GSH by glutathione reductase (GR) utilizing NADPH. This action
of GR is also very important during and after exercise in which a substantial amount of GSH is
oxidized due to the elevated ROS levels to keep the GSH/GSSG ratio constant thereby maintaining
homeostasis. Furthermore, exercising skeletal muscle appears to increase GSH import from
plasma [61,62], and liver can synthesize GSH de novo and supply it [58]. But also increased
muscle glutathione synthetase activities have been observed after treadmill training [63]. These
exercise responses are tissue- and fiber-specific [64].

The antioxidant enzymes SOD, CAT and GPX are the primary defense against ROS generated
during exercise and increase in response to exercise [65,66]. Recent work identified thioredoxin
reductase-2 (TxnRd2) as another key player to decrease the exercise-induced content of
mitochondrial H202 in skeletal muscle [67]. The same authors have shown that TxnRd2 is also able
to control mitochondrial H202 levels after a high-fat, high-sucrose diet in the heart but not in
skeletal muscle. Antioxidant enzyme levels vary considerably with respect to muscle fiber types,
i.e., type I muscle fibers possess higher activity of all antioxidant enzymes than the type IIA and
type IIB fibers [68].

4.2. Adaptive Responses to Exercise

In general, it was found that there is an exercise-induced increase in antioxidant protein levels
and antioxidant activity. Thus, endurance training in rats leads to an increase in Mn-SOD, GPX and
CAT, while the data on Cu, Zn-SOD are somewhat less clear [69—73]. Note that from the above
studies, it is likely that upregulation of these antioxidants is muscle- and/or fiber type-specific.
Many studies have shown that even an acute bout of exercise increases SOD activity in skeletal
muscle ([74-77]; for review see [55]), and it has further been shown that Cu, Zn-SOD and
Mn-SOD contents are increased. While the Cu, Zn-SOD enzyme activity gradually returns to
resting levels within three days, Mn-SOD activity and protein content continues to increase in the
post-exercise period [78]. GPX activity after acute exercise on the other hand appears to depend on
the muscle type, i.e., GPX activity was increased a day after an acute bout of treadmill running to
exhaustion in rat soleus but not tibialis muscle [78], and CAT activity appears not to be altered by
acute exercise [65].

ROS generated by acute exercise can lead to increased lipid peroxidation as measured by the
formation of malondialdehyde [79]. Interestingly, this effect was only found in liver and fast
skeletal muscle in the sedentary group, whereas the endurance-trained group did not show increases
in lipid peroxidation after exercise. Lipid peroxidation generates a vast number of oxidative
lipid breakdown products for which more or less specific tests are available (for review see [59].
Some investigators determined plasma isoprostane levels in athletes performing either a 50 km
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ultramarathon [80] or exercise for 2.5 h on a treadmill [81]. Peak levels of isoprostanes were found
directly post-exercise, followed by a return to baseline within one day or one hour, respectively.
Other investigators found increased levels of pentane in the breath after exercise [1], increased levels
of lipid hydroperoxides [82], conjugated dienes [83] and oxidative DNA damage as measured by
8-hydroxydeoxyguanosine [84] or single cell gel electrophoresis [85]. The latter investigation gave
results similar to those of Alessio and Goldfarb [79], namely a significant reduction of oxidative
DNA damage in the trained compared to the untrained group indicating that exercise training
causes an adaptive response to elevated oxidative stress by increased antioxidant enzyme activity.
Powers et al. [86] studied the influence of training and observed significantly increased SOD activity
in the soleus following exercise up to 60 min/d. Conversely, training induced significant increases
in GPX activity in slow gastrocnemius only, and the magnitude of the GPX increase was directly
related to exercise duration but relatively independent of intensity. However, CAT activity was not
increased in any muscle with training. In addition, Radak et al. [87] observed decreased
DNA damage and increased DNA repair levels as well as resistance against oxidative stress of
proteins in aged rat skeletal muscle upon training. The obviously paradoxical situation that
increased exercise-induced oxidative stress causes beneficial effects is interpreted in terms of
hormesis—beneficial effects of potentially harmful agents—which apart from providing an
adaptation to the damaging agent provide also systemic beneficial effects, including improved
physiological function, decreased incidence of disease and a higher quality of life [88]. However,
the beneficial effects appear to depend upon the duration of the exercise. While a single bout of
exercise is suggested to lead to a limited adaptive response, regular exercise appears to gradually
increase the level of adaptation by the repeated activation of antioxidant genes and proteins [32].
These authors hypothesize that it is the increased ROS level that is the important stimulus for the
muscle cells to adapt to chronic exercise. The improved capabilities to decrease ROS may then
provide a better protection from ROS during subsequent trainings but also attenuate the aging process
and promote health with increased functional capacities [32]. Therefore, exercise is very similar to
the adaptive ischemic preconditioning response [89]. Restoration of perfusion to ischemic organs
results in increased ROS levels that can lead to tissue damage, myocardial infarction and stroke.
However, such deleterious effects can be avoided by short intermittent bouts of reperfusion in
which the transiently elevated ROS levels are important mediators of a cardioprotective
response [89,90].

Important mediators of the adaptive responses are the adenosine monophosphate-activated
protein kinase (AMPK), the transcription factors NF-kB, together with p38 MAPK, and members
of the FoxO transcription factor family [91-93]. At low ROS levels, they promote adaptation by
increasing gene expression of antioxidant enzymes, such as Mn-SOD and Cu, Zn-SOD, CAT and
GPX1 [94]. High antioxidant capacities then diminish the deleterious effects of subsequent
increases in ROS [95]. In addition, products of radical reactions are also suggested to be the
mediator of this adaptation. Of special interest in this context are lipid peroxidation products, in
particular 4-hydroxynonenal (HNE), which has been shown to both induce DNA damage [96] but
also to be involved in the regulation of cell proliferation and growth as well as necrotic or apoptotic
cell death by its marked ability to modulate several major pathways of cell signaling and,
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consequently, gene expression (for review see [97]). With respect to antioxidant gene expression it
has been shown to be one of the most effective activators of nuclear factor erythroid-derived 2-like 2
(Nrf2) [98] which on stimulation dissociates from its cytoplasmic inhibitor Keapl, translocates to
the nucleus and transactivates antioxidant-responsive elements (ARE)-dependent genes [99]. In
addition, HNE has been demonstrated to cause mitochondrial uncoupling and thus protection from
ROS specifically via the induction of the uncoupling proteins UCP1, UCP2 and UCP3 and the
adenine nucleotide translocase [100].

4.3. Exogenous Antioxidants and Exercise

Apart from the endogenous antioxidants, which are obviously regulated by exercise, exogenous
antioxidants such as vitamin C, E, and carotenoids are taken up with the food or are used as dietary
supplements. The question therefore arises whether such supplements can be considered beneficial
during exercise. To address this question, Ristow et al. [73] investigated the effects of a diet
supplemented with vitamin C and E on exercise-induced insulin sensitivity as measured by glucose
infusion rates during a hyperinsulinemic, euglycemic clamp in previously untrained and pre-trained
healthy young men. Interestingly, exercise was found to increase parameters of insulin sensitivity
(including adiponectin) only in the absence of antioxidants in both previously untrained and
pretrained individuals. This was paralleled by increased expression of ROS-sensitive transcriptional
regulators of insulin sensitivity and ROS defense capacity, peroxisome proliferator-activated
receptor Y (PPARy) and PPARy coactivators PGC-la and PGC-1f only in the absence of
antioxidants. Molecular mediators of endogenous ROS defense (Mn-SOD, Cu, Zn-SOD and GPX)
were also induced by exercise, and this effect was again blocked by antioxidant supplementation.
The authors concluded that exercise-induced oxidative stress ameliorates insulin resistance and
causes an adaptive response promoting endogenous antioxidant defense capacity and that
supplementation with antioxidants may preclude these health-promoting effects of exercise in humans. It
was demonstrated that exercise causes an activation of mitogen-activated protein kinases (MAPKs:
p38, ERK 1 and ERK 2), which in turn activates nuclear factor kB (NF-kB) in rat gastrocnemius
muscle and consequently the expression of important enzymes associated with defense against
ROS (SOD) and adaptation to exercise—endothelial nitric oxide synthase (eNOS) and inducible
nitric oxide synthase (iNOS) [101-103]. The expression of these enzymes can be inhibited by
allopurinol, an inhibitor of XO indicating also that the prevention of ROS formation causes an
inhibition of an adaptive response. The authors therefore conclude that in all likelihood, antioxidant
supplements should not be recommended before training as they interfere with muscle cell
adaptation. Thus, physical exercise is considered a double-edged sword: when practiced
strenuously it causes oxidative stress and cell damage; in this case application of antioxidants may
be helpful. But when practiced in moderation, it increases the expression of antioxidant enzymes
and thus should be considered an antioxidant [101,103]. Supportive evidence for this assumption
comes from studies on physical overtraining. Margonis et al. [104] examined the responses of
oxidative stress biomarkers to a resistance training protocol of progressively increased and
decreased volume/intensity in male test persons and observed significantly increased levels of
urinary isoprostanes (7-fold), serum levels of thiobarbituric acid reactive substances (TBARS),
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protein carbonyls, CAT, GPX, and GSSG and significantly decreased levels of GSH, the
GSH/GSSG ratio, and total antioxidant capacity in blood serum of over-trained individuals.
Similarly, Palazzetti et al. [105] investigated the effects of overloaded training (OT) with athletes
exercising for a duathlon before and after a four week OT and found that at rest conditions, OT
induced an increased plasma GPX activity and a decreased plasma total antioxidant status, while
OT resulted in higher exercise-induced variations of blood GSH/GSSG ratios, TBARS levels and
decreased total antioxidant status in exercise conditions indicating that OT could compromise the
antioxidant defense mechanisms. By comparing the oxidative stress response in control athletes
and athletes with overtraining syndrome Tanskanen ez al. [106] were further able to show that
exercise to exhaustion led to an increase in oxygen radical absorbance (antioxidant) capacity and
malondialdehyde in the controls but not in the over-trained athletes. Instead, over-trained athletes
showed negative correlations between oxygen radical absorbance capacity at rest and protein
carbonyls after exhaustive exercise indicating that increased oxidative stress may play a role in the
pathophysiology of overtraining syndrome. Although these observations are not yet conclusive they
indicate that adaptation to exercise is limited and that its protective effect can be exceeded leading
to oxidative stress that cannot be dealt with by the endogenous antioxidant system. Whether it is
helpful to apply exogenous antioxidants under such conditions as suggested still has to be elucidated.

5. Training-Induced Muscular Adaptation, PGC-1a and ROS

In addition to the above-described effects of exercise on contents and activities of antioxidant
enzymes, regularly performed exercise in the form of endurance training leads to well described
adaptations of the cardiovascular and muscular system. Important responses at the intramyocellular
level include increases in size and number of mitochondria as well as such in the activities of
oxidative enzymes [107—109]. In support of the increased oxidation of fatty acids, the content of
intramyocellular lipid is also elevated [110]. Endurance exercise is also known to improve insulin
sensitivity and muscular glucose uptake [108,111]. Recent research has demonstrated that ROS
also have a beneficial role in promoting these adaptive responses of muscle to training.

5.1. Role of PGC-1a in Exercise

In rodents and humans, it has been demonstrated that peroxisome proliferator-activated receptor
gamma coactivator-1 alpha (PGC-1a) is a key regulator of the exercise-induced changes of muscle
fibers towards a slow phenotype, as well as in the protection from muscle atrophy [108,112,113].
Several studies have shown that PGC-1a is upregulated after high-intensity training [114-118].
Activation of PGC-1la is likely to occur by phosphorylation of the PGC-1a protein by p38 MAPK
together with NF-«B [119], both of which are known to be activated by ROS [91,92]. PGC-1a has
been demonstrated to regulate lipid and carbohydrate metabolism, and to improve the oxidative
capacity of the muscle fibers by increasing the amount and activity of mitochondria through
upregulation of nuclear respiratory factors (NRF-1, 2) and mitochondrial transcription factor A
(TFAM) [120,121]. Furthermore, PGC-1a regulates genes involved in the determination of muscle
fiber type. Overexpression of PGC-1la increases the proportion of oxidative type I fibers [122]
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while PGC-1a knock-out (KO) mice exhibit a shift from oxidative type I and ITA toward glycolytic
type IID/X and IIB fibers [123]. This regulatory diversity of PGC-la is enabled by its broad
binding capacity to transcription factors in various signaling pathways. PGC-lo has multiple
binding sites for the interactions with diverse coactivators. A domain between amino acids 200 and
400 interacts with the nuclear receptors PPARy and NRF-1 [124], which are considered as master
regulators of mitochondrial biogenesis [125]. PGC-1a binds to and activates the transcriptional
function of NRF-1 on the promoter for TFAM, a direct regulator of mitochondrial DNA replication
and transcription [120]. Another domain that predominantly binds to nuclear hormone receptors
such as ERR-0, PPARs, RXR, glucocorticoid receptor, HNF4, and probably others, is an LXXLL
sequence in the N-terminal region of PGC-1a [124]. This sequence is necessary for the coactivation
of the nuclear receptor liver x receptor o (LXRa) [126]. The transcription complex of LXRo and
PGC-1a then activates fatty acid synthase (FAS), a multifunctional enzyme that catalyzes all reactions
required for the de novo biosynthesis of lipid [127]. The binding site of the nuclear receptor
estrogen-related receptor o (ERR-a) is also in the LXXLL region of PGC-la [124]. The
transcription complex formed by ERR-a and PGC-1a induces the expression of vascular endothelial
growth factor (VEGF), a potent stimulator of angiogenesis [128,129]. Between amino acids 400 to
500 of the PGC-1a protein is the binding site for myocyte enhancer factor 2 (MEF2). This transcription
factor is a key regulator of slow muscle identity [130]. MEF2 proteins are activated through the
calcium-regulated calcineurin signaling pathway [130,131]. When overexpressed, MEF2C promotes
the formation of slow fibers, thus enhancing running endurance in mice [132]. Genetic deletion of
Mef2¢ has been shown to block activity-dependent (exercise-induced) fast-to-slow fiber type
transition [132]. This is in line with the proposed role of PGC-1a in such transitions. Muscle-specific
overexpression of PGC-1a has been shown to evoke a transition of glycolytic type II in oxidative
type I fibers [122]. This shift is initiated by the formation of a PGC-1a/MEF2 transcription complex,
which then activates the expression of slow muscle genes [133]. Handschin ef al. [123] have shown
that PGC-1a deficient mice display a significant shift from slow oxidative type I and fast oxidative
ITA toward fast glycolytic type IIX and IIB fibers, resulting in a reduced endurance capacity.

5.2. PGC-1o Regulates ROS Defense

It has been shown that oxidative stress increases the expression of PGC-1a [134]. Similarly,
depleting the endogenous antioxidant glutathione augments exercise-mediated induction of
PGC-1la expression [135]. Upregulation of PGC-la possibly involves the transcription factor
Cre-binding protein (CREB) [136]. PGC-1a then induces an increase of ROS-detoxifying enzymes,
including GPX1 and Mn-SOD [136]. Only recently, new light has been shed on the molecular
mechanisms involved in antioxidant activation. Therefore, it is highly likely that PGC-1a binds to
ERR-a and activates the NAD'-dependent histone deacetylase silent information regulator 3
(SIRT3) in the mitochondrial matrix [137]. SIRT3 is also known to regulate ROS production by
directly binding and deacetylating mitochondrial complex I and II [138,139]. Previous studies have
also shown that SIRT3 is able to deacetylate the mitochondrial enzyme Mn-SOD, thereby promoting
its antioxidative activity [140—142]. Thus, it appears that PGC-1a is a powerful suppressor of ROS
production mainly by upregulation of antioxidant expression. Correspondingly, it was demonstrated
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that PGC-1a knock-out (KO) mice have reduced expression levels of Mn-SOD, Cu, Zn-SOD and
GPX1 and are thus more sensitive to oxidative stressors [136]. By contrast, overexpression of
PGC-lo enhances antioxidant defense by upregulation of Mn-SOD expression and a higher
catalase activity [143]. Further, PGC-1a increases the expression of uncoupling proteins 2 and 3
(UCP2, UCP3) and thereby concomitantly reduces mitochondrial ROS production [144].

6. Conclusions

There is rapidly growing evidence that ROS have both positive and negative effects in
contracting skeletal muscle cells. The deleterious effects such as a reduction of force generation
and increased muscle atrophy appear to occur particularly after non-regular strenuous exercise,
while regular training has positive effects by influencing cellular processes that lead to increased
expression of antioxidants. These molecules then provide a better protection from ROS during
subsequent trainings. However, a diet supplemented with exogenous antioxidants such as vitamins
appears to prevent health-promoting effects of physical exercise in humans. The exercise-induced
production of ROS may also be an important signal to activate PGC-1a, a key player in the
adaption of muscle cells to exercise.
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Oxidative Stress and Maxi Calcium-Activated Potassium
(BK) Channels

Anton Hermann, Guzel F. Sitdikova and Thomas M. Weiger

Abstract: All cells contain ion channels in their outer (plasma) and inner (organelle) membranes.
Ion channels, similar to other proteins, are targets of oxidative impact, which modulates ion fluxes
across membranes. Subsequently, these ion currents affect electrical excitability, such as action
potential discharge (in neurons, muscle, and receptor cells), alteration of the membrane resting potential,
synaptic transmission, hormone secretion, muscle contraction or coordination of the cell cycle. In this
chapter we summarize effects of oxidative stress and redox mechanisms on some ion channels, in
particular on maxi calcium-activated potassium (BK) channels which play an outstanding role in a
plethora of physiological and pathophysiological functions in almost all cells and tissues. We first
elaborate on some general features of ion channel structure and function and then summarize effects
of oxidative alterations of ion channels and their functional consequences.

Reprinted from Biomolecules. Cite as: Hermann, A.; Sitdikova, G.F.; Weiger, T.M. Oxidative Stress
and Maxi Calcium-Activated Potassium (BK) Channels. Biomolecules 2015, 5, 1870-1911.

1. Introduction

Ion channels play a pivotal role for the functioning of any cell in the animal as well as in the plant
kingdom. An important class of ion channels is the family of potassium (K") channels, they are not
only in charge of the membrane resting potential or the repolarization of the action potentials, but
also control cell proliferation or transmitter/hormone release, to name a few. A subgroup of K*
channels are the so called calcium (Ca*") activated K* channels which need either an increase of Ca*"
at their intracellular face to open or a combination of Ca?" and voltage to function properly. Maxi
Ca?" activated K* channels, also named BK channels which constitute a subgroup of Ca>" activated
K" channels, are in the focus of our review. These channels modulate a number of physiological
events, like blood pressure, smooth muscle relaxation or electrical tuning of hair cells in the cochlea
and have a leading role in many pathophysiological conditions such as epilepsy or the behavioral
response to alcohol, to give only a few examples. Oxidative stress on the other side is a physiological
byproduct of any aerobic metabolic process and as such common for cells to deal with. Oxidation
modulates many pathways in the cell including activity of ion channels like BK channels. The
modulatory actions of oxidative stress on BK channels will be in the focal point of this paper. First,
in Section 2, we will address general properties of ion channels and in particular the qualities of BK
channels. In Section 3, we will specify what we mean by the term oxidative stress, while Section 4
will deal with the impact of redox modulation of BK channels. At the end, we will discuss these
findings in the light of their clinical relevance and conclude with perspectives and vistas.
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2. Ca?*-Activated K* Channels (Kca)
2.1. General Introduction to Ion Channels

The task of cell membranes (plasma/organelles) is to separate cellular compartments, such as
extra- and intracellular or extra- and intra-organelle areas to allow for proper performance of
biochemical processes. Since the lipid bilayer membranes are almost impermeable for ions, tunnel
proteins are inserted to allow for communication between compartments for electrical and chemical
signaling. In addition membranes themselves are sites for processing biochemical reactions. Readers
familiar with ion channels may omit this section on general features of ion channels.

Since cellular ion channels form minute pores across membranes they are suitable for the passage
of ions, in particular monovalent sodium (Na®), K*, protons (H"), the divalent cation Ca>" or the
anion chloride (Cl"). These ions are differently concentrated across cell membranes and various
mechanisms are involved in the separation of ions, i.e., (a) active transport systems, which directly
consume energy (adenosine triphosphate, ATP) to transport ions against a concentration gradient;
(b) transport systems which do not directly consume ATP but use the concentration gradient across
the membrane as driving force; or (¢) the redistribution of ions due to fixed negative charges provided
mostly by intracellular proteins (Donnan equilibrium). In essence, this creates an electro-chemical
gradient for each ion which provides for a driving force since for example at the membrane resting
potential, endowed in all living cells, none of the ions is at equilibrium [1].

Most ion channels are gated, which means they contain an intrinsic mechanism which allows for
either a closed or open configuration. Once the pore is open ions can flow according to their electro-
chemical gradient and as moving charges produce a current which provides a potential difference
across the membrane. Hence, in difference to our technical current which is brought about by a flow
of electrons, living cells use ions as charge carriers.

An enormous amount of knowledge about the structure and function of ion channels has been
gathered over the last decades. This development was based on the seminal work by Hodgkin and
Huxley (1952) [2]. They provided the basis for proper measurement of membrane potentials and they
measured the ionic current flow across cell membranes by application of the “voltage clamp”
technique which inspired generations of scientists. Only about 30 years later Neher and Sackmann
(1981) [3], by installing the “patch clamp” method, succeeded to measure the flow of ions through
single channels in native cell membranes. This technique, in fact allows us to visualize a protein at
work. Again, 20 years later, MacKinnon and his group (1998) [4] succeeded to combine
molecular-, electrophysiological techniques and structural analysis to develop a 3-dimensional
scheme of an ion channel and its functions. It is clear now that there are many more types of ion
channels than previously imagined. Although not all details concerning ion channels have been
resolved to date, however, the knowledge gathered by scientists on structure and function over the
last decades is overwhelming.

In general, ion channel proteins consist of hydrophobic amino acid a-helices inserted into the
membrane lipid bilayer connected by hydrophilic amino acid linkers. Cation channels usually contain
four domains with two, four, or seven a-helix segments. In some channels amino acids built one
continuous fibrous structure (i.e., Na'-, Ca*" channels), while others consist of four separate domains



237

which form a tetrameric channel within the membrane (i.e., K™ channels). In most channels
“a-subunits” form the pore for the passage of ions. Attached to the a-subunits are in most cases a
variety of other proteins—called auxiliary subunits (B, v, €, 8) [5], or special channel specific proteins,
and/or enzymes, such as kinases, phosphatases or heme [5,6]. To classify ion channels by their
mechanism of activation (gating) has been considered as a proper means.

The structure and function of ion channels has been summarized in several reviews [7—11]. The
today’s extensive realm of ion channel structure and function is brought about by the separation into
many special topics, such as for Na*, Ca*", K', CI" [12-16] channels. The field of ion channels
developed immensely and we therefore limit our brief introduction to maxi calcium activated K* or
BK channels which are the main focus of this review. K™ channels can be devoid of auxiliary subunits
but usually have various types of B-subunits, i.e., BK channels consist of four types of B subunits
(B1-B4), and a set of y-subunits (Figure 1). These subunits are of particular interest because of their
potential to diversify the transport properties and distribution of channels in various cells and tissues.
Attached to the a-subunits these auxiliary subunits cause a variety of different effects on channel
gating, on current Kinetics or conductance, on trafficking the a-subunit to the cell membrane, link to
intracellular cytoskeleton and extracellular matrix proteins, modulation of channel expression or they
provide for binding of drugs.

In general, the activity of ion channels which composes the ion current and hence the potential
across the membrane is governed by three factors: the number of active channels (N), the channels
in the open state (Po = open probability) and the single channel current (i). This can be summarized
by the relationship: Tt = N Po i, where Tiot is the total current, N is the number of functional channels
and i is the single channel current. In most cases Po is modulated by ligands or drugs.

2.2. Types of Kca Channels

Kca membrane permeability was first described from experiments using erythrocytes where the
presence of internal Ca®" increased the permeability of the cell plasma membrane to K* [17]. It took
more than a decade to transfer this idea to other cells and to further investigate this phenomenon in
more detail. To date a variety of Kca channels have been described in a great variety of excitable and
non-excitable cells of many species and are mainly defined by their biophysical and
pharmacological properties.

The Kca channel family contains eight members according to the sequence homology of
transmembrane hydrophobic segments [18] with four subfamilies: BK (or Kcal.l, Slol, Maxi-K,
KCNMAI), SK (Kca2.1 (SK1, KCNNI), Kca2.2 (SK2, KCNN2), Kca2.3 (SK3, KCNN3), IK (Kca3.1
(IKcal, SK4, KCNN4) and other subfamilies (Kca4.1 (KCNT), Kca4.2 (SLICK, Slo2.1, KCNT?2),
Kca5.1 (Slo3, KCNUI). These channels generally consist of four o-subunits with six
membrane-spanning a-helices (segments) per domain (S1-S6) containing the K pore. Both, N- and
C-terminal are usually at the internal, cytosolic side of cells. In addition, Slo 1 (BK) and Slo 3
channels have one more transmembrane helix (S0) which locates the N-terminus to the external side
(see Figure 1 and section BK channels). Not all of these channels are responsive to Ca>*—since some
are activated by Na* (Slo 2) or CI” (Slo 3).
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2.3. Maxi Calcium-Activated K* Channels (BK)

BK channels are expressed by a single gene. The conductance of single BK channels is up to
300 pS and hence comprises the largest single-channel conductance of all K* channels. To date a
vast amount of information has been gathered regarding their biophysical, structural and functional,
physiological, pathophysiological and pharmacological properties (recently reviewed in [19-37]).
BK channels are usually synergistically activated by both—Ca*'/Mg®*—metal ions and by
membrane voltage. The channels can be also activated in the absence of Ca>" but then require an
extremely large depolarization of 100-200 mV which is not physiologically relevant but important
for the understanding of some biophysical properties of these channels. BK channel a-subunits consist
of a total of seven transmembrane segments with a SO segment preceding the six transmembrane
segments (S1-S6). This renders the N-terminus (amino terminal) at the extracellular side of the
membrane (Figure 1). The transmembrane segments (S1-S4) consist of various charged amino acid
residues which confer voltage sensitivity to the channels. The SO segment appears mainly required
for interaction of a-subunits with auxiliary B-subunits as well as for targeting the channels to the
plasma membrane. As in other voltage dependent K* channels, four pore-forming loops between the
segments S5-S6 of each a-subunit configure the ion selectivity filter. The large C-terminus (carboxyl
terminal) comprises about two thirds of the a-subunit protein and contains various binding sites for
kinases, phosphatases and negatively charged Ca?’ binding sites as well as two so called
RCK-domains (regulatory domain of K* conductance) (Figure 1).

Multiple splice variants of the o-subunit have been identified resulting in a great variety of channel
properties in various cell types [38]. Through alternative splicing the pore forming a-subunit contains
at its C-terminus a cysteine-rich 59-amino-acid insert between RCK domains called stress-axis
regulated exon (STREX). STREX exon expression is under physiological conditions initiated by the
stress-axis adrenocorticotropic hormone [39]. STREX inserts cause BK channels to activate at more
negative potentials, enhance activation and decrease deactivation which leads to increased repetitive
firing of action potentials. STREX inserts can also be artificially produced by growing cells in phenol
red which causes a significant increase in channel sensitivity to inhibition by oxidation [40]. Phenol
red, which is routinely used as a pH indicator in tissue culture media, bears structural resemblance
to some nonsteroidal estrogens and has significant estrogenic activity [41]. Further findings indicate
that maxi-K channel transcripts are differentially spliced by 17p-estradiol, which may contribute to
changes in isoform expression [42] and may also lead to STREX expression in GH3 cells which
carry estrogen receptors [43].

Specific blockers of the channels are tetracthylammonium (TEA) at submillimolar
concentrations  [45,46], iberiotoxin (from scorpion) or paxilline (mycotoxin from
Penicillium paxilli) [47,48]). BK channels can be expressed together with other types of Kca channels
(SK or IK) [49] or in particular with Ca®" channels [50,51] which makes them important modulators
of electrical discharge activity and synaptic transmission. Ca’>" as a major player in cellular
signaling is involved in a large variety of cell functions and links cell excitation to cell metabolism
and gene expression.
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Figure 1. Schematic structure and membrane topology of maxi calcium-activated
potassium (BK) channel o, B and y subunits (adapted from [44]). See text for a discussion of
the structure.

BK channels are associated and modulated by a wide variety of intra- and extracellular factors,
such as auxiliary subunits (f, y), Slobs (slo binding protein), phosphorylation, gasotransmitter action
(nitrosylation, carboxylation, sulthydration) or by redox mechanisms [11,44,52—-67]. The BK
a-subunits assemble 1:1 with four different auxiliary types of B-subunits (81, B2, B3 or p4)
(Figure 1). B-subunits are members of the protein superfamily of oxidoreductases [68,69] which contain
191-235 amino acids [70-73]. BK B-subunits consist of two transmembrane segments (TM1, TM2)
with both, the N-terminal and the C-terminal located intracellularly. In different tissues four different
genes can be expressed, as in smooth muscle, adrenal chromaffin cells or in neurons. B-subunits are
involved in modifying voltage sensitivity, current kinetics and/or pharmacological properties of BK
channels [65,70,74]. B-subunits are also responsible for tissue specificity, they can alter channel
activity by activation of protein kinases, confer hormone (estradiol) activation, and alter toxin
binding to the channels [75]. They are involved in current inactivation by a flexible N-terminal chain
and ball structure which blocks the channel’s pore [76,77]. In the brain, beta 4-subunits for example,
inhibit BK channel activation and slow down channel kinetics [65,78—80], confer resistance to peptide
blockers such as charybdotoxin and iberiotoxin [65,81,82] or protect against temporal lobe
seizures [79].

Various leucine-rich repeat containing proteins (LRRCxx), have been identified and designated
as auxiliary y-subunits (Figure 1) [66,83,84]. These proteins, which are clearly distinct from
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B-subunits, interact with BK channel a-subunits. Various types of y-subunits cause in the absence of
Ca®" a negative shift of up to ~140 mV in the voltage dependence of the BK channel activation, i.e.,
the channels open at voltages near the membrane resting potential. This way they exert interesting
physiological functions in a great variety of tissues, such as the nervous system, skeletal muscle, and
adrenal glands. For example, in fetal nervous tissue using knock-down studies, y1-subunits appear to
participate in governing neuronal excitability in the early development of the brain [83] and in
rat cerebral arterial smooth muscle LRRC26 -constitutes functional y-subunits involved in
vaso-regulation [84]. In non-excitable cells, such as in salivary glands, prostate, testes or the airway
epithelia, the hyperpolarizing actions of y-subunits provide for an increase of the driving force for
Ca?" via non-voltage dependent (ligand gated) Ca®>" channels. It was suggested that y-subunits
may offer therapeutic potential targets as BK channel openers for the development of new BK
channel-activating drugs in the treatment of various diseases [66].

A further class of proteins, called Slo binding proteins (Slobs) can attach to and modulate BK
channels [85-88]. Slob 57, for example, shifts the voltage dependence to more depolarized voltages
and causes faster closure of the channels [87]. Furthermore, Slob exerts a diurnal cycle in vivo [89]
indicating that BK channel activity changes as a function of day time imparting circadian rhythmicity
to neurons. Other Slobs like Slob71 or Slob 53, shift the voltage dependence to less depolarized
voltages but have no effect on channel kinetics [88].

Some BK channels can be activated by stretch or pressure. These stretch-activated BK channels
(SAKCaC) [90,91] are expressed in a variety of tissues such as in myocytes or neurons and modulate
vascular smooth muscle tone and endocrine cell secretion. A STREX insert between RCK1 and RCK2
domains at the channel’s C-terminal o-subunit is indicated to confer stretch sensitivity to the
channels [90,92]. However, other BK channels lacking the STREX insert still remain sensitive to
membrane stretch suggesting that additional structures of the channel may be responsible for
mechanical coupling to the cell membrane [93].

2.4. Function of BK Channels in Norm and Pathology

BK channels contribute to various functions, such as controlling electrical discharge activity of
nerve and muscle cells. Since the opening of K* channels drives the membrane potential towards the
K" equilibrium potential, this will result in hyperpolarization of the membrane resting potential which
will lead a nerve cell away from excitation. On the other hand, it may speed up the repolarization of
action potentials, which makes their duration shorter and more action potentials per time can be
generated. At the synapse the duration of the excitation, i.e., duration of the action potential is
translated into the amount of opening of Ca?* channels, influx of Ca?" into the cell and an increase of the
internal Ca®" concentration which directly relates to the quantity of transmitter release or hormone
secretion [94]. Similar mechanisms play a role in vaso-regulation, auditory tuning of the hair cells,
in erectile processes and participate in mediating drug actions such as ethanol or acetaldehyde. In
circadian rhythm generation BK channels are expressed in neurons of the supra chiasmatic nucleus
during night and are removed during the day causing silencing or excitation, respectively [95].
Targeting of BK channels to appropriate membranes is important for the proper functioning of cells
and organelles. Trafficking to and expression of BK channels in the plasma membrane has been



241

found to be regulated by distinct splicing motifs located within the intracellular C-terminal RCK
domains [96]. In particular a splice variant that excluded these motifs prevented cell surface
expression of BK channels and suggests that such a mechanism impacts physiology and pathophysiology.

BK channels are not only present in the plasma membrane of cells but are also located in the
membranes of cellular organelles such as mitochondria, nucleus, endoplasmic reticulum or the Golgi
apparatus (reviewed in [97]). Information on the function and regulation of BK channel in organelles
is at its infancy. A recent report indicates that nuclear BK channels (nBK) regulate gene expression
of hippocampal neurons in a synaptic activity-evoked, Ca?* dependent manner, suggesting that nBK
channels play an important role as modulator and molecular linker of neuronal activity dependent
functions and nuclear Ca>* [98]. Since most information is available from mitochondria we will
briefly discuss these channels in a later section.

Channelopathies are caused by mutations at one or more amino acids of the channel protein
which may lead to dysfunction of cells and organs. These mutations can occur at any site of the
channel protein, the pore, the voltage sensor, or the inactivation structures, including auxiliary
subunits. Channelopathies affect all kinds of channels (voltage-, ligand-, mechano-gated, efc.), and
hence are involved in a multitude of disorders, such as epilepsy, stroke, paroxysmal movements,
cerebellar ataxia, hearing loss, autism, asthma mental deficiency, myotonia, heart diseases,
hypertension, cystic fibrosis, bladder or gastric hypermotility, erectile dysfunctions, efc. (for recent
reviews see [25,32,99—-102]). BK channel mRNA expression is lower in the prefrontal cortex of
schizophrenic, autistic, and mentally retarded persons [103,104]. Mutation at the a-subunit which is
associated with idiopathic generalized epilepsy and paroxysmal dyskinesia [105] appear to result
from augmented Ca?* sensitivity at the RCK1 binding site together with mutations at the brain
specific p4-subunit. Mutant BK channels being more sensitive to Ca*" were found to increase
excitability in humans by causing a more rapid repolarization of action potentials which in turn limits
the amount of Ca" flowing into the cell. An enhanced repolarization favors a faster removal of
inactivation from Na" channels and thus lets neurons fire at a higher frequency. A nonfunctional
4-subunit which under wild type conditions broadens the actions potential on the other hand also
leads to faster action potential repolarization. Eventually this results in an increased discharge of
action potentials which may lead to epilepsy, paroxysmal movement disorders, or alcohol dependent
initiation of dyskinesias [79,106]. Although depletion of BK channels in the brain appears not to be
lethal it produces a variety of deficiencies as indicated above.

This introduction to the realm of ion channels as well as BK channels in detail was intended to
provide some background for (a) getting to know and summarizing the structure and function of
these proteins and for (b) providing a basis for the following elaboration of their modulation by
oxidative stress.

3. Oxidative Stress

Oxidative stress in general has been introduced by other authors of this special issue, defined,
interpreted and generally covered and therefore will not be further discussed. In this section we
intend to summarize some aspects of redox effects and oxidative stress on BK channels. Reactive
oxygen species (ROS) are involved in a magnitude of oxidative stress modulations but also in the
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physiological regulation of a great variety of proteins and cell functions as outlined in various
reviews [34,61,97,107-117]. The sulfur containing cysteine (Cys or C) and/or methionine (Met or
M) residues (Figure 2) within proteins are preferred targets of redox modulation, i.e., reversible
oxidation/reduction. Cysteines can be oxidized at their thiol groups where two cysteine molecules
link to form disulfide bonds internally within the protein or with other proteins. For experiments,
cysteine specific reagents 5'S-dithio-bis(2-nitrobenzoic acid) (DTNB), methanethiosulfonate
ethylammonium (MTSEA) or p-chloromercuribenzoic acid (PCMB) have been used. Biochemically,
disulfide bonds are readily reduced, i.e., by dithiothretiol (DTT) or mercaptoethanol (B-ME) to
convert them back to thiol cysteines. In vivo reversibility of cysteines is brought about by antioxidants
such as the tripeptide glutathione (GSH) or the small protein thioredoxine (TRX) which is present in
all organisms [118]. Methionine can be preferentially oxidized by agents such as chloramine-T
(Ch-T) under physiological conditions or by N-chlorosuccinimid (NCS) [119]. Methionine residues have
been hypothesized to function as endogenous antioxidants in proteins [119]. Oxidation leads to polar
methionine sulfoxide (Met-O) which can be reversed by methionine sulfoxide reductases (MSRA).
Some oxidizing/reducing (ROS) agents are listed in Table 1.

Cysteine Methionine

O O

S
HS OH HyC” OH

NH, NH,

Figure 2. Structure of the sulfur containing amino acids cysteine and methionine.

Since these amino acids are particularly sensitive to redox reactions ROS may act on these targets
in an autocrine or paracrine manner, i.e., on the cell itself or in its near vicinity. Other amino acids,
such as arginine, lysine, proline, histidine, tryptophan and tyrosine may also provide targets for
oxidation. The reactions may proceed extremely fast as with hydroxyl radicals ("OH) with a life-time
of a few nanoseconds and a diffusion radius of a few nanometers [130], whereas the weaker
radical nitric oxide (NO) has a life span of several seconds and a diffusion radius of several
hundred micrometers [145]. Redox mechanisms linked to cell metabolism appear extremely
important in the modulation of cellular signaling pathways and for the regulation of ion channels and
electrical activity.
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Table 1. Reactive oxygen species (ROS) agents, reducing agents and gasotransmitters

that are produced by cells and/or are experimentally used chemicals for modulating

BK channels.
Oxidizing/Reducing agents at BK channels
Abbrev./
Chemical nomenclature rev Company | Notes/literature
Formula
Oxidizing agents
Fisher commonly used oxidizing agent. H>O, is naturally
Hydrogen peroxide H>0, Scientific; | produced by the cell metabolism, is membrane
Sigma permeable and relatively stable [120,121].
dical; £107" t0 1077 M; [122
Superoxide anion (073 Sigma radica .range © ) 0, > [122]
antagonist: superoxide dismutase.
Glutathione disulfide GSSG Sigma physiological oxidized form of GSH [123].
oxidizes methionine [119]; oxidation leads to
Chloramine-T Ch-T Sigma polar methionine sulfoxide (Met-O), reversed by
methionine sulfoxide reductases [109].
N-chlorosuccinimide NCS Sigma oxidizes methionine [119].
4,4'-dithiodipyridine 4,4DTDP Sigma [124]
2,2'-dithiodipyridine 2,2DTDP Sigma [125,126]
5'S-dithio-bi . . .
(2-nit1r0113(:3nzlcs>ic acid DTNB Sigma cysteine-specific reagent [109,123,127].
2-Aminoethyl) methan-
( ) minoethyl) methan . Toronto cysteine-specific, covalently modifies free thiol
ethiosulfonate MTSEA R h [125]
esearc roups .
hydrochloide group
2-(trimethylammonium)
ethyl Toronto
MTSET 128
methanethiosulfonate, Research [128]
bromide
-chl ib i
P C d oromereuribenzoic pCMB Sigma cysteine-specific [109].
aci
Sodium (2-sulfanatoethyl) Toronto
MTSES 128
methanethiosulfonate Research [128]
Thimerosal Sigma sulfhydryl reagent; its oxidizing ability is related
to the presence of mercury [124,129].
Diamide Sigma [125]
Hydroxyl radicals OH™* [130]
Peroxynitite ONOO" forrfl.ed. at a low rjate.by the reaction of NO’ with
(O2"®) in a 1:1 stoichiometry for synthesis cf. [131].
4,5,6,7-
tetrachloro- Stain, clinical trials in some cancer therapies;
Rose bengal 2'4',5',7'- Sigma generates singlet oxygen from triplet oxygen
tetraiodo [132].
fluorescein
) test solutions equilibrated with room
Normoxia

air [126,133,134].
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Table 1. Cont.

Oxidizing/Reducing agents at BK channels
Reducing agents
Abbrev./
Chemical nomenclature rev Company | notes/literature
Formula
Dithiothreitol DTT Sigma reduction of disulfide links [124,126,129,135].
B-mercaptoethanol B-ME Sigma [125]
Glutathione GSH Physiological reduced form [136].
Nicotinamide adenine . reduced form of physiological oxidized form
NADH S
dinucleotide hydrate 1ema NAD" [137].
Thioredoxine TRX Sigma in reduced form act as oxidoreductases [118].
Methioni Ifoxid:
etonine sutfoxice MSRA Sigma converts Met-O to Met [109].
reductase
. bubbling of experimental solutions with nitrogen
Hypoxia
gas [126,133,134].
Gasotransmitters
Nitric oxide, gas—donors | NO Alexis
Diethylamine NONOate DEA-NO Corp. short lived radical (seconds) acts directly or via
Sodium nitroprusside SNP Cayman | the sGC—cGMP—PKG signaling pathway
S-Nitroso-N-Acetyl-D,L- 138]. NO range of (107 to 1077 M) [124,132].
,1 ,OSO ) ceyi-b, SNAP Sigma [138] & ( al ]
Penicillamine, ezc.
Hyd 1fid —
ydrogen sulfide, gas HS
donors Sigma | [60,129,139]
Sodium hydrogen sulfide | NaHS £ T
Sodium sulfide, efc. Na,S
Carbon monoxide, gas— co [140]
donors
CORM-A1 | Si 141,142
Carbo.n monoxide CORM.2 1A { 143] ]
releasing molecules
CORM-3 [144]
N-ethylmaleimide NEM Sigma alkylating agent [128]

Human BK (Slol) channels have 29 cysteines and 30 methionines per a-subunit which adds to
116 and 120 residues for each tetrameric complex [113]. Due to conformational properties many of
these amino acids are buried within the 3D-structure of the protein and hence are not readily
accessible to modifications. Functional consequences of oxidation of cysteine and methionine
residues have been reviewed by Sahoo et al. (2014) [113].

4. Ion Channels and Oxidative Stress

Ton channels are modulated and regulated by a vast array of mechanisms, drugs and ligands. One
of the first recognized and more detailed investigated posttranslational modifications of ion channels
was their modulation by phosphorylation. In the human genome more than 500 putative kinase genes
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have been identified [146]. The attachment of phosphate groups to amino acids by protein kinases
and the antagonistic action of phosphatases paved the way in our conceptualization of posttranslational
modification of ion channel functioning [52,53,59,147—-149]. Thereafter the field was open for more
modulatory factors from signaling pathways, such as by G-proteins or second messengers, by redox
mechanisms, by the action of gasotransmitters, such as nitric oxide (NO), carbon monoxide (CO), or
hydrogen sulfide (H2S) [1,44,57,59,86,150] or more recently by S-acylation (the post-translational
attachment of fatty acids to cysteine residues) [151]. Modulation of ion channels is involved in
physiological processes such as transmitter release, hormone secretion or muscle contraction to name
just a few [11,52,152—155]. Alterations of channels proteins by oxidative stress and its functional
consequences constitutes one further way of channel modulation in a great variety of cells and tissues
which will be covered in the following sections.

4.1. BK Channels and Redox Modification/Regulation

The brain, although it only accounts for 2% of the body weight, consumes ~20% of Oz and hence
during metabolic activity produces large amounts ROS [156]. High amounts of Oz appear to be
needed for the production of ATP which is used to maintain ion homeostasis in the brain in order to
run active ion transport to establish transmembrane ion concentration gradients, intracellular
neuronal transport systems or the synaptic transmission/neurosecretion machinery.

From brain-derived human BK channels (hslo) expressed in HEK cells (Human Embryonic
Kidney cells) DiChiara and Reinhart (1997) [135] provided first evidence that the reducing agent
dithiothreitol (DTT) shifted the voltage activation of the channels to more negative potentials and
increased current activation as well as channel open probability. These modulations cause the
channels to open earlier, i.e., during action potential repolarization and shorten the action potential
duration which speeds up repetitive firing. Oxidation, by using hydrogen peroxide (H202), had the
opposite effect. In contrast, BK channels cloned from Drosophila (dslo) were not modulated by DTT.
It was suggested that in hslo proteins disulfide bonds were formed between cysteines—predominantly
at the channels’ large interior C-terminus region. Soh et al. 2001 [136], reported that in neonatal rat
hippocampal neurons the reducing reagent glutathione (GSH) increased BK channel activity whereas
its oxidized form (GSSH) had the opposite effect indicating a redox modulatory mechanism when
applied to the intracellular side of the cell membrane. On the other hand, after intracellular application
of the oxidizing agent DTNB, Gong ef al. (2000) [127] and Gao and Fung (2002) [157] reported
an increase of open probability and decrease of closing times of BK channels from adult
native hippocampal CA1 pyramidal neurons, while the reducing GSH had no apparent effect on the
channel activity.

As natural reducing agent, the sulfhydryl specific reagent GSH is present in millimolar
concentrations within cells. Depending on the cell type the intracellular concentration of GSH ranges
between 1 mM and 10 mM whereof 98% exist in reduced form [158-160]. GSH rapidly (within
1 minute) in a concentration dependent manner increased BK channel activity in excised patches
(a membrane patch which is removed from the cell like an inside out or outside out patch is called
excised) of the cell when applied to the intracellular face of the membrane (of non-identified rat
hippocampal cells) and this effect was rapidly reversible after wash-out [136]. In its oxidized form
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glutathione (GSSG) inhibited single channel activity which again was readily reversible.
Hence, under physiological conditions GSH and GSSG form a redox pair where the ratio of
GSH/GSH+GSSG appears responsible for the modulation of channel activity. Evidence suggests that
GSH varies between brain regions and is augmented in glia cells compared to neurons [160—162]
which makes neurons more susceptible to oxidative stress such as in Parkinson’s disease where GSH
levels in neurons are decreased [163,164].

Mammalian neurons are highly vulnerable to oxygen (O2) deprivation. It has been hypothesized
that the resulting depolarization of the membrane resting potential of these cells by hypoxia maybe
in part mediated by inhibition of K*-currents. In neocortical neurons of mice hypoxia inhibited BK
channel open probability in cell-attached patches but not in the excised inside-out mode [165].
Glutathione and application of DTT increased BK channel open probability. The experimental results
suggested that Oz deprivation modulates BK channel activity by some cytosolic process(es) altering
Ca?* sensitivity resulting from intracellular pH changes or phosphorylation. These channels were,
however, iberiotoxin and charybdotoxin insensitive which makes it questionable if these channels
are genuine BK channels or if these channels were associated with B4 subunits which causes
insensitivity to these toxins [65].

Lewis ef al. (2002) [134] reported that the open probability of recombinant BK channel a-subunits
from human brain, when co-expressed with 1 subunits in HEK cells in excised inside out patches,
is oxygen-sensitive and reversibly suppressed by hypoxia. The experiments further indicated that the
inhibition of channels by hypoxia was voltage-independent, reduced their Ca®" sensitivity and did
not require soluble intracellular factors.

Wyatt and Peers, (1995) [166] described O2-sensitive K* currents in carotid body chemoreceptors
cells of neonatal rats. In single channel and perforated patch whole cell recordings the authors
reported on charybdotoxin sensitive channels which were inhibited by lowered PO2 and required
cytosolic factors for normal functioning as well as Oz sensing. Hypoxia, anoxia or charybdotoxin
depolarized the cells suggesting that closure of these channels leads to cell depolarization which is
sufficient to activate voltage-gated Ca’" channels and hence increased transmitter release. Jiang and
Haddad (1994) [133] reported Ca?" and voltage-dependent K channels of large conductance from
rat central neurons in cell free, excised membrane patches, which were blocked by ATP. These
channels were reversibly inhibited by hypoxia - but independent of cytosolic factors. Although ATP
inhibition of BK channels has been reported [167] their identity as genuine BK channels remained
unclear. Furthermore, hypoxia has also been reported to inhibit BK channel activity of rat carotid
body type I cells in both whole cell and in excised single channel recording [126]. However,
reduction of the channels using DTT increased, whereas oxidation using DTDP decreased channel
open probability. From their experiments the authors concluded that hypoxic inhibition is not related
to channel reduction and modulation of channels does not require cytoplasmic mediators.
Interestingly, CO reverts hypoxic inhibition of the BK channels suggesting that CO binds to the
channels or some hemoprotein sensor linked to the channels. In fact, such hemo-proteins have been
also postulated for other preparations [168]. Oxidative modulation of K* channels in the nervous
system has been recently comprehensively summarized [113,117].
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Perturbation of ion homeostasis is fundamentally involved in causing cell death after ischemia.
Ca?" excitotoxicity, which leads to the release of ROS, generates degrading enzymes or apoptotic
factors [111,169]. One of the counteracting measures initiated by intracellular Ca>" accumulation is
the activation of BK channels. In excitable cells opening of BK channels causing hyperpolarization
of cells provides a negative feedback for Ca" influx through voltage dependent Ca®" channels and
hence is involved in the regulation of action potential duration, neurotransmitter release or
modulation of excitotoxicity [48,170—172]. Organotypic hippocampal slice cultures in vitro exposed
to oxygen and glucose deprivation initiates cell death of CA1, and less of CA3 neurons. Treatment
with the BK channel blockers, paxilline or iberiotoxin, increased this effect suggesting that BK
channels act as a kind of “emergency brake” in ischemia [173]. Interestingly these treatments also
increased the vulnerability of granula cells which are normally resistant to ischemic treatment. This
raises the question as to the possible differences in the BK channel setting of these neurons.
Accordingly, BK channels are considered as potential molecular targets for neuro-protective therapy
in stroke. Using in vivo experimentation the issue was further investigated [174]. Focal ischemia
(by cerebral artery occlusion) produced neuronal death in BK ™ knock-out mice which was
significantly increased compared to wild type animals. Organotypic hippocampal slice cultures if
exposed to ischemia-like conditions experienced neuronal death in BK knock-out animals which was
significantly increased compared to wild type cultures indicating that neuronal BK channels are
important for protection against ischemic brain damage [174]. On the other hand, Kulawiak and
Szewczyk (2012) [175] reported that inhibition of BK channels by the specific toxin paxilline dose
dependently protected hippocampal neurons against glutamate induced cell death. However,
iberiotoxin and charybdotoxin were not cytoprotective. From this and further data the authors
concluded that the cytoprotective effect of paxilline was not dependent on BK channel inhibition.
Although the experiments are not directly comparable to the studies of Liao’s group [174], since
neuronal death was initiated by different procedures (low oxygen vs high glutamate) the results cause
concern about the general mechanism.

Investigation of field excitatory postsynaptic potentials (fEPSPs) revealed that fEPSPs were
depressed in an Alzheimer’s disease (AD) mouse model compared to age-matched controls [176].
BK channel blockers (charybdotoxin, paxilline) enhanced the fEPSP-potentials giving rise to the
notion that impaired Ca?" homeostasis and/or ROS generation may be considered as the
underlying mechanisms.

Preconditioning, a phenomenon in which a non-harmful stress stimulus renders cells tolerant to a
following otherwise damaging stimulus (see also below), has been tested in rat cortical neuronal
cultures [177,178]. The BK channel opener NS1619, a potent inducer of delayed or immediate
neuronal preconditioning, dose-dependently protected cells against toxic insults (oxygen/glucose
deprivation, H202, or glutamate excitotoxicity) but protection was not blocked by BK channel
inhibitors. Since NS1619 increases ROS generation, activates the phosphoinositide 3-kinase pathway
and inhibits caspase activation it was proposed that it acts cytoprotective via these mechanisms rather
than via BK channel activation. In immediate preconditioning modulation of NMDA receptors
by ROS and up-regulation of superoxide dismutase activity followed by decreased Ca*" influx,
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a reduction in oxidative stress upon glutamate exposure independent of BK channel activation was
proposed [177].

Vertebrobasilar insufficiency (VBI) represents transient clinical symptoms including vertigo
and hearing loss caused by decreased blood supply to the brain. Using whole cell patch clamp
experiments at medial vestibular nucleus (MVN) neurons in brain slices Xie et al. (2014) [179] found
that brief hypoxia elicits depolarization of the resting membrane potential and an increase of action
potential discharge frequency. Furthermore, hypoxia decreased BK-mRNA levels as well as BK
channel activity, the latter being alleviated by application of the BK channel opener NS1619. These
experiments suggest a neuro-protective role of BK channels and a potential target for treatments in
ischemia or stroke.

Hemin, an oxidation product of heme is released from decomposed erythrocytes and appears to
play a role during hemorrhagic stroke or brain trauma (indicating intracerebral hemorrhage) [180].
Hemin inhibits BK channels of plasma and mitochondrial membranes [180]. The BK channel opener
NS1619 attenuates ROS generation of brain mitochondria under conditions that allow for reverse
electron flow [181], which may provide the reason for the different action of NS1619 on mitochondria
compared to cells. The addition of hemin inhibits this effect by about 30% which is comparable to
the specific BK channel blocker iberiotoxin [180]. Hence, the inhibition of mtBK channels by hemin
may constitute a novel mechanism of neurotoxicity contributing to intracerebral hemorrhage. The
authors suggest that an early anti-hemin therapy could help to prevent or diminish cytotoxicity [182].

There are no consistent results on the effects of oxidizing vs. reducing agents on BK channel
activity. Although there is only one gene for BK channel expression many other factors can influence
channel behavior, such as auxiliary subunits being present or absent, or differential splicing, as
outlined in the previous section. Furthermore, different recording techniques using either whole cell
recordings, where signaling pathways may interfere, vs. excised patch recordings, where channel
activity is more directly accessed, may play a role. Also, the natures of the oxidizing/reducing
compounds and their accessibility to the target site have to be considered.

4.2. BK Channels and Oxidative Stress at Muscle/Endothelial Cells

BK channel activity from excised inside-out tracheal myocytes was modified by sulfhydryl redox
agents [125]. The reducing agent DTT augmented, whereas the oxidizing agent thimerosal inhibited
channel open probability which persisted following wash-out of the drugs but were reversed by
counteracting reagents. Alkylation of channel proteins to remove free thiols prevented the action of
sulfhydryl altering agents. The experiments suggested that the inhibition by oxidizing compounds is
caused by covalent modification of cytosolic channel thiol groups, likely cysteine residues. Glutathione
(GSH) at low concentrations also significantly augmented BK channel activity indicating that
alterations by the reducing GSH are of physiological relevance [125].

These results were in contrast to findings by other authors. In inside-out patches from isolated
smooth muscle cells of rabbit pulmonary arteries, BK channel activity was increased by oxidizing agents
such as nicotinamide adenine dinucleotide (NAD), 5'5-dithiobis(2-nitrobenzoic acid) (DTNB) or the
oxidized form of glutathione (GSSG), whereas the reducing agents such as dithiothreitol (DTT),
2-hydroxy-1-ethanethiol (B-mercaptoethanol, (BME)), the reduced form of nicotinamide adenine
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dinucleotide (NADH) or GSH decreased channel activity [123]. Extracellular application of
hydrogen peroxide (H202) relaxes porcine coronary arteries by increasing BK channel activity. The
effect was observed in the cell attached mode and after excision of the patch to the inside-out mode
and was mimicked by arachidonic acid suggesting the involvement of the lipoxygenase signaling
pathway [120]. At the same preparation, Hayabuchi ef al. (1998) [183] reported that the H202
initiated BK channel dependent vascular relaxation was mediated in part by direct action on the
channels and in part by activation of the cGMP signaling pathway. From the experimental results, it
appears feasible that both direct redox modulation at BK channel residues and/or indirect modulation
occurs via some signaling pathway, which is initiated by redox processes. Explanations for these
different findings may be the specificity of the preparations used, the expression of different auxiliary
subunits with different redox sensitivity, the effect on the Ca®" sensitivity directly or via auxiliary
subunits per se or the preconditioned status of the channels [184].

Peroxynitrite (ONOQO") in biology can be produced from the reaction of the superoxide anion
radical (O27") with the nitric oxide radical (NO"). In rat cerebral artery smooth muscle cells, ONOO™
has been found in whole cell BK current recordings as well as in inside out patches to decrease BK
currents, BK channel open probability and channel mean open times, respectively [131]. The effects
could be reversed by reduced GSH which also protected BK currents/channels from oxidation. The
experimental results are consistent with ONOO™ being a contractile agonist of cerebral arteries and
myocytes implicating a physiological mechanism in the modulation of vasoconstriction.

Infarct size in heart is profoundly reduced by ischemic preconditioning (IP)—a technique in which
brief periods of ischemia precede sustained ischemia and provide tolerance to subsequent damaging
insults. BK channels appear to be involved in this mechanism since pharmacological BK channel
openers were found to be cardio-protective which was blunted by BK channel blockers, such as
iberiotoxin or charybdotoxin [185—187] or after knock-out of the KCNMA I gene of neurons involved
in the regulation of the heart beat [188].

ROS in addition to many other functions also appears involved in altering cellular ion
homeostasis [189]. In heart ROS via oxidation of kinases (PKA, PKC, Calcium/Calmodulin Kinase
IT (CaMKII)) together with dysfunction of the sarcoplasmic reticulum can lead to perturbation of the
Ca-homeostasis (which will indirectly affect BK channel activity) and finally cause heart failure.

4.3. Effects of Oxidative Stress on BK Channels of Epithelial Cells

In cultured alveolar epithelial A549 cells acute changes of oxygen tension (PO2) increased BK
channel mean open time whereas chronic changes in POz did not affect expression, recruitment or
function of BK channels or Na* channel activity [190]. The authors concluded that BK channels serve
as oxygen sensors. The mechanism of oxygen sensing was further elaborated by demonstrating
that hemoxygenase-2 (HO-2), which is associated to BK channels enhances channel activity in
normoxia [191]. It was found that carbon monoxide (CO), which is produced from Oz via HO-2, is a
mediator of this function, indicating that HO-2 is an oxygen sensor.

In cultured human epithelial pigment cells, the oxidants, t-butyl hydroperoxide (t-BHP) or
thimerosal suppressed BK outward currents recorded in whole cell configuration as well as BK
channel open probability in the cell attached mode [192]. Internal application of ceramide prevented the
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oxidizing effect suggesting that BK channel inhibition may involve the intracellular generation of
ceramide. In fact, ceramide can be produced in cells via the sphingomyelin pathway or by de novo
synthesis [189,190]. H202 and other stressors have been reported to generate ceramide in various
cells [193,194] and ceramide per se suppresses BK channel activity [195]. More information on this
issue appears an interesting research endeavor.

It remained ambiguous for some time why oxidation in some cases increased, however, in others
decreased channel activity. In their publication, Tang et al. (2001) [109] provided an explanation for
the oxidative modulation of hSlo (human BK) channels considering the reversible oxidation of the
amino acids cysteine and methionine. They showed that the agent chloramine-T (Ch-T), which
oxidizes preferentially methionine to methionine sulfoxide (met(O)) or to met(O2), increased hSlo
channel open probability. In contrast cysteine specific reagents, such as DNTB and other oxidizing
agents decreased channel activity. Oxidation of these amino acids may also provide an explanation
for the run-down of channels after patch excision (loss of channel activity with time), which exposes
the channel inside to a more oxidized environment compared to the more reduced, normal
intracellular milieu, and may also explain some earlier conflicting results. The authors were able to
further provide evidence where at the channels the functional modification may take place. Internal
channel blockers tetracthylammonium (TEA) or 1-methyl-4phenyl-1,2,3,6-tetrahydropyridine
(MPTP) protected the channels from oxidation by Ch-T, indicating that residues oxidized by
Ch-T are located near or within the channel pore and B-subunits are unlikely to contribute to this
process. As outlined by the authors, oxidation of critical amino acids may be clinically relevant. In
reperfusion after ischemic conditions the formation of free radicals may affect vascular BK channels.
Methionine oxidation causing activation of BK channels may limit Ca" entry into cells and serve as
neuronal protectant.

Tang et al. (2004) [61] further provided evidence that ROS to a large extent inhibited BK channels
(o + B subunits expressed in HEK cells) by targeting cysteine residues near the intracellular Ca*"
binding site (Ca*" bowl). In particular, a single oxidized cysteine residue, Cys911, prevented Ca*"
sensitivity. Further evidence that the a-subunit was the target for oxidation was obtained from
experiments where its sole expression was sufficient for the suppression of currents. The authors line
out that oxidative stress causing inhibition of BK channel activity and hence impairment of vascular
relaxation and blood pressure may have crucial implications in disease and aging.

Auxiliary B-subunits also contain various amounts of cysteines (4-7) and methionines
(3—11). Modifications at these amino acids are therefore amenable to affect channel activity.
Zeng et al. (2003) [184] observed that reduction of extracellular disulfide linkages of the f3-subunit
abolished current rectification and improved charybdotoxin blockade of the channels. The results
indicate that the B-subunit appears to be close to the ion permeation pathway of the a-subunit and
may regulate the gating mechanism and access of blocking molecules. Physiological consequences
may be the dynamic regulation of channel inactivation by oxidative modification of SH groups.

The bovine -subunit contains five cysteine residues which are conserved among various species
such as rat, dog and humans [196]. Mutagenesis of each of the four cysteines present in the
extracellular loop caused a profound reduction of charybdotoxin binding suggesting the generation
of disulfide bridges between these residues. Methionines are only present at the intracellular
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N-terminus (3), and one is present at the end of the second transmembrane domain [197]. Oxidation
of methionine in BK channel a-subunits (hSlo) by chloramine-T induced a leftward shift at the voltage
axis to more negative values [109], i.e., the channels are activated already at more negative potentials
closer to the membrane resting potential. In the presence of f1-subunits and under low intracellular
Ca?" conditions the hyperpolarizing shift was largely augmented, channel open probability increased
and deactivation slowed [198]. However, this shift was independent of oxidation of methionine or
cysteine residues of B1-subunits indicating that this auxiliary subunit has no direct effect but appeared
to prime or to amplify the oxidation of the pore forming a-subunit residues. As a physiological
implication it appeared that in electrically quiet cells at low baseline Ca** concentrations BK channels
may have an increased impact on cellular electrical activity and hence influence vascular tone. In a
following publication the authors demonstrated that the mutation of three conserved methionines
located within the RCK domains (regulators of K* conductance) at the cytoplasmic C-terminus
eliminate oxidative sensitivity of the BK channels [199]. Oxidation of at least one of these key
methionine residues was sufficient to increase the open probability of the channels and slowing of
inactivation at low internal Ca®*. From theoretical considerations the authors proposed a mechanism
of conformational changes in the gating ring structure which are transmitted to the voltage sensor
domain. The functional effects caused by oxidation may serve as a protective mechanism by driving the
cells into a more hyperpolarized, resting state and hence may be advantageous in pathological
conditions such as after post-ischemic reperfusion or neurodegenerative disease to prevent neurotoxicity.

4.4. Oxidative Stress, BK Channels and Vascular Regulation

BK channels in the vascular system are modulated by agents naturally produced in the body, such
as angiotensin II (Ang II), high glucose or arachidonic acid (AA) [200] which is modulated in
diabetes by oxidative stress (ROS) [131,200,201]. In coronary smooth muscle cells BK channels are
activated by arachidonic acid metabolites, in particular prostacyclin 2 (PGI2) [200]. In Zucker
diabetic fatty rats channel activation is impaired caused by reduced production of prostacyclin 2
(PGI2) due to reduced PGI2 synthase. As a possible mechanism, ROS formation appeared to be
involved. Lu et al. (2006) [201] reported that high glucose reduced BK channel density and channel
kinetics by increasing ROS generation, in particular via H202-dependent oxidation of cysteine 911. In
a further study it was shown that caveolae (small 50-100 nanometer invaginations of plasma
membrane micro domains containing signaling components in close approximation) play an
important role in mediating inhibition of BK channels by ROS [202]. In diabetic rat aortas, cav-1
expression (indicating caveolae) is upregulated and accompanied by an improved physical link
between BK channels and the activated angiotensin-1 receptors (ATiR) signaling complex.
Angiotensin I (Ang IT)-activated AT1R receptors in diabetic rats stimulate enhanced non-phagocytic
NAD(P)H oxidase and (NOX1) expression. This leads to an increased ROS-induced redox inhibition
of BK channels and also to phosphorylation and nitration of tyrosine residues of the channels. The
absence of caveolae (initiated by caveolin-1 (cav-1) knock-down or gene ablation) caused
disaggregation of the Ang II-BK channel signaling cascade and preserved BK channel function in
diabetes. The molecular mechanisms delineated so far indicate that the composition and spatial
arrangement of the signaling system is important for proper functioning of coronary blood flow and
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maybe an interesting target for further pharmacological developments in the treatment of hypertension
or atherosclerosis [202].

Another mechanism of BK channel activation of vascular tissue by H2O: was presented
by Burgoyne et al. (2007) [203] and Zhang et al. (2012) [204]. H202 which serves as an
endothelium-derived hyperpolarizing factor (EDHF) causes dilation of human coronary arterioles by
activation of BK channels. Cell-attached single channel recordings as well as inside out channel
recordings from coronary smooth muscle BK channels revealed strong evidence that H2O2 increased
channel open probability (Po) which requires intracellular signaling by a mechanism involving
disulfide dimerization of the redox sensitive cGMP-dependent protein kinase (PKG-Ia). Hence the
H202 mechanism of action appears different to the NO mediated sGC-stimulated cGMP-PKG
pathway but acts downstream directly at the PKG-Ia level. Release of H202 from endothelial cells
appears to play a prominent role as endogenous regulator under normal conditions and in diseased
states [204].

There is also evidence that anoxia may act via protein kinase C (PKC). In Western painted turtle
cortical pyramidal neurons anoxia reversibly reduced the open probability of BK channels in the
cell-attached mode but not in excised patches [205]. The PKC inhibitor chelerythrine prevented the
anoxic effect whereas the PKC activating phorbol ester PMA (phorbol-12-myristate-13-acetate)
decreased Po during normoxia. It was concluded that the inhibition of BK channels activity prevents
K" efflux, preserves K" homeostasis and hence reduces cellular ATP usage and promotes survival of
neurons which enables the animals to adapt to low oxygen levels. Similarly, an anoxia dependent
inhibition of Na* currents recorded from rat hippocampal neurons via a PKC dependent mechanism
has been reported previously [206].

In cat cerebral arterial muscle cells, hypoxia superfusion produced a transient increase in mean
open time of BK channels in excised inside-out patches and this effect was independent of changes of
the internal Ca* concentration or pHi [207]. Furthermore, reduced PO caused dilation of cerebral
arterial segments which was attenuated by tetracthylammonium (TEA). In a following publication
Gembremedhin et al. (2008) [208] reported that in rat cerebral arterial muscle cells hypoxia reversibly
enhanced BK channel open-state probability in cell-attached patches but this effect was absent in
either excised inside-out or outside-out patches. The results further indicated that hypoxia induced the
generation of superoxide which caused a reduction in endogenous level of 20-hydroxyeicosatetraenoic
acid (20-HETE) that may account for the hypoxia-induced activation of arterial BK channel currents
and cerebral vasodilatation.

BK channels, among other K channels, are associated with decreased uterine vascular tone and an
increase of uterine blood flow during pregnancy in order to optimize adequate nutritional supply and
tissue oxygenation for the fetus. Chronic hypoxia during gestation by suppression of BK channel function
increases uterine vascular tone and decreases uterine blood supply which increases the risk of
preeclampsia and retarded fetal growth [209-211]. In addition, expression of BK channels during
pregnancy is upregulated but down-regulated during chronic hypoxia. At the same time, protein kinase
C (PKC) activity is increased during hypoxia which inhibits BK channels, whereas under normoxia
these effects are reversed [212].
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Sex steroid hormones (estrogens) regulate uterine vascular tone and uterine blood flow by
increasing BK channel density (in particular B1-subunits) and activity, whereby also PKC signaling
appears an important modulatory mechanism. In contrast, progesterone appears to inhibit BK
channels [213] but its contribution to regulating uterine vascular tone needs further investigation.
Exposure to hypoxia during pregnancy attenuates the effects of sex steroid hormones/receptors,
leading to enhanced PKC activation resulting in the inhibition of BK channel activity and
increased pressure-dependent myogenic tone in pregnant uterine arteries [211]. Furthermore,
hypoxia-mediated ROS activation during gestation inhibits steroid hormone mediated up-regulation
of BK channel activity which may contribute to malfunctions during gestational hypoxia [214]. The
evidence suggests that modulation of K™ channel activity during pregnancy conveys an important
mechanism underlying hypoxia induced uterine vascular dysfunction [215].

4.5. Mitochondrial BK Channels (mtBK) and Oxygen

Mitochondria are a major source of ROS generation targeting BK channels [122,216-218]. The
inner membrane of mitochondria contains BK channels (mtBK) [219-221] which appear essential in
the production of ROS. mtBK channels appear to be inserted into the mitochondrial membrane with
the toxin binding sites for charybdotoxin and iberiotoxin exposed to the mitochondrial
intermembrane space (accessed by using outside-out patch configuration of the inner mitochondrial
membrane). Consequently the C-terminal tail domain including the Ca®* binding site is localized to
the mitochondrial matrix. mtBK channels of cardiac tissue have recently been specified as being
encoded by the KCNMA 1 gene and hence appear to be identified as genuine BK channels [222].

Opening of BK channels allows K*, which is present in a high concentration in the cytosol, to flow
into the negatively charged mitochondrial matrix and depolarize the organelle (reviewed in [216]). This
reduces the driving force for Ca>" and hence Ca®" influx which reduces Ca’" overload of mitochondria.
In fact, mtBK channel activation and K" uptake was reported to confer cytoprotection to heart
infarction [221]. Further studies revealed that preconditioned activation of mtBK channels by the
channel opener NS-1619 or NS11021 reduces superoxide production and reduces Ca>* overload
which improved Ca?" homeostasis and redox state after ischemia/reperfusion in isolated guinea pig
hearts [122,223-225]. Another mtBK channel opener 12,14-dichlorodehydroabietic acid
(diCI-DHAA) was also reported to reduce ischemic injury in rat cardiac myocytes [226]. The steroid,
17B-estradiol, enhances the activity of cardiac mtBK channels, but only in the presence of the
auxiliary B1-subunit and increased survival of myocytes under simulated ischemia [227]. In addition
the B1-subunit appeared to interact with the cytochrome c oxidase subunit I. These findings may help
to improve ischemic diseases such as heart attack in postmenopausal women by applying an
estrogen-induced cardio-protective treatment. Furthermore, opening of mtBK channels of
brain-derived mitochondria appears to inhibit ROS production suggesting that this may also
contribute to the beneficial effects of BK channel openers on neuronal survival [175].

In the heart, BK channels appear absent from the sarcolemma, but the channels are present in
mitochondrial membranes (reviewed in [97,228]). The opening of BK channels by hypoxia exerts a
cytoprotective effect, which has been attributed to the mechanism mentioned above. In addition
B1-subunits are highly expressed together with mtBK a-subunits that contain two N-glycosylation
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sites at their C-terminus which on enzymatic deglycosylation cause activation of BK
channels [229,230]. Borchert et al. (2013) [231] reported that the BK channel opener NS11021 or H20:2
increased survival of cardiomyocytes in simulated ischemia/reperfusion experiments. The
cytoprotective effect was abolished by the specific BK channel inhibitor paxilline or tempol, a
specific antioxidant. The study indicates that the mechanism for this protection requires ROS
signaling suggesting that activation of mtBK channels protect the cells against injury. Experiments
using chronic hypoxic rats exposed to brief intermittent re-oxygenation, attenuated cardio protection
possibly by a mechanism involving oxidative stress and suppression of mtBK activity [232].

Mitochondrial BK channels (mtBK) derived from streptozotocin-induced diabetic rat brain
incorporated into lipid bilayer membranes were found to exhibit a decreased open probability and
conductance [233]. In addition, both BK a- and 4 subunits expression was down-regulated. This
evidence and an increased production of ROS during diabetic conditions, as proposed by others [201],
were suggested to account for the abnormalities in channel gating. In the studies on molecular level,
Lu et al. (2006) have shown that C911 is a major molecular target at the channel protein for the redox
modulation by high glucose [201]. This body of acquired knowledge may be useful for the
development of improved treatment of diabetics.

4.6. Gasotransmitters and ROS Effects on BK Channels

In this review, we only briefly outline some aspects of the interaction of BK channels and
gasotransmitters. Recent information on this issue has been summarized by [63,117,234]. Nitric
oxide (NO) produced by endothelial NO synthase (eNOS) appears to prevent atherosclerosis by
interaction with the vascular NO generating system [235]. NADPH oxidases are a major source of
ROS leading to various types of vascular pathophysiology. In atherosclerosis bioactivity of NO is
decreased by reduced NO synthesis due to an increased NO inactivation.

Endothelial cells by appropriate stimulation (humoral or hemodynamic), release vasodilatory
factors, such as NO, whereas vasoconstrictory ROS are generated as byproducts of oxygen
metabolism [121]. Single BK channels recorded from in situ renal artery endothelium preparations
revealed that NO increased channel open probability by two mechanisms: either by direct action on
the channel proteins (probably by nitrosylation) or by indirect action via cGMP (mediated by
phosphorylation) [132]. In contrast, ROS (H20: efc.) resulted in irreversible channel inactivation.
The authors concluded that BK activation by NO creates a positive feedback by autocrine regulation
of endothelial function, whereas ROS inhibits BK channels which impairs hyperpolarization of
endothelial cells and consequently prevents vasodilation.

NO inhibits M-currents of rat sensory neurons from trigeminal ganglia [236]. M-type K* channels
are subthreshold voltage-gated K* channels of the six TM type (designated Kv7, KCNQ gene family)
which are inhibited by M1 muscarinic acetylcholine receptors and affect excitability of neurons in
the central and peripheral nervous system or cardiac tissue. The authors identified a site of NO action
within the cytosolic channel linker between transmembrane domains 2 and 3, which appears also to
be a site of oxidative modification by ROS. However, NO and oxidative modifications exhibit
opposing effects on M-currents. These channels therefore appear to contain a dynamic redox sensor
that is responsible for dynamic M-current modulation by gasotransmitters and ROS and may play a
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role in trigeminal disorders such as headache and migraine. It appears interesting to probe this channel
site for different types of gasotransmitters and ROS also at BK channels. Other types of K™ channels
and oxidative stress are discussed in [112,117,237,238].

In our experiments using GH3 pituitary tumor cells, sodium hydrogen sulfide (NaHS), a Hz2S
donor, increased channel open probability which was prevented by the reducing agent DTT, whereas
the oxidizing agent thimerosal increased channel open probability in the presence of H2S [129]. The
effect was linked to the reducing action of H>S on sulfhydryl groups of the channel protein. This
finding is in concert with a report by Liu et al. 2009 [239] indicating that the H2S donor NaHS
prevents postischemic mitochondrial dysfunction by a BK channel dependent mechanism. The
development of drugs interfering with H2S signaling might be rewarding in the treatment of
mitochondrial linked diseases or to BK channel dependent high blood pressure. Some reagents used
to study the modulation of BK channels by gasotransmitters are listed in Table 1.

4.7. Oxidative Stress, Proliferation and Various Types of K™ Channels

In pulmonary artery smooth muscle cells various types of K* channels, such as Kv, Kir, BK, Kor,
participate in vascular remodeling (proliferation, apoptosis) [240]. In general, loss or inhibition of
K" channel function contributes to pulmonary pathogenesis which leads to a decrease of proliferation
and inhibition of apoptosis. Hypoxic inhibition of ROS production causing inhibition of K" channels
leads to depolarization, opening of Ca?" channels and augmentation of intracellular Ca?>" which
finally results in vasoconstriction of small pulmonary arteries. K™ channel expression is
transcriptionally regulated and cells need K* channels to proceed through the cell cycle (in particular G1
progression) [240]. Hence, K" channels are appealing therapeutic targets in pulmonary arterial
hypertension. Oxidized low-density lipoprotein lysophosphatidylcholine (LPC) increases BK
channel open state probability by causing capacitative Ca?* influx [241]. Ca*" accumulation increases
ROS production that causes reduction of NO generation which promotes proliferation of cultured
human endothelial cells. In addition LPC-induced BK activation contributes to increased cGMP
levels, if ROS production was prevented by transfection with antisense oligonucleotides against
NAD(P)H oxidase. Cancer incidence also appears associated with a great variety of ion channels, in
particular K* channelopathies [242-244]. In fact, almost all known types of K™ channels have been
implicated in oncogenic processes. The dysregulation of K channel expression (mostly
overexpression) and resulting dysfunction of K* channels correlates with dysregulation of proliferation,
malignant growth and migration (metastatic spread) of tumorigenic cells. As a general phenomenon,
the membrane potential of cancer cells is more depolarized [245] and the resting membrane potential
oscillates during the cell cycle, being more depolarized during S and G2 phases [246,247].

Polyamines (mainly putrescine, spermidine and spermine) exhibit a wide array of functions from
modulating ion channels, involvement in apoptosis, carcinogenicity, cell proliferation or development.
Modulatory properties of polyamines concerning K* channels involved in cell proliferation has been
summarized by Weiger and Hermann (2014) [248]. Here we briefly comment on some issues in the
context of oxygen impact. Polyamine deficient yeast (Saccharomyces cerevisiae), for example, is
very sensitive to oxygen. Polyamine depleted cells accumulate ROS, develop an apoptotic phenotype
and die after incubation in polyamine-deficient medium [249]. Addition of spermine caused a marked
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decrease in ROS accumulation and some protection against cell death. The data indicate that part of
the function of polyamines is protection of the cells from accumulation of ROS.

Polyamine biosynthesis is increased during cerebral ischemia through induction of ornithine
decarboxylase (ODC), a key enzyme for their synthesis. Inhibition of ODC prevents ischemic brain
injury [250]. Metabolization of polyamines by polyamine oxidases generates cytotoxic aldehydes and
ROS. Polyamines may therefore constitute crucial players in oxidative stress. There is little
information on polyamines, ion channels (BK) and oxidative stress which remains an interesting field
for future investigations.

4.8. Oxidative Stress of BK Channels in Tumors

Tumors are remarkably tolerant to hypoxia whereas normal nerve cells have a high demand on
oxygen and rapidly die on hypoxia. This of course raises the question concerning the mechanisms
involved. Evidence suggests that the modulation of ion channels and intracellular signaling pathways
may be a key in determining cellular tolerance to low oxidative stress [251]. Expression of BK channels
is increased in cancerous compared to healthy cells and correlates with the malignancy of the
tumors [252,253]. It was hypothesized that differences in the expression of BK channels in tumor
cells compared to healthy cells could be the reason for the differences in their response to hypoxia.
These findings may provide an approach for novel vistas in cancer therapy.

Hypoxia in a variety of healthy cells in general decreases open probability of BK channels in the
plasma membrane (pIBK), whereas mtBK channels are opened by hypoxia [254,255]. Studies of
normoxic vs. hypoxic conditions of single mtBK and pIBK channels from human glioma cells
showed that pIBK channels were insensitive to hypoxia whereas mtBK channels open probability was
increased during hypoxia [254,256]. Activation of mtBK channels by specific agonists had no effect
on cell viability. In contrast, activation of pIBK channels by other specific agonists, impaired cell
viability of tumor cells [255,257] and this effect was increased by hypoxia [255]. It was suggested that
the mechanism leading to cell death/apoptosis in normoxia is based on Ca’' toxicity, i.e., it is
mediated by an increase of cytosolic Ca?" and activation of calpains [251,258]. The effect of hypoxia
on mtBK channels appears to have different consequences on cell viability [254]. A cytoprotective
effect has been attributed to (a) increased matrix K*, (b) prevention of Ca>" overload, and c) closing
of the mPTP pore. Mitochondrial permeability transition pores (mPTP) close on hypoxia. mPTP in
the inner mitochondrial membrane are considered to activate a pathway for the release of pro-apoptotic
factors from mitochondria (for further information about this topic the reader is referred to [259]).

4.9. Clinical Relevance

Oxidative modulation of BK channels is important not only in order to understand and treat
diseased conditions like myocardial infarction or stroke but, as it recently came also into focus, for
transplantation surgery. For instance, in the case of lung transplantation the graft is subjected to
ischemia followed by reperfusion during routine procedure. During ischemia a number of cellular
processes eventually lead to membrane depolarization and ROS generation [260] which in turn favors
inflammation and cell death [261]. Noda ef al. 2014 [262] found that preconditioning lung grafts with
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inhaled hydrogen, a cytoprotective gaseous signaling molecule, reduced the proinflammatory
changes and led to better post-transplant graft function. The molecular mechanism behind this effect
is, among others, a stimulation of hemeoxygenase-1 (HO-1) expression by hydrogen [262]. As already
discussed above HO-1 activity results in production of CO which then activates BK channels [263].
Active BK channels will cause repolarization of the membrane resting potential and this way may
contribute to improved lung graft transplantation. These discoveries again underline the importance
and protective role of BK channels. In conclusion, ROS modulation may exert conformational
alterations at the channel proteins with two major implications: (1) impairment or dysfunction of
channels which may lead to diseases or death, such as in vascular impairment or heart attack, or (2)
modifications at channels may lead to physiological modulation of channel functioning, such as in
sensing of oxygen tension.

4.10. Perspectives

In a recent publication the authors report that a point mutation of a phenylalanine at the F380
position in the S6 transmembrane helix of BK channels greatly obviates channel opening [264].
Based on further functional experiments and molecular dynamic simulations they proposed a model
where in the process of channel conduction a hydrophobic ring structure forms that acts as an
integration node which affects the interaction between the voltage sensor and the pore. It appears
interesting to probe this site for ROS manipulation.

Sulcatone (6-Methyl-5-hepten-2-one (C8H140)), a prominent volatile component of human body
odor that is less abundant in non-human animals, appears to specifically attract some species of
female mosquitos (dedes aegypti) to feed on our blood [265]. A prokaryotic protein with features
reminiscent to an ancestral single domain bacterial K channel protein may have provided the
evolutionary blueprint for pentameric ligand-gated ion channels which serve as odorant receptors
(Ore4) for sulcatone [266]. Interestingly, sulcatone belongs to the family of oxidoreductases which
are known to act on ion channels. It may be speculated that sulcatone acting on K channels which
have been found to alter cellular signaling and are involved in controlling proliferation [248] may be
interesting targets for future investigations.

Various types of other K* channels, other than BK channels, such as voltage gated K™ channels
(Kv), ATP-gated K* channels (Katp) or (Kir), appear to be involved in vasomodulation [267,268].
Only a few other K* channel studies in the context of oxidative stress, from which we may draw
interesting information and extend our view, will be covered in this section. In a recent study,
Park et al. (2015) [269] report that H202 relaxes rat mesenteric arteries which was reversed by
application of the reducing agent dithiothreitol. The vasodilatory effect of H2O2 was reduced by the
voltage gated K* channels (Kv) blocker 4-aminopyridine (4-AP) but was resistant to BK and inward
rectifier K™ channels (Kir) channel blockers. Whole cell patch clamp studies further showed that Kv
currents recorded from mesenteric smooth muscle cells were dose-dependently increased by H20:2 as
well as by oxidized glutathione (GSSH) and prevented by glutathione reductase. Further studies
showed that reduced glutathione (GSH) is incorporated into the Kv channel protein indicating
S-glutathionylation of the channels by H2O2. Park et al. (2015) [269] now report that by an increased
basal level of H202, i.e., under conditions of persistent oxidative stress, Kv channels were not
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activated, but rather inhibited by the addition of H202. The findings suggest that the actual cellular
redox status affects S-glutathionylation of the Kv channels and determines the response of these Kv
channels to H20z.

Oxidative stress is also a hallmark of vascular disorders such as diabetic retinopathy. In this case
ATP-sensitive K channels (Karp) activity were found to be increased during exposure of retinal
capillaries to H202 [270]. The effect on Karp was boosted by increasing the influx of Ca®" into
microvascular cells and oxidant-induced activation of Ca*"-permeable nonspecific cation channels.
Furthermore, it was found that inhibition of Karp channels by the specific Karep blocker
glibenclamide significantly lessened H20: induced microvascular cell death. The findings were
suggested to provide new targets for pharmacological treatments of retinal microvasculature during
oxidative stress.

5. Conclusions

In conclusion, the overall status of the present studies indicates that redox modifications of
cysteines/methionines cause conformational alterations at the BK channel protein which translate
into modulation of channel pore openings (gating) in which interference with the Ca?" activation
mechanism also appears to play a major role. If the target alterations occur at single sites or in
combination, whether other amino acid targets bear functional relevance and how these manipulations
affect conformational changes of the 3D-protein structure needs further investigation. Primary effects,
directly at the channels, and/or secondary effects on signaling pathways, may be both relevant, but have
to be clearly separated. BK channel/ROS modulation will certainly be an important target for
development of pharmacological agents which function as channel openers/blockers opposing
negatively effective redox mechanisms.
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ACA Acetaldehyde
Ach Acetylcholine
AD Alzheimer’s disease
Ang IT angiotensin IT
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ATP Adenosine triphosphate

ATIR Angiotensin-1 receptor

B-ME Mercaptoethanol

BME 2-hydroxy-1-ethanethiol (B-mercaptoethanol)
BK Big or maxi calcium-activated potassium channel
BK™" Knock-out animal

CaMKII Calcium/Calmodulin Kinase 11

cAMP Cyclic adenosinemonophosphate

cav-1 Caveolin-1

cGMP Cyclic gCanosinemonophosphate

CBS Cystathionine b-synthase

Ch-T Chloramine-T

Cco Carbon monoxide

CORM Carbon monoxide releasing molecule

CREB Cyclic AMP response element-binding protein
CSE Cystathionine c-lyase

CysorC Cysteine

diClI-DHAA 12,14-dichlorodehydroabietic acid

DTT 1,4-dithio-DL-threitol (short: dithiothretiol)
DTDP 2,2'-dithiodipyridine or 4,4'-dithiodipyridine
DTNB 5,5'-dithiobis(2-nitrobenzoic acid)

EDHF Endothelium-derived hyperpolarizing factor
EET Epoxyeicosatrienoic acid

ER Estrogen receptor

EtOH Ethanol

fEPSP Field excitatory postsynaptic potential
G-protein Guanosine triphosphate (GTP) binding protein
GSH Glutathione-reduced form

GSSH Glutathione-oxidized form

20-HETE 20-hydroxyeicosatetraenoic acid

H202 Hydrogen peroxide

H>S Hydrogen sulfide

HEK Human Embryonic Kidney cells

HO Heme oxygenase

HO-2 Hemoxygenase-2

HS Hydrogen sulfide anion

hSlo Human BK channel

IK Intermediate conductance K* channel

1P Ischemic preconditioning

Katp Adenosine-triphosphate dependent K* channel

LPC Lysophosphatidylcholine
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LTP Long-term potentiation

Met or M Methionine

Met-O Methionine sulfoxide

mM Milli Molar

MPTP 1-methyl-4phenyl-1,2,3,6-tetrahydropyridine
MSRA Methionine sulfoxide reductases
mtBK Mitochondrial BK channel
MTSEA Methanethiosulfonate ethylammonium
MVN Medial vestibular nucleus

NAD Nicotinamide adenine dinucleotide
NADH Nicotinamide adenine dinucleotide
NaHS Sodium hydrogen sulfide

nBK Nuclear BK channel

NCS N-chlorosuccinimid

NO Nitric oxide

NOS NO synthase

nM Nano Molar

NMDA N-methyl D-aspartate

02 Oxygen

0 Superoxide anion radical

*OH Hydroxyl radical

ONOO™ Peroxynitrite

ODC Ornithine decarboxylase

P Pore loop

PDE Phosphodiesterase

PGI2 Prostacyclin 2 (Prostaglandin I2)
PKA, PKC, PKG Protein kinase A, C, G

pIBK Plasma membrane BK channel
PMA Phorbol-12-myristate-13-acetate
PO2 Oxygen tension

Po (Popen) Open probability of channels
PP2A Protein phosphatase

PS Phosphatidylserine

pS Piko Siemens

PTP permeability transition pore

RCK Regulatory domain of K" conductance
ROS Reactive oxygen species

SK Small conductance K* channel
sGC Soluble guanylyl cyclase

Slob Slo binding protein

STREX Stress-axis regulated exon
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T Transmembrane

t-BHP t-butyl hydroperoxide

TEA tetraethylammonium

TRX Thioredoxine

VBI Vertebrobasilar insufficiency
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Abstract: Metabolic disturbances in white adipose tissue in obese individuals contribute to the
pathogenesis of insulin resistance and the development of type 2 diabetes mellitus. Impaired insulin
action in adipocytes is associated with elevated lipolysis and increased free fatty acids leading to
ectopic fat deposition in liver and skeletal muscle. Chronic adipose tissue hypoxia has been suggested
to be part of pathomechanisms causing dysfunction of adipocytes. Hypoxia can provoke oxidative
stress in human and animal adipocytes and reduce the production of beneficial adipokines, such as
adiponectin. However, time-dose responses to hypoxia relativize the effects of hypoxic stress.
Long-term exposure of fat cells to hypoxia can lead to the production of beneficial substances such
as leptin. Knowledge of time-dose responses of hypoxia on white adipose tissue and the time course
of generation of oxidative stress in adipocytes is still scarce. This paper reviews the potential links
between adipose tissue hypoxia, oxidative stress, mitochondrial dysfunction, and low-grade inflammation
caused by adipocyte hypertrophy, macrophage infiltration and production of inflammatory mediators.
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1. What Do We Really Know about Oxygen Concentration in White Adipose Tissue?

In order to understand under which circumstances hypoxia can induce oxidative stress in
adipocytes it is useful to consider some basic physical principles. This is important because the
perception of oxidative stress and fast reactions in response to hypoxia usually relate to tissues with
a high blood perfusion and a solubility coefficient similar to that of water. However, this is different
in fat tissue. According to William Henry’s law [1], the solubility of oxygen in fat and oil is five times
higher than in water. The amount of dissolved oxygen in fat is around 5 mg/100 mL, as compared to
about 0.9 mg/100 mL for water. However, according to John Scott Haldane’s [2] research about the
transport of gases in blood and additional calculations of Albert Biihlmann in Ziirich 50 years
later [3], the saturation and desaturation of adipose tissue with oxygen, which is comparable to that
of nerve and brain tissue, takes more time than that of, for example, muscle tissue. For bone, cartilage
and tendon tissue, this process takes even longer. Therefore it is difficult to estimate when the effect
of transient hypoxia reaches fat tissue and how fast reoxygenation can lead to oxidative stress. The
partial pressure of oxygen (pO2) of white adipose tissue completely saturated with oxygen in a
healthy lean young adult is 55-60 mmHg, not far from arterial blood pO2 (Figure 1A).
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Figure 1. Schematic of oxygen transport in adipocytes: (A) Equilibrium oxygen
saturation: during long-term exposure at sea level, no net flux of Oz occurs between the
cytosolic and the lipid compartment of the cell as both compartments are in equilibrium due
to saturation with Oz. (B) Acute Hypoxia: during acute hypoxia, the pO: in the cytoplasm
drops whereas the pO2 in the lipid vacuole lags behind due to the slower equilibration of fat
with oxygen. Due to the concentration difference, an outward flux of oxygen from the lipid
vacuole into the cytoplasm is expected, which decreases with prolonged hypoxia.
(C) Prolonged Hypoxia: with prolonged hypoxic exposure, the outward flux decreases due
to faster desaturation of the cytosolic and delayed, but continuous desaturation of the lipid
compartment of the cell. Assumptions are based on an adipocyte volume of 500 nL [4] and
a lipid vacuole fraction of 80% of cell volume.

2. Hypoxia in White Adipose Tissue: A Question of Time and Dose

In their publication in the journal Circulation, Goossens and coauthors [5] show that their new method
to continuously measure oxygen tension in the interstitium between adipocytes via optochemical
microdialysis sensors over several hours gives a better insight into hypoxic reactions of fat cells as
compared to assessment with conventional electrochemical sensors. Their results in humans differ
somewhat from results obtained with electrochemical sensors, which measure pO2 at one time
point only, and their results in humans differ strongly from results obtained from rodents with
electrochemical sensors.

Interestingly, these authors found that, unlike what was expected, pO: in white adipose tissue
(interstitium between adipocytes) of obese individuals (80 mmHg) was higher than that in lean
individuals (60 mmHg) despite a reduced arterial blood flow. This has been explained by insulin
resistance and a lower oxygen consumption of already impaired adipocytes with higher inflammatory
markers, such as interleukin (IL)-6, in the obese.
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Nevertheless, taking these results into account, the question arises, when the hypoxic stimulus hits the
fat cells and how fast changes in oxygen tension in the cell (the above mentioned measurements reflect
pO2 in the interstitium) really occur. In an obese, insulin resistant individual it would take a while
until a short period of hypoxia with arterial oxygen desaturation, as can be caused by obstructive
sleep apnea, could transform hyperoxic or normoxic adipose tissue into a hypoxic state. However,
quick changes from hyperoxia or normoxia to hypoxia would be needed in order to cause
oxidative stress.

Another study by Wang et al. [6], on the time-dose response of adipokine secretion, in response
to hypoxia in human adipocyte cell culture, also shows that exposure to hypoxia is important in order
to determine if oxidative stress occurs in human fat tissue. Wang et al. mimicked hypoxia in the cells for
24 h using cobalt chloride (CoClz) and then determined hypoxia-inducible factor (HIF)-la as an
indicator of hypoxia and leptin mRNA, adiponectin, and inflammatory markers, such as tumor necrosis
factor (TNF)- al and IL-6, among others. As expected, HIF-1a increased, but this increase was more
pronounced in preadipocytes than in adipocytes; the oxidative stress markers, inflammatory markers
and leptin also increased with hypoxia while adiponectin decreased, but the time of responses differed
markedly between cell types. HIF reached its maximum after 8 h during the first 24 h and then slowly
decreased until day 14 [6]. The highest level of oxidative stress in accordance to the rise of the
antioxidant glutathione occurred in parallel to HIF after 8 h and subsequently the adipocytes may
have adapted to hypoxia and glutathione slowly decreased with HIF. Adiponectin decreased
continuously right after the onset of hypoxia, whereas leptin reached its peak with a delay of 16 h.
Among the inflammatory markers, which mostly go in accordance with HIF and glutathione,
TNF-o already reached its peak after 2 h.

All these data demonstrate how important it is to consider the time response to hypoxia, and
question acute effects in adipocytes after seconds of oxygen desaturation, as occurring, for instance,
during intermittent hypoxia in obstructive sleep apnea. Not telling, however, how this type of
intermittent hypoxia may have accumulative effects. In any case it has to be taken into account that
after some hours of hypoxia, adipocytes start to adapt to the hypoxic stimulus accompanied by
oxidative stress reduction, and that older adipocytes seem to be somewhat more “relaxed” in their
reaction to hypoxia (i.e., they show a delayed response) compared to younger ones.

3. Lipid Metabolism and Adipose Tissue Hypoxia

Metabolic disturbances in white adipose tissue in obese individuals contribute to the pathogenesis
of insulin resistance and the development of type 2 diabetes mellitus. Impaired insulin action in
adipocytes is associated with elevated lipolysis and increased release of free fatty acids leading to
ectopic fat deposition in liver and skeletal muscle. Chronic hypoxia has been suggested to be part of
pathomechanisms causing dysfunction of adipocytes [7].

In general, chronic hypoxia leads to derangements in lipid metabolism and reduced lipoprotein
clearance by decreasing lipoprotein lipase activity in mice [8] and diminished subcutaneous adipose
tissue lipolysis by decreased efficiency of beta-adrenergic, growth hormone and parathyroid hormone
lipolytic signaling in humans [9]. A similar depression of lipolysis in human adipocytes was seen
after induction of pseudo-hypoxia by ablating the adipose prolyl hydroxylase enzyme 2 gene [10].
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Acute hypoxia, however, was shown to increase lipolysis by activation of adipose protein kinase A via
increased epinephrine and norepinephrine release following sympathetic nervous system
stimulation [11]. Propranolol treatment markedly reduced lipolysis in this experiment, suggesting that
an activated sympathetic nervous system contributed to increased lipolysis. Interestingly, this is in
contrast to findings from Larsen et al., who studied the effects of hypoxia on lipolysis in isolated rat
myocardial cells and reported that propranolol did not affect the hypoxia-induced increase in lipolysis,
which suggests that other, non-adrenergic mechanisms might be at play during hypoxia in cardiac
myocytes [12].

In addition to its effects on lipolysis, hypoxia also alters glucose uptake capacity in human
adipocytes. Wood et al. showed that glucose transporter (GLUT)-1, GLUT-3, and GLUT-5 gene
expression and GLUT-1 protein is increased in human adipocytes in response to hypoxia, and that
these changes are accompanied by a hypoxia-induced increase in glucose uptake [13]. In ob/ob mice,
adipose tissue hypoxia caused free fatty acid release and inhibited glucose uptake in adipocytes by
inhibition of the insulin-signaling pathway [14]. Thus, it seems likely that adipose tissue hypoxia will
elicit different metabolic effects in non-obese and obese individuals and likely also in different
types of adipose tissue, i.e., central visceral (abdominal) and peripheral subcutaneous (thighs and
buttocks) depots.

4. Blood Flow Regulation in Adipose Tissue

White adipose tissue is now recognized, not only as a passive storage organ, but also as a highly
active metabolic organ. Importantly, all metabolic processes in adipose tissue depend on blood
supply. Blood supply and regulation in adipose tissue differ largely from other metabolic organs,
such as skeletal muscle or liver [15]. Under fasting conditions, adipose tissue blood flow is mainly
regulated by vasodilatory (nitric oxide) and vasoconstrictive (alpha 2-adrenergic and angiotensin II)
mechanisms, while B-adrenergic stimulation becomes important after a meal (postprandially) [15].

Disturbances in the regulation of adipose tissue blood flow have been linked to obesity and
insulin-resistance [16]. It has been demonstrated that fasting adipose tissue blood flow is reduced in
obese, compared to non-obese, individuals [17]. Whereas exercise training clearly increases blood
flow to working muscles, this seems to not be the case for adipose tissue [15]. Since exercise training
improves insulin sensitivity (mainly in skeletal muscle), but has only minor effects on adipose tissue,
exercise training may improve insulin resistance independent of unaltered adipose tissue blood
flow [16]. Although adipose tissue blood flow is predominantly regulated by glucose and insulin,
diminished blood flow affects lipid metabolism associated with dyslipidemia in the fasting and
postprandial periods [16]. It is the growing fat mass, in particular of the abdominal adipose tissue, which
is associated with unfavorable changes in adipose tissue blood flow, and the development of metabolic
disorders. When exposed to moderate systemic hypoxia, subcutaneous adipose blood flow at rest is
comparable to that in normoxia, however, during exercise in hypoxia, adipose tissue blood flow is
reduced compared to normoxic exercise [18]. This may be explained by blood flow redistribution due
to the diminished availability of oxygen in skeletal muscle. Taken together, adipose tissue blood flow
regulation is a very complex process, which seems to be impaired in obese and/or insulin resistant
individuals. Interventions like exercise training and exposure to normobaric or hypobaric hypoxia may
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differently impact on adipose tissue blood flow, adipose tissue oxygen tension, oxidative stress, and
related consequences.

5. Changes in Adipose Tissue Oxygen Tension and Its Consequences

Several studies report that hypoxia may occur within adipose tissue due to the obesity-associated
expansion of adipocytes and a concomitant reduction in capillary density and blood flow [19-21].
However, additionally, contrasting reports exist suggesting increased [5] or unaltered oxygen
content [22]. Different techniques for the determination of pO2 might be responsible for the divergent
findings and it would be of importance to establish whether hypoxia or hyperoxia occurs within the
adipose tissue. In various experiments, adipose tissue was exposed to extremely low or high levels of pOs,
as reviewed elsewhere [23]. Both conditions lead to oxidative stress [24,25] and a pro-inflammatory
response in adipocytes [23]. Oxidative stress, in addition to other factors (e.g., endoplasmic reticulum
stress) was assumed to increase macrophage infiltration into white adipose tissue [26,27], thus causing
further inflammation [26]. The inflammatory state induces expression of genes including TNF-a, IL-1,
IL-6, monocyte chemoattractant protein-1, plasminogen activator inhibitor-1, macrophage migration
inhibition factor, inducible nitric oxide synthase, matrix metalloproteinases (MMP) 9, and MMP2 [28].
The mechanistical relation of this gene expression profile is related to activation of NF-xB and
HIF-1a [28]. To sum up, the oxidative stress and the pro-inflammatory state in response to severe
hypoxia or hyperoxia may cause dysregulation of adipocytokines, leading to obesity-associated
diseases [20,24,26]. Furthermore, the increased reactive oxygen species (ROS) secretion into peripheral
blood from adipose tissue is involved in induction of insulin resistance in skeletal muscle and adipose
tissue, impaired insulin secretion, and pathogenesis of various vascular diseases such as
atherosclerosis and hypertension [26]. On the other hand, it was suggested that a transient increase
of ROS is important for the insulin signaling pathway and might prevent further lipid storage by
suppressing lipogenic genes [26]. As indicated, many findings stem from experiments performed in
extremely low or high pOaz. Under in vivo pO2 levels (3%—11% O2), conflicting results were found
showing positive [5] or negative [29] correlations to the inflammatory status. Additionally,
concentrations of 10% Oz and below increased adipocyte triacylglycerol content and enhanced
secretion rates of IL-6 and dipeptidyl-peptidase-4 [30]. Based on the findings of Goossens et al. who
found increased pO: levels that positively correlated with several pro-inflammatory markers and
negatively correlated with peripheral insulin sensitivity [5], one might hypothesize that chronic
hypoxic exposure might positively affect the inflammatory state. In accordance with these results,
mice that were exposed to chronic hypoxia for 21 days (8% O2) showed decreased adipocyte size,
improved mitochondrial function and decreased macrophage infiltration [31]. Furthermore, in obese
men, ten nights of hypoxic exposure (15% Oz) led to increased whole-body insulin sensitivity [32].
In contrast, it should be outlined that obstructive sleep apnea syndrome, characterized by cycles of
severe hypoxia, is considered a risk factor for insulin resistance [33]. Therefore, the dose, duration,
and patterns of hypoxic exposure may determine the effects on metabolic and cardiovascular health.
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6. Conclusions

Diminished blood flow and metabolic disturbances in white adipose tissue in obese individuals
contribute to the pathogenesis of insulin resistance and the development of type 2 diabetes mellitus.
Hyperinsulinemia leads to increased lipolysis, ectopic deposition of fat in liver and skeletal muscles
decreased glucose uptake into adipocytes by inhibition of the insulin-signaling pathway.

Since vasculature cannot expand with adipocyte hypertrophy, hypoxia, mitochondrial dysfunction,
and oxidative stress are important consequences, accompanied by impaired adipokine secretion and
inflammation. Hypoperfusion and hypoxia in adipose tissues likely underlie the dysregulated production
of adipocytokines and metabolic syndrome in obesity. Nutritional interventions, weight loss, and
regular physical activity are the most promising measures to counteract these deleterious effects.
Clinically, these countermeasures will likely result in a decrease in fat mass and vasculature
remodeling, resulting in increased perfusion of adipose tissue, improved mitochondrial function, and
metabolic health.
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Advanced Glycation End Products and Oxidative Stress in
Type 2 Diabetes Mellitus

Kerstin Nowotny, Tobias Jung, Annika Hohn, Daniela Weber and Tilman Grune

Abstract: Type 2 diabetes mellitus (T2DM) is a very complex and multifactorial metabolic disease
characterized by insulin resistance and B cell failure leading to elevated blood glucose levels.
Hyperglycemia is suggested to be the main cause of diabetic complications, which not only decrease
life quality and expectancy, but are also becoming a problem regarding the financial burden for
health care systems. Therefore, and to counteract the continually increasing prevalence of diabetes,
understanding the pathogenesis, the main risk factors, and the underlying molecular mechanisms
may establish a basis for prevention and therapy. In this regard, research was performed revealing
further evidence that oxidative stress has an important role in hyperglycemia-induced tissue injury
as well as in early events relevant for the development of T2DM. The formation of advanced
glycation end products (AGEs), a group of modified proteins and/or lipids with damaging potential,
is one contributing factor. On the one hand it has been reported that AGEs increase reactive oxygen
species formation and impair antioxidant systems, on the other hand the formation of some AGEs
is induced per se under oxidative conditions. Thus, AGEs contribute at least partly to chronic stress
conditions in diabetes. As AGEs are not only formed endogenously, but also derive from
exogenous sources, i.e., food, they have been assumed as risk factors for T2DM. However, the role
of AGEs in the pathogenesis of T2DM and diabetic complications—if they are causal or simply an
effect—is only partly understood. This review will highlight the involvement of AGEs in the
development and progression of T2DM and their role in diabetic complications.

Reprinted from Biomolecules. Cite as: Nowotny, K.; Jung, T.; Hohn, A.; Weber, D.; Grune, T.
Advanced Glycation End Products and Oxidative Stress in Type 2 Diabetes Mellitus. Biomolecules
2015, 5, 194-222.

1. Introduction

With around 350 million cases in 2014 [1], type 2 diabetes mellitus (T2DM) is one of the most
frequent diseases throughout the world. This number is predicted to increase dramatically in the
coming years, resulting in serious health and economic challenges. In general, diabetes mellitus is a
group of metabolic diseases in which the pancreas is not able to produce insulin, insulin production
is not sufficient or cells cannot effectively use this hormone [2]. In T2DM, the body is per se able
to produce insulin. However, several processes induce abnormalities in a manner that either
hormone production is insufficient or cells are unable to mediate the effects of insulin. As insulin is
required for an efficient cellular uptake of glucose to convert it into energy, the ineffectiveness of
insulin causes elevated blood glucose levels (hyperglycemia). Hyperglycemia is estimated to be
one major factor contributing to diabetic complications including diseases which affect the
cardiovascular and nervous system, eyes or kidneys. Every year, 4.9 million people die from
diabetes [1] some 50% of them by cardiovascular complications [3]. To prevent diabetic complications,
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an early diagnosis is very important. However, the high prevalence of T2DM, its morbidity as well
as mortality rates are at least partly due to the fact, that most people only recognize this disease in a
state when symptoms already occur. This indicates that the diagnostic and therefore therapeutic
possibilities are limited at the moment. For therapeutic approaches it is essential to gain further
knowledge about the main risk factors and molecular mechanisms in the pathogenesis of T2DM
and related complications.

The formation of reactive oxygen species (ROS) is an inevitable byproduct of metabolism.
The main source of ROS in mammalian cells is the “dripping” of electrons from the mitochondrial
respiratory chain, and their subsequent transfer to molecular oxygen, resulting in the formation of
the superoxide anion (O2"). Together with hydrogen peroxide (H202) and nitric oxide ('NO),
superoxide is considered to be one of the main “primary” ROS, forming the bulk variety of other
ROS found in cells in further reactions. Due to the highly reducing cellular environment, powerful
antioxidative systems are needed, that are capable of scavenging ROS or transforming them into
less reactive products. Another task of the cell’s antioxidative machinery is the “repair” of already
(oxidatively) damaged structures or their degradation. Thus, “three lines of defense” can be defined
roughly (as shown in Figure 1): low molecular ROS-scavengers, antioxidative enzymes, and
repairing or degrading ones. If both, the antioxidative machinery of a cell is overwhelmed by the
present amount of ROS and the cellular redox-signaling is disturbed, the cell is found in a stage
defined as “oxidative stress” [4]. Oxidative stress, induced by an abundance of ROS or failure in
the antioxidative machinery, is the cause of many pathologies.

There is increasing evidence that oxidative stress also plays a key role in pathological processes
observed in T2DM (reviewed in [6-8]). Oxidative stress has long been associated with diabetic
complications and more recent studies indicate that oxidative stress is also causal in the
development of B cell dysfunction and insulin resistance, the two hallmarks of T2DM. Beta cell
dysfunction and insulin resistance occur long before blood glucose levels reach the amount defined
as prediabetes [9]. Moreover, both processes mediate progression of prediabetes to diabetes so that
the prevention of insulin resistance as well as of B cell failure is essential to prevent T2DM.
Diabetes is related to oxidative stress at least partly to the overproduction of ROS. Under diabetic
conditions, there are several sources of ROS described, among them advanced glycation end
products (AGEs). AGEs are a group of heterogeneous compounds increasingly formed under
hyperglycemic conditions. Due to this and their damaging potential, AGEs have been assumed to
be involved in the pathogenesis of T2DM and diabetic complications. Additionally, it was recently
proposed that another source of AGEs, the diet, contributes to the development of T2DM
(reviewed in [10]). This review will give an overview on the involvement of AGEs in T2DM, in
particular in the development of insulin resistance, f} cell dysfunction and death as well as their role
in diabetic complications.
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Figure 1. “Three lines of antioxidative defense” in mammalian cells, modified according
to [5]. The first line contains low molecular antioxidants that can scavenge ROS/reactive
particles in a purely competitive way, preventing damage from cellular structures like proteins,
nucleobases and lipids. The reaction products are mostly significantly less reactive and may in
several cases be restored by cellular systems (like vitamin C and tocopherol in a glutathione
(GSH)-consuming manner). The most important and abundant low molecular intracellular
scavenger is GSH, thus determining the cellular redox-state, defined as the ratio of GSH to its
oxidized form, glutathione disulfide (GSSG). Under normal physiological conditions, this ratio
is about 1:1000 (GSSG:GSH) or even higher, providing a strongly reducing cellular
environment. The second line of defense contains antioxidative enzymes that are able to convert
ROS into less reactive particles. This includes the superoxide dismutases (Cu, ZnSOD and
MnSOD) as well as catalase. Further important enzymes are glutathione peroxidases, catalyzing
the reaction of peroxides (R-OOH) to hydroxyls (R-OH) via GSH-consumption. Besides
catalase, glutathione peroxidases are the most important H>Oz-detoxifying enzymes. In this
group enzymes are also found, which bind redox-active metals—iron is the most important
transition metal in mammalian cells—in an inert form. Otherwise, metals like iron (Fe?") or
copper (Cu") are able to transfer an electron to H2O2 (Fenton reaction), releasing both OH™ and
the highly reactive hydroxyl radical (OH). "OH is able to oxidize virtually every organic
molecule. The oxidized forms of those metals (Fe**/Cu?") are quickly reduced in the cytosolic
environment, fuelling the vicious circle. In the last line of defense is a summary of enzymes that
are able to restore oxidatively modified amino acids (only methionine and cysteine), thus
preventing proteolytic degradation of the whole damaged protein. If repair is not possible,
several proteases are available, that can recognize and remove dysfunctional proteins in a
proteolytic manner, preventing their intracellular accumulation. The most important one is the
proteasomal system, responsible for the degradation of more than 90% of all (oxidatively)
damaged proteins, as well as the cathepsins of the lysosomal system. Other catabolic enzymes
might also play some role in these defense lines.

289



290

2. AGEs in Diabetes: An Overview

The first link between glycated proteins and diabetes was made in 1968 with the discovery of
an altered form of hemoglobin (meanwhile known as HbAlc) in red blood cells of patients with
diabetes [11]. It became clear, that glycation occurs predominantly on the N-terminal valine of the
chain and that this Amadori product is formed non-enzymatically in a reaction which was before
only known to take place in food [12,13]. In this so-called Maillard reaction, the carbonyl group of
a reducing sugar reacts with the amino group of a protein, lipid or nucleic acid generating Schiff
bases which rearrange to Amadori products (Figure 2). However, Amadori products are relatively
unstable so that further consecutive and parallel reactions occur, eventually leading to the
formation of irreversible AGEs. The Maillard reaction is the most common pathway known to form
AGE:s. Not only during all stages of the Maillard reaction, but also as intermediates or byproducts of
glucose autoxidation, lipid peroxidation or the polyol pathway, high reactive carbonyl compounds,
including glyoxal, methylglyoxal or 3-deoxyglucosone are formed [14—16]. Increased concentrations of
glyoxal, methylglyoxal as well as 3-deoxyglucosone have been found in plasma of patients with
T2DM [17]. Glyoxal, for example, causes the formation of Ne-(carboxymethyl) lysine (CML) [18]
which is at present the best characterized AGE. Further AGEs formed by glyoxal are glyoxal-derived
lysyl dimer (GOLD) [19], No-(carboxymethyl) arginine (CMA) [20] or S-carboxymethylcysteine [21].
Methylglyoxal causes the generation of, for example, Ne-(carboxyethyl) lysine (CEL) [22],
methylglyoxal-derived lysyl dimer (MOLD) [23], argpyrimidine [24] or methylglyoxal-derived
hydroimidazolone MG-H1 [25] whereas 3-deoxyglucosone leads to the formation of pyrraline [26],
pentosidine [27], imidazolone or also CML [28].

Even if oxidation is not always necessary, many AGEs are generated by a combination of
oxidation and glycation so that the formation of so-called glycoxidation products is triggered by
oxidative stress [30]. Two important AGEs produced by glycoxidation are pentosidine and CML.
The complexity and diversity of AGE formation makes clear why substances belonging to the
group of AGEs are so heterogeneous regarding their chemical and physical properties. Some AGEs
are fluorescent; a few induce protein cross-linking. There are compounds which show both
properties, other AGEs are either fluorescent or cross-linkers. AGE formation occurs intra- as well
as extracellularly as part of physiological metabolism. To detect AGE formation in fluids and
tissues, AGE-specific fluorescence can be measured. The majority of so far identified AGEs are
characterized by fluorescence in the area around an excitation wavelength of 370 nm and an
emission of 440 nm [24,31,32]. Additionally, pentosidine emits light at 385 nm when excited at
335 nm [33]. Further methods for AGE detection used in in vitro and in vivo studies are
immunohistochemical staining or enzyme-linked immunosorbent assay (ELISA) using antibodies
against different AGEs, for example, CML or pentosidine. However, application of these methods
is often limited due to lack of reliable antibodies. More sensitive methods for AGE detection include
high performance liquid chromatography (HPLC), gas chromatography or liquid chromatography
with different detectors (reviewed in [34]).
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Figure 2. Formation of reactive dicarbonyls and AGEs, modified according to [29].
Reactive dicarbonyls including methylglyoxal, glyoxal and 3-deoxyglucosone are
formed through several pathways: the Maillard reaction, the polyol pathway,
glycolysis, lipid peroxidation or glucose autoxidation. Dicarbonyl compounds react
further to form irreversible products, the so-called AGEs.

In people with diabetes, AGE formation is accelerated due to increased concentration of circulating
glucose, AGE precursors and oxidative stress. In serum and tissues of patients with type 1 diabetes
mellitus (T1DM) as well as T2DM, increased levels of AGEs, among them CML [35-37],
MG-derived hydroimidazolone [38], pentosidine [39] or glucosepane [40,41] have been found.
Furthermore, accumulation of AGEs in diabetic tissue was shown to correlate with diabetic
complications (reviewed in [42]).

At this point it should be noted, that another source of AGEs, the diet, may contribute to
pathological features related to diabetes. Different studies have investigated the AGE content in
food items, for example by measuring CML concentrations with ELISA [43] or further ultra
pressure liquid chromatography with mass spectrometry detection (UPLC-MS) [44]. That the
detection of AGEs with only one method is not sufficient and can result in under- or overestimation
of AGE:s in food items [34], is demonstrated by comparing these studies. Goldberg et al. reported
that food items rich in fat and protein contain particularly high concentrations of CML in contrast
to carbohydrate-rich food in which only low CML concentrations were measured. In contrast, CML
detection with UPLC-MS observed highest levels of CML in bread crust and evaporated full-fat
milk while lowest CML levels were detected in uncooked minced beef, raw full-fat milk and
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pasteurized skimmed milk. No CML was detected in olive oil. Nevertheless, people are
continuously exposed to AGEs through their diet, and this source might even be greater than the
amount formed endogenously [45]. Around one-tenth [46] or even more [47] of the consumed AGEs
are absorbed in the gut and, therefore, contribute to the body’s AGE pool. Studies reported that
the dietary uptake of AGEs correlates with serum AGE levels [46,48] and that restriction of
food-derived AGEs can lower AGE concentrations in serum [49,50]. There is a growing body of
evidence that the amount of food-derived AGEs which contributes to the AGE pool is sufficient to
promote the development of T2DM. Studies in humans and mice revealed that an AGE-rich diet
elevates AGE concentrations such as MG-H1 also in non-diabetic subjects and increases biomarkers
of inflammation and oxidative stress associated with insulin resistance [51,52]. Furthermore, it was
shown that a high-AGE diet causes decreased insulin secretion and increased [ cell death in
rats [53]. Taken together, AGEs are proposed to play a role in the development and progression of
T2DM as well as in diabetic complications.

The damaging potential of AGEs results from direct alterations on protein structures and
functions due to AGEs per se or the cross-linking effect of some AGEs. AGEs are often found in
the extracellular matrix (ECM) and thus modified matrix proteins impair matrix-matrix as well as
matrix-cell interactions. This may cause cell death, cell differentiation or reduced cell adhesion and
migration. Intracellular proteins are also targets of modifications and AGE formation was shown to
impair their functions. Besides direct changes in protein structures and functions, AGE-mediated
damage occurs via binding of AGEs to the receptor of advanced glycation end products (RAGE).
RAGE belongs to the immunoglobulin superfamily and additionally interacts with a wide range of
ligands including S100 calgranulins [54], high mobility group box 1 [55], or Mac-1 [56] which is
why RAGE is also classified as a multi-ligand receptor. In recent years the interaction of AGEs
with RAGE was studied in vitro demonstrating the activation of Janus kinase, rho-GTPases,
extracellular-signal-regulated kinase 1/2 and p38 mitogen-activated protein kinase due to AGE-RAGE
interaction [57-60]. It should be pointed out that ligand binding to RAGE activates NAPDH
oxidases and thus increases intracellular ROS formation [61,62]. Increased ROS in turn leads to
AGE formation, which triggers all described damaging mechanisms mediated by AGEs, but also
activates the transcription factor nuclear factor kappa B (NF«kB) [63]. Activation of NFkB increases
the expression of proinflammatory cytokines such as interleukin 6 [64] and monocyte chemoattractant
peptide 1 (MCP-1) [65] as well as RAGE itself [66] thus intensifying the inflammatory response.
There are two possibilities to protect tissues against AGE-mediated damage: AGEs are eliminated
or cells activate compensatory mechanisms. It has been shown that cells process other AGE
receptors which are able to bind extracellular AGEs and mediate their cellular uptake (reviewed
in [67]). In cells, AGEs can be degraded by the endosomal-lysosomal system. Cathepsin D and L
were identified as two enzymes involved in the detoxification of AGEs [68,69]. After digestion, the
AGE degradation products are released and circulate in the bloodstream until renal elimination.
One possibility to prevent RAGE-mediated damage, is enabled by the upregulation of advanced
glycation end products receptor 1 (AGER1) after AGE exposure. Although AGER1 was first only
associated with the AGE turnover, studies observed that its upregulation suppresses RAGE-mediated
pathways: AGER1 inhibits the activity of NADPH oxidase and weakens oxidative stress generation
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as well as ROS-mediated signaling [70—73]. Moreover, it has been described that AGERI is linked
to sirtuinl (SIRT1) [50,52], a NAD"-dependent deacetylase. For example, through deacetylation of
NF«B SIRT1 suppresses NFkB-mediated proinflammatory processes. However, long term exposure to
AGEs depletes AGER1 and SIRT1 expression [52] so that the regulation of RAGE signaling fails

and oxidative stress and inflammation increase.
3. Advanced Glycation End Products and Insulin Resistance

Insulin resistance describes the condition when cells are no longer able to appropriately
respond to the hormone insulin, which mediates the uptake of glucose. Although not all persons
with insulin resistance develop T2DM, it is one relevant factor which increases the risk to develop
diabetes [74]. In turn, genetic as well as environmental factors, especially obesity and lack of
physical activity, increase the risk that cells become insulin resistant. There is more and more
evidence that AGEs are another risk factor for the development of insulin resistance. For example,
by multiple regression analysis Tan et al. reported that AGE levels are independently correlated
with insulin resistance in healthy subjects [75]. Insulin resistance was estimated by the homeostatic
model assessment index (HOMA-IR) which is based on the calculation of fasting insulin and
glucose concentration [76]. Another study by Tahara et al. in which more than 300 non-diabetic
persons were examined confirmed that serum AGE levels were independently correlated with the
HOMA-IR [77].

The underlying molecular mechanisms leading to AGE-induced insulin resistance are still
poorly understood, but some i vitro and in vivo studies were performed to gain knowledge in this
research area. Figure 3 summarizes the principle mechanisms of AGE contribution to insulin
resistance which have been observed in the described studies. As serum proteins are frequent targets of
modifications by sugars and reactive carbonyl compounds such as methylglyoxal and glyoxal, in vitro
glycated albumin is often used for cell culture experiments. Glycated albumin was shown to induce
the expression of tumor necrosis factor alpha (TNFa) which suppresses insulin signaling [78].
Furthermore, protein kinase C alpha (PKCa) was reported as a target of glycated human serum
albumin leading to increased serine/threonine phosphorylation of insulin receptor substrate (IRS) 1
and 2 but reduced IRS tyrosine phosphorylation. This resulted in impaired insulin signaling
(phosphatidylinositol 3-kinase/protein kinase B pathway) and inhibition of insulin-mediated
glucose metabolism [79]. As the induction of PKCa via protein tyrosine kinase Src and the
inhibition of insulin receptor substrate 1 (IRS1) was mediated by RAGE after the incubation of
skeletal muscle cells with glycated albumin, it is assumed that RAGE plays a role in this
process [80]. Previous studies already showed that both, TNFa (reviewed in [81]) and proteins of
the PKC family [82,83], are involved in insulin resistance.
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Figure 3. Mechanisms of AGEs leading to insulin resistance in insulin-sensitive tissues
according to [52,78-80,84-86]. AGEs are involved in mechanisms contributing to
insulin resistance due to direct modification of insulin which alters insulin action
resulting in impaired glucose uptake, inhibited insulin clearance or further increased
insulin secretion. Furthermore, AGEs may contribute to insulin resistance via increased
expression of RAGE and reduced expression of AGERI and SIRT1. AGEs affect
insulin signaling and trigger inflammation via stimulation of PKCa and upregulation of
TNFa. SIRT1 depletion causes changes in insulin signaling and induces inflammation.

Another possible factor contributing to insulin resistance is the direct glycation of insulin.
Although insulin has a very short half-life and is not a typical target for modification, glycation
sites on insulin have been found in vivo [85,87] as well as when cells and islets were cultured under
hyperglycemic conditions [87,88]. In vitro, glycation of human insulin was shown to occur in the
phenylalanine position in the amino terminus of the insulin B chain [89]. Moreover, it was
demonstrated that the reaction of glyoxal with insulin results in the formation of N-terminal
pyrazinones, products belonging to AGEs [90]. Studies using in vitro prepared monoglycated
insulin revealed that glycation affects insulin function. When in vitro monoglycated insulin was
infused to mice the glucose lowering potential was around 20% lower compared to unmodified
insulin [84]. Cell culture experiments with isolated muscle and glycated insulin additionally
showed that glucose uptake, oxidation and glycogen production is reduced. Monoglycated insulin
had similar effects in humans. After infusion to healthy humans, around 70% more glycated insulin
was needed to induce an equal amount of glucose uptake compared to unmodified insulin [85]. The
role of glycated insulin in T2DM was supported by the measurement of the modified insulin in the
plasma of T2DM subjects which was found to comprise around 9% of the total insulin level [85].
Furthermore, it was shown that methylglyoxal causes modifications on the arginine residue of the
insulin B chain decreasing glucose uptake in insulin-sensitive cells including 3T3-L1 adipocytes
and L8 skeletal muscle cells [86]. Usually, extracellular insulin concentrations regulate insulin
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secretion from [ cells, however, methylglyoxal-modified insulin can no longer inhibit insulin
secretion. Moreover, Jia et al. reported that methylglyoxal-modified insulin triggers hyperinsulinemia
through decreased insulin clearance by liver cells [86].

The potential role of AGEs in insulin resistance is supported by studies examining the influence
of antiglycating agents on the manifestation of insulin resistance. The agents pyridoxamine or
TM2002 inhibit the formation of AGEs and were shown to improve insulin resistance in rodents
which already suffered from diabetes [91] or in which insulin resistance was induced by the
administration of methylglyoxal [92]. Antioxidants reduced insulin resistance in the same manner
making it difficult to distinguish between oxidative stress and AGE formation but making clear that
there is an important link between both factors.

There are studies which indicate that predominantly prooxidative AGEs derived from the
diet increase the risk for insulin resistance. Cai et al. reported that a diet enriched with
methylglyoxal-modified albumin (MG-diet) and fed to non-obese C57BL6 mice led to weight gain,
adiposity and the development of insulin resistance in F3/MG" mice [52]. The MG-diet increased
serum AGE levels and AGE-lipids. Furthermore, the chronic AGE intake caused elevated oxidative
stress and inflammation and resulted in an insulin-resistant state (increased level of fasting plasma
insulin and leptin and reduced adiponectin level). The phenotypical change was mediated by reduced
expression of AGERI1 and SIRT!1 and upregulation of RAGE in skeletal muscle, liver and white
adipose tissue as well as an increase in NFkB acetylated p65 in adipocytes. This resulted in
changes in insulin signaling and increased inflammation leading to elevated levels of oxidative
stress. In this context, another study showed that restriction of AGEs in a cohort of patients with
T2DM reduced insulin resistance and increased expression of SIRT1 and AGERI1 [50]. Due to its
deacetylase activity, SIRT1 seems to have a significant role in insulin actions. On the one hand,
SIRT1 is involved in the induction of insulin secretion from B cells, on the other hand SIRT1
induces insulin signaling by inhibiting negative regulators or further regulating the activation of
IRS1 and 2 and Akt. Moreover, as SIRT1 also regulates inflammatory processes, adiponectin
secretion or ROS formation, it indirectly contributes to the development of insulin resistance [93].

4. The Role of AGEs in  Cell Dysfunction and § Cell Death

There is a growing body of evidence that AGEs not only contribute to insulin resistance, but
also damage [ cells directly, leading to impaired functions or even cell death. The cytotoxic
potential of AGEs on pancreatic 3 cells was investigated in a number of studies. Lim e? al. reported
that AGE treatment caused apoptosis in [ cells [94]. Additionally, they showed that AGEs
stimulate ROS production and induce the expression of RAGE. Inhibition of RAGE as well as
antioxidant treatment prevented these changes so that AGEs might induce apoptosis via
RAGE-induced ROS formation. However, they also demonstrated that proliferation increases after
AGE treatment. In contrast, decreased proliferation but also ROS-induced cell death in HIT-T15
cells due to treatment with ribose-modified serum was observed by Viviani et al. [95]. Moreover,
Zhu et al. indicated that apoptosis in B cells characterized by caspase activation, cytochrome ¢
release and reduced expression of anti-apoptotic bcl2 might be due to RAGE [96]. In the study of
Lin et al., INS-1 cells were treated with AGEs resulting in cell apoptosis [97]. They concluded that



296

the AGE-induced ROS generation occurs primarily through the mitochondrial electron transport
chain but also through stress-related signaling pathways (Jun N-terminal kinase and p38) which
activates ROS production via the NAPDH oxidase.

In addition to B cell death, most of the studies showed that AGEs affect insulin secretion [95-97].
Further evidence for the AGE-mediated decline in insulin secretion was given by Zhao et al. [98].
They showed that AGEs block the activity of cytochrome ¢ oxidase and production of adenosine
triphosphate (ATP) in islets isolated from mice. Impaired insulin secretion increases plasma
glucose levels which were accompanied by increased formation of *"NO and elevated expression of
inducible nitric oxide synthase (iNOS) suggesting that AGEs cause the induction of iNOS so that
increasing concentrations of NO inhibit cytochrome c¢ oxidase activity and ATP production
(Figure 4). ATP is necessary for insulin secretion as ATP causes the shutdown of ATP-sensitive
potassium channels leading to membrane depolarization and the influx of Ca*". Increased
intracellular Ca®"-concentrations trigger the exocytosis of insulin granules [99]. Low ATP levels
inhibit this process. More recently, Hachiya et al. tested the influence of bovine serum albumin
(BSA) modified with glucose and glyceraldehyde on insulin secretion of isolated rat pancreatic
islets [100]. Both, glucose-BSA and glyceraldehyde-BSA impaired insulin secretion induced by
high concentrations of glucose. However, the authors were not able to detect any changes in the
expression of oxidative response genes including iNOS. They concluded the impaired insulin
secretion to be due to defects in the tricarboxylic acid cycle (TCA). Moreover, gene expression of
the NADH (reduced nicotinamide adenine dinucleotide) shuttle enzymes malate dehydrogenase 1/2
was reduced after AGE treatment. However, as the expression of glycerol phosphate shuttle was
unchanged, and inhibition of both have been linked to decreased insulin secretion [101], further
investigations must clarify whether AGEs affect NADH shuttle function and thus ATP production.
The different results reveal that more research to understand the causal mechanisms leading to
impaired insulin secretion needs to be performed.

Another factor contributing to reduced insulin secretion is the decline in insulin gene
transcription. In this respect, AGEs are also proposed to play a role (Figure 4). Shu et al. reported
the impaired insulin secretion of B cells as a result of the downregulation of insulin transcription [102].
They identified that the transcription factor FoxO1 (Forkhead box protein O1) accumulates in the
nucleus which in turn decreases the expression of the transcription factor PDX-1 (pancreatic and
duodenal homeobox-1) by reducing protein stability. This is in agreement with the study of
Puddu et al. who observed that the reduced insulin content in the pancreatic islet cell line HIT-T15
after AGE treatment is linked to reduced expression of PDX-1 and an increase of FoxOl in the
nucleus [103]. They suggested that AGEs decrease phosphorylation of FoxOl, thus, inducing the
translocation into the nucleus. In addition, they were able to show that AGEs induce FoxOl
acetylation and that PDX-1 translocates into the cytoplasm. Acetylation of the transcription factor
protects against proteasomal degradation, and nucleocytoplasmic translocation of PDX-1 decreases
its availability for insulin transcription. For therapeutic approaches, it is important to note that even
if hyperglycemia is restored, AGEs can still contribute to B cell failure and thus T2DM. Therefore,
destroying AGE structures, preventing endogenous AGE formation as well as dietary AGE uptake
may all be considered as part of a therapy to completely “remove” sources of B cell dysfunction.
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Pancreatic beta cell

Figure 4. AGE-induced pathways involved in [ cell dysfunction according to
[98,100,102,103]. Decreased insulin synthesis and reduced insulin secretion are both
involved in {3 cell failure contributing to hyperglycemia. AGEs reduce phosphorylation
(P) and induce acetylation (Ac) of FoxOl1, thus, FoxOl1 translocates into the nucleus and
is protected against proteasomal degradation, respectively. In addition, AGEs induce
PDX-1 translocation into the cytoplasm and decrease PDX-1 protein expression, finally
affecting insulin gene transcription and insulin synthesis. Regarding insulin secretion,
AGEs cause inhibition by activation of iNOS and consequent blocking of cytochrome ¢
oxidase activity and ATP depletion. Moreover, AGEs decrease insulin secretion
through alterations in the TCA cycle which limits ATP production. ATP depletion
inhibits closure of ATP-dependent potassium channels which leads to reduced
membrane depolarization and decrease of intracellular calcium concentration inhibiting
insulin secretion. (Arrows illustrate direct interactions; dashed arrows illustrate possible
targets of AGEs).

5. The Role of AGEs in Diabetic Complications

Diabetics have an increased risk for the development of infections and several diseases
including cardiovascular, kidney, eye, nerves and skin diseases. Referring to the International
Diabetes Federation, diabetes is the main cause of blindness, amputation of the lower limb, kidney
failure and cardiovascular diseases in many countries [2]. Most relevant for the development of diabetic
complications is the exposure to hyperglycemia. One of the most important injuries which arise
from hyperglycemia is damage to the vascular system. If injury occurs on large or small blood
vessel most diabetic diseases can be accordingly grouped into macro- or microvascular complications,
respectively. Several mechanisms leading from hyperglycemia to diabetic diseases have been
described, among them the formation of AGEs.
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AGE formation and accumulation increasingly occurs under diabetic conditions, and even if
glycemic control is restored, AGEs can remain in tissues of diabetic subjects for a long time.
Diabetic complications occur in both types of diabetes, TIDM and T2DM, and in general, there is
evidence that AGEs accumulating in tissues and serum are associated with diabetic
complications [42]. Regarding T2DM, studies were able to show that AGE-levels correlate with
diabetic complications including diabetic retinopathy [104—106], nephropathy [107,108] and
cardiovascular disease [35,107,109]. Most of the studies used glycated serum proteins to
investigate their relevance as a marker or even a predictor for diabetic diseases. Frequently, they
measured AGE-levels by immunoassay (ELISA, DELFIA) using anti-AGE, anti-CML or
anti-hydroimidazolone antibodies. These methods are not very specific and the measurements of
plasma AGEs may lead to underestimated associations between AGEs and diabetic complications
due to the fact that most AGEs are formed or further accumulate intracellular or in tissues without
reaching the circulation. This might explain why, for example, the study of Busch et al. reported no
association of CML with cardiovascular and renal outcomes in T2DM patients [110]. However, even
by analyzing CML, CEL and pentosidine with liquid chromatography, a more precise technique to
measure AGEs, no association between AGEs and prior cardiovascular events was observed in a
cross-sectional study [111]. Indeed, more recently the same group published results of a
prospective study in which higher plasma levels of CML, CEL and pentosidine were associated with
an increased risk of cardiovascular outcome in T2DM patients [112]. Although the causal
relationship needs to be further clarified there is increasing evidence observed in these clinical
studies that AGEs serve as potential biomarkers for diabetic complications.

5.1. Modified ECM Proteins and the Relevance for Diabetic Complications

One main target of increased concentrations of reducing sugars and dicarbonyl compounds
found in diabetes is collagen. There are a few studies which investigated the effect of modified
collagen on cell functions. According to the subsequent studies, a simplified scheme describing
which cell functions are affected by methylglyoxal-modified collagen, contributing to diabetes-related
changes related to diabetic complications, is illustrated in Figure 5. Firstly, it was reported that
modification of basement membrane collagen type IV by methylglyoxal reduces attachment of vascular
endothelial cells and angiogenesis [113]. AGEs such as MG-H1 were found on integrin-binding sites
of collagen and were assumed to cause decreased cell attachment. As demonstrated by Chong et al.,
methylglyoxal modifications of arginine residues in the integrin-binding sequence also reduce
collagen binding so that collagen degradation by phagocytosis is impaired, thus, promoting
fibrosis [114]. Regarding the collagen turnover, it was shown that collagen modified with glyoxal
and methylglyoxal is per se less degradable by proteases due to the formation of cross-links [115].
Yuen et al. observed that methylglyoxal-modified collagen type I inhibits cell adhesion of cardiac
fibroblasts while stimulating myofibroblast differentiation and their migration [116]. Further
investigations of Talior-Volodarsky ez al. reported that myofibroblast differentiation is stimulated by
upregulation of all integrin expression which was found to be induced by transforming growth
factor (TGF) f2/Smad3 signaling [117,118].
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Myofibroblasts mediate fibrosis, a pathological response to tissue damage which has been
associated with diabetic complication and heart failure due to fibrotic lesions. That modified
collagen alters cell-matrix interaction was also shown by Pozzi et al. [119]. On the one hand, cell
adhesion and migration but not proliferation of mesangial cells plated on collagen type IV modified
with methylglyoxal is inhibited. On the other hand, long term glucose-modified collagen reduces
migration and proliferation and increases collagen synthesis. The authors proposed that these
findings may explain pathological mechanisms seen in diabetic nephropathy: early proliferation of
mesangial cells followed by impaired proliferation, mesangial matrix expansion and mesangial cell
dysfunction. In the study of Sassi-Gaha er al. [120], after modification of type I collagen lattices
with methylglyoxal and 3-deoxyglucosone, dermal fibroblast were seeded on the modified
collagen. For methylglyoxal an increased expression of TGFB1, collagen and B1 integrin, and
decreased expression of the transcription factor Smad7 was shown. The opposite effects were
found for fibroblasts grown on 3-deoxyglucosone-modified collagen. To understand the
pathological mechanisms mediated by AGEs it is quite important to investigate the effect of
different AGE precursors as well as individual AGEs.
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M Fibroblast collagen synthesis
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Figure 5. Influence of methylglyoxal-modified collagen on cellular functions relevant
to diabetic complications, according to [113,116,119,120]. Cells were cultured on
methylglyoxal-modified collagen and the effect of AGE-collagen on cellular functions
was studied. Dermal fibroblasts grown on modified collagen increase collagen
synthesis. Methylglyoxal-modified collagen reduces cell adhesion and migration of
mesangial cells, cardiac fibroblast are less adherent. Myofibroblast differentiation is
stimulated in cardiac fibroblasts cultured on modified collagen and modifications of
basement membrane collagen causes detachment, cell death and reduced angiogenesis
of vascular endothelial cells.
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In addition to collagen, AGE formation on further ECM protein including laminin or fibronectin
has been studied showing impaired self-assembly and interactions with other matrix components as
well as matrix-cell interactions [121-125]. It is assumed that glycation of these ECM proteins,
therefore, may contribute to diabetic complications. Just to give an example, bovine retinal
pericytes cultured on fibronectin modified with glyoxal and methylglyoxal were shown to induce
apoptosis which may contribute to cell loss in diabetic retinopathy [124]. Regarding the
development of diabetic neuropathy, glycated laminin and fibronectin reduced neurite outgrowth
providing a mechanism for the failure of axonal regeneration and collateral sprouting [125].

5.2. Ischemic Heart Disease and Atherosclerosis

As already mentioned, patients with diabetes are at high risk of developing cardiovascular
disease [126]. One common type of cardiovascular diseases is ischemic heart disease in which the
blood supply to the heart is reduced often due to plaque formation in the arterial wall. The
association between AGEs and ischemic heart disease of patients with T2DM was investigated in
some clinical studies. Kilhovd et al. reported increased serum AGEs in diabetic persons with
ischemic heart disease compared to patients without [35]. This is in agreement with a study in
which increased serum AGE concentrations were measured in patients with coronary artery disease
compared to diabetic patients without coronary artery disease [109]. Furthermore, serum AGE
levels may predict ischemic heart disease mortality in persons with T2DM. Evidence was given in
a long-term follow-up study in which serum AGEs, measured by immunoassay using a polyclonal
anti-AGE antibody, were predictors for total, cardiovascular as well as coronary mortality in woman
with T2DM [127]. Moreover, skin autofluorescence has been strongly related to coronary heart
disease and mortality in patients with T2DM [128]. The measurement of skin autofluorescence is a
technique with some limitations for AGE analysis: not all AGEs are fluorescent, no specific
compound is measured and there is no information on the quantity of AGEs at all. However, skin
autofluorescence can be used as a non-invasive method and is associated with AGE accumulation
in vivo [129].

Atherosclerosis is the underlying cause of most ischemic heart diseases and it has been suggested
that AGEs are involved in the development of atherosclerosis (for more detailed review see [130]).
On the one hand it has been shown that AGEs accumulate in atherosclerotic lesions [131,132] and
on the other hand studies identified AGE-mediated mechanisms related to endothelial dysfunction,
inflammation and lipid modifications. In particular, it was shown that AGEs contribute to
endothelial dysfunction through their pro-apoptotic effect on endothelial cells [133,134] and
endothelial progenitor cells [135]. Moreover, AGEs stimulate the expression of genes such as
MCP-1, intercellular adhesion molecule 1, vascular cell adhesion molecule 1 and plasminogen
activator inhibitor 1 [136—141]. This mediates recruitment and adhesion of inflammatory cells to the
vessel wall or further inhibition of fibrinolysis. The expression of MCP-1 and adhesion molecules can
be induced by endothelin 1, its expression in turn is also stimulated by AGEs [142]. In porcine
coronary fibroblasts, it was observed that AGEs induce the mRNA expression of interleukin 6,
vascular cell adhesion molecule 1 and MCP-1 followed by increased interleukin secretion and
leukocyte adhesion [143]. The atherogenic properties of AGEs could be further attributed to the
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"NO quenching effect of AGEs [144]. Furthermore, AGEs impair the synthesis of "NO by decreasing
the expression as well as the activity of endothelial 'NO synthase [145,146]. 'NO mediates a series of
intracellular effects that lead to endothelial regeneration, vasodilation and inhibition of platelet
adhesion and leukocyte chemotaxis and therefore defects in "NO production and activity are
supposed to be major mechanisms of endothelial dysfunction and atherosclerosis [147].

To further clarify the role of AGEs in diabetic complications, in vitro and in vivo studies
showing AGE-mediated pathomechanisms which contribute to diabetic retino- and nephropathy
will be highlighted below.

5.3. Diabetic Retinopathy

AGE-albumin-induced pericyte death has been assumed to be caused by AGE-RAGE
interaction [148]. Moreover, studies reported that AGEs induce ROS formation and reduce protein
kinase B/Akt [124] or further platelet-derived growth factor signaling [149] contributing to reduced
pericyte survival. Pericytes are cells which cover capillaries in the retina and their loss is an early
event in diabetic retinopathy followed by the formation of acellular capillaries (capillaries devoid of
cells), microaneurysms and vascular basement membrane thickening. The interaction of pericyctes
with endothelial cells is necessary for the maintenance of the blood-retina barrier [150] so that
pericycte loss is also associated with the breakdown of the barrier.

The blood-retina barrier regulates the flux of nutrients, fluids and other blood components into
the retina and its breakdown may cause the development of macular edema which is a main cause
for vision loss in diabetes. Another mechanism leading to the breakdown of the blood-retinal
barrier is the induction of retinal leukostasis, a state of chronic inflammation, which may contribute
to endothelial cell death and increased vascular permeability. The involvement of AGEs in this
process has been shown by Moore et al. [151]. AGEs induce NFkB DNA binding, intercellular
adhesion molecule 1 expression and further leukocyte adhesion to retinal endothelial cells. In vivo,
AGE-albumin injection into mice resulted in a breakdown of the blood-retina barrier [151].
Moreover, the breakdown of the blood-retina barrier has been shown to be dependent on VEGF.
AGE-upregulation of vascular endothelial growth factor (VEGF) expression was observed after
AGE-albumin injection into rodents, as well as after AGE-albumin incubation of cultured retinal
cells [148,152—154], leading to vascular permeability and angiogenesis.

5.4. Diabetic Nephropathy

Similar to pericytes in the retina, AGEs induce apoptosis and VEGF expression in mesangial
cells [155], specialized pericytes which are located in blood vessels of the kidney. Mesangial cells in
the glomerulus regulate glomerular filtration and provide structural support [156]. Their loss or further
VEGEF upregulation contributes to increased vascular permeability associated with hyperfiltration
and proteinuria in kidney diseases, suggesting that AGEs play a role here. Furthermore, it has been
shown, that AGEs upregulate MCP-1 expression in mesangial cells [155]. MCP-1 is a chemokine
which regulates macrophage/monocyte migration and infiltration, therefore, MCP-1 upregulation by
AGESs may trigger inflammation in renal tissue. Moreover, AGE-induced expression of TGFf was
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demonstrated in vitro [157,158] and as TGFB1 upregulation was associated with enhanced
expression of ECM proteins this might be an explanation for glomerular hypertrophy in vivo [159].
In this context, studies reported that TGFp expression is induced via AGE-RAGE interaction [160,161].
Elevated expression of TGFf is also known to induce epithelial-to-mesenchymal transition and AGEs
were shown to stimulate transdifferentiation in a rat kidney epithelial cell line [161]. Another protein
which plays a role in AGE-induced epithelial-to-mesenchymal transition is prosclerotic connective
tissue growth factor (CTGF), a target gene of TGFp signaling which is elevated in plasma of
persons with diabetic nephropathy [162,163]. Because AGEs induce epithelial-to-mesenchymal
transition and CTGF is a downstream target of TGFp it is generally believed that increased CTGF
expression is mediated through TGFpB/Smad signaling. More recently, AGE stimulation of
tubular CTGF expression was also found to be independent of TGFB/Smad signaling. This
pathway is RAGE dependent and leads to the activation of Smad3 through the induction of
extracellular-signal-regulated kinase 1/2 and p38 [164].

6. Conclusions

Extensive research has been performed in the last years to clarify the impact of AGEs as well as
to identify causal pathological mechanisms in the development and progression of T2DM (insulin
resistance,  cell death and dysfunction) and in diabetic diseases. Increasing concentrations of
different AGEs in serum and tissues of diabetic persons have been detected and the association of
AGEs with diabetic complications has been shown in several studies suggesting AGEs as
biomarkers and even predictors for diabetic complications. Moreover, studies reported a wide
range of effects and reactions induced by AGEs which were proposed to play a role in insulin
resistance, B cell failure and diabetic complications. In general, it was found that AGE formation
occurs on extra- and intracellular proteins leading to protein cross-linking, structural and functional
changes, e.g., loss of enzyme activity. Modifications on ECM proteins have been shown to affect
not only matrix-matrix but especially matrix-cell interactions. Many studies proposed that the
damaging effect of AGEs is predominantly induced by RAGE signaling thus increasing ROS
formation and inflammatory processes. However, there are also some critical aspects which must
be considered when obtaining general conclusions from the data. Many studies used AGEs
prepared in vitro by incubating a protein, often albumin, with a reducing sugar or dicarbonyl
compound. According to Henle, only a small amount of AGEs is formed in glucose-modified BSA
in contrast to Amadori products such as fructoselysine which accounts for about 90% of the
detectable lysine derivatization [45]. Therefore, it is questionable whether the induced biological
effects are stimulated by AGEs, Amadori products or even other modification products.
Improvement of analytical methods may contribute to more precise results regarding the
involvement of AGEs in general but also individual AGE structures. Because it is estimated that
the wide range of AGEs is at present only partially identified, this further impedes the research
about the biological effects of AGEs. Moreover, the use of different AGE precursors, different
concentration and varying target proteins hinders not only comparability of studies but also
complicates the understanding of AGE-induced mechanisms. Most frequently, the products are not
characterized, the AGE content was measured by unspecific methods, and the individual AGEs



303

were not identified. Without knowing the specifity of the products it is difficult to assess the
findings observed in these studies and to determine the role of AGEs in several aspects of diabetes.

Another point which should be noted is that the relevance of AGE-RAGE interactions is still
controversially discussed [165-167]. Only aggregates of highly modified AGE-proteins which are
rare in tissue and body fluids are able to activate RAGE. However, these highly modified proteins
can be formed exogenously in thermally processed food, thus the relevance for AGE-RAGE
interaction needs to be further clarified. Nevertheless, the reduction of hyperglycemia-induced
AGE formation as well as the restriction of AGE-rich food items both present targets for
therapeutic approaches against the pathological events in diabetes and associated diseases. Finally, the
use of AGEs as biomarkers/predictors for diabetic complications may help to reduce health problems in
persons with diabetes.

Abbreviations

AGEs Advanced glycation end products

AGERI Advanced glycation end product receptor 1
ATP Adenosine triphosphate

BSA Bovine serum albumin

CEL Ne-(carboxyethyl) lysine

CMA No-(carboxymethyl) arginine

CML Ne-(carboxymethyl) lysine

CTGF Connective tissue growth factor

ELISA Enzyme-linked immunosorbent assay
ECM Extracellular matrix

FoxO1 Forkhead box protein O1

GOLD Glyoxal-derived lysyl dimer

GSH Glutathione

GSSG Glutathione disulfide

H202 Hydrogen peroxide

HPLC High performance liquid chromatography
iNOS Inducible nitric oxide synthase

IRS Insulin receptor substrate

MCP-1 Monocyte chemoattractant peptide 1
MOLD Methylglyoxal-derived lysyl dimer

NAD* Oxidized nicotinamide adenine dinucleotide
NADH Reduced nicotinamide adenine dinucleotide

NADPH Reduced nicotinamide adenine dinucleotide phosphate

NF«B Nuclear factor kappa B

‘NO Nitric oxide

(O Superoxide anion

PDX-1 Pancreatic and duodenal homeobox-1
PKC a Protein kinase c alpha

RAGE Receptor of advanced glycation end products
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ROS Reactive oxygen species

SIRT1 Sirtuinl

T1DM Type 1 diabetes mellitus

T2DM Type 2 diabetes mellitus

TCA Tricarboxylic acid cycle

TNFa Tumor necrosis factor alpha

UPLC-MS  Ultra pressure liquid chromatography with mass spectrometry detection
VEGF Vascular endothelial growth factor
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The Impact of Non-Enzymatic Reactions and Enzyme
Promiscuity on Cellular Metabolism during (Oxidative)
Stress Conditions

Gabriel Piedrafita, Markus A. Keller and Markus Ralser

Abstract: Cellular metabolism assembles in a structurally highly conserved, but functionally
dynamic system, known as the metabolic network. This network involves highly active,
enzyme-catalyzed metabolic pathways that provide the building blocks for cell growth. In parallel,
however, chemical reactivity of metabolites and unspecific enzyme function give rise to a number of
side products that are not part of canonical metabolic pathways. It is increasingly acknowledged that
these molecules are important for the evolution of metabolism, affect metabolic efficiency, and that
they play a potential role in human disease—age-related disorders and cancer in particular. In this
review we discuss the impact of oxidative and other cellular stressors on the formation of metabolic
side products, which originate as a consequence of: (i) chemical reactivity or modification of regular
metabolites; (ii) through modifications in substrate specificity of damaged enzymes; and (iii) through
altered metabolic flux that protects cells in stress conditions. In particular, oxidative and heat stress
conditions are causative of metabolite and enzymatic damage and thus promote the non-canonical
metabolic activity of the cells through an increased repertoire of side products. On the basis of selected
examples, we discuss the consequences of non-canonical metabolic reactivity on evolution, function
and repair of the metabolic network.

Reprinted from Biomolecules. Cite as: Piedrafita, G.; Keller, M.A.; Ralser, M. The Impact of
Non-Enzymatic Reactions and Enzyme Promiscuity on Cellular Metabolism during (Oxidative)
Stress Conditions. Biomolecules 2015, 5,2101-2122.

1. Introduction

During its lifespan, a cell is exposed to many hazards and changes in the environment. These
include varying pH and temperature, osmotic imbalances, radiation, drought, starvation, contact with
deleterious or toxic chemicals, or biotic interactions with other species. These stress situations can
manifest as an acute pulse, or be sustained over time, and can affect cellular functioning and
ultimately impair cell growth, replicative capabilities, and/or promote aging. Stress-induced damage to
biological macromolecules such as DNA, proteins and membrane components has been intensively
studied and characterized [1-4]. However, also cellular metabolites and the flux through metabolic
pathways are affected. The impact of stress on metabolism and its small-molecule cellular
constituents has attracted notable attention in areas of chemistry and toxicology [5,6], but only
recently research has begun to systemically analyze the wide-ranging consequences at the systems
level [7,8]. Since metabolism is a basal property of life and a main driving force during evolution,
being the closest-to-phenotype cellular attribute, and given the reactive nature of many metabolites,
the identification of stress-related metabolic processes appears to be of fundamental importance.
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2. Chemical Damage to Metabolites: Oxidants and Antioxidants

One of the most important causes of metabolic damage is unspecific oxidation. Basal levels of
oxidizing molecules arise constantly from normal cellular processes involving redox reactions or in
the mitochondrial or photosynthetic electron transport chains [9]. Normal levels of oxidants are
compensated by cellular metabolism, and being integral part of physiology, are required for
biochemical reactions and as signaling molecules [10]. In a range of conditions referred to as
“oxidative stress” [11], normal redox homeostasis is however disrupted and the balance between
reducing and oxidizing molecules shifts towards the latter. Under oxidative stress, reactive oxygen
species (ROS) represent one of the most important groups of cellular oxidants and comprise
oxygen-derived molecules such as hydrogen peroxide (H202), superoxide anion (O2"), or hydroxyl
radical (*HO). Non-enzymatic chemical reactivity plays a crucial role in this scenario, as for example
in the context of the Fe(II)-catalyzed Fenton reaction, that converts H202 into *HO [12]. Superoxide
anion and hydroxyl radical are highly reactive and indiscriminately damage metabolites, lipids, enzymes
and nucleic acids via peroxidation [13—15]. This damage causes “errors” in metabolism [16,17],
(Figure 1 (i)) such as the propagation of lipid peroxidation and carbohydrate oxidation [18,19]. In
addition to the strong potential of superoxide anion to react with transition metals, it also combines
with other chemical species, e.g., nitric oxide, and generates highly oxidant species such as
peroxynitrite, causing further damage to lipids, altered nucleobases, and nitration of amino acid
residues [20-23]. Under oxidative stress, the functionality of cellular systems declines, increasing the
risk of cellular damage, apoptosis, aging, neurodegeneration and cancer [24-26].

Common targets to oxidative damage are amino acids, both in their free and protein integrated
forms that are both highly abundant. Especially cysteine (which will be discussed later in the text) and
methionine are the most prone to oxidation [27]. When the sulphur of methionine reacts with
oxidizing molecules, it can form methionine-S- or methionine-R-sulfoxides, whose accumulation has
been associated with various diseases and aging [28,29].

Biological systems exploit this property of metabolites and use them as scavengers for ROS. This
applies not only to methionine and cysteine, but also to pyruvate, a-tocopherol, ascorbic acid, or
other amino acids [12,30-32] (Figure 1 (ii)). While free methionine acts as general redox buffer,
protein-coded methionine residues absorb oxidizing agents by positioning on the exposed protein surface
and surrounding the active site, thereby preventing more severe oxidative damage on targeted
proteins [33,34]. This oxidation of methionine residues at the protein surface can proceed without
significant reduction in enzyme activity, as for example in glutamine synthetase, which is shown
extremely resistant to H202 [33].
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Figure 1. Formation of non-canonical metabolites and repair strategies. Chemical
modification of metabolites leads to unwanted reactions, causing damage to both
macromolecules and small molecules (i). Molecular scavengers cleanse and channel ROS
toward less toxic products (ii). Stress sensors activate genes involved in specific
protein-based repair responses (iii); or in unspecific transport processes (iv). As a general
outcome, the metabolome reconfigures, affecting metabolite levels and fluxes; this in
turn affects the specificity of enzymatic reactions. (v—vi) Selection of relevant examples
from metabolism. Abbreviations: ROS, reactive oxygen species; Met, Methionine; GR,
glutathione reductase; GSSG, oxidized glutathione or glutathione disulfide; GSH, reduced
glutathione; MEP, multidrug efflux pump; LA, lipid; Le, lipid radical; LOOs, lipid peroxyl
radical; Re complex radicals; GLDH, glutamate dehydrogenase; a-KG, o-ketoglutarate;
Glu, glutamate; MDH, malate dehydrogenase; OA, oxaloacetate; L-2-HG,
L-2-hydroxyglutarate; PK, protein kinase; PDC, pyruvate dehydrogenase complex;
Pyr, pyruvate; Ac-CoA, acetyl-coenzyme A; SerC, phosphoserine transaminase;
3P-HPyr, 3-phosphohydroxypyruvate; Ser, serine; Ala, alanine.
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2.1. Not only Protein and DNA Damage, but also Metabolites Can Be Repaired

In analogy to DNA and protein repair, cells have developed a series of control mechanisms to
cope with the oxidized/chemically damaged metabolites, summarized by the term “metabolite
repair” [35] or “metabolite-damage control” [36-38]. These involve complementary strategies that
either: (i) “repair” the chemical damage to metabolites (e.g., reversion through reduction of an oxidized
molecule); (ii) degrade or convert the altered molecules into less harmful products or functional
metabolites; or (iii) export the non-canonical metabolite. Some of these mechanisms are of general
nature and overlap with the parallel occurring protein repair mechanisms (e.g., glutathione reductase,
thioredoxin). Others are specifically targeted against small-molecule derivatives, as for example
Glutathione peroxidase 4 (GPx4), which is a protein of the glutathione peroxidase (GPx) family with
wide substrate specificity, able to reduce a variety of lipid hydroperoxides, preventing radical
propagation through lipid peroxidation [39,40]. GPx4 activity obtains its redox potential through the
reduced form of the tripeptide glutathione (GSH) [41,42], a molecular scavenger which is
regenerated in a NADPH-dependent reaction catalyzed by glutathione reductase (GR) (Figure 1 (iii)).
Indeed, most of the repair mechanisms require, directly or indirectly, energy supply in the form of
ATP or reducing equivalents [4,15], and many are conditionally activated under stress conditions
(Figure 1). The consequence is a sudden change of ATP and NADPH consumption once cells enter a
stress situation and its balance requires metabolism to reconfigure.

An illustrative example for specific oxidative stress-related repair concerns methionine. Repair of
oxidized methionine does occur when the amino acid is in its free form as well as when it is part of a
protein [43,44] (Figure 2). Three enzyme families of methionine sulfoxide reductases, MsrA, MsrB and
MsrC, metabolize the derivatives in a stereospecific manner. Of them, MsrA and MsrB are highly
conserved and reduce the S-sulfoxide and the R-sulfoxide residues, respectively, predominantly within
a protein context [45]. MsrC (also named fRMsr) is only present in prokaryotes [46] and in some
eukaryotes [47], and has its main affinity for free methionine-R-sulfoxide. Interestingly, MsrC exhibits
no sequence homology with MsrA and MsrB, indicating independent evolutionary origin of these
functionally overlapping proteins. In higher plants, where no specific MsrC-like activity exists, the
repair function on free methionine-R-sulfoxide is efficiently covered by a subtype of MsrB proteins
(which would have evolved by segmental duplication) [48], evidencing the evolution of alternative
adaptive strategies to cope with a similar type of damage (Figure 2). As a common observation,
repair mechanisms appear widely distributed, irrespective of whether metabolic damage proceeds
through direct metabolite oxidation, non-enzymatic reactivity, enzyme inactivation, or enzyme
promiscuity. Although most of these repair functions are non-essential under normal conditions, the
respective mutants commonly show growth defects, lower survival rates or higher mutation
frequencies [36,37,47,49,50]. In humans, deficiencies in metabolite detoxification systems are
related to encephalopathic disorders [51], cancer predisposition [52], drug intolerance [53], or aging
and a decreased lifespan [54]. Evidence has also been presented that neuronal clearance of toxic
metabolites could be the explanation of why metazoans require sleep [55].
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Figure 2. Oxidative damage on methionine and its repair enzymes. Methionine is
oxidized to methionine-S-sulfoxide and methionine-R-sulfoxide derivatives. Three families
of methionine sulfoxide reductases (Msr, different colors), revert the process depending
on thioredoxin, each being stereo-specific against the R- or the S-enantiomeric form.
While MsrA and MsrB are highly conserved with preference for protein integrated
methionine sulfoxides, MsrC (fRMsr) is limited to unicellular organisms and reduces free
methionine-R-sulfoxide. MsrB has evolved by duplication and divergence (red dashed
arrows), accounting for coverage of diverse subcellular localizations, and enabling in
plants the appearance of a subtype active against the free methionine-R-sulfoxide. Color
intensities illustrate different strength in catalytic efficiency.

2.2. Other Forms of Metabolite Damage.: Examples of Nucleotide and Cofactor Metabolism

Metabolism comprises a large diversity of molecules. The spectrum of possible combinatorial
reactions and modifications on metabolites extends to a huge space of chemical reactions. Some
modifications occur however more frequent than others. For instance, nucleotide metabolism is by
its nature composed of many metabolites possessing high structural similarities. A range of abnormal
nucleotides is generated as a consequence of spontaneous oxidation [56]. Others arise from
unspecific enzymatic activities, as for example by methylation of nucleobases. Several of these
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aberrant compounds with only slight structural differences from the standard bases, can subsequently
be recognized by downstream enzymes which propagate the error via incorporation. The mischarge
of nucleoside diphosphate (NDP) kinases, which can promiscuously accept a broad range of
base-differing substrates, releases abnormal NTPs that cause mispairing and mutagenesis if
incorporated into DNA [56,57]. Cells have developed various families of NTP pyrophosphatases that
intercept and hydrolyze non-canonical NTPs [37]. For instance, MutT-like proteins of the widespread
Nudix superfamily catalyze—with variable degree of substrate specificity—the detoxification of
oxo-purine dNTPs generated during oxidative stress, and thereby prevent DNA damage [58-60]. In
other cases, substrate promiscuity (which will be discussed in more detail below) is the main
contributor to the pool of abnormal nucleotides: dUTPases hydrolyze with high specificity dUTP,
discriminating against normal cytosine and thymine nucleobases. dUTP can arise from UDP through a
secondary activity of ribonucleotide reductase followed by phosphorylation, or by (catalytic) deamination
of a deoxycytidine (tri-)phosphate. Interestingly, this principle of dUTPase activity is present in all three
kingdoms of life, but is fulfilled by two mutually exclusive dUTPase families that present no
sequence homology, yet being functionally analogous [61,62].

Another quantitatively highly relevant case concerns chemical modification of enzymatic
coenzymes, such as NADH or FADH. Hydration of NADH or NADPH is common, occurring either
non-enzymatically [63] or as a side reaction of promiscuous enzymes such as glyceraldehyde 3-phosphate
dehydrogenase [64]. The resulting R and S hydrated forms of NAD(P)H display high structural
similarity with the cofactors but are non-functional and inhibit various dehydrogenase reactions [65].
An ADP/ATP-dependent NAD(P)H dehydratase, widespread in all domains of life, converts the S
enantiomeric derivative back to NAD(P)H [63]. Its action is complemented by the catalytic activity
of an epimerase that catalyzes the interconversion between the R and S hydrated forms, an enzyme
that appears fused to the dehydratase in some species such as Escherichia coli. Interestingly, in higher
plants [66,67] and also in mammals [68] both genes possess organellar targeting sequences, allowing
the proteins to be directed and co-localize within diverse subcellular compartments.

3. Non-Enzymatic Metabolic Reactions Are Affected by Stress Conditions

A second aspect of the susceptibility of metabolism concerns non-enzymatic reactions that occur
as part of normal metabolism or through non-specific chemical reactivity but that contribute to
canonical metabolic pathways [69,70]. Such non-enzymatic reactions are of high importance for the
evolution of metabolism, as exemplified by the metabolism-like non-enzymatic interconversions that
can occur between central carbon metabolites, which might have given rise to the early evolution of
glycolysis and pentose phosphate pathway [71]. The presence of an enzyme catalyst in modern cells
does however not prevent these non-enzymatic chemical reactions to occur in parallel to the
enzymatic pathways. Termed Class I non-enzymatic metabolic reactions, a subset of non-enzymatic
reactions are of low substrate specificity and can affect multitude of metabolites and modify a series
of macromolecules [69]. These include Maillard reactions, unspecific conjugations of amino acids
that are accelerated under heat and UV exposure, and also unspecific protein modifications such as
protein (poly-)phosphorylation, glycosylation or acylation. The term “underground metabolism” [70]
has been suggested to summarize the repertoire of this chemical reactivity, both non-enzymatic and
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enzyme-promiscuous, occurring in parallel to the flux of functional metabolic pathways. This
reactivity is distinguishable from other more specific non-enzymatic reactions that are part of the
metabolic network, and occur either exclusively non-enzymatically (Class II non-enzymatic
metabolic reactions) or in parallel to existing enzyme function (Class III) [69].

Non-enzymatic reactions are dependent on the chemical environment (metal availability, pH,
temperature, ionic strength), and must therefore be particularly sensitive to stress conditions. This is
well illustrated for the case of non-enzymatic protein acylation: A number of essential, endogenous
thioester metabolites, such as acetyl-CoA or succinyl-CoA, can unspecifically cross-acylate protein
lysines [72,73]. Protein acylation appears most prominent in mitochondria, correlates with the levels of
these reactive metabolites and with mitochondrial energy-metabolism, and has been linked to a form
of “carbon stress” [74]. Non-enzymatic modification of macromolecules can alter protein function and
may require quality-control responses. In this case, the sirtuin family of deacetylase enzymes
(which has received notable attention by a potential connection to the benefits arising from
a calorie-restriction diet) has been proposed to counteract the potential deleterious effects of
non-enzymatic protein acylation and thus to play a role in stress resistance [74]. Similarly, for small
molecules, intermediates generated in non-enzymatic reactions can, if accumulated, interfere with
metabolic pathways by acting as competitive inhibitors of enzymes, or serve as alternative substrates,
and thus need to be cleared.

While specific repair mechanisms might have evolved for non-canonical metabolites which are
produced in higher quantities or present strong cytotoxic effects, it is reasonable to assume that not
all metabolic side products possess specific clearance mechanisms. This becomes illustrative, as the
number of potential chemical reaction products from non-enzymatic reactivity exceeds the number
of enzymes encoded in a typical genome by several orders of magnitude. A broad range of
metabolites, including especially those for which no specific cleaning enzyme exists [75—77], might
however be cleared via unspecific cellular export, which is largely mediated by efflux pumps and
transmembrane channels such as multidrug transporters (Figure 1 (iv)). In bacteria, numerous studies
report the involvement of membrane transporters in multidrug resistance [78-80]. E. coli’s resistance
to a high number of compounds is mediated by the outer-membrane pore-forming protein TolC [81].
This transporter acts in concert with the inner membrane TolC-dependent efflux pump AcrB and with
cognate periplasmic proteins (e.g., AcrA) to form tripartite trans-periplasmic exporters that push
xenobiotics out of the cell [82,83]. There is growing evidence suggesting that TolC-mediated
extrusion is not limited to xenobiotics [84]: E. coli tolC mutants show lower fitness phenotypes in
certain stress conditions [85], accumulate cell-synthesized enterotoxins and potentially-deleterious
intermediary metabolites [86], and overexpress key stress response regulators, presumably triggered
by the abnormal retention of toxic cellular products [87]. Similar transport mechanisms operate in
many other bacteria [80].

4. Enzymes That Change Substrate Specificity during Stress Conditions

A third important aspect of metabolism during stress conditions does not concern the direct
chemical modification of metabolites, but affects them indirectly by altering enzyme function. Upon
damage, several enzymes decrease in substrate specificity and simultaneously increase in promiscuity.
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When enzymes are modified, novel subsidiary activities and interactions can arise concomitantly
from the altered proteins, enabling additional metabolic reactions, some of potential physiological
significance [70,88]. It is a general property of metabolism that most metabolic enzymes are not as
specific as sometimes depicted in textbooks, and are in fact error-prone or ambiguous in their
function [89,90] (Figure 3) (The concept of “enzyme promiscuity” has been massively used recently,
but in different contexts and with different meanings [91]. The classification that we make below
follows that by Hult and Berglund [91].).
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Figure 3. Mechanistic classification of enzyme promiscuity. (A) Substrate promiscuity
or multispecificity: A certain enzyme can perform the same catalytic reaction on a diverse
set of substrates indistinctly; (B) Catalytic promiscuity: Different chemical transformations
are allowed by the same enzyme, according to which this can be classified with various
E.C. numbers. (C) Conditional promiscuity: Latent secondary activities of an enzyme might
gain activity in response to environmental changes, e.g., due to an increase in the
concentration of substrate analogs with lower affinity for the enzyme, or by
post-translational signals related with induced conformational changes. The three examples
shown are merely illustrative but inspired by transaminase TyrB, cytosine methyltransferase
and thymidine kinase, respectively.

Most enzymes accept multiple substrates and possess affinities for a wider range of compounds,
a phenomenon referred to as substrate promiscuity (Figure 3A) (Some authors consider that the
capacity of an enzyme to catalyze various natural substrates may be more conveniently described by
the term “substrate multispecificity” or “cross-reactivity”, so that the term “substrate promiscuity” is
reserved to adventitious secondary activities different from the one the enzyme has evolved:
see [90,92].). A recent example of notable attention is the enzyme TP53-induced glycolysis and
apoptosis regulator (TIGAR), an enzyme that possesses an important role in cancer cell metabolism.
TIGAR was first identified as fructose-2,6-bisphosphatase (F26BPase) [93], but it accepts multiple



325

substrates. TIGAR shows its highest activity as phosphoglycolate-independent 2,3-bisphosphoglycerate
phosphatase [94], acting most efficiently on a metabolite whose function is so far unclear.

Other enzymes are able to catalyze more than one type of chemical reaction on a given set of
substrates (catalytic promiscuity, Figure 3B). This is the case of certain cytosine methyltransferases
that are able to catalyze cytosine methylation as well as cytosine deamination. Cytosine deamination
yields thymine, implying that this catalytic activity causes mutations and could play a potential role in
tumourogenesis [95].

A classical example of enzymes that possess promiscuous activities that can lead to toxic
by-products are malate dehydrogenase (MDH) and isocitrate dehydrogenase (IDH1 and IDH?2).
MDH typically catalyzes the interconversion between malate and oxaloacetate, but possesses certain
affinity towards o-ketoglutarate. Despite the much higher affinity for the canonical substrate, high
intracellular levels of o-ketoglutarate promote that MDH also produces r-2-hydroxyglutarate
(see conditional promiscuity, Figure 1 (v), Figure 3C) [35]. A widely distributed FAD-dependent
enzyme, the 1-2-hydroxyglutarate dehydrogenase, specifically converts this side-product back into
a-ketoglutarate [36]. Deleterious mutations in this enzyme in humans are responsible for an inherited
metabolic disease called r-2-hydroxyglutaric aciduria, attributed to the accumulation of the
aberrant product [51]. An analogous detoxification system exists also for its enantiomer
p-2-hydroxyglutarate [96]. This normal metabolic intermediate is overproduced by mutant forms of
isocitrate dehydrogenase-1 and -2 (IDH1 and IDH2) [97]. These mutations, preferentially occurring in
cancer, alter the enzyme towards an increased production of this metabolite, which is otherwise
formed in a side reaction and at a low rate only. p-2-hydroxyglutarate is also found at increased
levels in patients suffering from the metabolic syndrome p-2-hydroxyglutaric aciduria [98], a
genetically heterogeneous neurometabolic disorder attributed to germline mutations in IDH2 [99]
and mutant genotypes of the p-2-hydroxyglutarate dehydrogenase, the enzyme responsible for
p-2-hydroxyglutarate repair [98].

Importantly, such secondary activities of enzymes are often latent in normal growth conditions,
but can become relevant in response to environmental changes or stresses (conditional promiscuity,
Figure 3C), either by: (i) an enhanced bioavailability of a low-affinity substrate analog in comparison
with the concentration of the natural substrate; (ii) conformational (allosteric) changes of the enzyme
induced by direct exposure to stressors; (iii) conformational changes regulated by specific
post-translational modifications exerted by stress-related signaling pathways. Therefore, enzyme
promiscuity must be of critical importance for an integral view of metabolic reconfiguration under
stress conditions (Figure 1).

An illustrative case is represented by metalloenzymes that exhibit a tendency toward
mis-metallation during stress conditions. The activity of most metalloproteins depends on the binding
of the correct metal, with a mis-metallation resulting in change of reactivity, or partial to total
inactivation. Bacterial ribulose 5-phosphate epimerase (Rpe) and some other enzymes that are canonically
iron-dependent, actually accept both iron Fe(Il) and manganese Mn(II) as cofactor [100,101]. As
pointed out by Cotruvo and Stubbe [102], Fe(II)- and Mn(II)- binding affinities are comparable in
these proteins, and thus the discrimination between both metals is roughly determined by the
differential bioavailability. While the enzymes are hence bound to Fe(II) under normal cellular



326

growth conditions, they appear charged with Mn(II) under oxidative stress or iron-limiting
conditions. This ambiguity is regarded as an adaptive strategy to protect enzymes from irreversible
inactivation and severe damage [100] (Table 1): (i) Fe(II) centers are sensitive to ROS and oxidize
to Fe(IIl), causing enzyme inactivation [101]; (ii) free iron pools react with ROS propagating the
toxic free radical formation [103]. Interestingly, the same transcriptional control mechanisms that
are responsible to ensure iron sequestration and control during oxidative stress [103] are linked to
Mn(II) import and the promotion of the Mn metabolism [102]. Noteworthy, Mn(II), when bound to
phosphate or carbonate, can act as an efficient non-enzymatic catalyst for the superoxide
disproportionation at physiological conditions [104], which can in fact rescue yeast superoxide
dismutase-knockouts [105], conferring an additional role to Mn(II) as antioxidant.

Adaptive Promiscuity: When Altered Substrate Specificity Becomes Advantageous

Despite being an energetic burden to the cell, promiscuity and multi-substrate specificity is an
integral biological property in metabolic networks, and is essential as it is necessary for the evolution
of metabolism [106]. In some instances, the ability to process multiple substrates is beneficial to cells
in stress situations (Table 1). Perhaps one of the most illustrative examples is the genetic code
“ambiguity”. Translational fidelity, and thus an adequate protein biosynthesis, relies on the accurate
aminoacylation of the different tRNA molecules by specific aminoacyl-tRNA synthetases and on
unambiguous codon-anticodon pairing within the ribosome. Yet a certain degree of permissiveness is
known to exist due to nucleobase wobbling, accounting for the degeneracy in the genetic code. Indeed,
numerous exceptions and variants to the standard decoding have been reported in different
organisms [107-109]. Netzer et al. [110] demonstrated how the genetic code accuracy can also change
within the lifespan of an individual cell, as a consequence of induced changes in the acylation fidelity
of aminoacyl-tRNA synthetases. A small but significant amount of methionine (Met) residues
(approximately 1% of all coded Met) misacylate to non-cognate tRNA in normal unstressed
mammalian cells. This fraction sharply increases (to approximately 13%) under ROS-related stress
conditions, for example when exposing cultured cells to viral infections, bacterial wall factors or
physico-chemical stressors. This results in proteins with high content in mistranslated Met.
As discussed above, Met is a biological scavenger of ROS, proposing an adaptive role of
methionyl-tRNA synthetase (MetRS) promiscuity and controlled Met-misacylation in coping with
oxidative damage (Table 1). A recent study [111] reveals that the modulation of MetRS specificity is
mediated by particular serine phosphorylations driven by the protein kinase ERK, which is a common
mediator in the signaling response to stress. This represents a further indication about the in vivo
protective role of Met-misincorporation for cell survival and growth under ROS stress.

The antioxidant function of Met residues might be also the cause of AUA codon reassignment in
mitochondria, from isoleucine (Ile) to Met, which is widespread in vertebrates and also occurs in
several invertebrates with a highly aerobic metabolism (like insects) and in some unicellular
eukaryotes, including Saccharomyces cerevisiae [112]. With the respiratory chain as continuous
source of ROS, one might hypothesize that a permanent redefinition of the genetic code (with one
extra codon assigned to Met, and 2 instead of 3 codons for Ile) could have been a more suitable
evolutionary adaptation in mitochondria than an inducible mechanism to tune promiscuous
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methionylation activities on non-methionyl tRNAs. Integral proteins of the mitochondrial inner
membrane are overloaded with Met on their exposed surfaces (a classical preferential position for Ile
residues), and in this way a significant containment of oxidative damage is achieved [112].

Table 1. Possible physiological benefits of various promiscuous and redundant activities
induced in response to stress or environmental changes.

Stress Enzyme Induced Activity Alleged Function Reference
Lo . Mismethionylation of Protect enzymes from
Oxidative stress Mammalian MetRS . - [110]
non-cognate tRNAs inactivation
SerRS/LeuRS Misleucinylation Increased invasivity,

Biotic interaction [113]

from Candida of Ser-tRNA immune invisibility

Biotic interaction, . .
Redundancy in Ala & Robust peptidoglycan

anaerobiosis, Bacterial transaminases K . . . [114]
. Lys biosynthesis biosynthesis
starvation...
L Bacterial Pentosephosphate ~ Mismetallation Protect enzymes from
Oxidative stress . . . o [102]
epimerase (Rpe) with Mn(II) inactivation

Another case in which ambiguous tRNA acylation has been proven beneficial is that of the fungus
Candida albicans [115] (Table 1). Here the codon CUG can be translated both as a leucine (Leu) and as
a serine (Ser) (with 5% and 95% frequency, respectively). This duality arises from the capacity of two
aminoacyl-tRNA synthetases (LeuRS and SerRS) to recognize the particular unique serine tRNA
(CAQG) and allows statistically distributed populations of different mistranslated proteins from the
same gene. This increase in phenotypic diversity is exploited in pathogenicity [113]. In fact, genes
encoding cell surface adhesins are especially rich in CUG codons: partial CUG mistranslation as Leu
results in morphological variations and heterogeneity in the cell wall that modify Candida
interactions with the host microenvironment. In particular, experimental evidence shows that
adherence capacities improve while recognition by the hosts immune system decreases [113], both
being related with Candida virulence.

5. Changing Activity and Metabolic Switches: Stress Situations That Affect Flux Distribution

Enzyme activities are tunable and the degree of affinity and/or efficiency (Km, kcat) for different
metabolites may change according to conditions [91] (Figure 3C). This also applies during the individual
lifetime of an enzyme, e.g., due to age related conformational alterations [116]. As a consequence, aside
from the immediate effects of protein damage on the enzymes natural function and its promiscuous
activities, the inactivation of a metabolic enzyme commonly involves an adaptation in total metabolic
flux and/or results in a redistribution of flux toward other pathways. Due to its redox
capacity, cysteine plays a pivotal role in many enzyme catalytic mechanisms, and the redox
sensitivity of this amino acid renders several enzymes vulnerable to redox imbalances and ROS
accumulation [27,117,118]. Interestingly, this redox sensitivity is exploited by cells to intensify
metabolic protection in stress situations. In yeast, two enzymes of glycolysis,
glyceraldehyde-3-phosphate dehydrogenase (GAPDH) and pyruvate kinase (PK), have been shown
to be sensitive to oxidation, leading to a rapidly induced (in seconds-scale) but temporal glycolytic
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block [119,120]. Termed the glycolysis/PPP transition, the oxidative part of the pentose phosphate
pathway (PPP) that is more redox resistant, increases in activity, resulting in enhanced
NADPH production under the conditions where this cofactor is required by the anti-oxidant
machinery [119,121]. The inactivation of GAPDH during oxidative stress is not only an adverse side
reaction; the enzyme possesses evolved structural features that compete for free H20: to assure rapid
inactivation when levels of this metabolite rise [122]). Increased PPP activity and stress resistance
augmentation in yeast are also observed when the activities of triosephosphate isomerase [123] and
pyruvate kinase [124,125] are reduced by genetic modification, implying that increased NADPH
production in the oxidative PPP is a recurrent consequence to blocks in glycolysis. Recently,
time-resolved metabolomics has revealed this mechanism to be conserved in mammalian skin
cells, revealing however that the mechanistic trigger of the glycolytic/PPP transition is not yet
understood [126]. In this context, it is however important to keep in mind that the contribution of
distinct metabolic pathways, including the oxidative PPP, to the total NADPH pool differs between
yeast and mammalian cell types, and even between tissues [127], so that the individual cells and
organisms may distribute NADPH production in a different manner.

Another oxidant-induced change in metabolic flux distribution is connected to the polyamine
metabolites spermine, spermidine and putrescine. These polycations are implicated in a multitude of
cellular functions, including the stress response [128]. Treatment with peroxides affects the intracellular
concentrations of spermidine and putrescine in correlation with the expression of the polyamine
transporter TPO1 [129]. Yeast cells overexpressing this transporter are sensitive to oxidants and are
unable to induce canonical stress response proteins, such as HSP70 or HSP104. Effects of the transporter
overexpression on metabolite levels are only detected upon application of the oxidant; stress-induced
transport of these metabolites thus appears critical for the interaction of the metabolome and the
proteome in stress situations [129]. In this respect, polyamine catabolism has attracted attention as a
potential contributor to cytotoxicity, with H2Oz being a product of polyamine oxidation [130]. Studies in
human breast cancer cell lines demonstrate the involvement of the polyamine degradative enzyme
spermine oxidase SMO (PAOhI) in the production of H20: upon induction by a spermine
analogue [131]. Overexpressing SMO leads to sub-lethal DNA damage and this confers sensitivity to
radiation [132,133].

6. Evolution and the Impact of Metabolic Inaccuracy on the Genotype to
Phenotype Relationship

Carbonell et al. [134] implies that promiscuous enzymes are widespread in the phylogenetic
tree of life and appear statistically more shared across species (allegedly more ancient) than
specific ones, consistent with the hypothesis of an evolutionary trend toward the specialization of
enzymes [135,136]. The different levels of specificity of current metabolic enzymes would have
evolved by segmental duplication of previously promiscuous protein-coding genes. Enzymes would
diverge at different rates depending on trade-offs and selective pressures over their particular
function and the environmental context [106]. Interestingly, the content in promiscuous and unspecific
enzymes differs between organisms and correlates with their ecology; taxonomic groups facing
stronger environmental changes possess more promiscuous enzymes [134]. Recently, evidence has
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been provided that a fraction of latent enzymatic side activities maps to functional products of the
existing metabolic network, and confers advantage under novel growth environments [137].

Also metabolite repair—potentially in the form of much more rudimentary mechanisms—might
date back to the very early stages of evolution and could already have been important for the
development of metabolism during the origin of life [ 138], as first metabolic networks likely required
mechanisms to achieve a minimally robust functioning [139]. During subsequent evolution,
non-enzymatic reactions and enzyme promiscuity did contribute to the increase in the phenotypic
variability of a cell. Persisting in modern cells, metabolic ambiguity is to be added to the sources of
variation at the transcriptional and translational levels, required to understand the genotype-to-phenotype
relationship (Figure 4): During the flow of information from gene over protein to metabolite, errors
and variability are propagated, increasing t