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Preface to ”In-Cell NMR Spectroscopy: Biomolecular

Structure and Function”

One of the fundamental questions of scientific inquiry is to understand how the emergent

property of life results from a near limitless array of molecular interactions. Traditional benchtop

methodologies used to investigate these interactions do not provide the appropriate milieu for

answering this fundamental question due to the extreme complexity of physiological states. The

interior of a cell is an especially dense environment containing up to 400 mg/mL of bio-molecular

species and reduced amounts of bulk water. Hydrophilic, hydrophobic and electrostatic interactions

behave differently than in dilute solutions consisting of limited amounts of purified components. The

effects of excluded volume and molecular crowding increase the concentration of cytosolic species,

assuring the likelihood of transient low-affinity interactions. The ability to elucidate molecular

structures and interaction dynamics under such conditions has long been the goal of cellular and

molecular structural biologists. In-cell NMR spectroscopy brings us closer to realizing this goal by

providing atomic level resolution of the molecules engaged in physiologically relevant interactions

within the complex interior of a living cell.

Over the past 20 years, the field of in-cell NMR spectroscopy has evolved from proof-of-principle

to methodologies with a wide spectrum of applications. This Special Issue presents a conspectus of

research and recent innovations from prominent laboratories in the field of solid state and solution

in-cell NMR spectroscopy. Chapters 1 and 2 summarize the salient aspects of performing in-cell

NMR spectroscopy. Chapter 1 reviews the types of studies that have been performed to date, while

chapter 2 focuses on methodologies developed to study protein-small molecule interactions and

post-translational modifications. Special emphasis in chapter 2 is on studies of metabolism by using

hyperpolarization NMR methods, which enhance the sensitivity of NMR spectroscopy by several

orders of magnitude. Chapter 3 is a perspective of bio-molecular NMR spectroscopy and an outline

of methodologies that expand future in-cell NMR studies with an emphasis on time-resolved solution

NMR spectroscopy to examine post-translational modifications and an initiative to assess the effect of

cellular constituents on protein quinary structures. Chapter 4 reviews the current state of structural

analyses of proteins inside living cells, discussing the potential of structure determination to advance

structure-based drug screening and to augment the role of structure in assessing biological activity

and its regulation. Chapter 5 examines the structure of the intrinsically disordered Tau protein

and its interactions with cytoskeletal components in mammalian cells as well as post-translational

modifications. Intriguingly, a sophisticated post-translational modification system may operate to

maintain proper post-translational modification and correct abnormal modifications. Chapter 6

summarizes the effect of ribosomes on the quality of in-cell NMR protein spectra in prokaryotes

and ascribes these effects to quinary interactions that also alter the activity of the target molecules.

Chapters 7 and 8 address advances in solid state NMR spectroscopy of biological molecules.

Chapter 7 uses 31P NMR spectroscopy of nuclei acids and phospholipids to evaluate the integrity

of bacterial cells in response to antimicrobial agents Chapter 8 investigates the structure of starch in

microalgal cells and its accumulation/degradation in response to metabolic stress.

The body of work presented illuminates the future of in-cell NMR spectroscopy. Experiments

are now capable of determining the structure of biological macromolecules within a living cell,

discerning time resolved structural modifications and interactions that regulate biological processes,

and monitoring the metabolic response of cells to various stimuli. The combination of information

ix



gathered from these studies will advance the perception of how the intricate network of interactions

within cells gives rise to the emergent property of life.

Alexander Shekhtman, David S. Burz

Special Issue Editors
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Abstract: In-cell nuclear magnetic resonance (NMR) is a method to provide the structural information
of a target at an atomic level under physiological conditions and a full view of the conformational
changes of a protein caused by ligand binding, post-translational modifications or protein–protein
interactions in living cells. Previous in-cell NMR studies have focused on proteins that were
overexpressed in bacterial cells and isotopically labeled proteins injected into oocytes of Xenopus
laevis or delivered into human cells. Applications of in-cell NMR in probing protein modifications,
conformational changes and ligand bindings have been carried out in mammalian cells by monitoring
isotopically labeled proteins overexpressed in living cells. The available protocols and successful
examples encourage wide applications of this technique in different fields such as drug discovery.
Despite the challenges in this method, progress has been made in recent years. In this review,
applications of in-cell NMR are summarized. The successful applications of this method in
mammalian and bacterial cells make it feasible to play important roles in drug discovery, especially
in the step of target engagement.

Keywords: in-cell NMR; protein structure; protein dynamics; drug discovery; target engagement;
protein modification

1. Introduction

Solution nuclear magnetic resonance (NMR) [1], X-ray crystallography and cryogenic electron
microscopy (cryo-EM) [2] are important tools for obtaining the structures of biomolecules at atomic
resolution [3]. When diffracted crystals are available, X-ray crystallography is a robust way to obtain
high-resolution structures of biomolecules [4]. In recent years, the rapid development of cryo-EM
has made it possible to solve structures of biomolecule complexes with high molecular weight at
a high resolution. For example, the structures of many difficult targets such as ion channels and
membrane-bound enzyme complexes were obtained using cryo-EM [5,6]. Other methods, such
as small-angle X-ray/neutron scattering (SAXS/SANS) [7], mass spectrometry [8] and chemical
cross-linking [9] are also used to determine structures of protein complexes.

Solution NMR spectroscopy is able to investigate protein structures and dynamics under solution
conditions because the targets can be studied in different buffers and at various temperatures [10].
Although it is still challenging to study protein structures with high molecular mass due to the signal
overlap and sensitivity, NMR has been widely used in protein chemistry and drug discovery with the
development of magnets, pulse programs [11–13], and different protein-labeling strategies [14–16].
Solution NMR spectroscopy has been used in various research topics, including protein–protein,
protein–nucleotide complexes, and membrane proteins, to provide useful information in order to
understand protein structure and function [17–20]. Both solid and solution NMR spectroscopies have
been successfully used to probe the structures of membrane proteins, which are normally challenging
to crystallize [21–23]. Many membrane proteins have been characterized using solution and solid-state
NMR spectroscopy [24–26].

Int. J. Mol. Sci. 2019, 20, 139; doi:10.3390/ijms20010139 www.mdpi.com/journal/ijms1
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NMR spectroscopy is a powerful method that can be used in combination with other methods,
such as X-ray, cryo-EM, bioinformatics and SAXS/SANS, providing different views on the structures
and dynamics of biomolecules, and their functional complexes in solution [27–31]. It is well known
that NMR data analysis is time consuming. Therefore, NMR can work with other methods to save
a lot of time in data processing and analysis. Available web servers, such as structure prediction
and protein–protein binding interface predictions, can also speed up NMR data analysis [32–39].
The most frequently used strategy is to combine available structures obtained by using X-ray, cryo-EM
or homology models with dynamic and ligand binding information obtained by NMR, which provides
a full view of the target function, ligand binding modes, and regulation mechanisms [27]. Successful
examples can be seen in many studies [40–43], and will not be described here.

As NMR is a powerful tool for monitoring the environmental changes of atoms, it has been used
for probing protein–protein and –ligand interactions. In addition, NMR active nuclei such as 19F and
31P can be incorporated to a protein, making 19F and 31P NMR possible in determining conformational
changes of proteins induced by ligand binding or post-translational modifications [44–48]. In fragment-
based drug discovery (FBDD), NMR is frequently used in identifying fragments with different binding
affinities [49,50]. Proton-based NMR spectroscopies have been successfully used in this field. As hetero-
nuclear NMR experiments can be used to monitor environmental changes of individual amino acid of
a protein, NMR is then very useful in generating the structure-activity relationship of a compound in
a drug discovery project [47,51]. The available access to different types of compound libraries such as
19F-labeled compound libraries makes NMR an important tool in drug discovery by identifying novel
hits, confirming hits obtained from biochemical assays, mapping the ligand binding site, probing the
druggability of a target protein, and determining the ligand binding mode [45,46,48,52–55].

With the accumulation of structures of biomolecules determined by different methods such as
X-ray and Cryo-EM, interest has been focused on the correlation between structure and function of
biomolecules. Therefore, the information obtained from structural biology has to be connected well
with that obtained from cell biology and biochemistry. It is critical that the structure of a biomolecule
is determined under a condition that is close to the physiological environment. NMR is the most
efficient structural tool to achieve such requirements [56]. Research has been carried out to study
the structures of proteins in living cells using NMR techniques, which leads to the concept of in-cell
NMR [57]. This unique approach bridges the gap between structural techniques and cellular imaging
techniques [58,59]. This technique is also applicable to solid-state NMR [60,61]. This review only
summarizes recent progress in in-cell NMR using solution NMR spectroscopy and discusses the
challenges and potential applications in drug discovery.

2. In-Cell NMR

In-cell NMR was proposed to study protein dynamics and structures in living cells [62], making
this method unique to others used for structural analysis [57,63]. It is a non-invasive method to
determine the structure of a target under the physiological conditions [64]. As the cells used in
in-cell NMR are alive, intact and contain complete cellular compartments, the obtained information is
therefore very useful in biology, as well as other fields, such as drug discovery. Although structural
studies of membrane proteins in living cells are of great interest for in-cell NMR, this review will mainly
focus on in-cell NMR studies of water-soluble proteins carried out using solution-state NMR [61,65].

2.1. Cells Used in In-Cell NMR

Different cells, including bacteria, yeast, oocyte and mammalian cells, are able to be used for
in-cell NMR studies. The most frequently used cell line is E. coli (Tables 1 and 2). The application of
in-cell NMR in mammalian cells make it attractive in target engagement in drug discovery when the
targets are related to human diseases. It will be ideal when in-cell NMR can be carried out in all types
of cells, while experiments have to be performed to obtain suitable conditions for gaining high-quality
NMR spectra.

2



Int. J. Mol. Sci. 2019, 20, 139

Table 1. Some types of experiment used in in-cell NMR studies a.

Experiment Remarks Reference

1H-15N-HSQC (heteronuclear single quantum
coherence)

Protein–protein/ligand interactions [66,67]

3D experiments Backbone assignment [68]

PCS (pseudo-contact shift) Protein structure determination using
lanthanide tags [69,70]

NOESY (Nuclear Overhauser effect spectroscopy) Protein structure determination [71]

SOFAST-HMQC (Band-Selective Optimized Flip
Angle Short Transient- heteronuclear multiple

quantum coherence)
Protein–protein/ligand interactions [72]

1H-13C HSQC
Protein structure analysis using selectively

protonation and 13C labeling [68]

19F-NMR In-cell protein-observed 19F can be obtained [73]

Relaxation Protein dynamics [74]

Residue dipolar couplings Lanthanide tags can also be used to
generate RDCs [69]

Protein-based-1H NMR 1H-NMR at His residue regions [75]

Ligand-based 1H NMR Protein-ligand interactions [76]

19F-NMR Ligand observed 19F-NMR was used in
ligand binding studies

[77]

a Not all the references are listed in the table for the same type of experiments.

Table 2. In-cell NMR studies of proteins in different cells.

Cells Targets Studies Reference

Bacteria

TTHA1718 Structure was determined in the living cells [68]

calmodulin, NmerA, and FKBP (FK506
binding protein)

Labeling methyl groups of protein was used
in-cell NMR studies [78]

HdeA, alpha-synuclein, chymotrypsin
inhibitor 2 (CI2) ubiquitin

Protein dynamics in cells, protein leakage, and
protein–protein interactions were analyzed [63,79,80]

Thioredoxin Quandary interactions of proteins in cells was
addressed in the study [81]ADK (adenosine kinase)

FKBP

Alpha-synuclein, ubiquitin, HDH
(histidinol dehydrogensase), GFP

(Green fluorescence protein)
Protein-based 19F-NMR study was carried out [73]

SOD1 SOD1 (human copper, zinc
superoxide dismutase 1) Protein folding in living cells was analyzed. [72]

PFN1 (protein profilin 1) Protein–protein interaction was studied in
living cells [82]

Pup (prokaryotic ubiquitin like protein) In-cell NMR was used to screen compounds
disrupting protein–protein interactions [83]Mpa (mycobacterial protease ATPase)

FKBP12 In-cell NMR was used to screen a library. [84]

Cox17 (cytochrome c oxidase copper
chaperone)

In-cell NMR was used to probe protein folding
in living cells [85]
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Table 2. Cont.

Cells Targets Studies Reference

oocyte

Ubiquitin, calmodulin Protein–protein interactions were probed
in oocyte [86]

GB1 (the B domain of G protein) Structural studies were performed using
PRE restrains [70,87,88]

XT-GB1 (SV40 regulatory domain-GB1) Protein phosphorylation was monitored in cells [89]

yeast Ubiquitin Structural studies were carried out in cell
compartments [90]

Insect GB1, HB8 TTHA1718, rat calmodulin,
and human HAH1

3D experiments were collected in living insect
cells for structural studies. [71]

Mammalian
cells

Tβ4 (thymosin β4) Introducing proteins into cells using toxin was
used for in-cell NMR studies. [91]

Thioredoxin Redox status of intracellular thioredoxin was
measured in living cells [92]

GB1 Labeled protein was delivered into mammalian
cells using peptides for in-cell NMR [93]FKBP12

Alpha-synuclein Protein modification and folding were
monitored [94,95]

hSOD1 and mutants Folding in living cells and protein–protein
interactions were analyzed [96,97]

SOD1 Effect of ebselen and ebsulphur on protein
structure was investigated [98]

Mia40 (mitochondrial intermembrane
space import and assembly protein 40) Protein folding in living cells was investigated [99]

Cox17 Protein folding was investigated in living cells [100]

DNA i-motif Stability of DNA i-motif was investigated. [101]

copper binding protein HAH1
Sequential protein expression in mammalian
cells and selective labeling proteins was used

in-cell NMR studies
[102]

DJ1 Protein folding was investigated [103]

Bcl-2 (B-cell lymphoma 2)
Protein-ligand interactions. Saturation-Transfer
Difference (STD) and TrNOE experiments were

carried out
[104]

PFN1 Specific and unspecific interactions in cells was
explored using in-cell NMR [82]

2.2. Isotopic Incorporation

Similar to the conventional NMR methods, to obtain high-quality in-cell NMR spectra, the proteins
need to be isotopically labeled or contain NMR-active nuclei such as 15N and 13C. Labeling protein
with 19F [105] or 31P is also a feasible strategy for in-cell NMR experiments, as 19F and 31P [106] NMR
are commonly used in solution NMR studies. In-cell NMR has another advantage over other methods
used for structural studies. Purifying the target protein is not required, which is very attractive for
some targets that are difficult to prepare in vitro. Isotopically labeled proteins can be purified for
in-cell NMR studies in mammalian cells, but they must be delivered to the cells (Figure 1) using
cell-penetrating peptides, toxin microinjection, or electroporation methods [87,91,93]. Overexpressing
the target proteins by growing cells in different medium is the most convenient way for in-cell NMR
studies, which is achievable in both bacterial and mammalian cells (Table 2).
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Figure 1. Sample preparation for in-cell NMR studies. The cells used for in-cell NMR studies can be
prepared using the following strategies: Proteins (green) can be directly over-expressed in different cell
lines using expression vectors. To make isotopically labeled proteins for in-cell NMR studies, the target
gene can be cloned into suitable vectors followed with transfection/transformation into cells. Target
protein can be isotopically labeled by growing cells in isotopically enriched (15N, 15N/13C) media. Cells
with the overexpressed protein are then used for in-cell NMR experiments. Isotopically labeled proteins
can also be prepared in vitro by overexpressing them in different cells or using cell-free expression
systems. The labeled protein is then purified before being introduced to oocytes by microinjection.
Blue box indicates the NMR tube. Labeled proteins can also be introduced into human cells using
either cell-penetrating peptides (CPP), cell permeabilization by pore-forming toxins or electroporation
as introduced previously [107]. This figure was modified from the figure of Luchinat and Banci [107].

2.3. NMR Experiments for In-Cell NMR Studies

Although in-cell NMR experiments are similar to normal experiments that are carried out in vitro,
several factors (below) will affect the selection of the experiments as challenges remain in the in-cell
NMR studies. Normal one dimensional (1D) and multiple dimensional experiments can be collected
(Table 1). As the available in-cell NMR studies focused on a few proteins (Table 2), more studies are
needed to enlarge the application of this method.

2.4. Challenges in In-Cell NMR

Challenges remain for in-cell NMR in practice despite recent progress. Firstly, the target is
present with other molecules in cells, which requires careful protein-labeling strategies to reduce the
background signals. Secondly, the target protein might interact with other proteins to form complexes
with high molecular weights which have rapid relaxation and low signal sensitivity. Unspecific
interactions may also exist inside living cells, which will contribute to signal reduction in the NMR
spectra. Optimized NMR pulse programs will be helpful in increasing the signal sensitivity and
reducing data collection time [108,109]. Thirdly, injecting or delivering isotopically enriched proteins
into cells is a good strategy for gaining signal intensity and reducing background noise, but the injected
protein might be transported outside of the cells by different mechanisms. The leaky protein will
exhibit signals influencing the in-cell NMR spectra [79]. When the protein is overexpressed in cells,
the collapse of the dead cells will make the labeled protein released into the medium, which will give
very sharp signals in the spectra [63,110]. A bioreactor in NMR tube can reduce cell death and make
in-cell NMR sample last for a longer time [111,112]. Fourthly, the viscosity inside cells is higher than
water, which can lead to line broadening of the signals [113,114]. Fifthly, the target protein may exist
in different forms when it is over-expressed in the cells. The target protein might be in free form,
in complexes with molecules and partially degraded by proteases. Such sample heterogeneity will give
rise to in-cell NMR data with low quality. Sixthly, in ligand-binding studies, the tested ligands must
be able to penetrate the cell membrane, which is different from the in vitro NMR study. The tested
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compounds should fulfill certain standards such as stability and cell penetrating activity when they
are used in in-cell NMR experiments. Lastly, as in-cell NMR is monitoring spectra of a protein in living
cells, the time required for data acquisition should be as short as possible because the target protein
might be degraded by proteases. Strategies such as increasing protein stability, sustaining the life
time of the cells, collecting data in a shorter time and using multiple samples in data collection will be
helpful in in-cell NMR studies.

3. In-Cell NMR in Different Cells

In-cell NMR has been carried out in various cells (Table 2). Although most experiments are 1D and
2D types, accumulated studies (Table 3) provide evidence that other multiple dimensional experiments
could be performed in various cell types.

Table 3. Some representative in-cell NMR studies.

System Experimental Outcome Reference

E. coli Heteronuclear spectra of proteins were collected in living cells [66]
E. coli Protein structure was determined in living cells [68]

Mammalian cells In-cell NMR study of proteins that were delivered into cells was performed [93]
Oocyte Lanthanide tag was used in generating distance restraints in living cells [115]

HEK293T Protein was overexpressed in mammalian cells for in-cell NMR studies [116]
E. coli In-cell NMR was used to screening a library [84]

M. smegmatis The first application of in-cell NMR in target engagement [117]
Hela In-cell NMR study on DNA was carried out [101]

3.1. In-Cell NMR in Bacterial Cells

In normal NMR samples, the concentration of the target protein is in the μM to mM range, with
high purity (>90%). The concentration of a target protein in the living cells is normally very low, and
there are a lot of proteins that might exhibit detectable NMR signals. The background signals from
other molecules are very high if the cells are cultured in a medium containing isotopically labeled
carbon and nitrogen sources. Overexpression of the target protein in the living cells is a strategy to
gain signal intensities while the expression of other proteins should be properly suppressed.

To reduce the signal background of E. coli proteins, the following method can be used. The gene of
a target protein cloned in an expression vector is first transformed into E. coli followed by culturing in
the normal medium. Before the target protein was induced, the cultured bacterial cells were transferred
into a medium containing isotopes [68], which reduced the background signals. This method was
successfully used in the study of the putative heavy-metal binding protein TTHA1718. In the study,
the sample was shown to be stable for 6 h. Backbone resonance assignment of the protein in cells
were obtained using 3D experiments, which were collected using a nonlinear sampling scheme for the
indirectly acquired dimensions [68]. In addition, selective protonation and 13C labeling of Ala, Leu and
Val residues of the protein were obtained in E. coli, which made structural determination of TTHA1718
in E. coli possible. This study showed the structure of the protein in the living cells. Although the
structure in vivo is similar to that determined in vitro, residues that interact with other proteins can
be identified. Isotopic labeling of the protein can also be achieved by switching cells from unlabeled
medium to an isotope enriched medium [78]. This method can also be used for labeling protein at the
methyl groups [78].

Most proteins might not be suitable for in-cell NMR studies [118], which makes in-cell NMR in
E. coli cells only applicable to some specific cases. In addition to TTHA1718, several proteins, such
as NumerA [66], GB1, the N-terminal metal-binding domain of MerA [119] and human copper, zinc
superoxide dismutase 1 (hSOD1) [72], were shown to exhibit nicely dispersed cross peaks in the spectra
in in-cell NMR studies (Table 2). For the folded proteins, the difficulty in obtaining good quality NMR
data is mainly due to crowding [120]. For mammalian proteins, E. coli might not be an ideal system for
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in-cell NMR studies and the mammalian cells should be considered [120]. In-cell NMR study on some
intrinsically disordered proteins can be carried out in E. coli cells using an overexpression system [121].
The procedures for carrying out such experiments have been described in detail [88,121]. In-cell
NMR in bacteria is a powerful tool to evaluate structure and dynamics of intrinsically disordered
proteins [63,122,123]. Protein-based 19F-NMR was able to be carried out in E. coli, making it possible
with this method to monitor proteins with high molecular weight [73]. Measuring the spin relaxation
parameters was used to probe the interactions of intrinsically disordered protein and components
of the cytosol in the living cells [74]. The dynamic parameters of intrinsically disordered proteins
obtained using in-cell NMR under the physiological conditions will be useful for understanding their
function and regulation [124].

3.2. In-Cell NMR in Yeast

Yeast cells such as Pichia pastoris are suitable for in-cell NMR studies, as they are used for
overexpressing proteins in vitro NMR studies. For some mammalian proteins that are difficult to
express in bacteria, yeast cells would be one option for protein production. In vitro NMR experiments
demonstrated the interactions between ubiquitin and RNA in yeast [125]. Such interaction could
be verified by in-cell NMR in yeast. A protocol for isotopic labeling of proteins in budding yeast
was developed [90]. Ubiquitin was overexpressed using the AOX1 promoter, which was induced by
methanol. Ubiquitin in yeast cells was isotopically labeled and exhibited a dispersed NMR spectrum.
The dynamic properties of ubiquitin in various cellular compartments, including cytosol and protein
storage bodies, were explored using in-cell NMR. One advantage of using yeast in in-cell NMR studies
is that the location of the overexpressed ubiquitin at different places were able to be achieved by
growing cells in different growth media [90]. The impact of a target protein at different locations in
living cells can therefore be investigated.

3.3. In-Cell NMR in Oocytes of Xenopus laevis

Oocyte was able to serve as a system for in-cell NMR studies in which microinjection of labeled
proteins into the living cells was required [86]. As the size of the oocyte is larger than those of bacteria
and mammalian cells, the amount of the cells in the NMR studies is less. Approximately 200 oocytes
would be sufficient for one NMR measurement [87]. The cellular environment of the oocyte is close
to that of the mammalian cells, which makes it a useful system to explore structure and function of
human proteins [126,127]. To carry out in-cell NMR studies in oocytes, the target protein needs to be
isotopically labeled, purified and then introduced into cells by microinjection. Several examples have
proven the feasibility of this method. In a study carried out by Sakai et al., 1H-15N-HSQC spectrum
of ubiquitin was obtained. Slightly different spectra of ubiquitin in cells and in vitro were observed.
The amino acids that exhibited different chemical shifts in the spectra might be due to unspecific
protein–protein interactions. In addition, maturation of ubiquitin precursor in the living cells was
observed [86]. NMR studies of GB1 were also able to be carried out in oocytes [87]. In this study,
purified GB1 was shown not to interact with any components of Xenopus egg extracts. The impact of
BSA on the NMR spectra of GB1 was also investigated, which proves that oocytes can serve as a system
for structural and binding studies on human proteins due to their possessing a similar environment
to that found in human cells [87]. Using this approach, lanthanide-labeled proteins were able to
be injected into oocyte. Distance restraints such as PCSs [115] and paramagnetic residual dipolar
couplings (RDCs) [128] can be obtained, which can be utilized for determining protein structures and
monitoring conformational changes. This method has been successfully used for structural studies on
GB1 protein whose folding could be obtained in living cells [69,70].

3.4. In-Cell NMR in Insect Cells

The first in-cell NMR study in insect cells was carried out by Hamatsu et al. using GB1, HB8
TTHA1718, rat calmodulin, and human HAH1 as examples [71]. In the study, the target genes were
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transfected into sf9 cells using a baculovirus system and both 15N-and 13C/15N-labeled proteins were
achieved by growing cells in suitable media. In addition to collecting the 2D 1H-15N-HSQC spectrum,
the authors collected 3D triple-resonance NMR spectra that are routinely used in backbone assignment
(Figure 2). Approximately 80% of signals from backbone atoms were observed, which made the
backbone assignment of GB1 possible. The quality of the acquired 3D 15N-seperated NOESY spectrum
(Figure 2) was good enough for structural determination as the cross peaks in the spectrum could be
assigned [71].

 
(a) (b) 

Figure 2. 3D NMR spectra collected in sf9 cells. (a) 3D HNCOCA (red), HNCA (black) and HNCO
spectra of GB1 in sf9 cells. Blue box indicate the C’ signals. (b) Selected strip plot at 1HN−1H
dimensions from the 3D a 15N-separated NOESY spectrum of GB1 expressed in sf9 cells. The Cα

connectivity and sequential NOEs are indicated as blue and red lines, respectively. This figure was
reprinted with permission from the reference [71]. Copyright (2013) American Chemical Society. For
more experimental details, please refer to the original publication.

3.5. In-Cell NMR in Human Cells

Overexpression and purification of isotopically labeled proteins from mammalian cells for in vitro
NMR studies is normally more challenging than in bacteria due to the experimental cost. In-cell NMR
in mammalian cells is important for structural studies of mammalian proteins. To carry out in-cell
NMR in mammalian cells, researchers have developed different approaches. One outstanding method
is to transform isotopically labeled proteins into the cells through a cell-penetrating peptide (CPP),
which is derived from HIV-1 tat protein and can be linked with the target protein through fusion or
crossing reactions by disulfide bonds. The structures of ubiquitin and FKBP12 were investigated using
this approach [93]. There are several types of CPPs that can be used for protein delivery while the
conditions need to be explored in the experiments.

In addition to CPP, toxins were used for delivering isotopically labeled proteins into human cells
for in-cell NMR studies. Treatment of nonadherent 293F cells with bacterial toxin streptolysin O (SLO)
enabled pore formation on the cell membrane. As the diameter of the pores could reach 35 nm, proteins
could reach inside of the cells [91]. Supplying Ca2+ in the medium was able to prevent cell death caused
by pore formation on the cell membrane to reduce releasing of isotopically labeled protein into the
medium [91]. Proteins such as isotopically labeled Tβ4 were able to be delivered into the human cells
and exhibited dispersed cross peaks in the NMR spectra [91]. Labeled proteins could also be delivered
into cells by electroporation, which was originally used for nucleic acids transfection. Modification
of Parkinson’s disease protein alpha-synuclein was monitored using in-cell NMR [94,95]. Fusing the
target protein with a suitable sequence can localize the protein to desired cellular compartment [67,129],
which makes it possible to monitor protein structures in the natural compartments.

In-cell NMR studies in human cells are also achievable using cells with overexpressed proteins.
The existing strategies for protein expression in mammalian cells are suitable for producing isotopically
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labeled proteins for NMR studies [107]. A detail protocol has been developed to produce proteins
in mammalian cell lines such as human embryonic kidney 293T (HEK293T) for in-cell NMR studies.
In this method, the gene encoding for the target protein is induced into the cells using transient
DNA transfection. Isotope-enriched protein is then produced by growing the cells in a medium with
15N-nitrogen sources [116]. This method has advantages over protein delivery, as the target protein
is produced directly into the living cells, without any protein purification procedures [107]. Using
human SOD1 as an example, the metal binding and effect of copper binding on the redox state of
the protein were investigated in the living cells [75]. Folding of Mia40 controlled by cytoplasmic
glutaredoxin 1 and thioredoxin 1 was evaluated using in-cell NMR [99]. Mia40 was shown to be stable
in the cytoplasm. Such studies provide a view of protein folding in living cells at an atomic level, which
is challenging to investigate using other biophysical methods [99]. As the expressed proteins can be
translocated to certain sub-cellular compartments, protein structure and folding at certain organelles
can be evaluated using solution NMR spectroscopy. Folding of Mia40 and hSOD1 was studied on the
intact mitochondria using solution NMR spectroscopy. In addition to proteins, the folding of DNA can
also be studied using in-cell NMR. The structure of the DNA i-motif was observed in Hela cells using
NMR [101] and the obtained information is useful for future biosensor development.

4. In-Cell NMR in Probing Protein–Protein Interactions

In-cell NMR provides an ideal system to probe protein–protein interactions, as proteins do
not exist as a single molecule under the physiological conditions [130]. To probe protein–protein
interactions in bacterial cells, the target protein is normally first overexpressed in a M9 medium to
achieve isotope labeling (15N). Then the cells were transferred to a normal medium. The binding
partner is sequentially induced using another inducer to achieve overexpression. With the extension
of induction time, the amount of the binding partner is increased, which is similar to the titration
experiment in vitro [131]. Using such a sequential protein expression system, in-cell NMR was used
to probe protein–protein interactions in E. coli Rosetta (DE3) cells [80]. This study was used to probe
the interaction between ubiquitin and proteins with ubiquitin interacting motif (UIM), namely ataxin
3 protein (AUIM) and the signal-transducing adaptor molecule STAM2 [80]. This study provides
a unique view of protein–protein interactions in live cells [80].

The number of amino acids that are involved in the molecule interactions might not be correctly
estimated in in-cell NMR experiments, as signal broadening is also associated with the formation
of stoichiometric complexes in the living cells. To overcome the shortcoming brought about by
conventional analysis of the data, Single Value Decomposition (SVD) was proposed to analyze the
in-cell NMR binding data [131]. SVD is a mathematical method that can be used to identify the
principal components from an arbitrary matrix that was built up from experimental data. SVD has
wide applications, and it has been used to process NMR spectra, to determine ligand binding site using
information derived from chemical shift perturbations, and to identify allosteric binding sites [132–134].
This method was used to analyze the interactions between the prokaryotic ubiquitin-like protein
and mycobacterial proteasome ATPase (Mpa) in living cells [135]. Thioredoxin was shown to have
exchanges with other cell components and exhibited a molecular weight of approximately 1 MDa in
the living cells. In addition to probing protein–protein interactions, an in-cell NMR study showed
that adenylate kinase (ADK) had an open binding pocket binding to ATP and AMP [81]. Human
PFN1’s specific and unspecific interactions with other proteins were analyzed using in-cell NMR [82].
Accumulated studies have proven that in-cell NMR provides a new avenue to understand protein
regulation in the living cells [68].

5. In-Cell NMR in Drug Discovery

In-cell NMR has been shown to be used in different cells, giving rise to the possibility of exploring
folding and modification [89] of proteins in physiological environments. Probing protein and drug
interactions in living cells is critical in drug discovery, as this information is helpful for medicinal
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chemists to improve the potency of the compounds. As the interactions are monitored in living cells,
it is very helpful to understand the action mode of the developed compounds. Monitoring protein and
ligand interactions using in-cell NMR has been successfully carried out in living cells by Banci and
Hasnain’s team. In their studies, SOD1 was confirmed to form a complex with ebselen, which is an
organoselenium compound with broad antioxidant properties [98]. Oxidation of SOD1 in living cells
by ebselen was investigated using in-cell NMR. Ebselen was shown to interact with SOD1 and affect
its folding in the living cells. This study provides a potential therapeutic application by indicating an
unusual SOD1 disulfide bond [98].

5.1. Application of In-Cell NMR in Ligand Screening

Protein and ligand interactions can be demonstrated in living cells by monitoring the signals
from the substrate. The enzymatic activity of new Delhi metallo-b-lactamase subclass 1 (NDM-1)
expressed in E. coli cells can be assayed by monitoring the signals from its substrate meropenem [76].
The inhibition of NDM-1 by inhibitors can be monitored using a 1H-based experiment. This study
provides a direct view of the function and inhibition of enzymes in living cells [76]. A similar strategy
could also be applied to human cells when the target in drug discovery is from a human being.
The NMR spectra of the development compound in the absence and presence of human cells with and
without expressed target protein will prove whether the compound binds to the target protein in living
cells. Such studies could also be improved to provide more information by incubating compound with
human cells harboring different types of target proteins such as mutations. 19F-NMR spectroscopy is
also very powerful in in-cell NMR studies, as the background signals from the living cells are reduced
because the biological system does not contain fluorine atoms. Cleavage of the fluorinated anandamide
analog-ARN1203 was observed in the presence of HEK293 cells harboring expressed fatty acid amide
hydrolase (FAAH) [77]. As FAAH is a membrane protein, the assay is feasible using this system,
and compound fragments which were able to inhibit its activity were screened and confirmed [136].
The molecular interactions between Bcl-2 and the quercetin-alanine bioconjugate were investigated
using proton-based NMR experiments [104]. This study shows that ligand-based NMR such as STD is
also applicable in in-cell NMR.

Screening of compounds capable of disrupting protein–protein interactions is feasible using
in-cell NMR [84,137]. A system comprising FK506 binding protein 12 (FKBP12) and the 100-residue
FKBP-rapamycin binding domain from the mammalian target of rapamycin (FRB) was used in
the study. Uniformly 15N-labeled FKBP12 and unlabeled FRB were expressed in E. coli using
a co-expression system. The complex exhibited a 1H-15N-HSQC spectrum with nicely dispersed
cross peaks. Adding rapamycin (binding to FKBP12 with 200 pM affinity) to the solution induced
chemical shift perturbations for both FKBP12 and FRB while adding ascomycin to the cell solution
induce changes the spectrum of FKBP12 but not FRB, which might be caused by their slightly different
binding surfaces on FKBP12. As the existence of two proteins is required to generate the detectable
in-cell NMR spectra, this system was then used for screening against a peptide library (Figure 3).
Peptides able to disrupt FKBP12 and FRB interactions were identified from a library with 289 dipeptides.
The screened peptides were confirmed to disrupt protein–protein interactions in yeast [84] by means
of competition experiments with rapamycin and ascomycin. Using a similar method, small molecular
compounds that can affect Pup and Mpa interactions were screened from a library consisting of
1597 compounds [83]. To reduce the time for screening, the developed matrix method in which the
library compounds were placed a matrix plate and mixed was proven to be a practical and efficient
strategy [84].
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(a) (b) 

Figure 3. Application of in-cell NMR in compound screening. Peptides that can disrupt FKBP12 and
FRB interactions were screened using this approach. (a) 1H-15N-HSQC spectrum of FKBP12-FRB
complex in which FKBP12 is 15N-labeled. (b) Peptide affects the spectrum of FKBP12-FRB complex.
This figure was reprinted with permission from the reference [84]. Copyright (2009) American Chemical
Society. For more experimental details, please refer to the original publication.

5.2. Application of In-Cell NMR in Target Engagement

Target engagement is a procedure to evaluate protein and ligand interactions in living cells [138].
It is important to understand the molecular action of the developed compounds in drug discovery.
As the cellular environment is different from in vitro biochemical environments, the ligand-binding
information obtained in vitro might be different from that obtained in vivo. As developed compounds
need to be tested in different animal models and different cell lines before they enter into clinical studies,
target engagement is therefore critical, as it can provide the real-time binding information in living cells.
Several methods have been used in target engagement such as cellular thermal shift assay [139,140]
and polarized microscopy [141]. In-cell NMR is a unique tool to study protein–ligand interactions
in living cells, suggesting that it can be used as a tool in target engagement [142]. The successful
application of in-cell NMR in compound screening and its feasibility for incorporation with other
cellular-based mythologies [143,144] make it possible for it to be applied in target engagement.

In-cell NMR was used to validate target engagement of the antituberculosis imidazopyridine
amide (IPA) series in living cells [117]. This study used ligand-observed 1H and STDexperiments
to confirm drug binding to the cytochrome b in living cells. In addition, the atoms of IPA that are
important for interactions were also identified in the binding study, which was helpful for obtaining
the structure of the complex. The authors used a heterologous host M. smegmatis—a non-pathogenic
bacterial system—to avoid the handling of pathogenic bacteria in the NMR spectrometer. This is the
first application of an in-cell NMR study in target engagement, and it was encouraging with respect to
the possibility of carrying out similar investigations in drug discovery.

6. Perspective

Most structures deposited in the protein data bank are obtained under in vitro conditions, which
might differ from those obtained in living cells, as only purified proteins are used in structural
determination in vitro. Proteins under national conditions interact with multiple proteins, which
cannot be monitored using in vitro structural methods. In-cell NMR will connect the available
structures to protein function in vivo. As in-cell NMR studies can be carried out in prokaryotic and
eukaryotic cells, cell biology techniques are required to carry out successful in-cell NMR experiments.

In the drug discovery process, probing protein–drug interactions is a critical step in target-based
drug discovery. In-cell NMR is therefore a powerful method to evaluate potent compounds in drug
development to save experimental cost. The in-cell NMR study in bacteria will be helpful in antibiotic
development as both target engagement and compound transportation into the cells can be monitored.
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It has been noted that some pathogenic bacteria might not be allowed in NMR studies. The in-cell
experiments in mammalian cell lines will be critical both for monitoring protein post modifications
and target engagement in developing chemotherapies against human diseases, such as anti-cancer
drugs. With the development of new NMR hardware, new methods in sample preparation, and
combination with other techniques, in-cell NMR will play more important roles in structural biology
and drug discovery.
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Abbreviations

NMR Nuclear magnetic resonance
Cryo-EM cryogenic electron microscopy
STD Saturation-transfer difference

SOFAST-HMBC
Band-Selective Optimized Flip Angle Short Transient-heteronuclear multiple quantum
coherence)

Mia40 Mitochondrial intermembrane space import and assembly protein 40
NOESY nuclear Overhauser effect spectroscopy)
XT-GB1 SV40 regulatory domain-GB1
Cot17 cytochrome c oxidase copper chaperone
Tβ4 thymosin β4
Bcl-2 B-cell lymphoma 2
GB1 the B domain of G protein
HSQC heteronuclear single quantum coherence
UIM ubiquitin interacting motif
hSOD1 human copper, zinc superoxide dismutase 1
SVD Single Value Decomposition
ADK adenylate kinase
FBDD Fragment-based drug discovery
CPP cell-penetrating peptide
PCS pseudo-contact shifts
RDC Residue dipolar coupling
PFN1 human protein profilin 1
FKBP12 FK506 binding protein 12

FRB
the 100-residue FKBP-rapamycin binding domain from the mammalian target of
rapamycin

Pup prokaryotic ubiquitin like protein
Mpa mycobacterial protease ATPase
HDH Histidinol Dehydrogensase
GFP Green Fluorescence Protein
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Abstract: Nuclear magnetic resonance (NMR) spectroscopy enables the non-invasive observation of
biochemical processes, in living cells, at comparably high spectral and temporal resolution. Preferably,
means of increasing the detection limit of this powerful analytical method need to be applied when
observing cellular processes under physiological conditions, due to the low sensitivity inherent to the
technique. In this review, a brief introduction to in-cell NMR, protein–small molecule interactions,
posttranslational phosphorylation, and hyperpolarization NMR methods, used for the study of
metabolites in cellulo, are presented. Recent examples of method development in all three fields
are conceptually highlighted, and an outlook into future perspectives of this emerging area of NMR
research is given.
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1. General Introduction to In-Cell NMR

Most biological pathways are controlled by macromolecules. In order to study the structure and
function of biomolecules, in vitro studies are usually applied; then, the resulting data are extrapolated
to the native cellular environment. Although such approaches provide a wealth of information
surrounding the structure–function activity of biomolecules, they lack the context of a native-complex
environment [1,2]. The function of molecules in vivo may differ from that determined in vitro because
their native network of interactions within the cell is missing.

In-cell NMR spectroscopy provides a direct readout of protein–protein and ligand–protein
interactions in the cellular environment. Therefore, this method gains added value to in vitro
based techniques such as cryo-electron microscopy, X-ray crystallography, and hydrogen–deuterium
exchange mass spectrometry, generating a wealth of information such as changes in structure and/or
dynamics between the free and bound forms. However, these in vitro methods may not fully reflect
the protein state in vivo, as the experimental conditions and protein constructs are optimized to obtain
the best resolution with each respective method. Electron microscopy provides cellular structural
features, but physiological temperatures and molecule sizes below 50 kDa are still challenging for
high-resolution studies [3]. In-cell NMR spectroscopy is an ideal technique to study (at atomic
resolution) the structural features of biomolecules, their function, and their interactions while
they remain in their native cellular environment, as reviewed recently (e.g., References [1,2,4,5]).
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This technique is non-invasive and provides structural and biochemical details of macromolecules
in solution, while applied in living cells over a wide range of parameters including temperature
and pH. NMR methods are ensemble methods, meaning that the outcome is sample-averaged
information originating from various molecules in many cells. Thus, the information obtained
reflects the global properties of molecules without sub-cellular resolution. Historically, in vivo NMR
started with studies of small molecules within living organisms/cells. One of the first in-cell NMR
approaches to obtain high-resolution information of biomacromolecules (e.g., proteins) was described
by Serber et al. [6,7] inside living cells (Figure 1). In their study, the authors chose two globular soluble
proteins, the N-terminal domain of bacterial mercuric ion reductase (Nmer) A and human calmodulin,
to explore protein in-cell NMR. In their approach, they utilized conventional recombinant protein
expression and isotope labeling in bacterial cells, while considering other parameters such as cell
growth, induction time, cell viability, isotopic labeling type, and NMR line broadening. Expression
was optimized to obtain sufficient signal, much above that of other cellular proteins, to be detected by
NMR spectroscopy.

 

Figure 1. Schematic overview of different known approaches in in-cell NMR. (Left) Endogenously
expressed and isotopically labeled protein can be achieved by transferring the expression vector
containing the gene of interest into (A) bacteria, (B) yeast, (C) insect cell lines, and (D) mammalian
cells. (Right) An alternate way of in-cell NMR, where isotopically labeled protein is exogenously
prepared followed by delivery into eukaryotic cells with different methods such as (E) electroporation,
(F) attaching protein with cell-penetrating peptides (CPP), (G) protein transport via pore-forming
toxins, and (H) microinjection-mediated delivery into Xenopus leavis oocytes.

Different types of isotope labeling of protein samples for in-cell NMR are available. Uniform
15N labeling was found to be most useful and the first choice for most of the studies (Figure 1a,b).
The higher natural abundance of 13C in biomolecules, compared to 15N, renders this carbon isotope
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as the sole modification unsuitable for in-cell NMR studies. An alternative approach to uniform 13C
enrichment is the specific labeling of amino acids [7]. Here, methyl-13C methionine labeling was a
successful strategy to detect side-chain carbons well above the cellular background [8]. Yet another
approach is the incorporation of non-natural amino acids containing 19F. This approach turned out to
be a feasible means of investigating protein dynamics in the cellular environment. The advantage of
19F-labeled protein is that the in-cell NMR spectrum is virtually free of background [9,10].

Further developments of in-cell NMR led to methods such as structure interactions NMR
(STINT-NMR), cross-correlated relaxation-induced polarization transfer NMR (CRIPT-NMR),
and small-molecule interactor libraries NMR (SMILI-NMR). STINT-NMR allowed the study of
protein–protein interactions while two molecules are heterologously overexpressed at different
time points inside the same bacteria. Firstly, the 1H–15N HSQC spectrum of the 15N-labeled
protein of interest is recorded within the cellular environment. Following this, the 15N growth
medium is exchanged with an unlabeled medium to overexpress the interaction partner inside
the cell. The changes in the chemical environment of the 15N nuclei are observed with time
as the concentration of unlabeled binding partner increases. Burz et al. first demonstrated
STINT-NMR applications by studying the interaction between a ubiquitin-binding peptide and the
signal transducing adaptor molecule 2 protein (STAM2) [11,12]. Subsequently, STINT-NMR was
applied to study the interactions between prokaryotic ubiquitin-like protein Pup-GGQ, mycobacterial
proteasomal ATPase, Mpa, and the Mtb proteasome core particle (CP). These studies addressed
the question of transient binding of Mpa to the proteasome CP that eventually controls the fate
of Pup [13]. CRIPT-NMR is yet another in-cell NMR method that allows the identification of
interacting surfaces presented on target 15N-labeled proteins within eukaryotic cells, such as HeLa [14].
High-molecular-weight protein molecules can be studied in cells using relaxation optimized 15N-edited
cross-relaxation enhanced polarization transfer (CRINEPT), heteronuclear multiple quantum coherence
(HMQC), transverse relaxation optimized spectroscopy (TROSY) (1H-15N CRINEPT–HMQC–TROSY)
experiments. This method is advantageous due to its relative insensitivity to unavoidable magnetic
field inhomogeneity and its high sensitivity to NMR signals. In the in-cell NMR experiment, proton
relaxation was minimized by exchanging α and β protons of the amino acids for deuterons called
reduced proton density (REDPRO) labeling. Thereafter, a calibration of the CRINEPT transfer time
is required to achieve maximum in-cell NMR peak intensities. The in-cell NMR spectrum of the
fully expressed protein is compared with its in vitro spectrum and its spectrum in cell lysate. Thus,
the interacting surfaces are mapped based upon the residues exhibiting the greatest change in peaks
position/intensity. SMILI-NMR was developed, by the same authors, to follow the interactions
of proteins with small molecules by in-cell NMR. This technique relies on complex formation of
isotope-labeled proteins with small molecules to screen in cellulo entire libraries. The protein of
interest gets uniformly labeled with NMR-active heteronuclei under in-cell NMR conditions. This is
followed by addition of cell-penetrable small molecules. Monitoring in-cell NMR protein spectra, thus,
allows direct observation of protein–small molecule complex formation, in addition to any possible
conformational changes [15].

The comprehensive in-cell NMR methods described above to reveal protein–protein or
protein–small molecule interactions could potentially act as a bridge between structural and cellular
biology. These techniques, already providing excellent results within bacterial systems, unleashed
their full potential when applied to eukaryotic and mammalian cell systems. Yeast expression systems
provide a simple platform for the study of eukaryotic protein molecules (Figure 1b). This system
has the advantage of a unicellular organism with an established expression system and supplement
control. The study of proteins within different cellular compartments can be readily performed in
yeast [16]. Although the yeast expression system is quite valuable, it suffers from the short lifetime
of cells in the NMR sample tube, limiting the experimental observation of events to just a few hours.
To overcome this limitation, micro-bioreactors are available for both bacteria/yeast and human cells,
which can supply fresh medium and air, and maintain a stable pH value [17,18].
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In-cell NMR was first performed in eukaryotic cells on the Xenopus laevis oocyte cell system
(Figure 1H) [19–21]. This was achieved by preparing protein, injecting into the oocytes, resulting in high
labeling selectivity and almost no cellular background. This method proved to be an excellent tool to
study posttranslational protein modifications. The Selenko group and others studied serine, threonine,
or tyrosine phosphorylation in physiological environments using reconstituted kinase reactions,
cell extracts, and intact cells [22]. Real-time monitoring provides additional information about
mechanistic insights into modification hierarchies. These may include inhibitory [23], sequential [24],
stimulatory [25,26], or “priming” events in phosphorylation cascades. The stepwise modifications
of adjacent casein kinase 2 binding sites in the SV40 large T antigen regulatory region, coupled to
intermediate substrate release, was disclosed using in situ NMR within Xenopus laevis egg extracts and
whole live oocyte cells [26].

Inomata et al. applied in-cell NMR spectroscopy in cultured human cells utilizing
the cell-penetrating peptide (CPP)2 derived from the human immunodeficiency virus (HIV-1)
trans-activator of transcription (Tat) protein. The method relies upon the fusion of (CPP)2 to the protein
of interest for internalization into cells (Figure 1F). It is also possible to covalently link (CPP)2 to the
protein of interest via a disulfide bond. Such a linkage is cleaved upon internalization in the reducing
cellular environment, releasing the peptide-free protein [27]. Using this approach, the folding of human
superoxide dismutase (SOD1) during individual steps of the maturation process was studied [28,29].
Its misfolding is implicated in Lou Gehrig’s disease, leading to fatal motor neuron impairments.
An alternate approach was provided by Ogino et al., who used pore-forming toxins (streptolysin O) to
permeabilize the plasma membrane, followed by resealing the plasma membrane with Ca2+ to prevent
cell death. This allows a sufficient amount of labeled protein to translocate into cultured human cells
(Figure 1G). Thymosin β4 (Tβ4) was delivered via this method to 293F cells. The authors observed
N-terminal acetylation of Tβ4, which occurred inside the cell as a posttranslational modification [30].

Electroporation is an efficient and recently employed method to transfer isotope-labeled protein
into mammalian cells [5] The reversible permeabilization of the plasma membrane allows protein
internalization via passive diffusion (Figure 1E). The Banci group expressed protein intracellularly
within cultured human cells (Figure 1D) [31]. With this approach, it is possible to obtain
atomic-resolution information pertaining to protein folding and maturation processes occurring
immediately after protein synthesis in the cytoplasm, using NMR spectroscopy [32,33]. The expression
and subsequent NMR analysis of proteins in insect cells was also reported (Figure 1C). For example,
in-cell NMR spectra could be recorded using the sf9 cell/baculovirus system for four small model
proteins (Streptococcus protein G B1 domain, Thermus thermophilus HB8 TTHA1718, rat calmodulin, and
human HAH1 [34]). Electroporation was also successful in studying the phosphorylation pattern of
the intrinsically disordered tau protein by in-cell NMR [35]. Here, disease-associated phosphorylation
was immediately eliminated after delivery into human embryonic kidney (HEK)-293T cells. Further
examples of in-cell NMR studies of protein phosphorylation are discussed in detail below.

More recently, interactions between unlabeled proteins and small molecules became accessible
under in-cell NMR conditions. Here, for the first time, the interaction of unlabeled anti-apoptotic
protein B-cell lymphoma 2 (Bcl-2) with the quercetin–alanine bioconjugate was studied in living
human cancer cells utilizing saturation transfer difference (STD) and transfer NOESY (Tr-NOESY)
NMR experiments [36].

2. In-Cell NMR and Small Molecules

In recent years, in-cell NMR was utilized for probing protein structures, protein folding,
disulfide-bond formation, protein–protein and protein–small molecule interactions, and metal uptake
in living cells [27,37–40]. In general, it is quite challenging to probe protein–protein and protein–small
molecule interactions within living cells. Difficulties surrounding this include poor spectral quality
caused by specific and non-specific interactions. However, recent developments showed the success of
in-cell NMR in probing protein–small molecule interactions.
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2.1. Protein–Small Molecule Interactions

SMILI-NMR is an exciting example [15]. Once the target protein shows detectable and
well-dispersed cross-peaks, NMR can be used to carry out target-engagement drug discovery
inside the cell. A second example is the interaction of 12-kDa FK506-binding protein (FKBP12)
within living cells with extracellularly administered immuno-suppressants [41]. Here, a cleavable
CPP–ubiquitin–FKBP12 construct was prepared and the 15N-labeled fusion protein was expressed
and purified from Escherichia coli. The labeled protein was transduced into HeLa cells. Following
this, the CPP–ubiquitin was cleaved off by endogenous deubiquitinating enzymes of the HeLa cells.
Subsequently, CPP aggregated, leaving15N FKBP12 as the sole soluble, labeled protein in the cytosol.
Its cross-peak pattern was similar to 15N FKBP12 measured in vitro. This indicated that, in HeLa
cells, the three-dimensional structure of FKBP12 was maintained and, therefore, the interaction with
small molecules could be studied. Subsequently, in-cell NMR spectra were recorded after treatment
with the immune-suppressants FK506 or rapamycin. Significant spectral changes were observed after
administration of these drug molecules. Interestingly, the two spectra recorded in vitro and in cellulo
had both similar features and subtle changes. Thus, some interactions may be correlated with the
interaction observed only in living cultured cells [27,41].

In contrast to classical in-cell NMR experiments, in many cases, the protein cannot be labeled
externally and then transduced into the cells of interest. Instead, two steps of production and
isotopic labeling need to be carried out simultaneously. Special medium and labeling protocols
are well established for bacteria and other organisms, including yeast and insect cells. The use
of bacteria to overexpress protein within cells may lead to heavy background signals, caused by
the concomitant labeling of other cellular components. To tackle this problem, the Dötsch group
developed a scheme which reduced the background noise observed when studying the bacterial
protein Nmer A. The activity of bacterial RNA polymerase can be inhibited by rifampicin but not by
bacteriophage T7. Since protein expression was under the control of the T7 promoter, production of all
endogenous bacterial proteins could be suppressed by rifampicin [6,7]. Nmer A plays a critical role in
the bacterial pathway involved with mercury detoxification. The addition of Zn2+ to the NMR tube
led to changes/disappearance of cross-peaks, thus highlighting the possible utility of this approach to
investigate metal and drug binding.

Recently, we showed the targeting of the bacterial chaperone “sensitive to lysis” (SlyD) to
inhibit bacterial growth using a small molecule, with in-cell NMR spectroscopy [4]. Emergence
of dangerous multi-drug-resistant strains of bacteria is one of the biggest threats to human health
currently. With a continuous rise in antibacterial resistance, it was estimated that, by 2050, it may
result in the death of 10 million people per year [42]. Among Enterococcus faecium, Staphylococcus
aureus, Klebsiella pneumoniae, Acinetobacter baumannii, Pseudomonas aeruginosa, and Enterobacter species
(ESKAPE) pathogens, Gram-negative bacteria are of particular concern, due to their increased ability
to attain multi-drug resistance [43]. In the case of Gram-negative bacteria, many small molecules
including antibiotics become ineffective, due to the presence of an outer polysaccharide layer and
multi-drug efflux transporters. This led researchers to create a distinct class of novel antibacterial
agents. For example, the heat shock proteins (HSPs) were targeted as potential molecules in cancer
therapy [44,45]. Much attention was paid to target HSP90, leading to the identification of geldanamycin
and radicicol; however, HSP60, HSP70, or other chaperones are less studied so far [46]. Therefore,
we chose a small molecule, which was a metal-based coordination complex with a water-soluble organic
moiety capable of crossing the cell-wall barrier and selectively targeting the bacterial chaperone SlyD.

SlyD is a bacterial chaperone, and all prokaryotes and archaea express homologous proteins [47,48].
Thus, being unique to prokaryotes and archaea, SlyD represents a potential target against which to
develop drug molecules. In these organisms, SlyD is involved in several biochemical pathways
including the biosynthesis of [NiFe] hydrogenases, twin-arginine-mediated translocation (Tat
transport), and metal storage/release. Additionally, SlyD exhibits both a peptidyl–prolylisomerase
(PPIase) and chaperone activity, which prevents protein aggregation by binding to hydrophobic
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patches [47–49]. The PPIase and molecular chaperone activities [50] are located on two separate
domains, whose cooperative interplay is required for full enzymatic activity [47,51–54]. The N-terminal
tail contains the Ni2+ binding site followed by the FKBP binding domain. The FKBP domain harbors
the active site of the PPIase, which is modulated by Ni2+, and the chaperone function is located on a
domain that is inserted into the FKBP domain (Figure 2) [47,51–54].

 

Figure 2. In-cell NMR study of protein–small molecule interactions. Here, a “sensitive to lysis”
(SlyD)-containing plasmid was transformed into Escherichia coli and protein expression was initiated by
isopropyl β-D-1-thiogalactopyranoside (IPTG) induction. These cells were further incubated with a
small molecule (Cu2+ complex). The interaction of this small molecule with SlyD could be observed
using in-cell NMR, and correlated with corresponding in vitro NMR studies, revealing the binding site
in SlyD for this Cu2+ complex (adopted according to Reference [4]).

Complete bacterial growth can be inhibited with a small molecule (anthracenyl terpyridine Cu2+

complex) at 2 μM [4]. In order to evaluate the role of SlyD in bacterial growth, we transformed E. coli
with the plasmid containing the SlyD gene, which is under the control of T7 promoter. The expression of
the SlyD gene can, thus, be initiated by isopropyl β-D-1-thiogalactopyranoside (IPTG). Overexpressed
SlyD could restore bacterial growth, confirming that SlyD is involved in growth inhibition induced
by the Cu2+ complex. This small molecule binds to SlyD with a dissociation constant (KD) ~50 μM
with a 2:1 stoichiometry without inducing large conformational changes. In vitro NMR with 15N
SlyD showed that this Cu2+ complex binds into the PPIase active site of the FKBP domain (Figure 2),
as shown in earlier studies [54]. In-cell NMR spectroscopy confirmed with residue resolution that
the Cu2+ complex also binds to SlyD inside bacteria, verifying that the complex can penetrate the cell
wall and bind to SlyD when inhibiting cell growth. Interestingly, the small molecule also inhibited the
growth of pathogenic bacteria from the category of ESKAPE pathogens. The half maximal inhibitory
concentration (IC50) of the small molecule was below 1 μM for Staphylococcus aureus and Pseudomonas
aeruginosa [4,55], showing the general applicability of the approach.

2.2. Small-Molecule Libraries

The Shekhtman group developed small-molecule interactor libraries NMR (SMILI-NMR).
The interactions between two or more components of a biomolecular complex may be disrupted
or enhanced by a few of these small molecules. The method provides atomic-level information and
relies on the formation of a defined complex under in-cell NMR conditions. The approach was
applied to the fujimycin (FK-506) binding protein (FKBP) and the FKBP rapamycin-binding domain
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of the mammalian target of rapamycin (FRB), a well-studied system for heterodimer formation,
to screen those small molecules that can facilitate hetero-dimerization. In mammalian cells, one of
the immune-modulatory systems (mitogenic responses) is constituted by rapamycin–FKBP–FRB
interactions [56]. The labeled proteins were sequentially overexpressed using two compatible plasmids
in E. coli under in-cell NMR conditions. To observe the NMR spectrum of FKBP or FRB, bi-complex
(FKBP–FRB) formation was required. The X-ray structure of the FKBP–rapamycin–FRB ternary
complex indicated the limited availability of the FKBP–FRB interaction surface. While the interaction
between free FKBP and FRB is quite weak, with KD values >50 μM, a well-defined ternary complex
is formed when the FKBP–rapamycin complex binds to FRB (KD ~12 nM). In their in-cell NMR
experiments, either FKBP or FRB was labeled when the complex was formed inside the cells. This did
not result in any visible spectrum. Addition of rapamycin to the cell suspension resulted in the
appearance of FKBP resonances and, for 32 out of the 107 residues, changes with respect to free FKBP
could be detected. Many resonances in FRB residues also changed upon performing the reverse
experiment [15]. Ascomycin is a competitive inhibitor of rapamycin. It binds to FKBP with 1.4 nM
affinity and has no known affinity with FRB. However, the ascomycin–FKBP complex binds to FRB
with lower affinity [57]. Addition of ascomycin to the aforementioned dual-plasmid system resulted in
the appearance of the FKBP/FRB NMR spectrum. In the next step, the authors screened a library of
small molecules of 289 dipeptides with SMILI-NMR. The peptides were selected as drug candidates
from the literature, based on their facile and cost-effective preparation, as well as their ability to be
imported into prokaryotic and eukaryotic organisms through naturally occurring transport systems.
Screening of a matrix of 17 × 17 peptides resulted in the identification of various combinations that
showed completely different behavior when compared to the rapamycin-induced ternary complex.
Addition of these dipeptides resulted in extreme line broadening and the disappearance of some peaks
in the NMR spectrum. Later on, the addition of low concentrations of Ala–Glu resulted in the same
interactions with FKBP, suggesting that FKBP and FRB hetero-oligomerization can be facilitated by this
peptide. Thus, SMILI-NMR could screen the protein–small molecule interactions within the cellular
environment using high-resolution NMR as a readout [15].

3. In-Cell NMR Observation of Metabolic Processes Using Hyperpolarization

NMR spectroscopy provides considerable opportunities for collecting diverse and unique
information on cellular processes due to its non-invasive nature [58], rendering it highly suitable
for studying the fate of metabolites and biochemical pathways in situ. In order to raise the detection
limit of this inherently insensitive technique, hyperpolarization NMR methods—mainly dissolution
dynamic nuclear polarization (d-DNP) and para-hydrogen-induced polarization (PHIP)—were devised
as tracer techniques to follow the fate of detectable, small molecular probes for the visualization of
cellular functions that are not easily observable by other means. Furthermore, NMR signals from these
molecules can be enhanced by several orders of magnitude via the combined use of hyperpolarization
(HP) and isotope enrichment. The NMR signal enhancements achieved using these methods are
often sufficiently high to track endogenous molecules at physiological concentrations. Among all
the potentially suitable target molecules for these specialized experiments, hyperpolarized pyruvate,
a metabolite whose cell biochemistry lies at the interface between catabolic and anabolic metabolism,
is the most widely studied probe. This is mainly due to its (a) high hyperpolarizability, (b) rapid
cellular uptake, and (c) central biochemical position as a key intermediate in several biochemical
pathways. In addition, a host of other probes emerged in the meantime that can also be used to
characterize the phenotype of cells under a particular set of conditions (Table 1).
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Table 1. Selection of endogenous target molecules used as reporter probes for hyperpolarization-
assisted in-cell NMR studies of metabolic processes, together with their associated field(s) of application.

Target Molecule/Probe Field of Application (FOA)/Observable

Pyruvate

Pyruvate metabolism; cell permeability; cell lysis; drug efficacy; enzyme activity
and reaction fluxes; intracellular pH determination; oncogene signaling; indication
of aerobic glycolysis; tricarboxylic acid (TCA) pathway activity; mono carboxylate

transporter level/activity; tumor grading
Fumarate Fumarate metabolism; cell permeability; cell lysis; drug efficacy

Lactate Enzyme activity and reaction fluxes; tumor grading
Alanine Enzyme activity and reaction fluxes; enzyme mechanistic studies; tumor grading

Glucose Gene expression/loss; glycolysis pathway activity; sulfite cytotoxicity; glucose
transporter level/activity

Acetate Enzyme activity and reaction fluxes; intracellular pH determination
Glutamine Enzyme activity and reaction fluxes
Fructose Enzyme mechanistic studies

Experimentally, the method, which can lead to a nuclear sensitivity enhancement of up to five
orders of magnitude, works as follows: a frozen solution (T ~1.1 to 1.5 K) of the sample to be analyzed
is polarized in the presence of a radical molecule, e.g., trityl (triphenylmethyl, “Trityl OX063”) or
the nitroxide-based radical 2,2,6,6-tetramethylpiperidin-1-yl)oxyl (TEMPO) [59], with microwave
(MW) irradiation (spin polarization is transferred via the DNP mechanism from electrons to nuclei
upon microwave irradiation at or near the Larmor frequency of the radical electron [60,61]) using
a specifically designed DNP polarizer. Subsequently, the sample is thawed, dissolved in a suitable
hot solvent, and then transferred to a conventional liquid-state NMR spectrometer for detection [62].
In solids, DNP is known to occur via a number of different mechanisms known as the solid effect,
thermal mixing, and the cross effect [60]. Depending on the experimental conditions used in each
d-DNP experiment, e.g., radical type, substrate, and solvent (among others), the contribution of each
of these effects to the observed polarization enhancement differs.

The longitudinal relaxation time (T1) of the hyperpolarized nuclei is crucial in dissolution DNP.
To preserve the nuclear polarization acquired in the solid state, polarized samples need to be thawed
and transferred to the NMR spectrometer faster than nuclear T1 spin–lattice relaxation. Typical
dissolution DNP samples experience a so-called “transfer time” as they are moved from the polarizing
magnet to the NMR spectrometer. During this period, the sample is often exposed to low magnetic
fields, which are typically on the order of ca. 0.5 mT. Given that nuclear T1 times are generally shorter
at low magnetic fields—and even more so in the presence of radicals—a fast transfer of the sample, as
well as the elimination of stable free radicals in solution, is crucial to reduce polarization losses [63].
The use of a “magnetic tunnel” for transfer and/or the addition of a radical scavenging agent, e.g.,
ascorbate (vitamin C), to the sample during the dissolution step were shown to alleviate polarization
losses during and immediately after the transfer. Attempts to shorten the transfer time include
construction of a dedicated “hybrid” spectrometer, comprising a single dual-isocenter superconducting
magnet featuring regions of different magnetic field strengths suitable for both polarization and NMR
detection [64] or, alternatively, a “shuttle” DNP spectrometer comprising a two-center magnet [65].

A significant number of d-DNP-based investigations were carried out in recent years to probe
the metabolic behavior of tissues, e.g., heart, liver, and tumor cells, and to study the fate of individual
metabolites both in vitro and in vivo [66]. In addition, metabolite molecules hyperpolarized using
the d-DNP method were used to probe a variety of different biochemical pathways. For example,
the enzymatic conversion of pyruvate to lactate, acetylcarnitine, citrate, and glutamate was tracked
in real time employing [2-13C] pyruvate, in isolated perfused heart tissue, to study healthy and
pathological states [67]. Hyperpolarized probes were also used to track intracellular pathways of
short-chain fatty acids and ketone body metabolism in real time. A butyrate probe visualized the flux of
fatty acids to acetoacetate and several tricarboxylic-acid-cycle intermediates in cardiac muscle cells [68].
In addition, hyperpolarized [1-13C] pyruvate was used as a clinical diagnostic tool in metabolic imaging
to characterize differences between healthy tissue and tumor cells [69]. Further applications include
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the study of enzyme kinetics [70], biosynthetic pathways [70], and the detection of lowly populated
reaction intermediates [71]. More recently, the para-hydrogen-induced hyperpolarization method
was also introduced for the signal amplification of metabolites and the subsequent tracking of their
biochemical pathways in both healthy and pathological forms of tissue. Up to this point, however,
only a few very recent examples exist in the literature where the method was successfully employed to
hyperpolarize metabolites for in-cell NMR studies [72–74].

In the following subsections, we give an overview of hyperpolarization NMR methods—in
particular, dissolution dynamic nuclear polarization (d-DNP) and para-hydrogen-induced nuclear
polarization (PHIP)—and a few selected examples of hyperpolarization-assisted in-cell NMR
observations of metabolic processes are highlighted in a conceptual manner. The section concludes with
an outlook into future perspectives of this emerging, yet still relatively novel, area of NMR research.

3.1. Dissolution DNP Application to Metabolic Pathways and Biological Functionality

The number of applications of heteronuclear d-DNP for the study of living cellular systems is
vast [66]. For example, the real-time tracking of metabolic conversion using hyperpolarized NMR is
particularly suitable for the observation of metabolic reaction networks, provided that conversion rates
are high and that the obtained levels of hyperpolarization are significant. In this context, glycolysis
was identified as an adequate metabolic process to be studied with d-DNP, given its overwhelming
biochemical importance and its central role in a variety of different biochemical reaction routes.
For example, enzymatic reaction mechanisms, bottlenecks, and off-pathway reactions were probed
using hyperpolarized carbohydrates, i.e., [2-13C] fructose and [U-13C, U-2H] glucose, as substrates [66].
Chemical detail in the observation of pathway reactions extends to the distinction of isomers and their
susceptibility to enzymatic turnover. The use of site-specifically labeled [2-13C] fructose, for example,
permitted the real-time observation of probe flux during gluconeogenesis, as well as the formation
of non-productive off-pathway intermediates, such as dihydroxy acetone phosphate hydrate [75].
A recent approach combined hyperpolarized dynamic measurements with metabolite extraction,
isotopomer evaluation, and flow analysis [76]. This approach measured pyruvate metabolism in living
cells to obtain quantitative data of several biochemical pyruvate pathways in different cell types.

The existence of different interlocked pathways, all featuring a similar set of key metabolites,
makes it difficult to predict how cellular physiology and intracellular metabolism respond to
the modification of individual genes [77]. The use of hyperpolarized NMR spectroscopy to
study genetically well-defined and homogeneous cell suspensions shows promise in studying the
cellular response to genetic modifications. For example, the two E. coli strains, BL21 and K-12,
show strong differences in the reaction progression of their pentose phosphate pathways. In the
BL21 strain, a reactive intermediate accumulates, and is responsible for covalent modifications
observed for the recombinant proteins expressed within this strain [78]. Genome alignment
techniques prove that the gene encoding for lactonase—the enzyme which catalyzes the hydrolysis of
6-phosphogluconolactone—is absent in the BL21 strain due to a deletion. Such molecular phenotypes
can be observed in the absence of phenotypic variations [79]. Metabolic differences in different cell
types were recently compared in human cells by tracking the glycolytic pathway [80]. Ratiometric
measurements of lactate and pyruvate signals in two different proliferating cell types were used to
non-invasively detect differences in the cytosolic redox state. In the cytosol, lactate and pyruvate
form a redox pair, whose equilibration rate depends crucially on the ratio of oxidized to reduced
nicotinamide adenine dinucleotide (NAD+/NADH) in the cytosol. PC3, a specific prostate cancer cell
line, showed a fourfold increase in the intracellular ratio of free cytosolic NAD+/NADH in comparison
with breast cancer cells in an experiment that used hyperpolarized glucose as a reporter metabolite.
The increase in the ratio of NAD+ versus NADH reflects a distinct metabolic phenotype consistent
with previously reported alterations in the energy metabolism of prostate cells. In a relatively recent
study, the importance of hyperpolarized NMR probes as tools for functional studies involving the
human genome was underlined by observing human cell types differing only in the mutational status
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of the enzyme isocitrate dehydrogenase 1 (IDH1), using hyperpolarized [1-13C] alpha-ketoglutarate
as a molecular reporter. IDH1 catalyzes the decarboxylation of cytosolic isocitrate to α-ketoglutarate.
Specific mutations in IDH1 result in its ability to catalyze the NAD phosphate (NADPH)-dependent
reduction of α-ketoglutarate to (R)-2-hydroxyglutarate, an onco-metabolite [81]. As a consequence,
isogenic glioblastoma cells, differing only in the status of IDH1, show differences in the conversion of
the hyperpolarized α-ketoglutarate to (R)-2-hydroxyglutarate, as probed by changing hyperpolarized
NMR signal intensities.

3.2. Following Metabolism in Living Microorganisms Using Hyperpolarized 1H NMR

As mentioned before, most d-DNP-based in-cell NMR studies focus on hyperpolarizing nuclei
with low gyromagnetic ratios (γ), given their relatively long spin–lattice (T1) relaxation times, e.g.,
non-protonated 13C or 15N nuclei in small molecules exhibiting short rotational correlation times
(τc). Nevertheless, advantages can also result from observations based on hyperpolarizing and
observing high-γ nuclei, e.g., protons. For example, 1H signal intensities should be, on average,
approximately 16-fold higher as compared with 13C, given the fourfold higher gyromagnetic ratio of
protons. While this gain is moderated by a concomitant increase in spectral noise, the indisputable fact
that state-of-the-art 1H-observation hardware is widely available and represents the most mature across
all in vivo NMR technologies, might make these observations more worthwhile. Lastly, instances may
arise where 1H-based detection provides a better chemical discrimination than 13C-based methods.
In fact, spontaneous enhancements in the 1H-NMR spectra of hydrogen nuclei covalently bound to
hyperpolarized 13C nuclei were reported a while ago [82,83]. Heteronuclear cross-relaxation effects
arising in rapidly tumbling small molecules were identified as the mechanism responsible for this
spontaneous polarization transfer. Given that, in such experiments, hyperpolarization can be stored
in a relatively slowly relaxing nucleus that shares its hyperpolarization with a neighboring proton,
opportunities arise from using these latter signals to monitor enzymatic turnover.

Using 1H NMR detection, two such processes were recently studied by Frydman and co-workers
to yield successful results [84] using both solutions of purified enzymes in vitro and suspensions of
intact cells. The substrate in each of these studies was hyperpolarized [13C] pyruvate, and the enzymatic
processes targeted were (a) the production of acetaldehyde following the addition of hyperpolarized
[U-2H3,2-13C] pyruvate either to samples containing pyruvate decarboxylase (PDC) purified from
Saccharomyces cerevisiae or, alternatively, to cultures of S. cerevisiae fermenting glucose, and (b) the
generation of formic acid due to the activity of pyruvate formatelyase (PFL), measured in cultures
of anaerobic E. coli following the addition of hyperpolarized [1-13C] pyruvate. In these enzymatic
reactions, the formation of new covalent bonds between the hyperpolarized 13C nucleus and protons in
the reaction products, i.e., acetaldehyde and formate, allowed the authors to transfer hyperpolarization
using either insensitive nuclei enhanced by polarization transfer (INEPT)-type pulse sequences
or by spontaneous cross-relaxation. Features that favored the execution of such reversed INEPT
experiments included (i) the possibility to transfer magnetization between heteronuclei separated
by multiple bonds (something that cross-relaxation is very inefficient at doing); (ii) the possibility of
incorporating coherence-selection pulsed field gradients (PFG) to efficiently eliminate background
1H signals of endogenous metabolite molecules; and (iii) the possibility of acquiring 1H NMR spectra
exhibiting a signal-to-noise ratio (SNR) which is approximately an order of magnitude higher than
the SNR obtained using solely spontaneous magnetization transfer by cross-relaxation. In particular,
using 1H-detected INEPT spectroscopy allowed the detection of the acetaldehyde produced from
hyperpolarized pyruvate. The authors also observed, however, that the strong signal enhancement
achieved by the reversed INEPT experiment came, in part, at the expense of depleting all of the 13C
polarization in a single acquisition. It was, hence, deduced that lower levels of polarization transfer
can be delivered using the INEPT sequence at the expense of not being able to employ more complex
procedures, which would otherwise “waste” hyperpolarization generated via the DNP mechanism.
It was suggested that a possible route to preserve the bulk 13C hyperpolarization while using INEPT
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would be to use sequences that selectively excite the carbon nuclei of the product while avoiding
excitation of the reactant 13C coherences.

Subsequently, Frydman and co-workers explored the same biochemical process in cultures of
S. cerevisiae using proton detection. Although these microorganisms can be grown on pyruvate as the
sole source of carbon, pyruvate does not permeate the plasma membrane during glucose fermentation.
Undissociated pyruvic acid, however, rapidly crosses the plasma membrane of glucose-fermenting
S. cerevisiae. In this context, a recent d-DNP NMR study using carbon detection demonstrated that
rapid diffusion of undissociated HP [1-13C] acetic acid into glucose-fermenting S. cerevisiae occurred,
in particular, at low extracellular pH [85]. After entering the cell, pyruvic acid is rapidly decarboxylated
by cytosolic PDC, a process which is pronounced during the exponential stages of cell growth.
The product, acetaldehyde, is present in a low equilibrium concentration and rapidly reduced to
ethanol. The accumulation of acetaldehyde in S. cerevisiae cultures was observed with acidification of
the cytosol, which was attributed to the inhibition of the enzyme alcohol dehydrogenase combined
with a shift in cytosolic pH to values closer to PDC’s pH optimum of 6.0 [86]. The 1H NMR results
obtained by Frydman and co-workers were able to corroborate this feature via detection of a relatively
weak acetaldehyde 1H signal found in NMR spectra of mid-exponential yeast cultures following
incubation in acetate buffer at pH 4.5 and prior exposure to hyperpolarized pyruvic acid.

In a final step, the wider applicability of spontaneous polarization transfer for investigating cell
metabolism was demonstrated in a study investigating the activity of PFL in E. coli cells. PFL rapidly
metabolizes pyruvate in anaerobic E. coli cultures, a process that is particularly heightened when
pyruvate is the main carbon source. Consistent with results obtained from direct 13C detection,
Frydman and co-workers observed the rapid uptake and breakdown of pyruvate as a pronounced
formate 1H signal. In contrast to the relatively weak acetaldehyde signal detected in S. cerevisiae
cultures after the addition of HP pyruvic acid, the build-up and decay of the formate signal was
observed on a single, scan-by-scan basis. The authors explained this higher signal-to-noise ratio by the
rapid uptake of pyruvate and the accumulation of formate as a metabolic end product, characteristic
of anaerobic E. coli cells.

In summary, Frydman and co-workers were able to demonstrate that 13C-based dissolution DNP,
combined with both spontaneous and INEPT-driven polarization transfer from carbon to protons,
provides a clear 1H signature of the enzymatic processes studied. They eventually concluded that
this feature can help decipher NMR-encoded metabolic information in spectra acquired in cellulo.
Even though metabolic fluxes from pyruvate to acetaldehyde in S. cerevisiae [85] and of pyruvate to
formate in E. coli [79] were measured in the past using d-DNP-enhanced 13C NMR in vitro, close signal
proximity and subsequent signal overlap between the metabolic products and their direct precursors
complicated these measurements in vivo to a significant extent. Also, the spontaneous transfer to 1H
turned out to be particularly superior to other methods, as it allowed the detection of hyperpolarized
1H signals without the need for chemical manipulation of the probe molecule prior to the experiment,
or modifications of the dissolution method.

4. para-Hydrogen-Induced Hyperpolarization Side-Arm Hydrogenation (PHIP-SAH) Method for
the Detection of Cell Metabolism

As mentioned before, para-hydrogen-induced polarization (PHIP) is a chemistry-based
hyperpolarization technique which, to a certain extent, is easier to handle and more straightforward
to use when compared with DNP. This is due to the fact that (i) no additional NMR set-up extension,
i.e., polarizer equipment, is needed, and (ii) polarization times are significantly shorter. The main
drawback of the method in the context of in-cell NMR studies, however, is the limited availability
of unsaturated precursor molecules with respect to the desired target compounds to be studied; for
instance, nuclear spin-polarized acetate and pyruvate cannot be obtained by direct incorporation of the
para-hydrogen molecule. The advent of non-hydrogenative PHIP (NH-PHIP; see below) only partially
resolved this problem, given that the obtained levels of hyperpolarization in the target compounds
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are significantly lower as compared to using, for example, the adiabatic longitudinal transport after
dissociation engenders net alignment (ALTADENA)-PHIP method. Furthermore, not all substrates of
interest are suitable for NH-PHIP, given that certain requirements with respect to their molecular and
electronic structure must also be fulfilled in this case.

Molecular dihydrogen occurs in the form of two nuclear spin isomers, i.e., the ortho- and
the para-isomer, featuring either symmetric (triplet) or antisymmetric (singlet) nuclear spin states,
respectively. Due to the three-fold degeneracy of the triplet state, ortho- and para-isomers are populated
in a ratio of 3:1 under ambient conditions [87]. Interconversion between the two is symmetry forbidden
and occurs, hence, at a negligibly small rate. However, when H2 gas is flowed through an appropriate
apparatus comprising a paramagnetic catalyst, i.e., activated charcoal, at low temperatures, a high
enrichment of the para spin isomer can be achieved and observed at standard temperatures [88] due to
this form being lower in energy.

When applying the para-hydrogen-induced polarization (PHIP) method, nuclear spin
hyperpolarization is accomplished by transferring the high spin order of the para-hydrogen molecule
to the substrate of interest. Typically, PHIP applications involve the direct incorporation of p-H2 into
unsaturated organic molecules, i.e., molecules containing either carbon–carbon double or triple bonds,
in the presence of an appropriate hydrogenation catalyst. The new chemical environment experienced
by the two protons upon hydrogenation breaks the singlet symmetry and renders the spin system
detectable by NMR. Depending on whether the reaction is carried out at high or low magnetic field,
the methods are named para-hydrogen and synthesis allow dramatically enhanced nuclear alignment
(PASADENA) or ALTADENA, respectively [89,90]. In PASADENA experiments, the para-hydrogen
symmetry is broken upon hydrogenation due to the distinct chemical shift environment of the two
incorporated protons at high magnetic field. Thus, the NMR spectrum shows two antiphase multiplets.
In ALTADENA experiments, the singlet state becomes selectively polarized, given that the chemical
shifts are essentially the same when para-hydrogen is incorporated into the substrate at low magnetic
field. In this case, the NMR spectrum is characterized by two hyperpolarized in-phase resonances
of opposite sign. In the case that other magnetically active nuclei are present in the substrate, i.e.,
13C, 15N, or 19F, scalar and/or dipolar coupling interactions can cause the transfer of the initially
induced proton hyperpolarization to other regions of the substrate molecule, in particular when the
hydrogenation step is carried out at low field (ALTADENA); this phenomenon was also observed
using other hyperpolarization methods [91,92].

Despite the relatively high degree of both homo- and heteronuclear polarization that can be
achieved with PHIP, the method is not generally applicable to all molecules, i.e., metabolites, unless
characteristic hydrogenation precursor modifications are applied (see below). More recently, a related
methodology known as signal amplification by reversible exchange (SABRE) or NH-PHIP [93]
was developed to polarize substrates without having to perform the final hydrogenation step, i.e.,
the physical transfer of the two protons of the dihydrogen molecule to the substrate. During a SABRE
experiment, substrate and para-hydrogen nuclei experience transient contact interactions via the
metal center of a labile catalyst–dihydrogen complex, e.g., [Ir(H)2(PCy3)(substrate)3][BF4], which is
formed via the reaction of [Ir(COD)(PCy3)(MeCN)][BF4]—where “Cy” is cyclohexyl and “COD” is
cyclooctadiene) with para-H2 and an excess of the substrate to be polarized. While the complex is
formed, nuclear polarization is transferred from the para-hydrogen-derived protons to the molecule of
interest. After the polarization transfer step, the chemically unmodified polarized substrate is released.
So far, pyridine is the most widely studied SABRE substrate, and more than 10% of proton polarization
was achieved in this case [94]. The method is strikingly similar to the ALTADENA experiment
described above in that the polarization of the substrate occurs at low magnetic field. The magnetic
field dependence of SABRE-derived signal enhancements appears to change very little with substrate
type or position of the protons, suggesting that the extent of polarization depends primarily on the
scalar coupling between two para-hydrogen-derived protons and not on the scalar coupling between
para-hydrogen-derived and substrate protons within the hydrogenation complex [95,96].
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Recently, Aime and co-workers presented a new addition to the para-hydrogen method, which
allows the generation of high levels of nuclear polarization using substrates normally inaccessible to the
para-hydrogen method, which can subsequently be used for hyperpolarization-assisted NMR studies
in cellulo [74]. In particular, their results demonstrate that PHIP can be induced in nuclei of molecules
such as acetate and pyruvate—and, in principle, other carboxylic acids as well—using precursors
containing an unsaturated side-arm moiety capable of hydrogenation that can be hydrolyzed to yield
the hyperpolarized target products. The reported method, named PHIP-SAH, relies on the following
steps: (i) functionalization of the target acidic molecule with an unsaturated alcoholic group (i.e.,
vinyl or propargyl alcohol; using propargyl alcohol as a removable synthon to generate PHIP on
13C resonances markedly widens the applicability of this approach); (ii) para-hydrogenation of the
unsaturated ester; (iii) heteronuclear polarization transfer from the former pair of para-hydrogen
protons to the carboxylate 13C signal by applying magnetic field cycling, where the magnetic field is
cycled between the Earth’s magnetic field (hydrogenation step) and nearly zero-field (polarization
transfer step) using concentric cylinders made of μ-metal, thereby increasing the extent of polarization
transfer to carbon nuclei; (iv) release of the alcohol moiety via hydrolysis to obtain the polarized
13C-carboxylate-containing product.

In summary, these findings open up a very interesting perspective for the use of
para-hydrogen-based procedures for the generation of hyperpolarized, biologically relevant molecules,
as demonstrated by recent NMR studies carried out in living cells using PHIP-SAH. Examples
include the real-time detection of the response of the heart to altered metabolism [73], as well as
the study of tumor cell metabolism using hyperpolarized 13C-labeled pyruvate [72], in addition to
the observation of the metabolic transformations of hyperpolarized lactate in vitro [72]. The fact that
means to further enhance the efficiency of hyperpolarizing small organic molecules via PHIP-SAH
were identified recently (Figure 3) will most likely lead to an even wider applicability of this very
promising hyperpolarization method [97].

Figure 3. Diagram of the para-hydrogen-induced hyperpolarization side-arm hydrogenation
(PHIP-SAH) procedure. (1) Functionalization of the carboxylate group with the side-arm;
(2) para-hydrogenation of the unsaturated alcohol; (3) transfer of para-hydrogen spin order to the
13C spin of the carboxylate group; (4) cleavage of the side-arm. The yellow background indicates
reaction steps taking place in the organic phase, while the blue background indicates that the molecule
is dissolved in the aqueous phase. This figure was adopted according to Reference [98].

5. In-Cell NMR and Posttranslational Phosphorylation

The most common posttranslational modifications of proteins by their respective kinases is
the phosphorylation of serine, threonine, and tyrosine, as well as histidine and aspartate residues,
in bacteria and fungi [99]. The addition and removal of the phosphate group by phosphatases plays a
key role in the regulation of biological processes. Phosphorylation patterns modify the structure and
stability of proteins, in addition to their localization and specific interactions with binding partners.
Anomalous phosphorylation events are the basis for many human diseases. Thus, deciphering the
phospho-code remains a major research effort.

Mass spectrometry (MS) is one of the techniques of choice to identify posttranslational
modifications of the primary protein sequence due to its extreme sensitivity and high resolution.
MS relies on enzymatic digestion of the protein of interest (usually with trypsin), followed by
subsequent peptide analysis. However, multiple phosphorylation events which are in close proximity
are difficult to analyze in terms of their exact location. MS/MS methods can solve this problem.
The labile nature of the phosphate groups, however, might further hamper the analysis. Thus,
mass spectrometry analyses benefit from further biochemical verifications. NMR spectroscopy is
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the method of choice to correlate the phosphorylation patterns with conformational changes of the
protein, and in-cell NMR extends these investigations to the natural environment of the protein
of interest.

5.1. In-Cell NMR within Xenopus laevis Oocytes

Selenko and co-workers utilized time-resolved NMR to monitor the sequential phosphorylation
of Ser111 and Ser112 of the HIV SV40 large T antigen regulatory region [26], catalyzed by casein kinase
2 (CK2) [100]. The nuclear-import properties are modulated by these events, primarily mediated
by the proximal monopartite nuclear localization sequence. The complete regulatory sequence was
incorporated into the model CK2 substrate (XT 111–132 GB1). Here, the GB1 domain (B1 domain of
streptococcal protein G) acts as a solubility enhancer. In the in vitro kinase assay monitored by NMR
spectroscopy, CK2 firstly phosphorylated Ser112 to the maximum extent, followed by the initiation
of Ser111 phosphorylation. In the S112A variant, the kinase reaction rate for the phosphorylation of
S111 by CK2 was greatly reduced. Thus, phosphorylation of Ser111 depends on the pre-modification
of Ser112 and the presence of a negative charge at this position. Conversely, substitution of Ser112
with aspartate revealed rapid phosphorylation of Ser111, whereas alanine at position 111 had no effect
on Ser112 phosphorylation. The authors observed the same sequential phosphorylation when XT
111–132 GB1 was mixed with Xenopus laevis egg extract and monitored by NMR spectroscopy [20].
Finally, 15N-labeled XT111–132 GB1 was microinjected into freshly prepared Xenopus laevis oocytes,
then subsequent time-resolved in-cell NMR experiments confirmed the sequential phosphorylation of
Ser112 followed by Ser111 in cellulo [26].

A second time-resolved in-cell NMR approach within X. laevis oocytes was reported following
multiple phosphorylation of the “unique domain” of non-receptor tyrosine kinase c-Src [101].
An 15N-labeled fragment of 85 residues containing the intrinsically disordered part of human c-Src
was injected into the oocytes yielding an almost identical NMR spectrum compared with the in vitro
spectrum with one exception: Ser17 was phosphorylated in both intact oocyte extracts. The authors
then performed the time-resolved NMR experiment with extracts obtained from unfertilized X. laevis
eggs. In this experiment, various peaks appeared/disappeared at different time points, revealing
the sequential phosphorylation of three Ser residues (S17, S75, and S69). The cross-talk between the
respective kinases and phosphatases was further evaluated using specific inhibitors in the oocyte
extracts [101].

5.2. NMR Studies with Cell Extracts

Another NMR approach to get as close as possible to the cellular environment is to study
isotope-labeled proteins in cell extracts, for example, from Xenopus laevis oocytes [101,102], HeLa [24,103],
U2OS [24], HEK-293 [24], Drosophila melanogaster embryos [24], parathyroid glands [104], A2780 [103],
RCSN-3 [103], B65 [103], or SK-N-SH [103]. A careful preparation preserves the proteome of the
respective cells, which might even include the differentiation or cell-cycle state.

Using time-resolved NMR spectroscopy in vitro and with cell lysate, multisite phosphorylation on
E26 transformation-specific (ETS)-like gene 1 (Elk-1) and corresponding extracellular signal-regulated
kinase (ERK) activation was investigated [102,105]. In general, multisite phosphorylation can
regulate various transcription factors involved, for example, in nuclear import and export, protein
turnover, gene activation, and various protein–protein interaction (see references in Reference [105]).
However, the functional role of individual phosphorylation events and their dynamics remains poorly
understood. Elk-1, SAP-1, and Net form a ternary complex factor (TCF) subfamily of ETS-domain
transcription factors. The kinetics of multisite phosphorylation of the Elk-1 transactivation domain
(TAD) was recorded with NMR spectroscopy using recombinant ERK2 [102,106]. These time-resolved
experiments revealed that phosphorylation of Thr369 and Ser384 occurred faster than the modification
of Thr354, Thr364, and Ser390, whereas slower modifications were observed for residues Thr418,
Ser423, and Thr337. Based upon the Michaelis–Menten constants, the authors proposed a model
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where an increase in the rate of phosphorylation of the “slow site” occurs after removal of fast and
intermediate phosphorylation sites, which they experimentally confirmed by site-directed mutagenesis.
This allowed the authors to refute certain hypotheses, for example, that fast-site phosphorylation
primes later modification events [102].

Using the combination of NMR spectroscopy and cell biology, we delineated the periodic
oscillation of p19INK4d through the human cell cycle [24]; p19INK4d undergoes a two-step
phosphorylation, strictly coupled to the gap 1/synthesis (G1/S) cell phase transition. In mammalian
cells, this transition is primarily regulated by a transcription factor of the E2 factor (E2F) family (E2F1
to E2F8). Most E2 factors form an inactive dimer complex with the distantly related dimerization
partner (DP) protein. These E2F–DP complexes stall the cells in the G1 phase. Upon entry into S phase,
the cyclin-dependent kinase complex CDK4/6–cyclin D gets hyper-phosphorylated and disrupts
E2F–DP complexes. The thereby activated E2Fs are necessary for the gene expression required for the
G1/S transition [107]. The kinase activity of CDK4/6 itself is inhibited by members of the CIP/KIP
and INK4 protein families. The here reviewed p19INK4d belongs to the latter class of inhibitors also
comprising p16INK4a, p15INK4b, and p18INK4c [108,109]. P19INK4d consists of five ankyrin repeats
(AR), and AR1 and AR2 bind to CDK4/6 to facilitate inhibition. Interestingly, the regulatory sites for
phosphorylation (Ser66/Ser76) and ubiquitination (Lys62) are located opposite to the CDK binding
interface. In order to follow phosphorylation, 15N-labeled p19INK4d was incubated with lysates
prepared from the exponentially growing HeLa, U2OS, HEK-293 cells or from Drosophila melanogaster
embryos. Two-dimensional (2D) 1H–15N HSQC-based NMR analyses indicated the pronounced
chemical-shift change of the Ser66 resonance upon phosphorylation (Figure 4A). Most of the NMR
resonances remained at their native positions, indicating that p19INK4d largely retained its folded
conformation. Ser76 did not get phosphorylated by these lysates.

 

Figure 4. Following cell lysate-induced protein phosphorylation using NMR spectroscopy.
(A) Superposition of two-dimensional (2D) 1H–15N HSQC spectra of phosphorylated p19INK4d at
Ser66 (red) and non-phosphorylated protein (black). (B) Superposition of 2D 1H–15N HSQC spectra of
doubly phosphorylated p19INK4d at Ser66 and Ser76 (red) and the non-phosphorylated form (black).
The bottom panels in (A) and (B) represent the backbone NMR chemical-shift mapping on the p19INK4d

structure. (C) Summary of the fate of p19INK4d during the cell cycle controlled by phosphorylation and
ubiquitination. This figure was adapted from Reference [24].

The periodic oscillation of p19INK4d during the cell cycle has its maximum during the S phase.
Therefore, 15N-labeled p19INK4d was also incubated with S-phase-synchronized HeLa cell lysate.
Surprisingly, the NMR cross-peaks, from residues belonging to AR1, AR2, and AR3, disappeared
from their native position and clustered around 8 ppm along the proton dimension (Figure 4B),
resembling an unfolded protein conformation. AR4 and AR5 remained folded. These structural
rearrangements were induced by phosphorylation of Ser76, which turned out to be a sequential
process after Ser66 phosphorylation and strictly cell-cycle-dependent. Adding specific inhibitors
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to the lysates before the NMR analyses identified p38 and CDK1 as kinases for Ser66 and Ser76,
respectively. Further investigations, including cell-lysate NMR, revealed that phosphorylation of
Ser66/Ser76 caused dissociation of the p19INK4d/CDK6 complex, as well as exposure of Lys62 for
subsequent ubiquitination and degradation, as proposed earlier from cell biology studies [110,111].
The irreversibility of the latter step (Figure 4C) ensures, by proxy, the directionality of the cell cycle [24].

Using similar cell lysis NMR approaches [104], we disentangled the 1984 paradigm of parathyroid
hormone (PTH) phosphorylation. PTH is an 84-residue peptide which controls blood calcium
homeostasis. In 1984, phosphorylation of PTH was proposed based upon its high performance
liquid chromatography (HPLC) elution profile being different to that of native PTH [112]. Later on,
various modified forms of PTH were identified within human blood. The concentration of the modified
form may rise up to 65% in patients suffering from cancer of the parathyroid glands [113–116]. In order
to remain close to biological conditions, we utilized the cell lysate from bovine parathyroid gland
and HEK-293 cells to incubate 15N PTH. The convergent analysis of subsequent one-dimensional (1D)
31P and 2D 1H–15N NMR, autoradiography, and matrix assisted laser desorption ionization-time of
flight (MALDI-TOF) data revealed that, out of the seven serine residues of PTH, Ser1, Ser2, and Ser 17
got selectively phosphorylated. This posttranslational modification prevented in cellulo activation of
PTH receptors 1 and 2 [104], which are G-protein-coupled receptors and drug targets for osteoporosis
treatment [115]. PTH consists of three distinct functional regions: residues 1–17 are responsible for
activation of the PTH receptors, residues ~18–34 facilitate binding to the extracellular domain (ECD) of
the class B G protein coupled receptor [117–119], and the role of the intrinsically disordered residues
~34–84 might relate to the formation of functional PTH amyloids as a storage form of the hormone in
secretory granules, which is currently under debate [120,121]. Our finding that phosphorylated PTH
can still bind to the ECD of the PTH receptor without activation is in line with the recently reported
crystal structure of the PTH1 receptor in complex with a PTH variant [115], where the N-terminus of
PTH binds deeply into the trans-membrane domain of the receptor, probably resulting in the distortion
of the domain by the three negative charges of phosphorylated serines 1,2, and 17.

6. Divide and Conquer by In-Cell and Cell-Lysate NMR

With an increasing complexity of proteins and protein assemblies, high-resolution structural
biology methods are getting closer to their limits. One way around this is the “divide and conquer”
approach [122,123], which is often applied to in vitro studies. For this, e.g., the structure, interaction
sites, and/or posttranslational modifications are first determined at high resolution for isolated
peptides or domains of a multi-domain protein before interpreting sparse data of the entire system.
The latter might be confirmed finally by mass spectroscopy approaches [124]. “Divide and conquer”
was also successful when implementing in-cell NMR and cell-lysate NMR. As described in the previous
sections, isolated regulatory sites (signaling peptide sequences or isolated domains) were studied in
terms of phosphorylation under in-cell/solution NMR conditions. Some examples include histone 3
modification [125], Elk-1 transactivation domain (TAD) [102], HIV SV40 large T antigen [20], N-terminal
extensions to the globular protein G B1 domain [126], and N-terminal transactivation domain of human
p53 [106].

While studying the conformational changes of p19INK4d (see previous section), the following
question arose: why is the phosphorylation of Ser66 required first before Ser76 can be modified by
a second kinase? When modifying a short peptide containing both serine residues by cell lysates,
this sequential process was not observed (Figure 5). It turned out that Ser76 is well buried in AR3
of p19INK4d and that the corresponding kinase CDK1 typically phosphorylates regulatory sites in
exposed loop structures [24,127]. The role of the phosphate group at Ser66 is to destabilize p19INK4d

by repulsive interaction with the negative charge of the net dipole moments of helices 4 and 6 of AR2
and AR3. This could be shown by NMR-detected hydrogen–deuterium exchange of the backbone
amides [24,128]. This thermodynamic destabilization allowed CDK1 to reach and modify Ser76.
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These examples substantiate that “divide and conquer” is not only a feasible approach for in vitro
structural biology, but also for in-cell NMR applications.

 

Figure 5. NMR signature of serine phosphorylation using a short peptide (A57-F86 selectively labeled
with 15N-Ser66 and 15N-Ser76) of p19INK4d modified by HeLa cell lysate. (A) Overlaid 2D 1H–15N
HSQC spectra of untreated (black) and treated (red) peptide showing the typical low-field shift of the
serine amide proton upon side-chain phosphorylation. (B) 31P NMR spectra of the phosphorylated
A57-F86 peptide. The asterisk in (B) shows the signal of the phosphate buffer.

7. Outlook of In-Cell NMR

In this review, the advances of traditional NMR virtues (structure and dynamics of proteins and
hyperpolarization of small organic compounds) toward in-cell applications deciphering protein–small
molecule interactions, metabolic pathways, and protein phosphorylation were summarized. The field
moved from proof-of-principle to established protocols for a broad range of applications, to gain insight
into the physiological and pathological processes of living cells. Despite the huge number of crystal
structures in the protein databank and the “resolution revolution” in cryo-electron microscopy, one has
to keep in mind that lattice-embedded proteins or vitrified biomacromolecules at very low temperatures
may not reveal all of the molecule’s functional properties. In-cell NMR can bridge, to some extent,
these discrepancies, and further breakthroughs in the field are to be expected, especially through
interdisciplinary studies, to derive general principles to tackle the functions of cellular systems and new
avenues of biological research. The remaining challenges involve those regarding low concentrations
and resolution. Many improving approaches were summarized using the hyperpolarization of small
cellular molecules and isotope-labeled macromolecules. The combination of both improvements
allowed the hyperpolarization of proteins in cell lysates [129] and of membrane proteins in living cells
using solid-state NMR spectroscopy [130].
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Abstract: In-cell nuclear magnetic resonance (NMR) spectroscopy offers the possibility to study
proteins and other biomolecules at atomic resolution directly in cells. As such, it provides compelling
means to complement existing tools in cellular structural biology. Given the dominance of electron
microscopy (EM)-based methods in current structure determination routines, I share my personal
view about the role of biomolecular NMR spectroscopy in the aftermath of the revolution in resolution.
Specifically, I focus on spin-off applications that in-cell NMR has helped to develop and how
they may provide broader and more generally applicable routes for future NMR investigations.
I discuss the use of ‘static’ and time-resolved solution NMR spectroscopy to detect post-translational
protein modifications (PTMs) and to investigate structural consequences that occur in their response.
I argue that available examples vindicate the need for collective and systematic efforts to determine
post-translationally modified protein structures in the future. Furthermore, I explain my reasoning
behind a Quinary Structure Assessment (QSA) initiative to interrogate cellular effects on protein
dynamics and transient interactions present in physiological environments.

Keywords: in-cell NMR; time-resolved NMR; post-translational modifications; structure function;
intrinsically disordered proteins

1. Preface I

In-cell nuclear magnetic resonance (NMR) spectroscopy has become increasingly popular amongst
the biomolecular NMR community, especially in funding statements regarding the versatility of general
NMR methods or to embellish visionary outlooks in grant applications of high-risk caliber. In practice,
genuine in-cell NMR measurements remain sparse and few laboratories are committed to performing
these experiments. As a consequence, primary in-cell NMR work is all too often outnumbered by
recurring reviews [1–3]. To not perpetuate this trend, I refrain from discussing in-cell NMR work
itself but rather focus on spin-off applications whose developments were stimulated by cellular NMR
approaches. As we shall see, these alternatives offer enticing possibilities for the biologically inclined
NMR spectroscopist, especially in light of the resolution revolution in cryo-electron microscopy (EM)
and its impact on all areas of structural biology [4].

2. Preface II

The arrival of cryo-EM in the realm of genuine atomic-resolution methods has changed the
structural biology landscape in a most profound manner. While X-ray crystallographers adapted swiftly
to this new reality, largely by abandoning their methodological preferences altogether, the biomolecular
NMR community has been slow in accepting what is evidently more than a fleeting trend. Without a
doubt, the future of structural biology will be shaped by EM-based methods with recent breakthroughs
offering a mere glimpse into the great potential of the technique. This holds true for advancements in
EM technologies, as well as for turning previously intractable biological questions into feasible research
projects. By agreeing that EM will dominate the field of structural biology in the next decades, we may
ask what questions the community will address with it? Obvious answers include large biomolecular

Int. J. Mol. Sci. 2019, 20, 1278; doi:10.3390/ijms20061278 www.mdpi.com/journal/ijms43



Int. J. Mol. Sci. 2019, 20, 1278

complexes and machines, reconstituted and native membrane proteins, macromolecular protein
assemblies including oligomers, fibrils and ordered aggregates, especially those purified from natural
sources, as well as low abundance specimens and samples [5]. While such targets may initially be
chosen based on their structural rigidity and size, these limitations will likely shift to smaller scales and
more flexible assemblies in the near future. Beyond these self-evident trends, another popular theme
in general biology is also making its mark in structural biology—the goal to investigate biomolecules
where they naturally occur, that is, inside cells. In most cases, this means to derive structural and
functional insights directly in intact cellular specimens. Accordingly, the term cellular structural biology
was coined to collectively describe such high-resolution in situ efforts [1,6–8]. X-ray crystallography is
mostly excluded from cellular applications due to the need for crystalline samples, which are (almost)
impossible to obtain inside cells [9]. By contrast, the history of electron microscopy is firmly rooted
in cellular investigations and precedes high-resolution structural studies by decades. Concomitantly,
technical developments in cell- versus molecule-based EM methods ran parallel for many years and
converged only recently. This was largely due to technical advancements including direct electron
detectors, fast imaging modalities and computational ‘drift’ corrections, improved energy filters,
and phase-plate technologies for greater contrast [10,11]. These developments offered mutual benefits
to both branches of EM methods by alleviating common bottlenecks. Today’s breakthroughs in
cellular cryo-electron tomography (CET) [12–14], cryo-scanning transmission electron tomography
(CSTET) [15,16], and correlative light and electron microscopy (CLEM) [17–19] may seem synonymous
with advances in single particle cryo-EM, although, strictly speaking, they developed independently.
CET, CSTET, and CLEM represent the core tools of current EM methods in cellular structural biology,
with most insights generated by CET of vitrified prokaryotic [20] or focused-ion beam (FIB) milled
eukaryotic cells [21], commonly by placing previously determined, high-resolution structures into
subtomogram-averaged densities [22]. This will likely change in the future and three-dimensional
architectures of proteins and their complexes will be solved directly in cells. These outlooks serve
as the preamble for all structural in situ studies today, including those by in-cell NMR spectroscopy.
In comparison, past, present, and future in-cell NMR efforts are at a sizable disadvantage.

3. Pitfalls, Challenges, and Opportunities

Let me first survey the historical context of modern biomolecular NMR applications and their
standing in the aftermath of the EM revolution in resolution. Throughout the 1990s, and following
the discovery of independently folded protein domains as key functional units in many biological
processes, NMR spectroscopy and X-ray crystallography often pursued these targets in a friendly
competitive manner [23,24]. Based on the growing awareness that protein domain functions can
only be appreciated in their extended modular contexts, ever more sophisticated NMR approaches,
often combined with complementary techniques such as small-angle X-ray scattering (SAXS) aimed
at determining structures of large multi-domain constructs [25]. Faced with the dilemma of
exponential signal multiplication with target size and correspondingly adverse relaxation properties,
the biomolecular NMR community devised several ingenious ways to deal with such samples.
These include (transverse) relaxation-optimized spectroscopy (TROSY) [26,27], amino acid-specific,
site-selective, and segmental isotope labeling [28], higher-dimensionality NMR experiments [29],
and non-uniform sampling schemes [30]. Despite these developments, structure determination efforts
of large, folded proteins by solution-state NMR spectroscopy remained challenging and cumbersome.
Luckily, the emergence of structural disorder as a fundamental property of higher eukaryotic proteomes
presented itself as the timely savior from this failing arms race [31,32]. Members of the biomolecular
solution NMR community, including us, converted to the safe haven of intrinsically disordered proteins
(IDPs) in large numbers and with great fervor [33–36]. In the absence of natural predators, solution
NMR flourished in its newly discovered habitat and, emboldened by previous advancements that
proved equally if not more useful in the world of dynamic disorder, it experienced a formidable
revival [37]. Nonetheless, some conceptual problems persisted, which, I believe, were often rooted in
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the classically trained mindsets of its ‘structured’ protagonists and a certain negligence of the biological
implications of disorder with regard to function rather than to structure (or absence thereof). By yet
another stroke of good luck, liquid–liquid phase separation and membraneless organelles emerged as
the timely saviors of IDP–NMR scientists in the midst of their structure–function identity crises [38,39].
Suddenly, the absence of structure became ‘function’ and a thorough discussion about the general role
of disorder in biological systems could safely be postponed.

In parallel to these topical developments, solid-state (ss) NMR spectroscopy matured into a
veritable contestant for structural analyses of high-molecular-weight assemblies of ordered proteins,
including viral particles [40], amyloid fibrils [41], and membrane proteins [42]. Emboldened
by similarly brazen developments in ssNMR methods, including proton-based excitation and
detection routines [43], dynamic nuclear polarization (DNP) [44], and probes for magic angle
spinning (MAS) at ultra-fast frequencies (>100 kHz) [40], biological ssNMR applications reached
unprecedented levels of sophistication. However, many high-quality ssNMR samples were equally
good cryo-EM specimens, which led to both methods often pursuing the same targets. This is
illustrated by complementary ssNMR and cryo-EM studies on amyloid proteins such as Het-S [45–49],
amyloid-β [50–53], α-synuclein [54–62] and tau [63–68], viral particles [69–71], membrane proteins
including bacterial secretion systems [72–76], and transporters [77–79]. Once again, the competitive
outcomes of these efforts proved unfavorable for NMR spectroscopy, especially in terms of cost
effectiveness, required sample types and quantities, experimental times, and computational efforts to
turn measured distance restraints into high-resolution, structural models. In addition, ssNMR often
provided restricted information about parts of these multicomponent machineries, whereas cryo-EM
revealed comprehensive insights into entire assemblies. Moreover, CET and cryo-EM methods were
beginning to resolve these structures in their native cellular settings, as recently shown for the type III
secretion system [80,81] or with specimens purified directly from post-mortem brains as in the case of
human tau filaments [66–68], respectively. These breathtaking developments consolidated a similarly
critical assessment of solid-state NMR spectroscopy by many structural biology departments turning
to cryo-EM as their preferred option for future investments instead.

In-cell NMR spectroscopy entered this stage about two decades ago [82]. Despite the largely
benevolent patronage of the biomolecular NMR community, it developed slowly even though it offered
a principally attractive means to populate a structural biology niche that no other method could claim
at that time: The ability to obtain atomic-resolution insights into protein, RNA, and DNA structures
directly in live cells. While in-cell NMR was nourished with good intentions, most biomolecular NMR
laboratories chose to observe it from a distance rather than getting involved themselves. After all, those
were the times of NMR resources and projects abound and dabbling in unknown territories such as
cells required skills that were too remote for many to bother with. As a consequence, the early days of
in-cell NMR were spent in comfortable solitude. Over the years, and having transcended from bacteria
to higher eukaryotic and mammalian cells, interest within the community grew. Encouraged by more
frequent high-impact publications and dedicated in-cell NMR sessions at regular NMR meetings,
additional groups began to explore the method. With times changing, cryo-EM looming, and NMR
resources dwindling, the prospects of in-cell NMR, including the comfort of a protected niche, are
becoming ever more appealing. Despite this positive trend, true in-cell NMR applications remain
challenging and initial experiments often fail to produce the desired outcomes (also for reasons that
recent in-cell NMR work has helped to elucidate, see below). To minimize such drawbacks, I advise
novice users to follow three simple rules when embarking on in-cell NMR adventures. First, start
with crude lysates of your ‘empty’ host cells and add isotope-labeled proteins/biomolecules directly
to these slurries for pilot NMR experiments. Possible interactions with cellular components will be
recapitulated in these mixtures and degrees of (site-selective) line broadening will be indicative of
scenarios to be encountered in cells (see also the quinary structure section at the end of this text).
Second, set up stringent control experiments to ensure that enrichment or delivery of isotope-labeled
biomolecules indeed produces cellular samples that harbor the species of interest. Third, maximize
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efforts to quantify the amount of target biomolecules in these samples in order to (a) repeat lysate
experiments at relevant (low μM) concentrations and (b) optimize enrichment or delivery procedures
for satisfactory signal-to-noise ratios within realistic data acquisition times. Guidelines for how to
measure intracellular concentrations of delivered/enriched biomolecules in cells are provided in
several published protocols [83–86]. Together, these steps will allow newcomers to pre-assess the
overall feasibility of in-cell NMR projects.

As I said before, the goal of this review is not to discuss in-cell NMR applications but to focus
on concepts and approaches that the method helped to popularize. Similar to in-cell NMR, these are
principally rooted in five fundamental aspects of NMR spectroscopy: One, NMR is an atomic-resolution
method. Two, NMR is quantitative in that signals reflect the number of NMR-active nuclei in the
sample. Three, NMR resonance frequencies (chemical shifts) are uniquely sensitive to the chemical
environment of active nuclei, which provides structural and functional information. Four, NMR signals
contain additional information about the dynamic properties of observable spin systems. Five, NMR
spectroscopy is a non-destructive method and works at physiological temperature and pH. As we
shall see next, this minimal set of key NMR properties provides the basis for genuine applications off
the paths of conventional structural biology routines.

4. Detecting Post-Translational Protein Modifications by NMR

In cells, most proteins undergo different post-translational modifications that alter the chemical
identities of individual residues [87]. The establishment of PTMs is strictly regulated and mediated
by dedicated sets of enzymes, whose own activities are often controlled by PTMs. Together they
form cascading feedback networks of interconnected signaling pathways. Importantly, most PTMs
constitute reversible ‘switches’ that reprogram the functions of proteins in response to external
and internal cellular cues. Therefore, they serve as key regulators in virtually all processes of life.
PTMs typically occur at multiple sites and in disordered protein regions [88,89]. Their addition and
removal are highly dynamic and combinatorial modification patterns are often established in multistep
reaction mechanisms with clearly defined hierarchies [90]. Given the immense importance of PTMs
in modulating protein functions, biologists seek to understand where PTMs occur, which types of
modifications are present, and in what combinations, how they are established (and removed), and how
they impact the biological activities of target proteins. The breadth of these questions explains the
great need for analytical tools to annotate and investigate protein PTM states.

The unique sensitivity of the NMR chemical shift on its immediate chemical environment provides
an exquisite readout modality for PTM states of individual protein residues. In other words, changes
in the chemical composition of protein side-chain moieties, as imposed by different PTMs, result in
chemical shift changes that are characteristic of the respective type of modification (see [91] for a
comprehensive overview). In turn, differences in protein–NMR spectra reveal the sites of PTMs as well
as their nature, which constitutes a highly attractive, analytical feature. In 2008, we reported how in-cell
NMR can be used to detect and site-specifically assign cellular protein phosphorylation events, the most
common type of eukaryotic PTM [92]. While our publication was not the first to describe the detection
of protein phosphorylation by NMR spectroscopy, and was clearly inspired by earlier work by Lippens,
Gronenborn, Forman-Kay, and others [93–95], it probably boosted renewed interest in using NMR to
decipher more complex modification reactions and their underlying mechanisms. One aspect of our
paper that may have additionally stimulated this trend was the use of cell lysates containing native
cellular enzymes and modification reactions that we carried out directly in these lysates, thus offering
a cost-effective and convenient way to phosphorylate isotope-labeled proteins for NMR measurements
in vitro and in situ [96]. In the following years, the rationale for detecting protein phosphorylation by
NMR spectroscopy was successfully employed by many groups (see below). Importantly, most of these
studies were aimed at deriving functional insights rather than at delineating structural information
about modified substrate states. By exploiting the non-destructive and quantitative nature of such
NMR measurements, we illustrated another analytical advantage of this approach: The ability to
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directly follow PTM reactions in a time-resolved fashion in order to deduce site-specific modification
rates [97,98]. Indeed, protein phosphorylation studies by time-resolved NMR spectroscopy became
very popular and proved essential for delineating mechanistic insights into diverse sets of signaling
reactions [99–135].

As stated earlier, NMR detects PTMs irrespective of their nature. Moreover, different PTM
chemistries impose characteristic spectral signatures, which serve to identify the corresponding
modification type(s) [91]. Therefore, functional studies of protein phosphorylation represent just
one aspect of NMR’s power as an analytical tool. Indeed, several other protein PTMs have been
analyzed by NMR spectroscopy, including acylation, alkylation, and glycosylation [136–138]. More
recently, we used time-resolved NMR spectroscopy to study methionine oxidation as an example of a
non-enzyme mediated protein PTM, which occurs frequently in response to oxidative cell stress and
organismal aging [139]. Specifically, we monitored the site-selective repair of the oxidation-damaged
α-synuclein by endogenous cellular enzymes. Differences in NMR chemical shifts of native and
oxidation-damaged proteins allowed us to follow individual repair reactions in a time-resolved manner
with single-residue resolution. Similarly, we performed time-resolved in situ NMR measurements to
monitor irreversible protein cleavage in isolated protein–protease mixtures, cell lysates, and intact
cells [140]. Together, these examples underscore the great potential of NMR-based PTM studies in
reconstituted in vitro systems ranging from defined enzyme-substrate mixtures to native, cell-free
lysates. They also paved the way for applications that I will discuss next: NMR investigations of
changes in protein structures upon post-translation modifications.

5. Making and Breaking of Protein Structures by PTMs

In the previous paragraph, I outlined how NMR spectroscopy can be employed to functionally
annotate different types of PTMs in a residue- and time-resolved, quantitative manner. While such
applications exploit the analytical power of NMR spectroscopy, they offer an attractive additional
feature: The ability to correlate the establishment of different PTMs with structural alterations that
occur in their response. Phosphorylation in particular has long been known for its capacity to alter
protein structures [141], especially by strengthening or weakening secondary structure elements such
as α-helices in a position-dependent manner [142]. Whereas phosphorylation of N-terminal helix
residues stabilizes helicity via capping interactions, modifications at C-terminal helix residues add to
the negative dipole moment at helix ends and act destabilizing [143]. Many examples of such stabilizing
and destabilizing phosphorylation effects in classically folded proteins are known [144]. The emergence
of IDPs has helped to extend this concept to regions of residual secondary structure, where
phosphorylation appears to exert even greater effects [93,108,145]. Given that pre-structured motifs
usually function as molecular recognition elements in IDP–ligand interactions [146], signaling and
phosphorylation-dependent changes in these structural propensities influence binding energies and
affinities in pronounced ways, especially in binding-induced disorder-to-order and order-to-disorder
transitions [147]. Systematic structural investigations into these types of IDP–PTM interactions are
scarce [148], although I believe that they provide important new insights into the roles of PTMs in
signaling-mediated structure–function relationships. At this point, I wish to reiterate that solution
NMR is uniquely capable of providing this information, especially with regard to dynamic and
partially disordered protein regions, where most eukaryotic PTMs occur. No other atomic-resolution
method can unravel these scenarios at comparable levels of resolution and with similar ease.
Indeed, several publications pay tribute to the great power of NMR in such structure–function
analyses [94,100,105,149–159]. In the following paragraphs, I discuss three examples that illustrate the
scope of phosphorylation-induced structural rearrangements and NMR’s excellent ability to decipher
them, and their resulting architectures.

My first example is the human splicing factor 1 (SF1). Together with the large and small subunits
of the U2 small nuclear ribonucleoprotein auxiliary factor (U2AF), SF1 defines the 3′ splice site
recognition complex on pre-messenger RNA. While SF1-U2AF binding is primarily mediated by
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a canonical tryptophan–RNA recognition motif (RRM) interaction [160], the ternary RNA–protein
complex is further stabilized by SF1 phosphorylation at two adjacent residues [161]. In 2013, two groups
independently reported the molecular basis for this behavior by determining the X-ray and NMR
structures of phosphorylated and unmodified SF1-U2AF complexes [162,163]. The main reason for
the importance of these publications is that they provide complementary information about the
structural effects of SF1 phosphorylation that are inaccessible to either experimental method alone.
Hence, in this case, the combination of X-ray crystallography and NMR spectroscopy revealed the
full scale of the phospho-regulation of the SF1-U2AF interaction. Residues in the N-terminus of
SF1 arrange in a helix-hairpin conformation with a flexible ~30-residue linker connecting the two
α-helices. In unmodified SF1, this intrinsically disordered region (IDR) exhibits high internal dynamics
and samples a range of conformations [163]. In turn, the IDR of unmodified SF1 is poorly defined
by X-ray crystallography with missing electron density for most of its residues [162]. By contrast,
the very same residues were perfectly tractable by NMR and their dynamic properties annotated with
high precision [163]. Upon phosphorylation of the two SF1 serines, the IDR becomes fixed in a rigid
conformation, primarily via coordination of the two phosphate moieties by conserved arginines at the
N-terminus of the second SF1 helix. Accordingly, the X-ray structure provided detailed insights into
the coordination of phosphate oxygens by side-chain guanidium groups in a tight arginine ‘claw’ [162].
NMR spectroscopy, on the other hand, measured greatly reduced dynamics of the phosphorylated
linker and the formation of a stable, albeit disordered structure [163]. Thus, the combination of both
methods revealed how dual phosphorylation of two SF1 linker sites locked the IDR in a conformation
that cooperatively enhanced U2AF binding via reducing the entropic penalty of the encounter complex.
The SF1-U2AF example provides several important lessons: First, it outlines how the regulated
establishment of intramolecular IDR contacts can drastically alter the binding behavior of two proteins.
Second, it illustrates how cell signaling and protein phosphorylation regulate this behavior in a fully
reversible manner. Third, it underscores the importance of novel types of intramolecular coordination
chemistries between PTMs and protein residues in forming previously unknown structures such as the
arginine–phosphate claw observed here. Given the abundance of protein phosphorylation throughout
eukaryotic biology, such reversible PTM structures likely constitute common themes in many signaling
processes. Intramolecular arginine–phosphate contacts, for example, are present in a large number of
substrates and clearly qualify as a general structural principle [159,164,165]. Despite this, only a handful
of PTM motifs are known to adopt defined conformations in their modified states [166], with kinase
domains and their phosphorylated activation loops serving as the most prominent examples [167].
Accordingly, our understanding about sequence features giving rise to such structures is limited and
we are unable to predict when and where they occur, or what types of conformations they adopt.
Therefore, I believe that the conformational space of possible three-dimensional protein ‘folds’ is much
larger than we think and that we will only grasp its full dimensions when we begin to analyze the
structures of post-translationally modified proteins in a systematic manner. Given that disorder and
high degrees of protein flexibility will likely prevail in these uncharted territories, NMR spectroscopy
is ideally suited to uncover novel PTM structures.

Along those lines, I discuss here another extraordinary example of PTM-induced protein
folding: The eukaryotic translational initiation factor 4E (eIF4E) binding protein, 4E-BP. In its
non-phosphorylated form, isolated 4E-BP is fully disordered [168,169]. In the presence of eIF4E,
4E-BP adopts a helical conformation and binds eIF4E via a conserved, hydrophobic interaction
motif [170]. Surprisingly, phosphorylated 4E-BP fails to interact with eIF4E [171]. In 2015, a concerted
NMR effort revealed stunning insights into the mechanistic basis for this behavior. Kay and
Forman-Kay, et al. showed that signaling-mediated modification of 4E-BP at two threonine residues
upstream the hydrophobic interaction motif induced complete folding of the eIF4E cognate site into a
binding-incompetent β-sheet structure [172]. Thus, phosphorylation of 4E-BP switches the protein
between a disordered and a β-strand conformation, in which the eIF4E binding site is inaccessible.
By doing so, 4E-BP defines a functional signaling mechanism that is entirely different in its mode of
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action. Rather than to establish a recruitment platform for phospho-binding proteins, phosphorylation
masks an existing interaction motif by virtue of incorporating it into a folded structure. Therefore,
the 4E-BP example of phosphorylation-induced protein folding adds a novel structural dimension to
eukaryotic signaling processes. Probably the most radical aspect of this and the previously discussed
SF1 case is the direct involvement of phosphates in forming the core contacts of the newly formed
structures [162,172]. Both examples reveal radical new principles of how phosphate coordination
gives rise to globular protein folds without classical hydrophobic cores [173]. Built from disorder,
these structures also suggest new paradigms for biological regulation. Phosphorylation-induced
protein folding may shield existing binding sites, or create new ones. It may expose critical residues
for ubiquitination and, thereby, trigger cellular degradation, or act in the opposite direction and
prevent protein turnover, thus extending the lifetimes of molecular players. Most importantly, SF1 and
4E-BP exemplify new modes of biological regulation and remind us that many of them remain to be
discovered. In addition, both provide compelling testimonies to the power(s) of NMR in deciphering
such complex structure–function relationships.

Finally, I outline an example in which phosphorylation triggers the opposite effect in that it
unfolds a folded protein domain [174,175]. Specifically, I discuss how phosphorylation of the human
cell-cycle regulator and cyclin-dependent kinase inhibitor p19INK4d drives the transition from G1 to
S-phase in an irreversible manner [176]. In contrast to phosphorylation-induced folding of 4E-BP, dual
phosphorylation of p19INK4d acts to dissolve its central ankyrin-repeat domain in a stepwise manner.
While modification of the first residue destabilizes N-terminal helices to provide access for a second
enzyme to phosphorylate a previously inaccessible site, establishment of both modifications unfolds
the entire N-terminus of p19INK4d. This exposes conserved lysine residues for ubiquitination, which,
in turn, triggers p19INK4d degradation by the proteasome and clearance from cells. At the same time,
the two-step cascade also abolishes the structured CDK6 binding interface on p19INK4d, which disrupts
the inhibitory CDK6-p19INK4d complex, releases CDK6, and activates it to signal G1/S transition. Thus,
p19INK4d phosphorylation, unfolding, and degradation collectively act to ensure the directionality of
cell-cycle progression, probably one of the most important processes in eukaryotic biology. The beauty
of this mechanism, and the corresponding study, lies in the exquisite combination of NMR spectroscopy
and cell biology methods, which, I believe, serve as a paradigm for future investigations in these
directions. NMR experiments were performed with isolated, recombinant enzymes as well as in lysates
of cells arrested at different stages of the cell cycle and containing different sets of active, endogenous
kinases. Structure–function analyses combined with biochemical pull-down and protein detection
assays revealed the phosphorylation-triggered dissociation of the CDK6-p19INK4d complex, subsequent
ubiquitination, and cellular clearance of p19INK4d. All in all, a benchmark study of how biomolecular
NMR spectroscopy may be used in combination with complementary biochemistry techniques to
reveal novel modes of biological regulation. The overall paucity of PTM-induced folding and unfolding
examples may have two reasons: Either they are rare, or we have not used adequate tools to uncover
them on a broader scale. I am convinced of the latter and believe that NMR spectroscopy can serve as
a key discovery technique in these investigations.

6. Physiological Protein Dynamics and Quinary Structure

Finally, I want to touch upon a subject that I feel is underrepresented in NMR studies aimed
at resolving physiological protein behaviors. On the one hand, NMR is uniquely capable of
providing quantitative information about protein dynamics over time scales spanning several orders
of magnitude, from pico-seconds (10−12 s) to hours (~104 s) [177–179]. On the other hand, most
NMR relaxation measurements are performed on isolated, dilute samples that bear little resemblance
to the cellular environments where proteins function [180]. As a result, we gathered a wealth of
information about protein dynamics in artificial in vitro settings without understanding how they
are manifested in vivo. I believe that this has led to several misconceptions about relevant time
scales of protein motions in cells [37]. I agree that comprehensive NMR relaxation studies under true
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in-cell conditions are difficult to perform. I also acknowledge that in vitro settings that approximate
cellular environments often fail to recapitulate physiological protein behaviors [181]. One reason
for this shortcoming lies in the overwhelming complexity of the intracellular milieu, both in terms
of composition and organization. Accordingly, in cells, proteins experience highly diverse sets of
encounters and continuously engage in transient, low-affinity associations that may outnumber specific
binding events in abundance and frequency. These interactions are often protein and cell type-specific
and appear to have been evolutionarily optimized across entire proteomes [182,183]. Despite the
randomness of these short-lived encounters, their configurations, orientations, and binding surfaces
tend to deviate from stochastic behaviors. Specifically, properties such as charge distributions and local
hydrophobicity steer association characteristics that are not uniform across protein surfaces [184]. As a
result, some areas display higher propensities for unspecific binding events, or, more accurately, they
mediate interactions of extended residence lifetimes. With respect to protein dynamics, this results
in non-uniform attenuations that cannot be recapitulated with single crowding or viscosity agents.
The nature of these effects in cells, both specific and unspecific, and their combined influence on
protein structure and dynamics is summarized in the term “quinary protein structure”—in extension
to the classical definition of primary, secondary, tertiary, and quaternary protein structures. While
quinary protein structure may be considered a modern concept, it was first coined in the 1980s without
much traction for the remainder of the century because tools to assess quinary structure in cells did not
exist [185–187]. Modern in situ methods including in-cell Förster resonance energy transfer (FRET) and
NMR spectroscopy helped to change this notion, and contributed to a formidable revival of the term,
with several studies emphasizing its rediscovered biological importance [102,183,188–195]. One general
conclusion from these investigations is that intracellular environments and respective quinary structure
interactions can have opposite effects and may act stabilizing or destabilizing in a protein-specific
manner [196]. Another observation that we and others made is that partially structured motifs and
regions of residual structure, synonymous with protein interaction sites, are usually more prone to
exhibit quinary structure effects than biologically inert parts of proteins, as expected for functional but
uncomplemented electrostatic and hydrophobic surfaces [197]. In turn, quinary interactions at these
sites attenuate NMR relaxation properties and respective signal qualities to greater extents than cellular
viscosity and crowding alone. Such effects serve as useful indicators for regions of biological interest
and their identification may aid the discovery of new interaction hotspots even when the types and
identities of interacting ligands are not known. Given the great predictive value of this information, I
propose to launch a concerted Quinary Structure Assessment (QSA) initiative to annotate the impact
of intracellular environments on protein structures and dynamics. To do so, I invite interested NMR
groups to record 2D 1H-15N NMR spectra of their favorite proteins in a standard buffer and in easily
accessible cell lysates prepared from bacteria (E. coli) [198] and a mammalian cell line such as HeLa
(H. sapiens) [98]. By acquiring reference and lysate NMR spectra with identical spectrometer settings,
they will be able to extract information about site-selective line broadening. Even when resonance
assignments are not available, such comparisons will provide qualitative and quantitative information
about altered relaxation properties due to quinary structure interactions. Sharing these results with
dedicated in-cell NMR laboratories such as ours will allow us to formulate multi-component mixtures
containing metabolites, RNA, DNA, proteins, and lipids, in order to reproduce the observed cellular
effects under stable in vitro conditions. Stock solutions of these mixtures may then be distributed
amongst the biomolecular NMR community to collectively probe quinary structure interactions in
other protein samples, which will reveal fundamental insights into core aspects of cellular biology
and biophysics. As an added value, they will provide general feasibility assessments for in-cell NMR
approaches with individual target proteins (see recommendations for pilot in-cell experiments above).

7. Conclusions

In summary, I have presented a collective outlook towards the implementation of biomolecular
NMR methods to investigate basic biological processes under experimental conditions that
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(a) approximate native cellular settings, (b) exploit endogenous machineries such as enzymes,
and (c) follow their activities in a time-resolved and quantitative fashion. Specifically, I outlined the use
of solution NMR spectroscopy to study post-translational protein modifications (PTMs) and their effects
on protein structure and dynamics, and to perform time-resolved NMR analyses of enzyme-substrate
reactions to determine modification rates, processing mechanisms, as well as PTM hierarchies and
cross-talks. Furthermore, I introduced quinary structure interactions and how they affect in-cell
protein dynamics. Importantly, most of the methodological aspects discussed in this review concern
NMR experiments performed outside of cells, with standard protein samples, spectrometer setups,
and settings. As I hope to have conveyed to the reader, I firmly believe that these NMR applications
offer exciting new research directions beyond classical structure determination routines. In this day
and age, we, the biomolecular NMR community, are well advised to explore these non-conventional
paths with vigor, rigor, and timely urgency.
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Abstract: To date, in-cell NMR has elucidated various aspects of protein behaviour by associating
structures in physiological conditions. Meanwhile, current studies of this method mostly have
deduced protein states in cells exclusively based on ‘indirect’ structural information from peak
patterns and chemical shift changes but not ‘direct’ data explicitly including interatomic distances
and angles. To fully understand the functions and physical properties of proteins inside cells, it is
indispensable to obtain explicit structural data or determine three-dimensional (3D) structures of
proteins in cells. Whilst the short lifetime of cells in a sample tube, low sample concentrations,
and massive background signals make it difficult to observe NMR signals from proteins inside
cells, several methodological advances help to overcome the problems. Paramagnetic effects have
an outstanding potential for in-cell structural analysis. The combination of a limited amount of
experimental in-cell data with software for ab initio protein structure prediction opens an avenue to
visualise 3D protein structures inside cells. Conventional nuclear Overhauser effect spectroscopy
(NOESY)-based structure determination is advantageous to elucidate the conformations of side-chain
atoms of proteins as well as global structures. In this article, we review current progress for the
structure analysis of proteins in living systems and discuss the feasibility of its future works.

Keywords: protein structure determination 1; non-uniform sampling 2; spectrum reconstruction 3;
structural calculation 4; paramagnetic effects

1. Introduction

More than 15 years have passed since Dötsch and coworkers demonstrated the first NMR spectrum
of a small protein (NmerA) in living Escherichia coli cells in 2001 [1]. In-cell NMR has extended from
prokaryotic to eukaryotic cells and has become the only tool to investigate protein behaviour inside cells
at atomic resolution [2–4]. It has an established status as one of the biological applications of solution or
solid-state NMR. So far, the method has uncovered various remarkable aspects of protein behaviour in
cells or molecular crowding environments [5,6]. In intracellular or molecular crowding environments,
several effects, which are generally ignored in diluted solution, such as the excluded-volume effect
and nonspecific interactions, dictate protein stability and conformation. It has been proposed that
the excluded-volume effect promotes compact forms of proteins [7], and that nonspecific interactions
with other molecules inside cells invoke opposite effects [8,9]. Among numerous findings in the
complex crowding environments, it is particularly interesting that the living cell environment notably
decreases the folding stability of proteins. In-cell NMR H/D exchange experiments of human ubiquitin
with three alanine mutations (L8A, I44A and V70A; referred to as ubiquitin 3A) revealed that the
exchange rate of backbone amide hydrogens with solvent water was 15–20 times faster in HeLa cells
than in diluted solution, demonstrating that the protein fold of ubiquitin 3A was destabilised in HeLa
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cells [10]. In-cell NMR studies using peculiar proteins, which were in equilibrium between a folded
and unfolded conformation in diluted solution, showed that their folded states were destabilised
inside mammalian and bacterial cells and the equilibrium was shifted towards the unfolded state in
the cells [11,12]. Danielsson et al. [11] studied the thermodynamics of the I35A mutant of SOD1barrel

(superoxide dismutase 1) in mammalian (A2780) and bacterial cells, and Smith et al. [12] performed 19F
NMR measurements for the 7-kDa globular N-terminal Src homology 3 (SH3) domain of the Drosophila
signal transduction protein drk (downstream of receptor kinase) in E. coli cells. Although these are
fairly different samples and experimental conditions, both suggested that destabilised proteins in vitro
become more unstable in prokaryotic and eukaryotic cells. Moreover, intrinsically disordered proteins
(IDPs) in disordered states in vitro persisted in disordered conditions even in the crowded cellular
environment [13,14]. These results suggest that many destabilised proteins are promoted to more
unstable states in intracellular environments.

While in-cell NMR is the principal tool to elucidate a protein’s natural behaviour in physiological
conditions, the lack of structural information for the proteins in cells makes it difficult to fully
understand the mechanisms of protein stability and details of conformational differences to those in
diluted solution. In-cell NMR studies based only on chemical shift changes and peak intensities are
limited to provide rough descriptions of proteins in cells based on prior knowledge. Thus, the next
interest is to obtain ‘direct’ structural information for understanding how the 3D structures or dynamics
of biomolecules are existing in living environments, and how they differ from the state in dilute in vitro
solution. Despite the remarkable feature of NMR which permits to access conformational information
from individual atoms of biomacromolecules and to determine their 3D conformations, 3D protein
structure determinations in cells are still very few. This is due to the fact that it is still not straightforward
to collect sufficient interatomic distance and angle information from in-cell NMR data because of the
low signal-to-noise (S/N) ratio and an enormous number of background signals. The background
signals are crucial issues particularly when using the system of intrinsic overexpression of proteins in
cells [15,16], or observing 13C resonance spectra so that they contain many noise peaks derived from
the natural abundance of 13C sources in cells. Despite these difficulties, several in-cell NMR studies
tackled the problems and current progress allows elucidating structural details of proteins inside
cells. In this article, we introduce several studies which have yielded direct structural information for
biomolecules in living cells, and further determined accurate 3D structures based on measurements of
3D NOESY and triple-resonance NMR spectra. Finally, we discuss the current challenges which must
be solved in the next years and feature perspectives for protein structure determination by in-cell NMR.

2. Paramagnetic NMR

Conventional NMR protein structure determinations usually utilise interatomic distance
information derived from nuclear Overhauser effects (NOEs) [17]. However, because of abundant
background signals, the short lifetime of cells in an NMR sample tube, and low concentrations of
the proteins of interest, it is not trivial to record 3D NOESY-type spectra and to collect a sufficient
quantity of NOE-derived distance restraints. Whilst recent progress described in the next section can
overcome these problems, paramagnetic effects, such as paramagnetic relaxation enhancements (PRE),
pseudocontact shifts (PCS), and residual dipolar couplings (RDC), provide alternative or complementary
structural data to the NOE-derived distances [18–20]. They are particularly useful for unstable samples,
such as living cells in an NMR sample tube, because structural information can be collected even from
2D 1H–15N or 1H–13C correlation spectra, while the NOESY-type experiments require 3D measurements
to reduce overlaps among signals of the target protein or with background from cells. It should be
noted that the PRE and PCS effects provide long-range structure information from a metal centre for
distances up to about 40 Å [18], and RDC provides information on the orientation of bonds for scalar
coupled spins relative to the static magnetic field. A drawback for observing the paramagnetic effects
is the need to incorporate lanthanide-binding tags (LBTs) to the proteins unless they have a strong
natural affinity for paramagnetic lanthanide ions. Either the metal-binding proteins or LBTs must
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have sufficiently strong affinities to lanthanide ions possessing cytotoxicity. As general issues for the
observation of PCS, including in vitro experiments, the LBTs also require a stable, covalent linker to the
protein, which should be short to limit their flexibility so as to achieve accurate structural information.
The tags should maintain only one stereoisomer and minimise the structural distortions of proteins by
introducing them. For in-cell NMR experiments, disulphide bonds, which are often used in chemical
modifications to proteins, cannot be adopted because of the intracellular reducing environment.
The same is true for the conjugating nitroxide radicals with disulphide bonds that are commonly used
for obtaining PREs in vitro. Recently, several new LBTs have been developed for the acquisition of PRE,
PCS, and RDC data inside cells [21–25] (Table 1). An approach to suppress the mobility of LBTs is to
employ steric bulk chelators with a relatively short linker. Häussinger et al. proposed a stable LBT
yielding very large PCSs (beyond 5 ppm), referred to as DOTA-M8 SPy, which is mainly composed
of a DOTA (tetraxetan; 1,4,7,10-tetraazacyclododecane-1,4,7,10-tetraacetic acid) framework and eight
methyl groups [26]. The eight methyl groups result in both hydrophilic and hydrophobic faces of the
LBT. This allows, in addition to the covalent linker, for a secondary, noncovalent attachment to proteins
due to hydrophobic interactions. The low mobility of this LBT due to the steric overcrowding and
hydrophobic interactions to proteins yielded large PCSs as well as an extremely high affinity of the
DOTA framework to lanthanides with a binding constant of the order of 10−25 to 10−27 M. Hikone et al.
improved DOTA-M8 SPy for obtaining structural information from in-cell NMR by altering the fragile
disulfide linkage of the original DOTA-M8 SPy into a carbamidemethyl (CAM) group that is stable in
reducing intracellular environments (henceforth referred as DOTA-M8-CAM-I) [24]. DOTA-M8-CAM-I
was attached to ubiquitin 3A with two different cysteine mutations (K6C and S57C). Incorporating the
[Dy3+(DOTA-M8-CAM-I)]-tagged ubiquitin mutants into HeLa cells, this permitted observation of
relatively large PCSs in order to obtain structural information for a protein in human cultured cells.
In the meantime, Müntener et al. investigated the reactivity and stability of several LBTs possessing a
DOTA-M7Py framework with a linker comprising a thioether bond that is irreversible under reducing
conditions including intracellular environments [22,25]. Among them, M7PyThiazole-SO2Me-DOTA
showed high stability, reactivity, and strong PCSs and RDCs. It efficiently reacted to more than 99%
within 5 min at pH 7.0 and 295 K with a small peptide (Leu-Cys-Asp), which was the identical sequence
as the tagging site of ubiquitin 3A S57C. It also tagged ubiquitin 3A S57C to an extent >95% and did
not hydrolyse at pH 7.0 and room temperature. It yielded large PCSs and RDCs (up to 10 ppm and
32 Hz) with Dy2+ when conjugated with ubiquitin 3A S57C and K48C, and human carbonic anhydrase
II (hCA-II) S166C/C206S. This high performance was attributed to the rigidity of the linker consisting
of a sulphide bond between the pyridine thiazole ring and a cysteine residue that is probably due to
steric clashes of the tag with the protein. Although in-cell NMR using this LBT has not been reported
yet, these new stable tags for reducing environments inside cells are good candidates for obtaining
accurate structural information in future in-cell NMR studies.

While in principle PCS is one of the only few sources of reliable experimental data containing
direct structural information of proteins for in-cell NMR, it is still difficult to determine de novo protein
structures exclusively from PCS data. Comprehensive reviews of the theory and applications of PCS
in vitro can be found in articles by Bertini, Otting, and Meiler et al. [19,30,31]. The PCS ΔδPCS is related
to the structure and the magnetic susceptibility tensor by

ΔδPCS =
1

12πr3

[
Δχax

(
3 cos2 θ− 1

)
+

3
2

Δχrh sin2 θ cos 2φ
]

(1)

where r is the distance between the lanthanide ion and the atom for which the PCS is observed,
θ and φ are polar coordinates of the atom with respect to the magnetic susceptibility tensor Δχ of the
lanthanide, and Δχax and Δχrh are the axial and rhombic components of Δχ, respectively. It contains
not only distances between a metal centre and individual atoms, but also a priori unknown magnetic
susceptibility tensor parameters, as well as ambiguity due to the flexibility of the LBTs and experimental
errors [32,33]. The determination of the tensor components without prior 3D structure information
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is not straightforward compared to the data analysis for NOEs and PREs. Also, large chemical shift
differences between diamagnetic and paramagnetic data can make it difficult to achieve resonance
assignments. The signals weakened by the paramagnetic relaxation enhancement effect and massive
background signals hinder the analysis of these data as well. Hence, the shifted signals are generally
assigned by substituting several lanthanide ions with different magnetic susceptibilities so as to
gradually alter the magnitude of the shifts and depicting their trajectories in the spectra. Moreover,
it is necessary to collect PCS data from several different paramagnetic centres, or mutation sites,
in order to obtain sufficient structural information for most of the protein. Considering that in-cell
NMR experiments require a substantial amount of protein samples and cells, it is demanding to
perform sufficient PCS experiments for the resonance assignment and data collection required for a
structure determination.

Table 1. Lanthanide-binding tags (LBTs) proposed for inducing paramagnetic effects in living cells.

Name Chemical Structure 1 Reported
Paramagnetic Effects

Linker Reference
Commercially

Available [CAS] 2

DOTA-M8-CAM-I PCS N-propylene-acetamide [24] no

4PhSO2-PyMTA PCS/PRE pyridine [23,27] yes

DOTA-maleimide PRE N-ethylene-maleimide [28] yes [1006711-09-5]

DOTA-M7Py PCS pyridine [22] no

DO2A solvent PRE — [29] yes [112193-75-6]

M7PyThiazole-SO2Me-DOTA PCS/RDC pyridine thiazole [25] no

1 M denotes lanthanoid ions, 2 Chemical Abstracts Service (CAS) registry number, if available.

Thus, two distinct groups, Müntener et al. [22] and Pan et al. [23], employed an empirical approach
for protein structure determination using PCS- or GPS-ROSETTA, which relies on the ROSETTA
software that was originally developed for ab initio protein structure prediction from amino acid
sequences [34,35]. At nearly the same time, the two groups performed structure determinations of
Streptococcus protein G B1 domain (57 a.a., 7 kDa; henceforth referred to as GB1) by in-cell NMR using
Xenopus laevis oocytes.

Müntener et al. [22] utilized DOTA-M7Py which maintains several remarkable features: (1)
strong affinity (Kd < 10−25 M) toward lanthanides due to the DOTA framework, (2) exclusively the
square antiprismatic Λ(δδδδ) stereo-configuration for the 4S,3R-Lu derivative, (3) a short linker with
a nonreducible thioether bond, and (4) both hydrophilic and hydrophobic properties for reducing
mobility in a similar manner as DOTA-M8 SPy. The measurements of in-cell PCSs and RDCs using
this tag were achieved by microinjection into Xenopus oocytes for an intracellular concentration
of GB1 of about 50 μM. The PCSs of 1H and 15N, and 1H–15N RDCs were respectively collected
for Tm3+ and Tb3+ at three Cys-mutation sites. Because ROSETTA has the ability to predict 3D
protein structures from sequences, the authors tested the prediction performance of GPS-ROSETTA
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under three input conditions: no experimental data, only PCS, and PCS and RDC. Their results
demonstrated that GPS-ROSETTA using the PCS and RDC data provided accurate global structures
of GB1 in Xenopus oocytes with a Cα RMSD of 0.64 Å to the crystal structure (Protein Data Bank;
PDB code: 2QMT), which was not possible by structure prediction with ROSETTA from the sequence
alone. They concluded that this approach was sufficiently accurate to determine well-defined protein
structures, and the overall structural features of GB1 in Xenopus oocytes were similar to those observed
in vitro.

Pan et al. [23] performed the 3D structure determination with PCS in Xenopus oocytes using
GPS-ROSETTA, by a similar approach as described above except that the LBT 4PhSO2-PyMTA [27] was
used. Features of the commercially available 4PhSO2-PyMTA are that it has a short and stable thioether
bond in the linker to the protein, and a simple chemical structure compared to the compounds with the
DOTA-framework. Using PCSs at two Cys-mutation sites with Tb3+, Tm3+, and Yb3+, they performed
the modelling of the GB1 structures in cells by GPS-ROSETTA. The structure by ROSETTA with the
PCS data has a Cα RMSD of 1.0 Å from the crystal structure (PDB code: 2QMT) and the 25 lowest
energy structures were a well-converged with less than a Cα RMSD of 0.15 Å from the lowest energy
one. The method presented sufficiently accurate structures of GB1 which remained unchanged in
the cellular environment despite the notable structural variations for residues 8–12 in a loop. Hence,
these results demonstrated by the two groups suggest that the combination approach of in-cell data
with software for ab initio protein structure prediction, such as ROSEETA, would be a powerful tool to
visualise 3D protein structures inside cells.

Compared to the difficulty for the collection and analysis of PCS data of in-cell NMR, the acquisition
of structural information from PRE may be advantageous from some perspectives [19,36]: (1) several
chemically stable tags under reducing environment are commercially available, (2) the calibration of
interatomic distance from PRE data is simpler due to its isotropic effect, and (3) PREs are relatively
tolerant against tag flexibility compared to PCS [19,36]. In the case of a hydrogen atom, the intensity
ratio of a particular proton in paramagnetic/diamagnetic spectra, Ipara/Idia, is approximated from the
transverse relaxation rates of a diamagnetic and paramagnetic spin, R2 and Rsp

2 , respectively [37]:

Ipara

Idia
=

R2 exp
(
−Rsp

2 t
)

R2 + Rsp
2

(2)

where t is the total INEPT (insensitive nuclei enhanced by polarization transfer) evolution time in
the case of a heteronuclear single quantum coherence (HSQC) spectrum. The paramagnetically
enhanced transverse relaxation rate Rsp

2 is converted into a distance from the metal centre by use of the
following equation:

Rsp
2 =

K
r6

⎛⎜⎜⎜⎜⎝4τc +
4τc

1 +ω2
hτ

2
c

⎞⎟⎟⎟⎟⎠ (3)

where the constant K is 1.23 × 10−32 cm6 s−2, r is the distance between a lanthanide ion and a hydrogen
atom, τc is the correlation time for the lanthanide, and ωh is the Larmor frequency of the proton.
Although R2 and τc have to be estimated from additional relaxation experiments to be precise, in-cell
NMR studies usually employ approximated values obtained from the line width at half-height of
peaks for simplicity. This approximation makes it easy to convert PRE data into distance restraints
albeit it sacrifices some of their accuracy. It is also advantageous that some tags for PRE measurements
in cells are commercially available. Theillet et al. [28] attached a DOTA-maleimide tag with a Gd3+

ion to a single cysteine of a representative IDP, α-synuclein, and observed PREs in human cultured
cells [28]. The incorporation of LBTs into proteins via maleimide coupling is chemically stable in
reducing environments. In the article, the authors showed that the α-synuclein conformation in cells is
similarly compact as in vitro and that the character of intrinsic disorder is sustainable inside cells.
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3. De Novo in-Cell Protein Structure Determination

3.1. De novo Structure Determination in Prokaryotic Cells

As described above, in-cell NMR has made it possible to obtain structural information in order to
infer partial conformations of proteins in cells with prior knowledge. Meanwhile, it is also indispensable
for the analysis of protein behaviour in cells to accomplish complete structure determinations including
side-chain atoms. For instance, side-chain conformations are thought to be predominantly affected
by the intracellular environment, which allows to understand the functions of proteins and extend
the method to other applications such as structure-based drug discovery. It remains necessary to
achieve de novo 3D protein structure determination in living cells using NOE-derived distance restraints
between side-chains. However, as already mentioned, there are several obstacles to collect a sufficient
number of distance restraints from NOESY-type spectra in intracellular environments, e.g., the low
concentration of target molecules in cells, the short lifetime of cells, severe background signals from
other components of the cells, etc. To date, NMR observations of isotopically labelled-proteins inside
cells have been achieved principally by two approaches: intrinsic overexpression of proteins in
cells [1,16,38,39] and incorporation of stable isotope-labelled molecules by importing them through the
cellular membrane [10,28,40]. The system of intrinsic protein overexpression has advantages in terms of
the protein concentration in cells and practical experimental simplicity. For instance, the concentration
of the T. thermophilus HB8 TTHA1718 gene product (66 a.a., 7 kDa) could reach up to 3–4 mM in E. coli
cells [15]. It also allows regulation of the protein concentration by altering the delay time after induction
and the incubation temperature to some extent [41]. In addition, the method can easily repeat in-cell
NMR measurements owing to the omission of protein purification steps. Although the background
signals derived from cells are a critical issue in this approach, the desirable features permitted to
measure 13C-separated, 15N-separated NOESYs, and 3D triple-resonance spectra for backbone and
side-chain resonance assignments. Indeed, protein structure determinations by in-cell NMR currently
reported have been achieved exclusively by the system of intrinsic protein overexpression. The
first de novo protein structure determination by in-cell NMR utilised an overexpression system in E.
coli [41]. The short lifetime of cells in an NMR sample tube was a challenge for the measurement of
NOESY spectra, because E. coli cells died or started to release target proteins within approximately 6 h,
while it generally takes a couple of days to record 3D NMR spectra with high S/N ratio and resolution.
Among the many approaches to address this issue, the most robust and straightforward method is
to utilise nonuniform sampling (NUS) in combination with spectral reconstruction by non-Fourier
transform methods [42]. The sparse sampling by NUS allows to cover the entire original experimental
data matrix ensuring sufficient peak intensity within the cell lifetime. In the first in-cell structure
determination, the NUS data was reconstructed by interpolating the missing points with a maximum
entropy (MaxEnt) approach [43,44]. This enabled the assignment of the backbone and a majority of the
side-chain atoms, as well as collecting a sufficient number of NOE distance restraints for the protein
TTHA1718. The resulting structure was well-defined with a backbone root-mean-square deviation
(RMSD) below 1.0 Å and is similar to the in vitro structure with a backbone RMSD between the two
structures of 1.2 Å. Slight structural differences were observed in the putative heavy metal binding
loop where chemical shift differences between in-cell and in vitro reflected possible metal binding.
The authors discussed that the interactions with metal ions in the E. coli cytosol or the effects of viscosity
and intracellular molecular crowding might affect the conformation of this region.

Later on, the same group improved the procedure for the de novo in-cell protein structure
determination with three methodological advances composed of improved NMR data processing
of NUS data, automated chemical shift assignment, and robust structure calculation with Bayesian
inference [45]. The new procedure permitted 3D protein structure determinations with much lower
intracellular protein concentrations and even without indirect restraints such as hydrogen bond
information. The structure of the protein GB1 in living E. coli cells was determined at an order of
magnitude lower concentration (approximately 250 μM) in the NMR tubes than in the original report for
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TTHA1718 (3–4 mM). This is comparable to a physiologically natural environment, where the maximal
natural concentration of a protein in normal cells is a few dozen to hundreds of μM [46,47]. The NMR
data processing for the indirect dimensions of 3D NMR spectra employed the Quantitative Maximum
Entropy (QME) method [16] instead of the conventional 2D MaxEnt implemented in the program
Azara [48] that had been used for the previous structure determination. Chemical shifts of in-cell GB1
were assigned by combining conventional manual analysis with an automated assignment procedure
using the FLYA (fully automated assignment) algorithm [49]. A remarkable feature of FLYA is that it
enables resonance assignments exclusively from NOESY-type NMR spectra [50–52]. Using NOESY
spectra was crucial for obtaining side-chain assignments because faster transverse relaxation of in-cell
samples hinders the collection of a sufficient number of signals from through-bond spectra, e.g.,
H(CCCO)NH, for side-chain resonance assignments. NOESY spectra, on the other hand, contained a
considerable number of signals from the side-chains. Structure calculations were performed employing
the program CYANA (combined assignment and dynamics algorithm for NMR applications) with the
CYBAY (CYANA Bayesian inference) module [53], which was able to extract a maximum of structural
information from the limited and ambiguous experimental NOESY data collected in living cells. The
GB1 structure ensemble of 1900 conformers calculated by CYBAY is well defined with an average
backbone RMSD of 0.43 Å to the mean coordinates (Figure 1). The backbone RMSD between its mean
structure and the in vitro structure was 1.18 Å. A loop and the end of a β-strand (residues 11–14)
showed low RMSDs to the in vitro structure for the Cα atoms but higher RMSDs of more than 2.0 Å
for the side-chains. These residues coincided well with a region of slightly higher chemical shift
differences between the in-cell and in vitro samples (residues 10–13). The authors discussed that the
structural changes of the side-chains might be due to molecular crowding effects or the intracellular
environment, in which the interactions with other negatively charged molecules might result in the
structural changes of side-chains. The improved method yielded in-cell TTHA1718 structures that
were much better defined than before owing to the additional distance restraints identified by the FLYA
analysis of the quantitative maximum entropy (QME)-processed NOESY spectra and the improved
distance accuracy by Bayesian inference (Figure 1). The study also confirmed that structural differences
were located in three dynamics loop regions (residue 9–12, 26–29 and 44–50) of TTHA1718, which may
be affected by the viscosity and macromolecular crowding in the cytosol.

Figure 1. Protein structures determined by in-cell NMR. GB1 (a; PDB code: 2N9L) and TTHA1718
(b) structures in E. coli cells. GB1 (c; 5Z4B), TTHA1718 (d; 6K1V), and ubiquitin 3A mutant (e; 6K1U)
structures in sf9 cells. For all structures, the left panels show the backbones of the structure ensemble
in cells (blue) and in diluted solution (red). The right panels show the best conformer in cells with
side-chains (grey) and NOE distance restraints (green).
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3.2. De novo Structure Determination in Eukaryotic Cells

Until very recently, in-cell de novo structure determinations were performed exclusively in E. coli
cells, presumably because the achievable target protein concentration in eukaryotic cells was too low
to obtain a sufficient number of NOE-derived distance restraints. In 2019, Tanaka et al. showed the
first de novo protein structure determinations in living eukaryotic cells using a sf9 cell/baculovirus
system, which are based exclusively on information from 3D heteronuclear multidimensional NMR
spectra [54]. As model systems, three small- and two medium-sized proteins were chosen: GB1,
TTHA1718, ubiquitin 3A, rat calmodulin (148 a.a., 17 kDa), and C-terminally truncated human HRas
(residues 1–171, 19 kDa). The concentration of GB1 protein in the sf9 samples was estimated as
50 ± 12 μM, which is nearly the maximum protein concentration in intracellular environments, but too
low to determine 3D structures by the previous methods. Thus, the authors applied the bioreactor
system supplying fresh medium into the NMR tube continuously during the measurements [55–57]
to prolong the lifetime of the cells, and hence the NMR measurement time, to at least 24 h with over
90% cell viability. The bioreactor system also removed extracellular proteins released from the cells,
ensuring that the in-cell NMR spectra were obtained only from protein inside sf9 cells. All 3D NMR
data were sparsely measured by a sampling scheme with a sinusoidal-weighted Poisson distribution,
so-called Poisson-gap sampling [58], in order to minimally suppress missing information from large
gaps between data points and biased distributions. Subsequently, data were reconstructed by QME.
The measurement and processing scheme with the bioreactor, sparse sampling, and QME reconstruction
improved significantly the sensitivity of the in-cell spectra. The quality of these spectra allowed to
collect NOE-derived distance restraints sufficient for determining high-resolution 3D structures.

For GB1 in sf9 cells, 3D triple-resonance NMR spectra could be measured with high quality for
backbone and side-chain resonance assignments, and unambiguous assignments were achieved for
approximately 98% of the backbone resonances of GB1 in sf9 cells. The Bayesian inference-assisted
structure refinement well defined ensemble structures of GB1 with an average backbone RMSD of
0.51 Å to the mean coordinates (Figure 1). The backbone RMSD between the mean structures in sf9 cells
and in diluted solution was 1.61 Å, except for a region composed of a loop and an α-helix (residues
22–26, 28) that shows higher RMSD values around 1.5 Å. These residues coincided well with a region
exhibiting chemical shift differences between the in-cell and diluted solution samples (residues 20–24,
27). The relative position of the α-helix in-sf9 structures was tilted away from the β-sheet. The authors
concluded that the changes in chemical shift and 3D structure for this region, which interacts through a
hydrophobic patch on the protein surface with other molecules nonspecifically, were presumably due
to the effects caused by the intracellular environment. A structural difference compared to the structure
in diluted solution was also observed in a similar region of the GB1 structure in E. coli cells (residues
20–24) [45], and a molecular dynamics study simulating crowded environments [59] suggested that
the intracellular environment perturbed the conformation of the region similarly in E. coli and sf9
cells. It is interesting to note that the method achieved the observation of minor structural differences
even from in-cell NMR spectra with low S/N ratio. However, GB1 is currently the only protein whose
structure has been very accurately determined in living eukaryotic cells. Verifications of this finding
for other proteins may be needed. In order to elucidate structural differences more quantitatively, it is
also essential to validate the in-cell structures in various ways, such as by measuring paramagnetic
effects and observing structural dynamics in cells with NMR relaxation experiments.

Structure determinations of Ub3A and TTHA1718 were also performed with distance restraints
obtained from 3D NOESY spectra in sf9 cells. The chemical shift assignments for these proteins were
transferred from the data in diluted solution based on the knowledge that chemical shift differences for
these proteins were small between sf9 cells and diluted solution. The resulting structure ensemble of
Ub3A was well-defined with an average backbone RMSD of 0.39 Å to the mean coordinates, and 1.31 Å
to that in diluted solution (Figure 1). The structure ensemble of TTHA1718 presented an average
backbone RMSD of 0.88 and 2.60 Å to the mean coordinates and to that in diluted solution, respectively.
The relatively large RMSDs of TTHA1718 were attributed to the putative metal-binding loop region of
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residues 9–18, for which only few NOE distance restraints were collected, presumably due to exchange
processes related to the binding of various metal ions. Excluding this region, the backbone RMSD to
the structure in diluted solution was 1.27 Å.

For calmodulin and HRas in sf9, samples were prepared with methyl- and aromatic-selective
1H/13C- labelling to reduce signal overlap. In both cases, well-resolved 3D 13C-separated NOESY
spectra were acquired, indicating that this method is effective for obtaining NOE-derived structural
information of proteins with molecular weight over 15 kDa in eukaryotic cells. Comparison of in-cell
NMR spectra of calmodulin with those in diluted solution suggested that calmodulin in sf9 cells
maintains a conformational state similar to the Mg2+-bound form in diluted solution. This data indicates
that the bioreactor system successfully kept sf9 cells healthy and suppressed the stress-induced increase
of the intracellular Ca2+ concentration, which has been reported in a previous in-cell NMR study using
HeLa cells [60]. Spectra of HRas expressed in sf9 cells were similar to those in the ‘inactive’ guanosine
diphosphate (GDP)-bound state, suggesting that the C-terminally truncated human HRas cannot be
activated to the guanosine triphosphate (GTP)-bound form at the cell membrane, while GTP molecules
bound to HRas during protein synthesis in sf9 will be hydrolysed by its intrinsic GTPase activity
during the incubation period. Finally, the authors concluded that backbone and side-chain resonance
assignments and 3D structures of proteins of less than 10 kDa size can be determined exclusively
from NOE-derived distance restraints acquired in living sf9 cells. For medium-sized proteins, such as
calmodulin and HRas, it is possible to obtain high-resolution structural information from in-cell NOESY
experiments in combination with selective 1H/13C-labelling.

4. Conclusions and Outlook

In this article, we focused on in-cell NMR studies that yielded direct structural information or
determined protein 3D structures in living systems. The experimental and computational techniques
outlined in this article provide insight into the 3D structural information for a variety of biological
functions in living systems. The paramagnetic effects, such as PRE, PCS, and RDC, provide highly
promising data, while NOE-based structure determination is crucial to delineate detailed protein
conformations including side-chain atoms. Despite the high interest in studying protein conformations
with atomic resolution in cells, to the best of our knowledge, these studies are still very few and
limited to a small number of proteins. It might imply that these are delicate methods that are
too demanding and laborious for routine applications to many proteins and associated functional
studies. However, incorporating the current progress described here, we expect 3D structure analysis
by in-cell NMR to play a significant future role in elucidating functionally relevant structure and
dynamics at atomic resolution in living cells. Moreover, stereospecific isotope labelling [61,62]
and segmental labelling techniques [63–67] would be valuable for future applications of in-cell
NMR. State-of-the-art computational methods in automatic resonance assignment using a limited
number of spectra [51,52], protein 3D structure prediction [68], sparse modelling such as compressive
sensing [69–72], machine learning [73], and molecular dynamics simulation [74] will also contribute to
the advancement in this field. Over time, these methods will jointly help to elucidate the functions and
behaviour of biomolecules in living systems and find potential application in structure-based drug
screening and clinical therapy.
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Abstract: The intrinsically disordered protein, Tau, is abundant in neurons and contributes to the
regulation of the microtubule (MT) and actin network, while its intracellular abnormal aggregation is
closely associated with Alzheimer’s disease. Here, using in-cell Nuclear Magnetic Resonance (NMR)
spectroscopy, we investigated the conformations of two different isoforms of Tau, Tau40 and k19,
in mammalian cells. Combined with immunofluorescence imaging and western blot analyses, we
found that the isotope-enriched Tau, which was delivered into the cultured mammalian cells by
electroporation, is partially colocalized with MT and actin filaments (F-actin). We acquired the NMR
spectrum of Tau in human embryonic kidney 293 (HEK-293T) cells, and compared it with the NMR
spectra of Tau added with MT, F-actin, and a variety of crowding agents, respectively. We found
that the NMR spectrum of Tau in complex with MT best recapitulates the in-cell NMR spectrum of
Tau, suggesting that Tau predominantly binds to MT at its MT-binding repeats in HEK-293T cells.
Moreover, we found that disease-associated phosphorylation of Tau was immediately eliminated
once phosphorylated Tau was delivered into HEK-293T cells, implying a potential cellular protection
mechanism under stressful conditions. Collectively, the results of our study reveal that Tau utilizes
its MT-binding repeats to bind MT in mammalian cells and highlight the potential of using in-cell
NMR to study protein structures at the residue level in mammalian cells.

Keywords: in-cell NMR; Tau; MARK2 phosphorylation; mammalian cells

1. Introduction

The intracellular environment is highly crowded, viscous, and packed with different proteins,
nuclear acids, lipids, and other biomolecules. The structure and function of a certain protein is
defined by the interplay between the protein and its neighboring biomolecules in the intracellular
environment [1–4]. Therefore, it is of great importance to study the atomic structure and conformational
dynamics of proteins within living cells, especially for intrinsically disordered proteins that lack
well-folded 3D structures in the absence of binding partners [5–7]. However, conventional structural
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biology methods—including X-ray crystallography, solution NMR, and Cryogenic Electron Microscopy
(cryo-EM)—deal with proteins purified in vitro, either in an aqueous solution or in a crystal structure,
where the environment is highly simplified and fundamentally distinct from that inside the cell.
Notably, recently developed in-cell NMR spectroscopy has emerged as a powerful technique to
characterize the structures of proteins of interest within living cells at an atomic level [2,3,8–11]. To date,
in-cell NMR has been successfully developed to characterize the protein structure [12], dynamics [13],
and interactions [14,15] in bacteria. However, in contrast to eukaryotic cells, prokaryotic cells only
reveal limited biological activities and lack significant biological processes such as protein maturation
and post-translational modification, which can alter the structure and function of proteins. Thus, much
effort has been devoted to extending in-cell NMR studies in eukaryotic cells, where the most technically
challenging work is in introducing selective isotope-labeled proteins of interest in cells for NMR
detection. Microinjection into Xenopus laevis oocytes [16–18], endocytotic transportation mediated
by a cell-penetrating peptide [1,19], and diffusion through pore-forming toxins [20] have already
been developed to successfully deliver isotopically labeled proteins purified in vitro to eukaryotic
cells. Most recently, electroporation was shown to be as an effective and general approach to deliver
isotope-labeled proteins into different types of mammalian cells [6,21]. Therefore, advances in the
methodology of in-cell NMR pave the way toward investigating the structures and conformational
dynamics of different proteins in the intracellular environment.

Tau is a typical intrinsically disordered protein that is highly abundant in the central nervous
system [22,23]. It is capable of binding to a variety of proteins and other biomolecules including MT,
heparin, and lipid molecules [24–28]. The physiological function of Tau is involved in the regulation
and stabilization of the MT and actin network [29–31]. Tau contains multiple sites for post-translational
modifications (e.g., phosphorylation, acetylation, methylation, and ubiquitination) under different
cellular conditions for either the regulation of its normal function or in the pathogenesis of a disease [32].
For instance, hyperphosphorylation of Tau leads to the detachment of Tau from MT into the cytosol and
the formation of abnormal filamentous amyloid aggregates [33–35]. These filamentous aggregates are
the pathological hallmarks of a variety of neurodegenerative diseases including Alzheimer’s disease
(AD) [36], Pick’s disease [37], and progressive supranuclear palsy [38]. Human tau in the brain has six
isoforms that range from 352 to 441 amino acids in length [39]. The six isoforms differ in the number
of MT-binding repeats (three or four) and insertions in the N-terminal projection domain (zero, one, or
two). Cryo-EM studies have revealed that the MT-binding repeats are composed of an amyloid fibril
core of filamentous Tau aggregates isolated from patient brains [36,37]. In contrast to the intensive
investigation on the aggregated forms of Tau formed under pathogenic conditions, the structural
studies on the soluble form of Tau—especially the conformation of Tau in the intracellular environment,
and its relationship with its physiological function—are very limited.

In this study, we investigated the structures of two different isoforms of Tau, Tau40 and k19, in
mammalian cells using in-cell NMR spectroscopy. The isotopically labeled Tau proteins were efficiently
delivered into HEK-293T cells by electroporation. In combination with immunofluorescence imaging
and in vitro NMR titration experiments, we confirmed that Tau/k19 can bind to both MT and F-actin
in vitro, and they partially colocalize with MT and F-actin in the mammalian cells. The solution NMR
spectrum of k19 in complex with MT best recapitulates the in-cell NMR spectrum of k19, suggesting
that k19 predominantly binds to MT in the HEK-293T cells. Moreover, we found that microtubule
affinity-regulating kinase 2 (MARK2) phosphorylated k19 was immediately dephosphorylated once
being delivered into the HEK-293T cells. Our study reveals that Tau utilizes its MT-binding repeats
to bind MT in mammalian cells, and highlights the potential of using in-cell NMR to study protein
structure at the residue level in mammalian cells.
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2. Results

2.1. In-Cell NMR Study of Tau k19

We first sought to investigate the structure of the three MT-binding repeats of Tau–k19 in
mammalian cells using in-cell NMR, since k19 with 98 residues is much easier to study by NMR
compared to Tau40 with 441 residues. Moreover, k19 contains the major AD related phosphorylation
sites, and consists of the core sequence of filamentous Tau aggregates that is highly related to the
pathology of Tau to AD. 15N-labeled k19 was overexpressed and purified from Escherichia coli (E. coli),
and was then delivered into the HEK-293T cells by using a recently developed electroporation-based
protocol (Figure 1a). To ensure that k19 is effectively delivered into the cells, we optimized different
variables in the protocol. We optimized the concentration of k19 incubated with cells for electroporation
ranging from 50–500 μM. We also optimized the electroporation parameters including pulse voltage
(1200, 1300, or 1400 V), pulse width (10 or 20 milliseconds (ms)), and number of pulses (1 or 2). Finally,
with a pulse program of 1400 V, 20 milliseconds (ms) and 1 pulse, ~10% of the k19 could be delivered
into HEK-293T cells with an initial incubation concentration of 200 μM, as revealed by western blot
analysis (Figure 1b). The concentration of 15N-labeled k19 in cells was only slightly deceased seven
hours after electroporation (Figure 1b), indicating a long half-time of the protein in HEK-293T cells.
Immunofluorescence imaging experiments further confirmed that the 15N-labeled k19 was successfully
delivered into cells. Moreover, we found that k19 is mainly distributed in the cytoplasm, and it partially
colocalizes with both MT and F-actin (Figure 1c). This result indicates that k19 may interact with
different components in the cell, in contrast to another amyloid protein α-synuclein (α-syn), which has
been previously studied by in-cell NMR and was found to be evenly distributed in the cytosol but did
not exhibit specific interactions with other proteins [6].

To acquire a better quality and reproducible 2D NMR spectrum of the electroporated 15N-labeled
k19 in HEK-293T cells, we optimized the Bruker standard SOFAST-HMQC pulse [40,41] with the
delay time (D1) set to 0.29 s and the optimized 1H shape pulse. The 2D NMR spectrum was collected
with 80 scans and 1024 × 128 complex points for 1H (14 ppm) and 15N (24 ppm), respectively, which
resulted in a total of one hour for data collection. The 2D NMR spectra of k19 in HEK-293T cells
with 3 and 7 h recovery were collected and displayed (Figure 1d). Western blot analysis confirmed
that the collected NMR signals were mainly derived from the electroporated k19 in cells without
significant leaking of k19 into the culture medium (Figure 1b). The NMR spectrum of k19 in cells
shows similar patterns of crosspeaks to that of pure k19 in aqueous solution (Figure 1d). However, most
resonances exhibited varied signal broadening and attenuation, especially the crosspeaks of residues
306VQIVYK311 (PHF6) that were previously identified to be crucial for fibrous Tau aggregation [42],
exhibits significant broadening signals beyond detection (Figure 1e). This result suggests that k19
may interact with certain binding partners in cells, which is consistent with our imaging data that
k19 colocalizes with MT and F-actin. Of note, two additional crosspeaks appeared in the in-cell NMR
spectra; these two resonances exhibited enhanced signal intensities with the increasing recovery time
without chemical shift perturbations, which may have been caused by a post-translational modification
(e.g., phosphorylation, acetylation) on a particular residue of k19 in the HEK-293T cells.
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Figure 1. Characterization of the electroporated Tau k19 in mammalian cells. (a) Scheme of the
electroporation procedure to deliver isotope-labeled k19 into mammalian cells and the resulting
in-cell NMR sample. The orange and blue dotted circle stand for the cell and nucleus memberane of
mammalian cells, respectively. + and − represent the electrical property of the electrode; (b) Western
blot analysis of k19 electroporated into HEK-293T cells. Electroporated cells (EP) and untreated control
cells (C) were diluted 10 times to be loaded with the same volume of purified k19 with indicated
concentrations. S and P stand for the supernatant medium and cell pellet, respectively, of the in-cell
NMR sample after NMR data collection; (c) Immunofluorescence detection of delivered k19 in SH-SY5Y
cells after 7 h recovery. DAPI is used to stain nucleus. Scale bar, 7.5 μm; (d) Overlay of 2D in-cell
NMR spectra of k19 in HEK-293T cells with 3 (green) and 7 (blue) hours recovery and in buffer (grey),
respectively. The two additional crosspeaks in the in-cell NMR spectra are highlighted by the magenta
boxes; (e) Residue-specific relative intensity ratio (I/I0) of k19 in HEK-293T cells with 7 h recovery to
that of k19 in buffer. Domain organization of k19 is illustrated on the top of the graph.

2.2. In Vitro NMR Characterization of Tau k19 with Crowding Agents

We next asked whether the crowding effect in the intracellular environment contributes to the
specific pattern of signal broadening and attenuation of k19 observed in the in-cell NMR spectrum.
To mimic the intracellular crowding environment, we selected four different types of crowding agents
including bovine serum albumin (BSA, 200 g/L), Ficoll (200 g/L), lysozyme (10 g/L) and glycerol (20%:
v/v) and measured the HSQC spectra of purified 15N-labeled k19 in the presence of different agents,
respectively. We found that addition of BSA and glycerol resulted in the global signal broadening of
k19 (Figure 2a–c). On the contrary, addition with Ficoll and lysozyme caused significant enhancement
of signal intensities for certain residues of k19, such as those around the sequence Lys-(Ile/Cys)-Gly-Ser
(KXGS motif) of k19 (K257, S258, S262, T263, G323, S324, G326, and S352) and the subsequent sequence
of Pro-Gly-Gly-Gly (PGGG motif, G271G272G273, G333G334G335, and G365G366G367N368), and
moderate effects on the rest (Figure 2a,d,e). These results suggest that different crowding agents can
influence the HSQC signal intensities of k19 in distinct ways. Whereas, none of these four crowding
agents caused a similar intensity change profile as that of k19 in cells, indicating that the NMR spectrum
of intracellular k19 may not be mainly due to crowding in the intracellular environment.
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Figure 2. NMR characterization of k19 with crowding agents. (a) From left to right, overlay of
the 2D 1H-15N HSQC spectra of 50 μM k19 in the absence (grey) and presence of 200 g/L BSA
(red), 20% glycerol (blue), 200 g/L Ficoll (green), and 10 g/L lysozyme (magenta), respectively;
(b–e) Residue-specific intensity ratio (I/I0) of k19 in the presence of 200 g/L BSA (b), 20% glycerol (c),
200 g/L Ficoll (d), and 10 g/L lysozyme (e) to k19 in buffer. The relative intensity ratio (I/I0) of k19 in
HEK-293T cells to that of k19 in buffer is displayed as the grey line as a contrast.

2.3. In Vitro NMR Characterization of Tau k19 with MT and F-Actin

Tau protein was reported to bind and modulate the stability and dynamics of MT and F-actin,
and can partially colocalize with both of them in cells based on our immunofluorescence imaging
results. Thus, we asked how the binding of the MT and F-actin influence the characteristics of the
k19 HSQC spectrum in vitro. We firstly prepared MT and F-actin from tubulin and actin, respectively,
in vitro, and checked their formations by negative-staining transmission electron microscopy (TEM,
Figure 3b,d). After centrifugation, the pellets of MT and F-actin were resuspended in NMR buffer
and incubated with 15N-labeled k19, respectively. As shown in Figure 3a, the addition of MT caused
severe signal broadening of k19. Notably, the resulting spectrum resembled the major characteristics
of that of k19 acquired in HEK-293T cells, especially the PHF6 region, which exhibited significant
broadening signals beyond detection. However, addition of MT resulted in a more severe signal
intensity reduction of the N-terminal region of R1, which is the most dramatic difference between the
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two spectra (Figure 3b). In contrast, addition of F-actin results in the global decrease of NMR signals
all over the k19 sequence. While, the residues around the KXGS (K257, S258, S262, T263, G323, G326,
and S356) and PGGG (G271-G273, G333-G335, and G365-T369) motifs of k19 exhibit enhancement
of the HSQC signal intensities (Figure 3c,d). Together, our results demonstrate that k19 can interact
with both MT and F-actin in vitro through distinct binding interfaces. Moreover, the spectrum of k19
in complex with MT fits well with the in-cell NMR spectrum of k19, indicating that electroporated
15N-labeled k19 may predominantly bind to MT via its PHF6 region in HEK-293T cells.

Figure 3. NMR characterization of k19 with microtubule (MT) and F-actin in vitro. (a,c) Overlay of the
2D 1H-15N HSQC spectra of 50 μM k19 in the absence (grey) or presence of MT (a, blue) and F-actin
(c, green) at a molar ratio of 1:1, respectively; (b,d) Residue-specific intensity ratio (I/I0) of k19 in the
presence of MT (b) and F-actin (d) to that of k19 in buffer, respectively. The relative intensity ratio (I/I0)
of k19 in HEK-293T cells to that of k19 in buffer is displayed as a grey line as a contrast. TEM images of
MT and F-actin used in the NMR sample are displayed on the right.

2.4. In-Cell NMR of MARK2 Phosphorylated k19

Hyperphosphorylation of Tau by microtubule affinity regulating kinase 2 (MARK2) was reported
as a key event in disrupting the MT binding of Tau and promoting its abnormal aggregation, which
is closely associated with Alzheimer’s disease (AD) [35]. We next asked how the disease-associated
MARK2-phosphorylated Tau (pk19) behaves in HEK-293T cells [33,35]. We first prepared the pk19
in vitro. Previous studies showed that MARK2 could phosphorylate the serine residues in the KXGS
motifs of Tau’s repeat domain [43]. Consistently, we found that MARK2 can phosphorylate k19 at
S262, S324, S352, and S356, as shown in the HSQC spectrum with the crosspeaks of these four residues
featuring a significant downfield shift caused by phosphorylation (Figure 4a). We then electroporated
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the 15N-labeled pk19 into the HEK-293T cells and acquired the in-cell NMR spectrum. Intriguingly,
the 2D NMR spectrum of pk19 in HEK-293T cells was the same as that of k19 in cells (Figure 4b). The
phosphorylation of k19 on the four serine residues by MARK2 was eliminated once the pk19 protein
was delivered into the cells. Western blot analysis further confirmed that only unphosphorylated
k19 but not pk19 (anti-phosphorylated S356 Tau) could be detected in cells right after electroporation
(Figure 4c). Moreover, after being dephosphorylated, delivered pk19 also distributed in the cytoplasm,
and partially colocalized with both MT and F-actin (Figure 4d). Together, our data demonstrate that
the disease-related pk19 was immediately dephosphorylated after being delivered into the HEK-293T
cells, suggesting that the HEK-293T cells may utilize an unknown mechanism to protect Tau from
being phosphorylated by MARK2 under normal conditions.

Figure 4. Characterization of the electroporated pk19 in mammalian cells. (a) Overlay of the 2D 1H-15N
HSQC spectra of MARK2 phosphorylated k19 (pk19, red) and k19 (grey). The four phosphorylated
serine residues including pS262, pS324, pS352, and pS356 are labeled. (b) Overlay of 2D in-cell NMR
spectra of pk19 (blue) and k19 (green) in HEK-293T cells; (c) Western blot analysis of pk19 electroporated
into HEK-293T cells. C, EP, S1, S, and P stand for untreated control cells, pk19 electroporated cells,
supernatant medium of the cell–protein mixture after electroporation, supernatant medium and cell
pellet of the in-cell NMR sample after NMR experiment collection, respectively. The antibody used for
pk19 can only detect Tau when phosphorylated at S356, while the antibody for k19 can recognize both
non-phosphorylated and phosphorylated S262 of Tau; (d) Immunofluorescence detection of delivered
pk19 in SH-SY5Y cells after seven hours’ recovery. Scale bar, 7.5 μm. The antibody used here can
recognize both non-phosphorylated and phosphorylated S262 of Tau.
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2.5. In-Cell NMR of Full-Length Tau40

Finally, we sought to acquire the in-cell NMR spectrum of the largest isoform of Tau—Tau40
which contains 441 amino acids (Figure 5a). Firstly, we purified the 15N-labeled Tau40 in vitro and
collected its 2D HSQC spectrum in aqueous solution (Figure 5b). The spectrum revealed a narrow
and highly congested cluster of the amide proton signals, indicating that Tau40 adopts an intrinsically
disordered conformation in an aqueous solution, which is consistent with previous studies [44]. Next,
we electroporated the 15N-labeled Tau40 into the HEK-293T cells. The 2D in-cell NMR spectrum
showed that a lot of resonances suffered severe signal broadening (Figure 5a), indicating that Tau40
binds to potential partners in cells. Moreover, similar to the in-cell NMR spectrum of k19, we found
that most residues in the MT-binding repeats of Tau40 revealed significant signal intensity reduction,
especially the residues around the PHF6 region. The signals of residues V309, Y310, and K311 in the
in-cell NMR spectrum of Tau40 was completely unobservable, suggesting that these residues might
bind to MT which is consistent with that of k19. Immunofluorescence imaging further showed that the
delivered Tau40 was predominantly distributed in the cytoplasm and partially colocalized with MT
and F-actin which is similar to electroporated k19 (Figure 5c). Taken together, our results reveal that
Tau40 utilizes its MT-binding repeats to bind MT in mammalian cells.

Figure 5. Characterization of the electroporated Tau40 in mammalian cells. (a) Bar diagram of
full-length Tau40 and the fragment of k19. I1 and I2 stand for the two insertions in the N-terminal
projection domain. The four MT-binding repeats are donated as R1-R4, while P1 and P2 represent the
basic and proline-rich region preceding the repeats. R’ is the C-terminal flanking region; (b) Overlay of
2D in-cell NMR spectra of Tau40 in HEK-293T cells and in buffer (grey), the three crosspeaks of residues
in the PHF6 region including V309, Y310, and Y311 are zoomed in on the right; (c) Immunofluorescence
detection of delivered Tau40 in SH-SY5Y cells after seven hours’ recovery. Scale bar, 7.5 μm.

3. Discussion

As introduced in 1975 [45], the in-cell NMR method has greatly expanded the toolbox of structural
biology to explore the structure and dynamics of proteins in cells. Particularly, recent in-cell NMR
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studies on α-syn elegantly demonstrated that α-syn adopts as a monomer with a compacted disordered
conformation in the cellular environment [6], and methionine-oxidized α-syn at the N-terminal, but
not at the C-terminal, can be repaired by an intracellular reductase, revealing the general mechanism
of site-selective α-syn repair in cells [21]. Herein, we utilized the in-cell NMR method to investigate
the structure of the two isoforms of Tau, k19 and Tau40, in HEK-293T cells. We found that exogenously
delivered k19 and Tau40 remain largely disordered in cells. Moreover, the MT-binding repeats of both
two isoforms can bind to MT and F-actin in cells. Intriguingly, we found two additional unidentified
crosspeaks for the delivered k19 in cells implying that post-translational modification may have
occurred once k19 was delivered into the HEK-293T cells. However, the positions of these two
crosspeaks in the NMR spectrum did not match with the phosphorylated sites studied previously by
NMR in vitro [46–49]. A previous in-cell NMR study revealed that α-syn is acetylated at the N-terminal
once electroporated into mammalian cells. Therefore, Tau might be acetylated or modified by other
post-translational modifications such as methylation or phosphorylation in mammalian cells; this
will be studied through combining protein mass spectrometry in the future. Notably, we observed
that the exogenously delivered pk19, which is closely associated with disease, was immediately
dephosphorylated in HEK-293T cells. This result implies that, in a normal cellular environment, the
cell is engaged with a sophisticated post-translational modification system that safeguards the proper
post-translational modification on different proteins and corrects abnormal modifications—in this case,
MARK2-mediated phosphorylation on k19. Dysregulation of this system upon aging or under disease
conditions may lead to hyperphosphorylation of Tau and consequently to abnormal aggregation.

We noticed that the overall 2D HSQC spectrum of electroporated Tau40 in the HEK-293T cells
was similar to the previously acquired spectrum of Tau40 in the Xenopus laevis oocytes, delivered using
microinjection [16]. However, we did not observe the additional resonances for Tau40 in HEK-293T
cells which was previously identified as a possible phosphorylation resonance of Tau40 modified in
Xenopus laevis oocytes. A recent in-cell NMR study revealed that cell type specifically contributes to the
biological and pathological behaviors of α-syn in different intracellular environments [6,50]. Therefore,
different cell types may feature distinct intracellular environment as well as distinct post-translational
modification systems. Further in-cell NMR studies of Tau in neuron or neuronal-like cells may prove
to be of great importance in revealing the physiological in-cell structure and dynamics of Tau.

4. Materials and Methods

4.1. Protein Overexpression and Purification

Human Tau40/k19 was expressed and purified on the basis of a previously described method [51].
Briefly, expression of Tau40/k19 was induced in E. coli BL21 (DE3) by addition of 0.5 mM isopropyl
β-D-1-thiogalactopyranoside (IPTG) with the OD600 of 0.4–0.6 and grew overnight at 20 ◦C. After
harvesting the cells, Tau40/k19 was purified by a HighTrap HP SP (5 mL) column (GE Healthcare,
Chicago, IL, USA), followed by a Superdex 75 gel filtration column (GE Healthcare, Chicago, IL, USA).
The final purified protein was buffer exchanged to NMR buffer (pH 6.5, 50 mM sodium phosphate
buffer (PBS) and 50 mM NaCl), concentrated, and stored at −80 ◦C. Protein concentration was
determined bybicinchoninic acid(BCA) assay (Thermo Fisher Scientific, Waltham, MA, USA).

For 15N- or 15N/13C-labeled proteins, protein expression and purification were the same as that
for unlabeled proteins except that the cells were grown in M9 minimal medium with 15NH4Cl (1 g/L)
in the absence or presence of 13C6-glucose (2 g/L).

4.2. In Vitro k19 Phosphorylation

Phosphorylation of k19 by MARK2 kinase was carried out following a method described
previously [47]. Briefly, k19 was incubated with a hyperactive variant (T208E) of cat MARK2 [52] at a
molar ratio of 10:1 in a buffer of 50 mM Hepes, pH 8.0, 150 mM KCl, 10 mM MgCl2, 5 mM ethylene
glycol tetraacetic acid (EGTA), 1 mM phenylmethylsulfonyl fluoride (PMSF), 1 mM dithiothreitol
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(DTT), 2 mM ATP (Sigma, Saint Louis, MO, USA), and protease inhibitor cocktail (Roche, Basel,
Swizerland) at 30 ◦C overnight. Phosphorylated protein was further purified by high-performance
liquid chromatography (HPLC) (Agilent, Santa Clara, CA, USA) to remove kinase, and lyophilized.
The sites and degrees of phosphorylation were quantified using 2D 1H-15N HSQC spectrum according
to the previously publications [47,53].

4.3. Electroporation of Purified Proteins into Mammalian Cells

Human HEK-293T (ATCC, CRL-3216) and SH-SY5Y (ATCC, CRL-2266) cells were cultured
following the methods provided by ATCC (Manassas, VA, USA). Both cell lines are routinely tested for
mycoplasma contaminations and are mycoplasma free.

In-cell NMR samples were prepared using the modified protocol according to the previous
publication [6]. The cells were passaged about 4–6 times prior to NMR experiments. The cells were
collected by trypsinization and washed with PBS three times. Purified Tau/k19/pk19 (~1 mM) was
diluted to a final concentration of 200 μM with Buffer R supplied in the Neon transfection system kit
(Invitrogen, MPK10025, Carlsbad, CA, USA). Then cells in PBS were pellet again and then resuspended
with the Tau/k19/pk19 solution to a cell density of ~8 × 107 per mL. Electroporation was conducted
using 100 μL of the cell-protein mixture with a pulse program of 1400 V (pulse voltage), 20 milliseconds
(ms) (pulse width), and 1 pulse by the Neon transfection system (Invitrogen, MPK5000, Carlsbad,
CA, USA).

For immunofluorescence and western blotting experiments, aliquots of 0.5 × 106 cells were added
to separate wells of a 24-well plate, filled with 0.5 mL media. For in-cell NMR samples of k19, aliquots
of 4~8 × 106 cells were added to eight 10-cm dishes with 10 mL media and cultured after 3~7 h for cell
recovery. For pk19 and Tau40 samples, no recovery step was used. Then the cells were harvested and
washed with PBS for four times. The in-cell NMR samples were taken up in pH-stable L-15 medium
(Gibco, 11415064, Waltham, MA, USA) to a total volume of 500 μL with 10% D2O and settled into the
NMR tube.

4.4. Western Blot

To determine the delivered protein in cells and check the leakage of the in-cell NMR samples, each
cell sample was centrifuged at 300 g for 3 min immediately after the experiment. Then the supernatants
and pellets were resuspended in Laemmli buffer to a final volume of 500 μL, and boiled for 10 min.
These samples were diluted by 10 times, and loaded to a 15% SDS-PAGE gel. The primary antibodies
used were listed as follows: Tau/k19 (abcam, ab64193, 1:1000), pk19 (abcam, ab75603, 1:1000) and
tubulin (abcam, ab7291, 1:1000). Delivered k19 in HEK-293T cells was ~25 μM measured by ImageJ
(Available online: https://imagej.net/Welcome) [54].

4.5. Immunostaining of Cultured Cells

For immunofluorescence imaging of control and electroporated cells as fixed specimens, cells
were recovered at 37 ◦C for 7–8 h on poly-D-lysine-coated coverslips in 24-well plates. Cells were
washed by pre-warmed PBS three times to remove extracellular proteins, then fixed in 4% (w/v)
paraformaldehyde in PBS for 30 min and permeabilized with 0.1% (v/v) Triton X-100 in PBS for
20 min. After washing with PBS for three times, cells were blocked with 10% BSA in PBS for 1 h
followed by incubation of antibodies at 4 ◦C overnight, including anti-Tau (abcam, ab64193, 1:1000),
anti-alpha tubulin (abcam, ab7291, 1:1000), and fluorescein isothiocyanate-labeled phalloidin (Yeasen,
40736ES75, 1:200) for F-actin along with cell membrane skeleton. Slides were washed 3 × 10 min with
PBS and nuclei stained by antifade mountant coupled DAPI (Invitrogen, P36935, Carlsbad, CA, USA).
The samples were observed by a confocal microscope (Lecia, SP8, Wetzlar, Germany).
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4.6. MT Preparation

Tubulin (catalog no. T240, Cytoskeleton) was incubated at concentrations higher than 200 μM in
microtubule assembly buffer (100 mM Pipes, pH 6.9, 1 mM EDTA, 1 mM MgSO4, 1 mM DTT) in the
presence of 1 mM GTP at 37 ◦C for 5 min. After addition of 100 μM paclitaxel (Sigma, Saint Louis, MO,
USA), the polymerization was performed for 60 min at 37 ◦C. The integrity of MTs was checked by
negative- staining TEM. Just before NMR experiments, samples were centrifuged at 14,000 rpm for
15 min, then the pellets were resuspended in NMR buffer.

4.7. F-Actin Preparation

Non-muscle human actin (catalog no. APHL99, Cytoskeleton) was first dissolved by 100 μL water
to reach a concentration of 10 mg/mL and then diluted to 1 mg/mL with the actin buffer (5 mM
Tris-HCl, pH 8.0, 0.2 mM CaCl2, 0.2 mM ATP, 0.5 mM DTT, 5% (w/v) sucrose and 1% (w/v) dextran).
After centrifugation at 14,000 rpm for 15 min, the supernatant was kept. Then actin was polymerized
by addition of polymerization buffer (1/10th the volume; 100 mM Tris-HCl, pH 7.5, 20 mM MgCl2,
500 mM KCl and 10 mM ATP) at room temperature for 1 h. The integrity of F-actins was checked by
negative-staining TEM. Just before the NMR experiments, samples were spun down at 14,000 rpm for
15 min, then the pellets were resuspended in NMR buffer.

4.8. Transmission Electron Microscopy (TEM)

TEM images were collected on a Tecnai G2 Spirit TEM operated at an accelerating voltage of
120 kV. Samples (8 μL) were deposited on carbon-coated grids for 45 s. The grids were then washed
twice with ddH2O (8 μL) and incubated with 8 μL uranyl acetate (2%, v/v) for staining. Images were
recorded using a 4K × 4K charge-coupled device camera (BM-Eagle, FEI Tecnai, Waltham, MA, USA).

4.9. In-Cell and In Vitro NMR Spectroscopy

All the NMR experiments were carried out at 25 ◦C on a Bruker 900 or 600 MHz spectrometer
equipped with a cryogenic probe. The buffer used in all in vitro NMR assays was 50 mM sodium
phosphate buffer (pH 6.5) containing 50 mM NaCl and 10% D2O (v/v). Backbone resonance assignment
of k19 and pk19 was accomplished based on the collected 3D HNCACB and CBCACONH spectra and
assignments from previous studies [47,53].

For the in-cell NMR samples, Bruker standard SOFAST-HMQC pulse sequence [40,41] was used
with the delay time (D1) of 0.29 s and the 1H shape pulse efficient was optimized for collecting the 2D
NMR spectrum. 1024 × 128 complex points were used for 1H (14 ppm) and 15N (24 ppm), respectively.
The 2D SOFAST-HMQC spectrum was collected with 80 scans resulting in totally one hour experiment
time. To calculate the residue-resolved relative intensity ratio (Y) of k19 in cells (I) versus in buffer
(I0) in Figure 1e, the equation Y = [I(X)/I0(X)]/[I(333)/I0(333)] was used for each residue X, where the
intensity ratio of residue X was normalized by that of the highly flexible residue G333.

For in vitro titration assays, each NMR sample was freshly prepared from high concentration
protein stocks with a total volume of 500 μL (10% D2O). Each 2D 1H-15N HSQC spectrum was collected
with 16 scans per transient and complex points of 2048 × 160 for 1H (14 ppm) and 15N (24 ppm),
respectively. All NMR data were processed by NMRpipe [55] and analyzed by NMRViewJ [56].
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Abstract: The effects of RNA on in-cell NMR spectroscopy and ribosomes on the kinetic
activity of several metabolic enzymes are reviewed. Quinary interactions between labelled target
proteins and RNA broaden in-cell NMR spectra yielding apparent megadalton molecular weights
in-cell. The in-cell spectra can be resolved by using cross relaxation-induced polarization transfer
(CRINEPT), heteronuclear multiple quantum coherence (HMQC), transverse relaxation-optimized,
NMR spectroscopy (TROSY). The effect is reproduced in vitro by using reconstituted total cellular
RNA and purified ribosome preparations. Furthermore, ribosomal binding antibiotics alter protein
quinary structure through protein-ribosome and protein-mRNA-ribosome interactions. The quinary
interactions of Adenylate kinase, Thymidylate synthase and Dihydrofolate reductase alter kinetic
properties of the enzymes. The results demonstrate that ribosomes may specifically contribute to the
regulation of biological activity.

Keywords: Ribosome; mRNA; rRNA; Thioredoxin; Adenylate kinase; Thymidylate synthase;
Dihydrofolate reductase; cross-correlated relaxation; protein interactions; protein structure-function;
enzyme activity; enzyme kinetics; NMR spectroscopy

1. Introduction

For the past two decades, in-cell NMR spectroscopy has been used to investigate the structure,
dynamics and interaction surfaces of proteins inside living cells [1–7]. In recent years a few intrinsically
disordered proteins, IDPs, such as alpha-synuclein [5], Pup [8], and FG repeats [9,10] and folded
proteins, such as GB1 [11] and SOD1 [12], have provided in-cell NMR spectra of satisfactory quality for
quantitative analysis. However, the in-cell NMR spectra of most folded proteins are poorly resolved
when employing the pulse sequences typically used to study proteins in vitro [13]. Binding interactions
between the target protein and intracellular constituents result in macromolecular complexes with
apparent molecular weights on the order of 1 MDa [14,15] that scale linearly with intracellular
viscosity and are consistent with in vitro apparent molecular weights of 300–400 kDa [16,17].
As larger species tumble more slowly the result is a widespread broadening of in-cell NMR spectral
peaks [14,16]. These specific low-affinity interactions, dubbed quinary interactions, are omnipresent
due to the high concentration of interacting species, which provide the chemical energy for binding
interactions [18–20].

To be detectable by in-cell NMR, target proteins have to be present in-cell at concentrations
≥10 μM [13,21–23]. What intracellular species exist at sufficiently high concentrations to give rise
to protein quinary structures? Genomic DNA is too large (>10 MDa), has too low an abundance
and is largely inaccessible in eukaryotic cells [24]. Proteins, with an average molecular mass of
~50 kDa [25], and tRNAs, ~20 kDa [24], will not form complexes of the size observed. That leaves
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mRNA, 100–500 kDa, and rRNA, up to 5 MDa, as the most likely candidates for the interacting
complement to protein quinary structural complexes.

The intracellular concentrations of mRNA have been estimated to range from 2–20 μM in
prokaryotes and 50–500 nM in eukaryotes [24]. Ribosome concentrations in prokaryotes and eukaryotes
can exceed 10 μM and 1 μM, respectively [25]. These concentrations are high enough to ensure a wide
range of binding interactions with target proteins that are introduced into or over-expressed in cells.
The ubiquity of these interactions forms the bedrock for quinary structural states that represent the
primary conformation adopted by most proteins in cells [26].

Over the past few years, work in our laboratory has suggested that RNA, in particular ribosomes,
plays a major role in establishing protein quinary structures [14,26]. This conclusion is in general
agreement with mass spectroscopic studies of mRNA- and ribo-interactomes [27–30] in which
hundreds of eukaryotic proteins bound to either mRNA or ribosomes were identified and did not
possess obvious RNA binding motifs. Such observations have provided a glimpse of insight into the
physical complexity of quinary interactions [31–34]. Additional evidence suggests that the RNA-bound
quinary state may have a different activity than the unbound state of the protein studied in vitro [26,35].
In this article, we will review the evidence for implicating RNA as an integral component that interacts
with folded proteins to establish quinary structure (Table 1) and show that the biological activity of a
protein is altered when bound to ribosomes.

Table 1. Summary of protein quinary interactions.

Protein Binds Effect of RNA-Binding

Ubiquitin (Ubq) Total RNA [14,35]
mRNA [28]

Blocks polyubiquitination sites,
increases apparent MW [14]

Thioredoxin (Trx) Total RNA [14],
mRNA [28]

Increases apparent MW [14]
Antibiotic binding to ribosome
alters quinary structure [36]

Adenylate kinase (ADK)
Total RNA [14]
mRNA [28]
Ribosome [26,29]

Increases apparent MW [14]
Noncompetitive kinetic inhibitor [26]

Dihydrofolate reductase (DHFR) mRNA [37,38]
Ribosome [26] Competitive kinetic inhibitor [26]

Thymidylate synthase (TS)
Total RNA [26]
mRNA [28,39]
Ribosome [26,29]

Uncompetitive kinetic activator [26]

2. Protein-RNA Interactions Broaden Target Protein NMR Spectra

Bertrand et al. [40] noted that changing the carbon source during growth of the yeast Pichia pastoris,
P. pastoris, altered the intracellular distribution of the uniformly labeled overexpressed target protein
Ubiquitin, [U- 15N] Ubq, from Saccharomyces cerevisiae, S. cerevisiae. The in-cell 1H-15N heteronuclear
single quantum coherence, HSQC, the spectrum of Ubq acquired from cells grown in methanol
displays many broadened and missing peaks suggesting that Ubiquitin interacts with large intracellular
complexes (Figure 1A). The dispersion of the detectable peaks indicates that Ubiquitin is well folded,
but background signals from small 15N labeled metabolites, which dominate the central region of the
spectra, impede high-resolution analysis. For cells grown on methanol and dextrose, the spectrum is
undetectable. The in-cell NMR spectrum of Ubq collected 48 h post-induction (Figure 1B) contains
stronger signals suggesting that a larger fraction of the population is free to tumble inside the cells.
By overexpressing Ubq for a very long period most of the binding sites become saturated allowing
free Ubiquitin to be observed.

To determine if these results are due to Ubq–RNA quinary interactions, in vitro 1H-15N HSQC
NMR spectra were collected on [U- 15N] Ubq in the absence and presence of total RNA prepared
from yeast cells grown in buffered methanol medium, RNABMM, and in buffered methanol/dextrose
medium, RNABMDM [35]. The effect of RNA on the HSQC NMR spectra was dramatic. Consistent
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with in-cell observations [40], in the presence of 30 mg/mL of RNABMM a subset of Ubq crosspeaks
were broadened (Figure 1C) suggesting a specific interaction between the labeled target and RNA [35].
In the presence of 30 mg/mL of RNABMDM all of the spectral peaks disappeared (Figure 1D).

There were conspicuous differences between the two RNA preparations: RNABMM contained
preprocessed large ribosomal and mRNA that was absent from RNABMDM (Figure 1E). Control HSQC
spectra collected in the presence of up to 50 mg/mL of chondroitin sulfate, a glycosylate linear
polyanion, did not affect the basis spectrum suggesting that the Ubq-RNA interaction is specific [35].
The conclusion was that Ubq quinary interactions were regulated by the total cellular RNA content,
which was, in turn, regulated by the growth conditions, and that the affinity of the interaction increased
in the presence of fully processed RNA. The use of total RNA preparations successfully recapitulated
in-cell observations and provided an in vitro platform for further investigating the role of RNA in
promoting and maintaining quinary structural states.

 
Figure 1. Total cellular RNA alters in vitro spectra of Ubiquitin, Ubq. (A) In-cell 1H-15N heteronuclear
single quantum coherence, HSQC, NMR spectra of [U- 15N] Ubq in P. pastoris after 24 h of methanol
induction and (B) 48 h of methanol induction. (C) Overlay of the in vitro 1H-15N HSQC spectra
of 10 μM [U- 15N] Ubq in the absence (black) and presence (red) of 30 mg/mL of RNABMM and
(D) 30 mg/mL of RNABMDM. Insets in panel C show a broadening of selected residues of free Ubq
(black) due to the interaction with RNABMM (red). (E) RNA from yeast cells grown with methanol,
RNABMM, contains an amount of pre-mRNA and pre-rRNA larger than that of RNA from cells grown
with a methanol/dextrose carbon source, RNABMDM. DNA MW indicates molecular weight markers.
The numbers in panels A, B and C indicate some of the peak assignments. Panels A and B are adapted
from Bertrand et al. (2012) [40]. Panels C, D and E are adapted from Majumder et al. (2016) [35].
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3. Resolving Target Protein Bound to RNA

The problem of widespread target protein in-cell HSQC NMR signal broadening is not limited
to yeast. Indeed, virtually all proteins display these spectral characteristics in both mammalian and
bacterial cells [14,41,42]. The absence of widespread line broadening in early experiments performed
in E. coli was due to the fact that the overexpressed proteins leaked out of the cells during in-cell
NMR experiments [43] or overexpression of labeled target exceeded 100 μM [13], which is ≥10 times
greater than the estimated dissociation constant of 1–10 μM for target protein quinary interactions.
At this concentration, in-cell NMR signal intensity is enhanced by a population of the unbound
protein resulting in a greater number of sharper spectral peaks. At lower intracellular concentrations
binding of the labeled target is stoichiometric. Due to the high concentration of RNA present in
cells, line broadening is inevitable for proteins expressed at physiological levels. To ascribe biological
relevance to the structural interactions revealed by in-cell NMR spectra it was necessary to adopt
methods for detecting large labeled targets at or near physiological concentrations.

Peak broadening is due to the formation of massive quinary interaction complexes. The large
MW species tumble more slowly and exhibit a reduced transverse relaxation time for the NMR
signal, T2 [44,45]. T2 depends on the rotational diffusion of a molecule in solution and is inversely
related to the rotational correlation time, τc [45]. Shorter T2 values cause the NMR signal from larger
molecules to decay more rapidly and lead to extensive line broadening [44]. This effect is pronounced
in the case of folded proteins where all nuclei experience global rotation. Notable exceptions include
intrinsically disordered proteins, IDPs, and protein with intrinsically disordered regions, IDRs [46].
These proteins lack persistent secondary or higher structure, possess fast local dynamics, and fail to
interact with intracellular constituents resulting in in-cell spectra that are much sharper than those
typically observed for folded proteins [47].

HSQC and heteronuclear multiple quantum coherence, HMQC, pulse sequences [45], originally
used for in-cell NMR spectroscopy [48], use insensitive nuclei enhanced by polarization transfer, INEPT,
pulse sequences to transfer magnetization from protons to heteronuclei, but the efficiency of INEPT
deteriorates with decreasing T2 [49]. Transverse relaxation-optimized spectroscopy, TROSY, which
suppresses transverse nuclear spin relaxation in heteronuclear NMR experiments during evolution and
acquisition cycles [50] in combination with 15N-edited cross relaxation-induced polarization transfer,
CRINEPT, NMR spectroscopy [51,52], which increases the efficiency of magnetization transfers between
heteronuclei, can be used to improve the resolution and sensitivity of in-cell NMR experiments for
large complexes. Further improvement in sensitivity can be achieved by optimizing the CRINEPT-like
magnetization transfer delay time in the 1H-15N CRINEPT-HMQC-TROSY pulse sequence, and by
employing REDuced PROton density (REDPRO) labeling [53], which exchanges alpha and beta
protons of amino acids for deuterons to minimize proton relaxation. The resulting in-cell 1H-15N
CRINEPT-HMQC-TROSY pulse sequence when applied to [U- 2H, 15N] labeled target protein yields a
spectrum in which most of the target protein crosspeaks are resolved.

The improvement in spectral resolution is shown in Figure 2 for Escherichia coli, E. coli, Adenylate
kinase, ADK. Using the 1H-15N HSQC pulse sequence the in vitro 1H-15N correlation spectrum is
well-resolved (Figure 2A) but cannot be observed in E. coli cells (Figure 2B). Majumder et al. 2015 [14]
utilized 1H-15N CRINEPT–HMQC–TROSY NMR to investigate uniformly 2H and 15N labeled, [U- 2H,
15N], ADK in E. coli and was able to resolve many of the target protein peaks (Figure 2C). Similar results
were obtained by using 1H-15N CRINEPT-HMQC-TROSY NMR to examine bacterial Thioredoxin,
Trx and FK506 binding protein, FKBP, in E. coli, and human Ubq in HeLa cells [14]. Most importantly,
the 1H-15N CRINEPT–HMQC–TROSY NMR spectrum of 10 μM [U- 2H, 15N] ADK collected in vitro
in the presence of 2.5 μM ribosomes exhibited broadened peaks that largely coincide with the in-cell
spectrum (Figure 2D). This observation supports the idea that RNA, specifically ribosomes in the case
of ADK, are the binding complement that gives rise to quinary interactions.
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Figure 2. 1H-15N CRINEPT-HMQC-TROSY improves in-cell NMR spectral resolution. (A) Lysate
HSQC spectrum of [U- 15N] Adenylate kinase, ADK. (B) In-cell 1H-15N HSQC spectrum of [U- 15N]
ADK overexpressed for 16–18 h. (C) In-cell 1H-15N CRINEPT-HMQC-TROSY spectrum of [U- 2H, 15N]
ADK overexpressed for 16–18 h. (D) In vitro 1H-15N CRINEPT-HMQC-TROSY spectrum of 10 μM
purified [U- 2H, 15N] ADK in the presence of 2.5 μM ribosomes. The peak shapes in C and D arise
from a population of free and bound species due to the high concentration of target protein (>100 μM).

4. Target Protein-RNA Complexes Exhibit Megadalton Apparent Molecular Masses

Optimizing the CRINEPT transfer delay time, Topt, can provide an estimate of the apparent
molecular weight of the target protein. Theoretically [52,54] Topt is a solution of

Rc
[
sinh

(
2RcTopt

)]
+ π JNH

[
sin

(
2π JNHTopt

)]
= 2RH

[
sinh2(RcTopt

)
+ sin2(π JNHTopt

)]
(1)

where Rc is the relaxation rate resulting from the cross-correlation between 15N–1H dipole–dipole
coupling and amide proton chemical shift anisotropy, RH is the transverse relaxation rate of the
amide protons and JNH is a scalar 15N–1H coupling constant. Rc and RH are related to the rotational
correlation time, τc, by Rc = 1.7τcBo and RH = τc(0.8Bo

2 + 1.7), where τc is in nanoseconds, Bo is the
strength of the magnetic field in gigahertz and Rc and RH are in seconds. In combination with the
Debye–Stokes–Einstein relation [55]

τc =
(

4πηR3
H

)
/3kT. (2)

where η is the viscosity of the medium, RH is the hydrated radius of the protein, k is the Boltzman
constant and T is absolute temperature, the apparent molecular weight, MWapp, of protein inside cells,
bound to RNA, or in viscous glycerol solutions can be estimated. Solving Topt for a range of τc values
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will yield Stokes radii that can be used to approximate MWapp by assuming a generic value for the
partial specific volume of a protein equal to 0.73 cc/g [51].

Data showing the dependence of Topt on the MWapp of E. coli Trx, measured in vitro with an
increasing amount of glycerol, which restricts the rate of tumbling, is shown in Figure 3A [14].
The experimental data agree well with the theoretical curve generated using Equation (1). Topt was
measured for E. coli ADK, MW 23.5 kDa, and found to be ≤1.2 ms (Figure 3B); the lack of a maximum
in the in-cell E. coli buildup curve implies that the apparent molecular weight is ≥1.2 MDa. Transfer
times shorter than 1.2 ms interfere with CRINEPT pulses and limit the ability to collect data. In vitro
in the presence of total E. coli RNA Topt was 2.5 ms (Figure 3C), which corresponds to an apparent
molecular weight, MWapp, of ~0.4 MDa. Because ADK was present in molar excess over total RNA,
the resolved MWapp reflects a population of free and RNA-bound ADK. Correcting for an intracellular
viscosity of 3–4 cP, yields an in-cell MWapp of ~1.4 MDa. E. coli Trx, MW 11.8 kDa, exhibited a Topt

of 1.3 ms in-cell, which corresponded to an MWapp of ~1.1 MDa, and in the presence of total E. coli
RNA the uncorrected MWapp was ~0.3 kDa (Figure 3A), which translates to an in-cell MWapp of
~1.1 MDa. Given that the approximate MW of an E. coli ribosome is 1.3 MDa [25], MWapp for the target
proteins observed in-cell and in vitro in the presence of total RNA are consistent with the formation of
protein-ribosomal complexes.

Figure 3. Optimizing the CRINEPT transfer delay time yields in-cell target protein apparent molecular
weights. (A) The dependence of Topt on the apparent in-cell molecular weight, MWapp at 700 MHz.
Topt was experimentally determined at 5 ◦C (red symbols) by using 100 μM [U- 2H, 15N] Trx dissolved
in 10 mM potassium phosphate buffer, pH 6.5, containing 30, 65, 75, and 85% (w/w) d5-glycerol
with corresponding viscosities of 4, 34, 92, and 343 cP, respectively [56]. The MWapp of E. coli
ADK and Trx in-cell and in vitro in the presence of total E. coli RNA, uncorrected for intracellular
viscosity, are indicated. (B,C) The relative volumes of the G32, K141 and E162 peaks in the 1H-15N
CRINEPT-HMQC–TROSY spectra of [U- 2H, 15N] ADK collected in-cell (B) and in vitro at 20 μM in the
presence of 50 μg of total RNA (C) are plotted against CRINEPT transfer delay times. In (B) an in-cell
value of 1.2 ms was assigned because shorter transfer delay times interfere with CRINEPT pulses and
limit the ability to acquire data. An endogenous tryptophan indole amide peak in the in-cell spectra
was used as a reference. Panels (A–C) are adapted from Majumder et al. (2015) [14].
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5. RNA-Mediated Quinary Interaction Surfaces

5.1. Adenylate Kinase

The interacting surfaces of a target protein in-cell can be determined by using STructural
INTeraction, STINT, NMR [4,57–59], which quantitates the changes in individual crosspeaks between
the free and bound conformations. The signal from target protein surface residues is altered when
engaged in binding interactions. For quinary interactions, the changes in chemical shift and/or
intensity between in vitro or lysate target protein crosspeaks are compared to those observed in-cell to
identify the quinary interaction surface. Further changes in those surfaces in response to stimuli can be
analyzed by using singular value decomposition, SVD, which distinguishes concentration-dependent
from concentration-independent changes in crosspeaks over time as the concentration of the stimulus
increases [58,60]. STINT-NMR was used to investigate the quinary structure of ADK and Trx, and the
changes in quinary structure in response to ribosomal-binding antibiotics [14,36].

ADK catalyzes the transfer of a phosphate from ATP to AMP to create two ADP molecules [61].
In the absence of bound substrate, the enzyme exists in an open conformation in which the ATP
and AMP binding domains are maximally separated; substrate binding reorients the domains closer
together resulting in a closed conformation [62,63]. The 1H-15N CRINEPT-HMQC-TROSY spectrum
of E. coli ADK collected in E. coli cells [14] indicates an open conformation in agreement with in vitro
observations. The spectral broadening was characteristic of intermediate exchange, implying an
interaction dissociation constant between 1–10 μM. The chemical shifts of residues involved in domain
closure were unchanged showing that macromolecular crowding does not perturb the tertiary structure
of the enzyme. A subset of peak intensities was broadened in the in-cell spectrum of ADK relative
to what was observed in vitro or in lysates (Figure 4A). The residues that undergo the most dramatic
changes in intensities in-cell define the quinary interaction surface (Figure 4B). This surface lies
proximal to the AMP binding region in the CORE domain leaving the active sites of ADK unaffected
and free to bind ATP and AMP.

The exact nature of the interaction was further clarified in vitro by using NMR (Figure 5A) and
fluorescence titration (Figure 5B) to measure the binding of ADK to ribosomes. ADK was found
to bind to ribosomes with a Kd of 3.7 ± 0.4 μM. The quinary contact surface identified by in-cell
NMR therefore likely represents the ADK-ribosomal interface. To further interrogate the relationship
between ADK and ribosomes, chloramphenicol, which binds to the large ribosomal subunit and
increases the intracellular concentration of ATP [64], was introduced into E. coli and the resulting
spectral changes in the [U- 2H, 15N] ADK spectrum were analyzed.

The addition of chloramphenicol perturbed the cellular equilibrium between ATP, ADP and AMP
and dramatically altered the in-cell NMR spectrum of ADK. Changes in chemical shifts consistent
with ATP- and AMP-bound ADK were observed (Figure 5C). The spectrum was similar to that
observed in vitro with 3 mM ATP and 200 μM AMP, and consistent with a closed conformation of
ADK. Collectively the results suggest that ribosomes may regulate the activity of ADK directly through
quinary interactions, which may alter the affinity of the enzyme for ATP, or indirectly by altering the
concentration of free ATP available for binding.
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Figure 4. ADK quinary interaction surface does not block the active sites. (A) Relative changes
in in-cell 1H-15N CRINEPT–HMQC–TROSY peak intensities of [U- 2H, 15N] ADK residues due to
ribosome-mediated quinary interactions. The threshold line delineates residues whose NMR peaks
undergo significant broadening. Residues that are affected by the interaction of ADK with total RNA
are indicated with asterisks. (B) Residues involved in quinary interactions (red), mapped onto the
molecular surface of ADK (Protein Data Bank, PDB, entry 4AKE), lie in the CORE domain of ADK.
Panels (A,B) are adapted from Majumder et al. (2015) [14].

Figure 5. Cont.
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Figure 5. Quinary interactions of ADK in E. coli. (A) (Center) Overlay of in vitro 1H-15N
CRINEPT-HMQC-TROSY spectra of 10 μM [U- 2H, 15N] ADK without (black) and with 2.5 μM
ribosome (red). Surrounding panels show overlays of individual residues including in-cell NMR
peaks (blue). (B) Fluorescence titration of 0.5 μM ribosome with ADK. Tryptophan fluorescence
was measured at an emission wavelength of 350 nm by using an excitation wavelength of 280 nm.
Curve fitting to a single site-binding isotherm yielded a Kd of 3.7 ± 0.4 μM. Fo is the fluorescence
in the absence of ADK, and Fmax is the maximum fluorescence of the ADK−ribosome complex.
Fluorescence titration experiments were performed in triplicate. (C) Overlay of the in-cell 1H-15N
CRINEPT-HMQC-TROSY spectra of [U- 2H, 15N] ADK in the absence (blue) and presence (magenta)
of 100 μg/mL chloramphenicol. K136 and A127 (left insets) in chloramphenicol treated cells exhibit
chemical shift changes consistent with ATP bound ADK; G56 and S41 peaks (right insets) exhibit
chemical shift changes consistent with AMP bound ADK. Panels A and B are adapted from DeMott et al.
(2017) [26]. Panel (C) is adapted from Majumder et al. (2015) [14].

5.2. Thioredoxin

E. coli Trx, is a 12 kDa protein with redox activity that maintains a reducing environment inside
the cell by means of active site cysteines. The 1H-15N CRINEPT-HMQC-TROSY spectrum of [U- 2H,
15N] E. coli Trx collected in E. coli cells [14] exhibited broad peaks at positions close to those observed
in cell lysates (Figure 6A). The in-cell concentration of Trx was ~300 μM. Some of the in-cell NMR
resonances exhibit two maxima, corresponding to fast and slow transverse relaxing components of
crosspeaks (Figure 6B), suggesting that free cytosolic Trx is in exchange with a complex inside the
cells. Despite this heterogeneity, only a subset of residues was broadened (Figure 6C). The results
indicate that the quinary interaction surface of the molecule overlaps with the CGPC motif active site
and adjacent regions (Figure 6D).
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Figure 6. Quinary interactions of Trx in E. coli. (A) Overlay of the in-cell 1H-15N
CRINEPT–HMQC–TROSY spectra of [U- 2H, 15N] Trx (blue) and that of the cellular lysate (red).
The insets show overlays of the boxed regions of the in-cell spectrum (blue) and the corresponding
regions of the 1H-15N CRINEPT–HMQC–TROSY spectrum of lysate (red) and the 1H-15N HSQC
spectrum of purified Trx in 10 mM potassium phosphate buffer (pH 6.5) (black). The intensities of
the C33, C36, I39, and G98 peaks, residues involved in quinary interactions, are broadened in-cell.
(B) Overlay of the 1H-15N CRINEPT–HMQC–TROSY spectrum of [U- 2H, 15N] Trx in E. coli (blue)
with crosspeaks from the 1H-15N HSQC spectrum of purified [U- 2H, 15N] Trx in 10 mM potassium
phosphate buffer, pH 6.5 (black). G52, G66, and G85 exhibit broad in-cell peaks characteristic of multiple
conformations of Trx in fast exchange on the NMR time scale, implying that the quinary interactions are
inherently transient and dynamic. (C) Relative changes in in-cell 1H-15N CRINEPT–HMQC–TROSY
crosspeak intensities of [U- 2H, 15N] Trx residues due to quinary interactions. The horizontal threshold
differentiates residues whose NMR peaks undergo significant broadening. Residues annotated with
asterisks are also affected in total RNA-bound Trx. (D) Residues involved in the quinary interactions
(red) are mapped onto the molecular surface of Trx (PDB entry 1X0B); active site residues, C33 and G34,
are in bold. The figure is adapted from Majumder et al. (2015) [14].

To determine if RNA is a component of Trx quinary interactions, 1H-15N CRINEPT-HMQC-TROSY
spectra of 15 μM [U- 2H, 15N] Trx were collected in the presence of 30 mg/mL of both E. coli and
S. cerevisiae total RNA [14]. The indole NH of W29 exhibited the same downfield shift in the in vitro
RNA-bound and in-cell NMR spectra, while the indole NH of W32 and backbone amide peaks of E31,
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C33, C36, K37, I39, and A40 were broadened in a manner similar to the quinary interaction observed
in-cell. Treating a mixture of purified Trx and total E. coli RNA with RNase A yielded a pool of small
RNAs and nucleotides. If RNA oligonucleotides act as ligands, RNase treatment would increase
the fraction of RNA-bound Trx due to the increase in the molar concentration of total RNA. Indeed,
changes in the 1H-15N CRINEPT-HMQC-TROSY spectrum indicated an increase in the population of
bound Trx and a reduced, ~20 kDa, MWapp both of which are expected to result from oligonucleotide
binding. Total RNA and RNase-treated total RNA perturbed the same subset of peaks, indicating a
specific quinary interaction surface for Trx.

To identify the RNA complement to Trx quinary interactions 1H-15N CRINEPT-HMQC-TROSY
spectra of 150 μM [U- 2H, 15N] Trx were acquired in the absence and presence of 10 μM ribosomes [26].
No peak broadening was observed implying that there was no specific interaction between Trx and
ribosomes. In studies of the mRNA interactome, the eukaryotic homologue of Trx was shown to bind
to mRNA [27,65–67]. The conclusion was that the Trx-RNA interaction previously identified was likely
mediated by mRNA.

The putative Trx-mRNA interactions provided an opportunity to test whether quinary structures
can be indirectly affected through mRNA-ribosome interactions, specifically through the influence of
ribosome binding antibiotics. Ribosome inhibition depends on how the antibiotic is bound: binding
to the small, 30S, ribosomal subunit can affect mRNA-ribosomal interactions whereas binding to the
large, 50S, subunit interferes with the peptidyl transferase activity [68]. In the absence of antibiotics it
was expected that the quinary interactions of Trx would not vary over time, and because ribosome
inhibitors can alter mRNA-ribosome interactions, Trx quinary interactions could be profoundly altered.

Using a bioreactor that monitors real-time changes in in-cell NMR spectra, Breindel et al. [36]
administered tetracycline and streptomycin, which bind to the 30S subunit, and chloramphenicol,
which binds to the 50S ribosomal subunit, to E. coli containing overexpressed [U- 15N] Trx.
The in-cell 1H-15N CRINEPT-HMQC-TROSY spectra were analyzed by using SVD to identify
concentration-dependent changes as the concentration of antibiotic increased. The spectra were
extensively broadened in the presence of tetracycline (Figure 7A) and streptomycin (Figure 7B).
SVD analysis showed a sharp drop in the Scree plot of singular values with poor linear fits, r2 of 0.67
and 0.66 for tetracycline (Figure 7C) and streptomycin (Figure 7D) respectively, indicating specific
changes in quinary interactions. Not unexpectedly, the addition of chloramphenicol, which does not
disturb the binding of mRNA, resulted in a linear decrease in singular values, r2 = 0.94, suggesting
that Trx quinary interactions were not perturbed.

Figure 7. Cont.
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Figure 7. Binding of tetracycline and streptomycin to ribosomes changes the quinary structure of
Trx in E. coli. (A) Overlay of the in-cell 1H-15N CRINEPT–HMQC–TROSY spectra of [U- 15N] Trx
without (red) and with (blue) tetracycline. (B) Overlay of the in-cell 1H-15N CRINEPT–HMQC–TROSY
spectra of [U- 15N] Trx without (red) and with (blue) streptomycin. Single and double asterisks indicate
peaks from metabolites and unassigned side chain protons, respectively. The overlaid spectra are at
the same contour levels. The reference peak used for peak intensity normalization is indicated by
RP. (C) Distribution of singular values of each dataset index (binding mode) for Trx residues in the
presence of tetracycline. (D) Distribution of singular values of each dataset index (binding mode)
for Trx residues in the presence of streptomycin. (E) Residues involved in quinary interactions (red)
due to the presence of tetracycline are mapped onto the molecular surface of Trx (Protein Data Bank
entry 1X0B). (F) Residues involved in quinary interactions (red) due to the presence of streptomycin.
(G) Quinary interaction surface (red) of Trx in the absence of antibiotics. Panels B–G are adapted from
Breindel et al. (2017) [36].

Comparable changes in the Trx quinary interaction surface resulted from treating the cells
with tetracycline and streptomycin respectively (Figure 7E,F). A large interaction surface containing
negatively-charged and hydrophobic residues and a smaller patch containing positively-charged
and hydrophobic residues are very similar to the Trx interaction surface in the absence of antibiotics
(Figure 7G). A third adjoining surface, which does not participate in quinary interactions in the absence
of antibiotics was differentially perturbed by tetracycline and streptomycin. In addition to surface
residues, a number of buried residues underwent broadening in the presence of antibiotics, suggesting
that some tertiary structural changes in Trx be occurring.

5.3. Dihydrofolate reductase and Thymidylate synthase

DeMott et al. 2017 [26] investigated two additional metabolic proteins: Dihydrofolate
reductase [69,70], DHFR, and Thymidylate synthase [71], TS. The 1H-15N CRINEPT-HMQC-TROSY
spectrum of DHFR was broadened in-cell and in vitro in the presence of ribosomes (Figure 8A).
The 1H-15N HSQC in vitro NMR spectra of TS systematically broadened as the concentration of total
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E. coli RNA was increased (Figure 8B,C). Ribosomes were subsequently shown to affect the kinetic
activity of TS. Thus both enzymes acquired quinary structure by interacting with ribosomes.

Figure 8. Dihydrofolate reductase, DHFR, and Thymidylate synthase, TS, engage in quinary
interactions with RNA. (A) Overlay of in vitro 1H-15N CRINEPT–HMQC–TROSY spectra of 200 μM [U-
2H, 15N] DHFR with 0.5 mM folate (black) and with 0.5 mM folate and 2.5 μ M ribosome (red). Insets
show individual residue overlays that include in-cell NMR peaks (blue). Folate was added to increase
the solubility of DHFR. (B,C) 1H-15N HSQC spectra of 50 μM [U- 15N] TS with (B) 0 μg and (C) 135 μg
of total E. coli RNA. The figure is adapted from DeMott et al. (2017) [26].

6. Ribosome-Mediated Regulation of Biological Activity

6.1. Adenylate Kinase

The studies delineated above showed that the quinary structures of ADK and Trx are mediated by
protein-RNA interactions and that these structures can be affected directly and indirectly by perturbing
the ribosome through the application of ribosomal-binding antibiotics. To investigate the possibility
that the quinary state of the target protein may affect its biological activity, assays were performed in
the presence of ribosome preparations.
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DeMott et al., 2017 [26] found that in the absence of ribosomes the Vmax for ADK reached a
maximum at ∼1 mM and decreased at higher ATP concentrations, characteristic of noncompetitive
substrate inhibition (Figure 9A). The kinetic profile suggests the presence of additional ATP binding
sites [72,73]. Adding 1 μM ribosome decreased Vmax by 50%, increased the substrate affinity by 30%
and decreased the affinity of inhibitor binding, KI, 6-fold (Table 2). The interaction between ADK and
the ribosome does not occlude the active sites (Figure 4) but may preclude occupancy of allosteric
binding sites. This would be consistent with a reduction in binding affinity for a second ATP binding
site exemplified by KI. Thus, the interaction between ADK and ribosomes establish a quinary activity
state that reduces the Vmax of ADK and mitigates substrate inhibition.

Figure 9. Ribosomes modulate ADK enzymatic activity. (A) Kinetic activity profile for ADK without
(black) and with (red) 1 μM ribosome. (B) Overlays of in vitro 1H-15N CRINEPT–HMQC–TROSY
spectra of 10 μM [U- 2H, 15N] ADK at 0 μM adenosine triphosphate, ATP, (blue), 20 μM ATP
(magenta), 40 μM ATP (black), and 80 μM ATP plus 1 μM ribosome (red). (C) ATP analogue
β,γ-methyleneadenosine 5′-triphosphate, AMP-PCP binding to ribosomes. The concentration of
ribosomes was 2 μM. The figure is adapted from DeMott et al. (2017) [26].
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Table 2. Kinetic Parameters Resolved for ADK, DHFR and TS in the Absence and Presence
of Ribosomes.

Enzyme
[ribosome]

(μM)
Vmax (S−1) Vmax

Ribosome/Vo
max

a KM (μM) b KI (mM) b R2

ADK 0 (4.2 ± 0.2) × 10−2 ∼0.5 180 ± 20 6.1 ± 0.8 0.98
1 (2.1 ± 0.1) × 10−2 130 ± 30 35 ± 2 0.96

DHFR 0 (1.48 ± 0.04) × 10−4 ∼0.8 0.32 ± 0.04 0.95
0.5 (1.16 ± 0.02) × 10−4 3.5 ± 0.1 0.99

TS 0 (9.7 ± 0.4) × 10−5 ∼20 5.4 ± 0.7 0.97
0.5 (2.0 ± 0.2) × 10−3 120 ± 20 (3.9 ± 0.5) × 10−3 0.99

a Vmax
Ribosome and Vmax are the maximum initial velocities with and without the ribosome. b Enzymatic parameters

in the absence of ribosomes are consistent with those found at http://www.brenda-enzymes.org. Table adapted
from DeMott et al. (2017) [26].

To assess the effect of ribosomes on the interaction between ATP and ADK, 1H-15N CRINEPT-
HMQC-TROSY spectra of purified 10 μM [U- 15N] ADK were collected in the presence of increasing
amounts of ATP. Systematic changes in the intensities and chemical shifts of interacting residues of
ADK were observed as the concentration of ATP was increased from 0 to 40 μM. In the presence of
1 μM ribosome, the 80 μM ATP 1H-15N CRINEPT-HMQC-TROSY spectrum coincided more closely
with the ADK spectrum acquired at 40 μ M ATP in the absence of ribosomes. The result suggests that
the ribosome reduced the concentration of free ATP available for binding. This was consistent with the
in-cell observation of an open conformation for ADK [14], which implied that only a small fraction of
intracellular ATP binds to ADK, kM = 51 μM [74], despite the fact that bacterial cells contain ~3 mM
total ATP.

To investigate a possible mechanism for reducing the concentration of free ATP in
E. coli, 2D 1H-31P-correlation NMR experiments were performed to quantify the binding of
β,γ-methyleneadenosine 5′-triphosphate, AMP-PCP, a noncleavable ATP analogue, to ribosomes.
The pH of the solution remained constant during the titration. Below 10 μM, the binding of AMP-PCP
was fit to a single class of sites with an apparent Kd of 6 ± 2 μM; the inability to saturate the binding
curve at higher concentrations prevented the estimation of an affinity constant for the weaker class of
binding (Figure 9C). Thus it appears that ribosomes attenuate the in-cell activity of ADK by binding
large amounts of ATP, thereby reducing the intracellular concentration of free ATP available to drive
binding reactions, and suppress substrate inhibition through quinary interactions that reduce the
affinity of regulatory sites.

6.2. Dihydrofolate Reductase and Thymidylate Synthase

TS and DHFR are functionally linked in the de novo thymidylate synthetic pathway
(Figure 10A) [71,75]. TS catalyzes the conversion of dUMP to dTMP yielding dihydrofolate, DHF.
DHFR uses the coenzyme NADPH to convert DHF, to tetrahydrofolate, THF, for the biosynthesis
of purines, thymidylic acid and some amino acids. DeMott et al. 2017 [26] examined the effect of
ribosomes on the activity of these enzymes.

The activity of TS increased with increasing ribosome concentration (Figure 10B). In the presence
of 0.5 μM ribosomes Vmax increased ~20-fold, substrate binding affinity decreased ~20-fold and a KI of
3.9 ± 0.5 μM was resolved (Table 2). The kinetic profile was characteristic of uncompetitive substrate
inhibition in which TS-ribosome quinary interactions increased the catalytic rate and promoted
substrate inhibition (Figure 10C). In the presence of 0.5 μM ribosomes, DHFR displayed a ∼20%
decrease in Vmax and a 10-fold decrease in substrate binding affinity and a kinetic profile consistent
with the ribosome acting as a competitive inhibitor (Table 2; Figure 10D). The reduced activity may
be due to the DHFR-ribosome interface blocking or altering DHF and/or NADPH binding sites,
and/or NADPH binding to ribosomes lowering the concentration of free NADPH available for DHFR
catalysis. Indeed, NADPH was shown to bind specifically to ribosomes with a dissociation constant of
4.5 ± 1.5 μM (Figure 10E).
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The results suggest a possible mechanism through which ribosome-mediated quinary structural
interactions act to reduce cellular levels of dUMP (Figure 10A). Ribosome suppression of DHFR
activity lowers the intracellular concentration of THF, which is converted into Me-THF. The decrease
in Me-THF concentration reduces the ability of TS to utilize the substrate resulting in a buildup of
dUMP (Figure 10A). However, ribosomal-dependent enhancement of TS activity (Figure 10B) increases
the catalytic rate allowing the mutagenic substrate to be metabolized. This shows the potential for
ribosomes to regulate cellular processes through compensatory adaptations of functional linkages.

Figure 10. Ribosomes modulate TS and DHFR enzymatic activities. (A) Function linkage between TS
and DHFR in the thymidylate synthetic pathway (B) Increase in TS activity with increasing ribosome
concentration. (C) Kinetic activity profile for TS without (black) and with (red) 0.5 μM ribosome.
(D) Kinetic activity profile for DHFR without (black) and with (red) 0.5 μM ribosome. (E) NADPH
binding to ribosomes. The concentration of ribosomes was 1 μM. Figure is adapted from DeMott et al.
(2017) [26].

7. Discussion

The cytosol of an E. coli cell is highly congested containing about 300 mg/mL of
macromolecules [76]. Such a high concentration creates an enormous excluded volume through
macromolecule crowding, which in turn reduces the concentration of bulk water while simultaneously
increasing the concentration of macromolecular and ionic species. The reduced water activity
affects equilibria governing hydrophobic and hydrophilic interactions and the solvent shells on
protein surfaces. The increase in soluble species, in combination with intermolecular distances less
than the typical Debye radius for ion charges [77], i.e., ~0.7 nm, reduce the effects of electrostatic
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screening, promote electrostatic interactions and inevitably increase the propensity for transient
low-affinity interactions.

In this review, we summarized work that identified transient low-affinity protein–RNA
interactions, historically called quinary [18] by using in-cell 1H-15N CRINEPT-HMQC-TROSY NMR
spectroscopy to overcome the effects of extreme broadening of spectral crosspeaks. Quinary structures
are large transient complexes that affect protein stability [78,79] and can modulate ligand binding and
protein function. Similar interactions have been detected in highly concentrated cell lysates [16,80,81].
The effects of RNA on peak broadening were reconstituted in vitro using preparations of total RNA
from both prokaryotic and eukaryotic cells, and purified ribosomes thus confirming the specificity of
the interactions [14,26].

The initial observation of extreme crosspeak broadening in in-cell NMR spectra aspired in vitro
studies to attribute the phenomenon to the effects of excluded volume, macromolecular crowding and
increased intracellular viscosity [15–17,82–84]. These studies provided useful insight into physical
mechanisms for limited spectral broadening but none were able to fully reproduce the effects seen
in-cell. The binding of a labeled target protein to a large cellular component is the driving force behind
spectral broadening due to the reduction in tumbling rate that accompanies the massive increase in the
apparent molecular size of the target, which in turn, affects the magnitude of the NMR signal. These
interactions underlie the quinary protein structure and can have a profound influence on the activity
of the target and its regulation.

Most cytosolic proteins exhibit activity in the absence of other macromolecular species, i.e.,
in vitro, requiring only substrates and co-factors. Indeed, observations made under these conditions
have provided the basis for understanding and modeling much cellular physiology and metabolism.
In-cell the activity resulting from metabolic enzymes and other cytosolic species engaging in quinary
interactions originates from a population of free and bound species and their derivative functional
linkages. In addition, the increase in ribosome concentration with cell growth [85,86] further modulates
the distribution between free and bound protein. Thus, the effect of the ribosome on the net activity
is to fine-tune and regulate the metabolism of the cell both directly, as is the case for ADK-ribosome
interactions, or indirectly, as shown for Trx-mRNA-ribosome interactions in growing cells.

The micromolar concentration of ribosomes in prokaryotes and eukaryotes [24] virtually assures
that the ribosomal-binding interactions described, all of which exhibit micromolar dissociation
constants, occur inside live cells. Accordingly, we propose that the ribosome plays a role in organizing
metabolism [87] by serving as a hub for concentrating enzymes and metabolites. In actively growing
E. coli, the fractional volume occupied by fully processed 70S ribosomes is ~0.16 [24] and may increase
up to four times, ∼0.64, outside the space occupied by the nucleoid [88–90]. When compared to the
fraction of space occupied by closely packed hard spheres, 0.74, [91] this implies that E. coli ribosomes
are tightly packed in the cytosol with the volume available for biological reactions restricted to the “free”
spaces delimited by ribosome surfaces [92]. In this manner, the surfaces of the ribosome become the
operational milieu for much biological activity. Going forward, further in-cell NMR spectroscopy and
models of cellular metabolism that depend on activity gleaned in vitro must consider the inescapable
effects of ribosomes on these processes.
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Abstract: In-cell NMR offers great insight into the characterization of the effect of toxins and
antimicrobial peptides on intact cells. However, the complexity of intact live cells remains a significant
challenge for the analysis of the effect these agents have on different cellular components. Here we
show that 31P solid-state NMR can be used to quantitatively characterize the dynamic behaviour of
DNA within intact live bacteria. Lipids were also identified and monitored, although 31P dynamic
filtering methods indicated a range of dynamic states for phospholipid headgroups. We demonstrate
the usefulness of this methodology for monitoring the activity of the antibiotic ampicillin and the
antimicrobial peptide (AMP) maculatin 1.1 (Mac1.1) against Gram-negative bacteria. Perturbations
in the dynamic behaviour of DNA were observed in treated cells, which indicated additional
mechanisms of action for the AMP Mac1.1 not previously reported. This work highlights the value of
31P in-cell solid-state NMR as a tool for assessing the antimicrobial activity of antibiotics and AMPs
in bacterial cells.

Keywords: antimicrobial peptide; live cell; solid-state NMR; DNA; lipid membrane

1. Introduction

The emergence of bacterial strains resistant to many important front line antibiotics has fuelled the
urgency for which new efficacious antimicrobial agents are being developed. Antimicrobial peptides
(AMPs) are produced by many organisms to protect against infections and are an attractive class
of antimicrobial agent due to their low cytotoxicity and low occurrence of bacterial resistance [1,2].
AMPs are typically characterized by their cationic charge and amphipathic structure [3] conferring
greater activity towards negatively charged membranes, typical of bacteria, while neutral membranes,
characteristic of eukaryotes, are less affected [4,5], thus, conferring specificity towards bacterial
membranes. The targeted disruption of bacterial membranes by AMPs can occur by several
mechanisms from pore formation to detergent like solubilization of membranes [6–8]. However, it is
unclear what the contribution of membrane disruption is to the bactericidal properties of AMPs.
The complex architecture of the bacterial membrane could modulate the mode of action of AMPs in situ,
altering the threshold of inhibitory concentrations. Thus, there are still unknowns in understanding
how AMPs interact with bacteria and, in particular, how bacteria respond to AMP activity in situ.

Maculatin 1.1 (Mac1.1) is an AMP derived from the skin secretions of the Australian tree frog,
Litoria genimaculata. Mac1.1 is a typical cationic AMP showing low μM activity against Gram-positive
bacteria and moderate activity against Gram-negative bacteria [9,10]. It is proposed to act via
a pore-forming mechanism [11]; however, the discrepancy in threshold concentration between bacterial
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species was recently hypothesized as a consequence of bacterial responses to AMP induced stress
instead of peptide activity alone [12]. Activity of AMPs against non-membrane targets have also
been documented for other AMPs, displaying direct interaction with bacterial DNA, inhibition
of protein synthesis and destabilization of the cell wall [13]. These effects often synergize with
membrane permeabilization properties and so understanding how AMPs interact with various
cellular components is critical for the rational design of synergistic AMP therapies. Reproducing
the complex double membrane structure of Gram-negative bacteria in a model system is challenging
given the differential lipid composition of the inner and outer membranes separated by peptidoglycan.
To address this, we present an initial in-cell portrayal of intact and viable E. coli bacteria using 31P
solid-state NMR spectroscopy. In-cell NMR is a fast-developing method to investigate the structure
and function of biomolecules in their native environment [14,15]. We have applied this approach to
study the effect of the well-characterized antibiotic ampicillin and the AMP Mac1.1 on E. coli bacteria.
We demonstrate the feasibility of using 31P NMR to identify nucleic acids (NAs), i.e., DNA and
RNA, and lipid components in intact bacteria. Detailed characterization of NA phosphodiester bond
dynamics was obtained with only a qualitative assessment of lipid structure and dynamics due to
signal overlap and a broad dynamic range. Using this methodology, we show that ampicillin and
Mac1.1 have significant effects on the dynamics of NAs resulting in increased motional averaging
of the NA signal. These effects could be related to reactive oxygen species (ROS) mediated stress as
the presence of thiourea, a ROS scavenger, could partly ameliorate the effects of ampicillin on the
NA spectrum.

2. Results

2.1. Solid-State 31P NMR Experiments on Intact E. coli Bacteria

Phosphorous containing molecules provide useful markers for understanding how AMPs interact
with bacteria as many biomolecules contain phosphorus, particularly, phospholipids and DNA.
Utilizing 31P solid-state NMR, we investigated the effect of antimicrobial agents on live E. coli. Given the
use of small NMR rotors holding less than 100 μL of sample, hydration, oxygen availability and nutrient
supply could severely limit the sample integrity and, therefore, data quality over the course of an
experiment. To determine the length of time in which live cell samples are sufficiently stable for NMR
analysis, we assessed bacterial survival at different time points during an NMR experiment at 30 and
10 ◦C under static condition, i.e., without magic angle spinning (MAS). Samples were prepared by
growing bacteria to an OD600 of 0.5, media components were removed by washing in isosmotic salt
buffer prior to packing the cell slurry into a 4 mm zirconia MAS rotor and immediately acquiring NMR
spectra. Cell survival was quantified by the number of colony forming units (CFUs) in an aliquot of
cells taken from the rotor at various time points. Bacterial viability was remarkably stable over a 4 h
period given the high cell density (>1010 CFU/mL). After 12 h the number of CFU decreased by 70%
at 30 ◦C while cell survival was greatly improved by maintaining the sample at 10 ◦C, in which CFU
declined by only 33% over the same period (Figure 1A). 31P static spectra collected at 10 and 30 ◦C
showed a superposition of lineshapes, indicative of a wide range of 31P environments (Figure 1B,C).
After 12 h at 30 ◦C there was a significant reduction in spectral quality, concomitantly with reduced
cell survival (Figure 1A,B). Most notably the intensity of the peak at −11 ppm disappeared and most
features merged into a broad isotropic signal, indicative of fast molecular reorientation on the 31P
NMR time scale, suggesting a significant loss of cellular integrity and hence sample degradation.
However at 10 ◦C, no drastic change was observed, even after 12 h, and so subsequent experiments
were performed for up to 6 h at 10 ◦C.

111



Int. J. Mol. Sci. 2019, 20, 181

Figure 1. Effect of temperature on bacterial survival over the course of a 31P static NMR experiment:
(A) Bacterial survival over the course of an NMR experiment. 500 mL of E. coli culture, grown to an
OD600 of 0.5 was packed into a 4 mm zirconia MAS rotor as a cell slurry. Colony forming units were
determined by taking 5 μL of cell slurry and performing serial dilutions at each time point, followed by
plating onto LB agar and enumerating the number of colonies. Data is from a single experiment with
CFU dilutions performed in triplicate. Error bars indicate the standard error of the mean per triplicate.
(B) 31P direct excitation spectra of the same samples measured in A at 30 ◦C; and (C) at 10 ◦C. Spectra
were taken 1 h (black solid line), 6 h (red dotted line) and 12 h (blue dashed line) after packing.

2.2. Qualitative Analysis of 31P Lineshapes in Intact Bacteria

In order to gain meaningful insights into the effect of antimicrobial agents on the molecular
architecture of intact bacteria, we assessed whether different phosphorus containing biomolecules
could be distinguished from one another in live bacteria by 31P solid-state NMR. The static 31P lineshape
is defined by the width of the powder pattern due to the chemical shift anisotropy (CSA, defined
using the Haeberlen convention: δzz–δiso) and asymmetry parameter eta (η), which are modulated
by the molecular environments and molecular dynamics of the 31P tensor. The use of 1H to 31P
cross-polarization (31P CP) selectively filters out 31P signals of fast rotating molecules and depends on
the contact time. Using a relatively short contact time of 1.5 ms, a very broad 31P signal with a span of
ca. 230 ppm was observed in bacteria (Figure 2A). This is typical of solid or rigid molecules with little
motional averaging of the 31P tensor. The immobilized nature of the signal identified was surprising
considering the cells analyzed were well above freezing temperature and were not only intact but
also fully hydrated. We postulated that NAs would be the most likely biomolecules to maintain a
rigid-like structure, particularly in the form of condensed genomic DNA or large mRNA that can reach
megaDalton size [16]. The distinction between DNA and RNA cannot be achieved under static NMR
conditions and, since the DNA/RNA mass ratio in E. coli varies from ca. 1:3 at early growth phase to
ca. 1:15 at late growth phase [17], the overall NA signal was used.

Comparison of 31P CP spectra of purified DNA with that of bacteria revealed identical lineshapes
and a comparable chemical shift span or powder pattern of ca. 200 ppm, indicating DNA could be
the primary source of this signal. Furthermore, 31P CP analysis of MLVs composed of E. coli total lipid
extract, providing an expected 31P static lineshape for phospholipids, showed a chemical shift span of
ca. 54 ppm (Figure 2A), typical of a gel phase lipid bilayer. Interestingly, the peak intensity at −11 ppm,
indicative of fast-axially reorienting lipids, was also visible by CP, indicating that lipids can be detected
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in this dynamic range, although the dominance of the NA signal as this contact time precludes analysis.
Together the data strongly indicates that broad 31P signals in live cells arise due to NAs.

Figure 2. Characterization of bacterial DNA by 31P solid-state NMR: (A) 31P CP spectra using a contact
time of 1.5 ms; and (B) Direct 31P excitation spectra of E. coli (black solid line), MLVs made of E. coli
total lipid extract (red dotted line) and dry genomic DNA (blue dash-dotted line). All spectra were
acquired at 10 ◦C.

Analysis of direct excitation 31P spectra of bacteria, which detects all 31P signals irrespective
of molecular motion, revealed a convolution of several powder pattern lineshapes (Figure 2B).
An intense isotropic signal centered at 1.8 ppm indicates the presence of fast re-orienting 31P
containing molecules and likely arises from a wide range of molecules from phosphorylated soluble
proteins, ATP, ADP and inorganic phosphate species. This component accounts for 38% of the
spectral area. The underlying rigid NA signal is also visible, albeit significantly reduced relative
to the intensity of isotropic 31P dominating the spectrum. A clear powder pattern indicative
of a lipid bilayer was also visible as recapitulated by the lipid extracts, typical of a fluid phase
phospholipid bilayer (Figure 2B). The outer and inner lipid membranes, which are mainly composed of
lipopolysaccharide, phosphatidylethanolamine and phosphatidylglycerol, were difficult to distinguish
due to the complexity of the sample. An attempt to deconvolute the 31P spectrum of E. coli was made
using a three-component system accounting for NA, lipid and an isotropic component. Initial CSA
and η values already described for dry DNA and lipid extracts were used as component estimates.
Lineshape analysis, using the TopSpin solid lineshape fitting tool, of E. coli CP spectra gave a CSA of
−109 ppm with an η value of 0.52 and an isotropic chemical shift at 1.28 ppm. Lineshape analysis of
the fluid phase lipid component of direct excitation spectra yielded a CSA of 25.2 ppm (overall span of
~45 ppm), η value of 0.12 and isotropic chemical shift of −0.38 ppm, while the isotropic component of
the spectra showed a chemical shift of 1.6 ppm. Overall, the fit is in good agreement with the values
determined for purified DNA and lipid extract.

2.3. Characterisation of the Effects of Antimicrobial Agents on Bacteria

In order to gain a sense for how AMPs might affect the NMR spectrum of intact bacteria, we first
assessed the effects of the well characterized antibiotic ampicillin, whose mechanism of action and
cellular effects are well known, including inhibition of cell wall synthesis and damage by reactive
oxygen species (ROS) [18,19]. We treated 500 mL E. coli cultures with 20 μg/mL ampicillin (minimum
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inhibition concentration (MIC) of 4 μg/mL against E. coli [20]) for 1 h prior to preparation for NMR
spectroscopy. Analysis of intensity normalized CP spectra shows a clear reduction in the chemical shift
span of the NA signal in ampicillin treated E. coli, decreasing from ca. 225 to ca. 150 ppm (Figure 3A).
The increased noise in the spectrum is also indicative of a significant reduction in absolute signal
intensity observed in ampicillin treated cultures due to cell growth inhibition and cell death. The region
of greatest intensity also shifted from 20 to 1 ppm indicating a reduction in tensor asymmetry and
increased motional averaging. In the direct excitation spectra, the intensity at −11 ppm due to axially
reorienting lipids was significantly reduced (Figure 3B) consistent with membrane perturbations.
As ampicillin is not known to directly interact with bacterial DNA, we hypothesized that the reduction
in NA chemical shift span could be related to stress induced ROS production [19], possibly damaging
NAs through the breaking of phosphodiester bonds resulting in increased 31P motion and thus a
reduction in linewidth (Figure 3A). To test this we cultured E. coli in the presence of ampicillin and
thiourea, a powerful ROS scavenger. Provision of thiourea slightly ameliorated the reduction in
chemical shift span of 31P CP spectra and direct excitation spectra (Figure 3). Signals indicative
of fast-axially reorienting lipids (signal at −11 ppm) were only slightly recovered in the presence
of thiourea, indicating that thiourea treatment could not completely perturb or negate the activity
of ampicillin.

Figure 3. Characterization of the effect of ampicillin on E. coli: Bacteria grown to OD600 = 0.5 were
treated with 20 μg/mL ampicillin for 1 h prior to NMR analysis. (A) 31P CP spectra at 1.5 ms contact
time, and (B) 31P direct excitation spectra of E. coli (black solid line), ampicillin treated E. coli (red dotted
line) and ampicillin and thiourea treated E. coli (blue dotteded line). Spectra have been scaled to facilitate
lineshape comparisons.

We next assessed the impact of the AMP, Mac1.1 on E. coli by 31P solid-state NMR. E. coli cultures
were treated with sub-MIC concentrations of Mac1.1 (MIC of order 100 μg/mL or greater against
E. coli, [12]) for 30 min prior to NMR analysis. At 10 μM Mac1.1, a loss of signal intensity at the
edges of the 31P CP spectrum was observed (Figure 4A,B). Increasing the amount of Mac1.1 to
25 μM intensified the lineshape alterations. The results indicate a change in NA dynamics with
an increase in the proportion of molecules undergoing fast reorientation as observed following
ampicillin treatment. Direct excitation 31P spectra showed a similar increase in fast-reorienting
31P molecules significantly reducing the signal intensity of axially reorienting lipids, indicative of
membrane disruption (Figure 4C,D).
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Figure 4. Mac1.1 perturbs NA packing: (A) 31P 1.5 ms contact time CP spectra; and (C) 31P direct
excitation spectra of E. coli (black solid line), in the presence of 10 μM Mac1.1 (blue dashed line) and
25 μM Mac1.1 (orange dotted line). (B) Difference between CP spectra, and (D) difference between
direct excitation spectra of E. coli and in the presence of 10 μM Mac1.1 (blue dashed line) or in the
presence of 25 μM Mac1.1 (orange dotted line).

Quantitative analysis of CP spectra with various contact times revealed a reduction in T1ρ values
following Mac1.1 treatment, dropping from 4.8 to 3.3 ms (Figure 5D), indicative of increased molecular
motion in the μs regime and therefore a reduction in molecular order and stability, consistent with the
qualitative changes observed in the lineshape and chemical shift span. Given the similarities between
Mac1.1 and ampicillin treatment on 31P spectra of NAs, we similarly treated E. coli with Mac1.1 in
the presence of thiourea to determine the contribution of ROS damage to Mac1.1 mediated effects on
the spectra. However, rather than being protective, thiourea treatment caused catastrophic cell death
when combined with Mac1.1 precluding any analysis due to almost complete loss of signal from the
death of the cell culture.

The full effect of Mac1.1 on membrane integrity was difficult to determine by NMR given the
spectral overlap both in the direct excitation and CP spectra. To further confirm the disrupting effect
of Mac1.1 on E. coli membranes we utilized electron microscopy. E. coli cultured in the presence of
25 μM Mac1.1 showed a collapse of the periplasmic space with no distinction between the inner and
outer membranes compared to untreated bacteria (Figure 6). This effect could be replicated in the
presence of 0.1% Triton-X, indicating that the physiological disruption of the periplasmic space is
similar to detergent treatment. Furthermore, Mac1.1 altered DNA morphology within the cytosolic
space, causing the appearance of increased condensation compared to untreated E. coli while Triton-X
had the opposite effect, dispersing the DNA (Figure 6). Comparison of 31P CP spectra of Mac1.1 and
Triton-X treated cells revealed significant qualitative changes that were more pronounced in the case
of Mac1.1. Signal intensity was severely reduced in both spectra due to cell death, impeding lineshape
comparison. However, the spectra indicate that Triton-X has a minimal effect on the 31P CP lineshape,
unlike the AMP (Figures 5C and 6). Collectively, the data suggests that disruption of the 31P NA signal
by Mac1.1 was not due to unraveling of genomic DNA and thus the AMP effect on NAs is distinct
from its effect on membranes rather than as a consequence of membrane disruption.
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Figure 5. Mac1.1 increased μs motions in NAs: Contact time array in 31P CP spectra of: (A) peptide-free
E. coli; (B) in the presence of 10 μM Mac1.1; and (C) in the presence of 25 μM Mac1.1. The contact
times used were (solid blue) 0.25 ms, (dashed purple) 0.5 ms, (dotted cyan) 1 ms, (dash-dotted green)
1.5 ms, (dash-dotted-dotted gold) 2.5 ms, (short-dotted pink) 5 ms and (short-dashed red) 7.5 ms.
(D) Integral versus contact time plot with fit according to Equation (1) of (circle red line) peptide-free E.
coli, (square cyan) in the presence of 10 μM Mac1.1 and (triangle blue) in the presence of 25 μM Mac1.1.

 

Figure 6. DNA morphology modulation and intermembrane collapse induced by Mac1.1: Upper
panels show electron micrographs of E. coli (left panel), Mac1.1 treated (middle panel) and 0.1%
triton-X treated (right panel). Asterisks indicates genomic DNA, arrow heads indicate the periplasmic
space. E. coli were prepared as previously described for NMR experiments but washed in phosphate
buffered saline (PBS) prior to preparation for transmission electron microscopy. Lower panel shows
the comparable 31P CP NMR spectra performed at 30 ◦C.

116



Int. J. Mol. Sci. 2019, 20, 181

3. Discussion

In-cell NMR provides a means for understanding the molecular effects of antimicrobial agents
in a cellular context. While recent developments have focused on structure and folding of cytosolic
proteins [21], little has been done to investigate the potential for using 31P as a molecular probe of
cellular integrity. We have shown that phospholipids and NA can be readily distinguished in intact
cells by 31P solid-state NMR and used effectively to probe the effects of antimicrobial agents on
cellular integrity. Both ampicillin and Mac1.1 enhanced motional averaging of the 31P tensor of NAs,
which may be partly attributed to possible ROS mediated damage of the NA backbone. Membrane
integrity was also affected by both agents but due to spectral overlap could only be assessed through
the intensity of the peak attributable to axially reorienting lipids.

The 31P spectral width observed in bacteria was greater than expected for live cells, particularly
the presence of apparently rigid or immobilized molecules displaying a lineshape covering the full 31P
CSA. Comparison with purified DNA corroborated the molecular identity of this signal and is also
consistent with 31P lineshapes observed in viral particles in which the vast majority of 31P atoms can
be attributed to NA in the form of viral genomic DNA or RNA [22]. Treatment of E. coli with either
Mac1.1 or ampicillin resulted in similar lineshape alterations, with a reduction in signal intensity at
the edges of the spectrum and a shift in spectral density towards 0 ppm, which collectively indicate
increased dynamics of the 31P tensor of NA and confirmed by relaxation analysis of this signal in
Mac1.1 treated bacteria. The partial recovery of this signal in ampicillin treated bacteria with thiourea
needs further investigations and could involve ROS as ampicillin is widely known to induce ROS and
is an important contributor to its effectiveness as an antimicrobial [19]. Since Mac1.1 is unable to create
large pores [11], such as formed by cytolysins, it is unlikely that NAs are released from the intracellular
space, causing the spectral changes observed. This was further confirmed by electron microscopy
(EM) where Mac1.1 did not cause severe membrane disruption but rather increased DNA compaction.
While the mechanism driving this morphological change in DNA is unclear, it is interesting to note
that the CP spectra change in a similar way upon Mac1.1 and Triton-X treatment, showing different
changes in DNA compaction by EM. If phosphodiester bond breakage occurred, then increased bond
rotation of the phosphate would increase the isotropic nature of the signal and lead to reduced CP
spectral intensity. In the absence of bond breakage, increased compaction would be expected to
reduce T1ρ, resulting in greater signal intensities at short contact times, which was not observed in the
semi-quantitative CP analysis (Figure 5D). Disruption of the DNA or RNA macromolecular structure,
however, could also reduce the 31P powder pattern linewidth as would an increase in motion due to
unraveled genomic DNA. Averaging of the 31P tensor would still be restricted by the phosphodiester
bond dynamics and but may not change 31P dynamics to the same extent as expected in the case of
bond breakage. Direct excitation spectra make it clear that this is a dynamic change, at least in the
case of Mac1.1, in which spectral area is equivalent between treated and untreated cells. Breakage and
fragmentation of NAs remains a possibility that requires further investigation using a combination of
gel electrophoresis and mass spectrometry.

In the presence of thiourea, Mac1.1 treatment caused catastrophic cell death, resulting in almost
complete destruction of the bacteria and dramatic loss of 31P NMR signal, preventing analysis. This was
a powerful demonstration of the potential for combining sub-MIC concentrations of pore forming
AMPs with other antimicrobial agents having different activity such that a normally protective
anti-oxidant could become a powerful antimicrobial in the presence of AMPs. It is becoming
increasingly clear that synergy between antimicrobial agents has the potential to raise the efficacy
of existing antibiotics, even against strains that demonstrate resistance to frontline antibiotics like
vancomycin [23,24]. This finding also highlights the potential for Mac1.1 to be used as a drug delivery
system, particularly for other powerful antimicrobial agents that may exhibit poor membrane solubility
and transport.

The majority of AMPs have a strong affinity for lipid membranes, in particular negatively charged
membranes, which confers specificity towards anionic prokaryotic membranes. Mac1.1 is a typical
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membrane-active peptide that has been shown to possess greater affinity for anionic membranes
compared to neutral membranes and to form pores in bacterial membranes. A recent study showed that
Mac1.1 alters E. coli membrane integrity well below the MIC and thus suggested that bacteria can cope
differently with membrane damage [12], which would explain the difference in MIC between bacterial
species. Both ampicillin and Mac1.1 destabilized membrane integrity, increasing the contribution of
an isotropic component to the overall spectrum and a loss of signal from axially reorienting lipids.
Disruption of the membrane by Mac1.1 was further visualized by electron microscopy with the
appearance of a collapsed periplasmic space.

Observation of phospholipid resonances was difficult due to signal overlap in both direct
excitation and cross-polarization spectra, precluding detailed analysis of the effects of either
antimicrobial agent on lipid dynamics and membrane structure. Furthermore, the observation of
axially reorienting lipids in CP spectra in addition to direct excitation spectra inferred at a wide
dynamic range of phospholipid dynamics in intact live bacteria. Lipids that form close interactions
with membrane proteins would be expected to exhibit reduced dynamics and, therefore, able to be
visualized in CP spectra at short contact times. The CSA of these powder patterns would reveal the
dynamic range of these lipids, though this was not possible due to the dominance of the rigid NA signal.
This range of dynamics in which phospholipid headgroups appear to exist in live cells potentially
makes observation of lipids in cells difficult by 31P NMR as dynamic filters cannot be effectively
used, at least in the absence of lipid specific labelling schemes [25]. However, disentanglement of
heterogeneous dynamics in mixed lipid systems using MAS techniques [26] could be used in future to
study live bacteria, providing bacteria integrity is preserved during MAS experiments.

4. Materials and Methods

4.1. Materials

Maculatin 1.1 (GLFGVLAKVAAHVVPAIAEHF-NH2; MW 2145) at >95% purity was made at the
Bio21 Institute peptide synthesis facility (Melbourne, Australia). The peptide was washed in 5 mM HCl
and lyophilized over-night to remove residual trifluoroacetic acid [27]. Escherichia coli total lipid extract
was purchased from Avanti Polar Lipids (Alabaster, AL, USA) and used without further purification.
Peptone, yeast extract, piperazine-N,N′-bis(2-ethanesulfonic acid) (PIPES) and sodium chloride were
purchased from Sigma (Castle Hill, Australia).

4.2. Bacterial Growth

BL21 (DE3) E. coli was obtained from New England Biolabs (Ipswich, MA, USA.). Innoculation of
an agar plate was made and incubated overnight at 37 ◦C. A single colony was transferred into a Luria
broth (LB) culture flask and grown to an OD600 of 0.5 at 37 ◦C and under 250 rpm orbital shaking.
Bacterial treatments were begun at OD600 of 0.5. Thiourea was used at a final concentration of 150 mM,
ampicillin was used at 20 μg/mL and Mac1.1 at 10 and 25 μM where indicated. After the times
indicated, the bacterial suspension was pelleted at 4000 rpm, washed twice with PIPES buffer (100 mM
PIPES, 50 mM NaCl, pH 7.2). The supernatant was removed and the cell pellet was centrifuged down
into a 4 mm Bruker NMR rotor (Billerica, MA, USA) at 1000 rpm.

4.3. Bacterial Survival

Survival of E. coli was determined by taking 5 μL of E. coli suspension from a packed rotor
and performing serial dilutions in LB media, plated out onto agar and grown overnight at 37 ◦C.
Colony forming units (CFU) were determined by counting the number of colonies. The percentage of
remaining CFUs at various time points was calculated by: (number of CFU at 0 h)/(number of CFU at
the indicated time points) [20].
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4.4. E. coli Total Lipid Extract Sample Preparation

Multilamellar vesicles (MLVs) were formed using E. coli total lipid extract, which was resuspended
in a large excess of Milli-Q water with or without Mac1.1, thoroughly homogenized and freeze-dried
overnight. The dry powder was then resuspended in PIPES buffer at 65% (w/w) hydration and
freeze-thawed three times prior to packing into a 4 mm MAS NMR rotor.

4.5. Solid-State NMR Spectroscopy

31P NMR experiments were performed on a DNP-NMR 400 MHz Bruker Avance spectrometer
at a frequency of 161.5 MHz. A 4 mm triple resonance probe was used in a double resonance mode.
62.5 kHz direct excitation pulse and 55 kHz Hartmann-Hahn 1H to 31P cross-polarisation (31P CP)
experiments with 10% ramp on proton spin-lock were used under 31.25 kHz 1H SPINAL decoupling
scheme. The recycle delay was obtained from 1H and 31P saturation recovery experiments, and set
at 6 s (~5 T1). Typically, 512 scans and 3k scans were acquired for direct and 1.5 ms CP excitation
experiments, respectively, except for the CP contact-time array and processed with 8k zero-filling and
line-broadening from 50 to 500 Hz were used.

The CP spectra were integrated using the Topspin 3.5 software (Bruker, Billerica, MA, USA) and
the spectrum area versus contact time experiments fitted according to [28]:

A(t) = A0 (1 − TH-P/TH
1ρ) − 1 [exp(−t/TH

1ρ) − exp(−t/TH-P)] (1)

where A(t) is the spectral area, A0 is proportional to an equilibrium Bloch magnetization, TH-P is the
CP time constant between 1H and 31P, and TH

1ρ is the 1H spin-lattice relaxation in the rotating frame.

4.6. Electron Microscopy

Bacteria were grown in LB media until OD600 = 0.5 then treated with 25 μM Mac1.1 dissolved in
water, water alone or 0.1% Triton-X for 30 min. The cells were then collected by centrifugation and
washed twice with phosphate buffered saline prior to preparation for imaging. The samples were fixed
with 1.5% formaldehyde, 1% glutaraldehyde in 0.1 M sodium cacodylate rinsed and post fixed in 1%
osmium tetroxide in 0.15 M sodium cacodylate the serially dehydrate in ethanol and embedded in
epoxy resin (Procure 812). Seventy nanometer sections were cut and stained with uranyl acetate and
lead citrate. Samples were observed at 200 kV using a FEI Tecnai F30 (Hillsboro, OR, USA) equipped
with a Gatan US1000 digital camera (Pleasanton, CA, USA).
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Abstract: Starch is the most abundant energy storage molecule in plants and is an essential part of the
human diet. This glucose polymer is composed of amorphous and crystalline domains in different
forms (A and B types) with specific physicochemical properties that determine its bioavailability for
an organism, as well as its value in the food industry. Using two-dimensional (2D) high resolution
solid-state nuclear magnetic resonance (SS-NMR) on 13C-labelled starches that were obtained from
Chlamydomonas reinhardtii microalgae, we established a complete and unambiguous assignment
for starch and its constituents (amylopectin and amylose) in the two crystalline forms and in the
amorphous state. We also assigned so far unreported non-reducing end groups and assessed starch
chain length, crystallinity and amylose content. Starch was then characterized in situ, i.e., by 13C
solid-state NMR of intact microalgal cells. Our in-cell methodology also enabled the identification of
the effect of nitrogen starvation on starch metabolism. This work shows how solid-state NMR can
enable the identification of starch structure, chemical modifications and biosynthesis in situ in intact
microorganisms, eliminating time consuming and potentially altering purification steps.

Keywords: whole cell NMR; magic-angle spinning; 2D INADEQUATE; crystalline and
amorphous starch

1. Introduction

Starch is, with cellulose, the most abundant carbohydrate that is found in nature. Composed of a
polymer of glucose in semicrystalline granules, it is the major form of energy storage for plants [1]. It is
also the main energy source in most animal diets and is involved in various food industry processes.
Because they are linked with diseases, starches that are resistant to digestive enzymes have been the
focus of a growing research emphasis [2]. In addition to its importance in nutrition, starch can be used
as an environmentally-friendly low-cost material with no apparent toxicity and can be functionalized
for a wide range of applications, such as adhesives, biofilms, biodegradable plastics, pharmacology, etc.
Recently, for example, starch was designed for drug delivery using hydroxymethylated material [3].

In the Plantae, starch is stored in grains, structured on different scales, as illustrated in Figure 1.
At a micrometer (μm) scale, starch granules are made of amorphous and crystalline regions. Starch is
water insoluble, making it easy to purify, and consists mainly of highly branched amylopectin (70 to 85%
by weight of short α-1,4 chains with numerous α-1,6-D-glucan linkages) and linear amylose (15 to 30%
by weight of long α-1,4-D-glucan with few α-1,6-D-linkage) [4]. Starch is thus a semi-crystalline network
of amylose and amylopectin chains stranded into a double-helical structure held by hydrogen bonds.
These helices have 6 glucose residues per turn and a pitch of 2.1 nanometer (nm) and can adopt two
different crystalline packings identified as the A and B-types [4]. However, many vegetables possess
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starch grains that contain a mixture of A and B-types categorized as the C-type [4]. These three forms
were first identified by X-ray diffraction (XRD) analysis [5]. According to previous works [6,7], the main
difference between A and B-type starches is the relative positions of the starch double-stranded helices.
In the A-type structure, left-handed parallel-stranded double helices are closely packed into a B2 space
group [8,9], while in the B-type, helices are packed into a hexagonal unit cell corresponding to a P61

space group [10], forming a more hydrated structure.
One of the limitations of the starch industry is the difficulty to control the final product

quality. Today, native starch and its derivatives are most frequently characterized by powder X-ray
diffraction [4,11], often in combination with SS-NMR (solid-state nuclear magnetic resonance) [12–16].
NMR has the advantage of being a non-destructive technique, thus allowing measurements on intact
hydrated samples while providing information on molecular dynamics at an atomic scale, even in the
case of complex biomolecules such as starch [4]. The one-dimensional (1D) study of A and B-type
starches has already revealed some differences in 13C chemical shifts. In particular, the multiplicity of
the C1 carbon is used to distinguish the two starch crystalline forms [12–16]. The C2 to C5 resonances,
however, are poorly resolved on 1D spectra, and 2D SS-NMR has not yet been used to unambiguously
characterize A-type starch, amorphous- and amylopectin-rich starches. To the best of our knowledge,
only pure synthetic amylose has been described by 2D 13C NMR and proved to be in the B-type
form [14].

Figure 1. Multiscale representation of starch, from left to right: morphology of starch granules [17],
crystalline and amorphous regions, double helices and packing of double helices in crystalline forms A
and B.

In this work, we used the microalga Chlamydomonas reinhardtii—A photosynthetic model organism
with well-known metabolism [18–20], numerous mutants and a fully sequenced genome [21,22]—for
starch production and 13C labelling. This microorganism produces starch of the A-type after
purification [11,23]. Using amylose-rich, amylopectin-rich and inhibited starch producing strains,
we established a full unambiguous high-resolution assignment for all carbons in A, B and amorphous
starches—An essential step in the SS-NMR study of starches and their modifications. We assigned
highly crystalline amylopectin and poorly crystalline B-type amylose as well as new signals from
non-reducing end groups. Beyond its chemical shift and multiplicity, the width and shape of
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each resonance provided additional data that were interpreted in terms of local vs. global order,
correlated disorder, chain length, degree of crystallinity or amylose/amylopectin ratio. Finally,
based on these characterizations, we were able to detect the resonances of starch in situ in whole
C. reinhardtii cells, and to identify the type of starch in the storage grains, as well as the level of
crystallinity. This work demonstrates how 2D 13C SS-NMR methodology can prove invaluable for the
functional in vivo study of starch in its native environment: the cytosol.

2. Results and Discussion

2.1. 2D 13C SS-NMR Ex Situ Characterization of A and B Types and Amorphous Starch

To characterize starch in situ, we first needed to establish a complete unambiguous 13C assignment
of pure A, B and amorphous starches. The A and B forms can respectively be obtained with sufficient
high crystallinity using amylopectin-rich and native retrograded starches.

The A form was prepared using starch from the st 2-1 amylopectin-rich C. reinhardtii strain.
This strain produces starch with the highest crystallinity—about 71% according to our SS-NMR
results (see Table S1). The short chains of amylopectin are reported to form double-helices which
readily crystallize in the starch granules [4]. Furthermore, XRD measurements of pure amylopectin
(Figure S1A) are typical of highly crystallized A-type starch [11,24]. The B form was obtained by
starch retrogradation, as described in the Material and Methods section, from wild-type C. reinhardtii,
yielding a final crystallinity of circa 55% as determined by SS-NMR (Table S1). Finally, amorphous
starch was prepared by freeze-drying amylose-rich starch (produced by the C. reinhardtii sta 3-3
mutant) as described by Paris et al. [15]. The amorphous nature of this sample is confirmed by NMR
(about 0% crystallinity, Table S1). Interestingly, the A-type starch remained crystalline after drying,
while the crystal structure of B-type starch was destroyed after drying, according to XRD experiments
(Figure S1A,B). Water is thus an essential element in the crystal structure of B-type starch, as reported
elsewhere [25,26].

As shown in Figure 2, while C1, C4 and C6 carbons are readily resolved on the 1D spectra of
types A, B and amorphous starch, carbons 2 to 5 cannot be distinguished. Gidley and Bociek [27]
demonstrated that glucose carbons 1 and 4 were more sensitive to starch conformational changes
than carbons 2, 3 and 5, showing higher chemical shift dispersion under the variation of the torsion
angles of the glycosidic linkage in α-(1,4) glucans. In amorphous starch, the broad distribution of
conformations thus leads to a large chemical shift dispersion of the C1

′ peak (Figure 2C). The C1

splitting of the crystalline forms (3 peaks for A and 2 peaks for B) have been explained as resulting
from the different space groups adopted by A and B forms [27]. These spatial arrangements lead to
three possible environments for carbon 1 in the A form and two for the B form.

A major improvement in resolution can be obtained using 2D methods on 13C labelled material,
including whole cells. As we showed in a previous piece of work, microalgae can easily be
fully 13C labelled using NaH13CO3 [28]. A higher spectral dispersion provided by the second
dimension will reduce the risks of potential overlap between starch and other carbohydrate moieties
in situ. The 2D INADEQUATE is an excellent experiment providing unambiguous through-bond
connectivities and enhanced resolution. The robustness of this experiment and exquisite sensitivity to
conformational differences has been shown in various works on disordered organic materials [29,30].
This experiment has particularly been useful in the study of cellulose [31,32]. Moreover, the double
quantum (DQ) dimension provides excellent chemical shift dispersion and the experiment has,
thus, also been applied to intact systems [33]. Here, we used the INADEQUATE pulse sequence
in combination with proton-to-carbon polarization transfer schemes, such as Cross Polarisation (CP)
or the Nuclear Overhauser effect (NOE), which is commonly exploited in solid-state NMR for signal
enhancement [28,34].

The 2D INADEQUATE spectra of amylopectin (A-form), retrograded C. reinhardtii native starch
(B-form) and dry amylose (amorphous) are shown in Figure 3. The net improvement in resolution

124



Int. J. Mol. Sci. 2018, 19, 3817

is sufficient to distinguish all carbons including carbons 2, 3 and 5, which were not unambiguously
elucidated before. A complete and unambiguous assignment was thus obtained for the three starch
forms, and all spin systems are reported in Table 1. The linewidths vary between ca. 100 Hz and
200 Hz for hydrated starches, thus confirming their well-ordered and dynamic nature. The linewidths
of the dry amorphous starch (Figure 3C), on the other hand, can reach 500 Hz, possibly due to the
dispersion of conformations and freezing out of motions in this state.

Figure 2. 1D cross-polarisation 13C solid-state NMR (nuclear magnetic resonance) spectra of
amylopectin (A), retrograded (B) and amorphous gelatinized (C) starch from C. reinhardtii. Assignments
are extracted from 2D spectra.
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Figure 3. NOE (Nuclear Overhauser Effect)-INADEQUATE 2D SQ/DQ (single quantum/double
quantum) 13C solid-state NMR spectra of pure amylopectin A-type starch (A), retrograded native
C. reinhardtii B-type starch (B) and amorphous dry native C. reinhardtii starch (C). Continuous lines are
correlation pathways for the main starch constituents (α-1,4 and α-1,6 linked glucans), while dashed
lines correspond to non-reducing end groups. Zooms correspond to carbon 1 in C1–C2 correlation and
to carbon 5 in the C5–C4 correlation on the left and right side zooms, respectively. On (A), Ce

X designate
carbons in non-reducing end-groups. To compare end groups signals between 2D spectra, the intensities
are normalized using the C4 area circled in (A).
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Table 1. 13C assignments (in ppm) of amylopectin-rich, native retrograded, amylose-rich and native
C. reinhardii starches 1.

C1 C2 C3 C4 C5 C6

Amylopectin (A) 101.8 → 73.6
100.6 → 72.5 → 74.2 → 77.9 → 71.9 → 61.6
99.1 → 71.9

Non reducing end group 100.5 → 72.3 → 73.7 → 70.4 → 73.7 → 61.1

Retrograded (B) 100.9 → 72.1 ↘ ↗ 72.4 → 61.0
74.1 → 77.7

100.1 → 72.8 ↗ ↘ 71.5 → 61.6
Non reducing end group 100.1 → 72.2 → 73.5 → 70.4 → 73.5 → 61.5

Amylose (B) ↗ 73.5 ↘
100.8 74.1 → 77.8 → 71.8 → 61.4

↘ 72.5 ↗
99.9 → 71.6

Non reducing end group 100.6 → 72.6 → 73.6 → 70.3 → 73.6 → 61.3
Amorphous 103.0 → 72.7 → 75.4 → 81.5 → 71.5 → 60.4

C. reinhardtii wt 101.5 → 72.1
Native starch (A) 100.5 → 72.6

99.3 → 71.9
75.0 → 76.9

Non reducing end group 100.4 → 72.4 → 73.6 → 70.2 → 73.6 → 61.4
Amorphous 103.0 → 73.0 → 75.3 → 81.7 → 71.5 → 60.2
By-product 1 92.7 → 72.4 → 74.9 → 76.9 → 70.4 → 61.4
By-product 2 96.7 → 74.9

1 Amylopectin-rich and amylose-rich starches are purified from st 2-1 and sta 3-1 C. reinhardtii strains,
respectively. Correlation pathways are determined using NOE-INADEQUATE except for amorphous starch
using CP-INADEQUATE. Arrows represent two correlated carbons in the same spin system.

As seen on the 1D spectrum and as previously reported, the greatest chemical shift differences
between starch forms are observed for the C1 and C4 carbons [27]. The C1 value ranges from 99.3 to
101.8 ppm in A-type starch, from 100.1 to 100.9 ppm in B-type and is equal to 103.0 ppm in amorphous
starch. The difference in splitting of the C1 peak between A- and B-types is confirmed and extends to
the C2 carbons for B-type starch, although this difference is lost in the following carbons, except for the
C5 carbon of the B-form. Although chemical shift differences are small, a clear splitting is seen for C5 in
the C5–C4 and C6–C5 correlation in the B-form spectrum, which is not present in the A-form (Figure 3).
The change in C4 chemical shift between the two crystalline forms is small (0.2 ppm); however, a large
3.9 ppm difference is observed when starch becomes amorphous. Similarly, the difference between C3

chemical shifts in both crystalline forms is minor (74.2 and 74.1 ppm for A and B forms, respectively),
however these can clearly be distinguished from the amorphous chemical shift (75.3 ppm). Overall,
differences in chemical shifts between A and B forms are small, indicating that the torsion angles
and magnetic environment are very similar. The structures are thus locally equivalent and the notable
differences that we detected for the C1 resonances, and which we showed to partially extend to other
carbons, result from differences on a longer scale, such as the symmetry of the crystal lattice.

Most importantly, all 2D spectra reveal a clearly distinct spin system (around 100.5, 72.5, 73.5,
70.2, 73.5, 61.3 ppm) that has never been reported in natural starches to the best of our knowledge,
most likely because they are almost undetectable on 1D spectra (except for a shoulder near the C5

carbon). These resonances cannot arise from soluble molecules, such as short carbohydrate oligomers,
because they would have been eliminated in the various washing steps of our samples. On the other
hand, the chemical shifts of this system of correlated carbons are in excellent agreement with those
reported for the end-groups of synthetic alpha dextrins [35] and can, therefore, most certainly be
assigned to non-reducing terminal glucose groups.
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As such, the intensity of the Ce
4 resonance (Figure 4) cannot allow us to directly measure the

percentage of end groups, exact chain length or branching abundance in situ, however the detection of
these resonances offers the possibility of obtaining relative values. Absolute quantitative measurements
are possible, however they would require prior calibration of resonance intensities with standard
molecules. This information can nevertheless help localize chemical reactions in starch and it can also
be very useful for the food industry as short amylopectins found in highly resistant starch are valued
for their healthful properties [36]. In the context of the development of new rice mutants, for example,
following the intensity of the Ce

4 resonance could help predict some of its functional properties and
commercial values [37].

Figure 4. Traces corresponding to the Ce
3/Ce

5–Ce
4 correlation in non-reducing end groups are

extracted from 2D spectra with the C4 area (see Figure 3) arbitrarily set to 100. Amylopectin-rich (A),
native (B), native retrograded (C) and amylose-rich (D) starches traces are presented. Ce

4 intensities
are indicated on the right.

As mentioned previously, we have used signal enhancement schemes, and NOE was usually
favoured because it was more efficient than CP, as expected in mobile regions of biomacromolecules.
One exception is hydrated amorphous starch, where CP was more efficient and CP-INADEQUATE
was preferred (see Figure 5B). In hydrated amorphous starch, Paris and co-workers also used CP
and explained its efficiency by the particular nature of proton-to-carbon couplings, where water
polarization is transferred by spin diffusion to protons covalently bound to starch carbons in a two 1H
reservoir model [16].
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Figure 5. NOE (A) and CP (cross-polarization) (B) INADEQUATE 13C solid-state NMR spectra of native
C. reinhardtii A-type starch. Continuous lines link correlated spins in crystalline (A) and amorphous (B)
regions, while dashed lines correspond to non-reducing end groups.

Compared to hydrated starches, the dry amorphous one showed much broader lines with an
intrinsic linewidth that was at least twice that of the hydrated forms, as determined by 2D SS-NMR
(see Figure S2), and as previously reported in various biological samples [38,39]. The elongated shapes
of the lines in the INADEQUATE spectra, which are parallel to a 1:2 axis, reflect a distribution of
conformations rather than a mere change in relaxation resulting from the reduced dynamics in the
dry form. Moreover, since the resonance pattern of a given carbon is parallel to the previous and
the next ones, the distribution of conformations (or disorder) is correlated from one carbon to the
adjacent. In other words, the structure is purely amorphous with no regions that are more ordered
than others [40]. As soon as starch is hydrated, water acts a plasticizer and chain motions average out
the chemical shifts to the values given in Table 1 for hydrated amorphous starch.

To summarize this section, we characterized A and B types and amorphous starch, thus providing
the most complete 13C NMR assignment to date, including new chemical shifts ascribed to
non-reducing end groups. The widths of 1D lines, as well as the shapes of 2D resonances, are useful
indications of molecular order and dynamics. Finally, the ratio of intensities between C4 and Ce

4

enables the first in situ qualitative assessment of the length of branched amylopectin or linear amylose.

2.2. Differentiating Between Starch Components: Amylose and Amylopectin

Macroscopically, starch has various grain shapes, however with similar architecture consisting of
growth rings, blocklets and crystalline-amorphous lamellae. This glycosidic polymer is made of linear
and branched sequences, respectively corresponding to amylose and amylopectin. Different ratios of
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amylopectin/amylose are observed in starch depending on its origin. Pure amylopectin starch has
been described as highly crystalline A-type starch [4,41,42], whereas pure amylose starch has been
described as having B-type and low crystallinity patterns [43]. Thus, amylose is generally considered
to be in the amorphous region of starch granules [4] while amylopectin is in the crystalline region.
Nevertheless, many examples show that the amylose/amylopectin ratio is not the only decisive factor
determining starch type, crystallinity [44] and digestibility [2].

As expected, starch purification from amylopectin-rich strain st 2-1 of C. reinhardtii leads to highly
crystalline A-type starch (for XRD and NMR, see Figures S3 and S4, respectively). Indeed, the 1D
13C SS-NMR experiment shows that the peaks assigned to amorphous C1 and C4, respectively at
103 and 81.6 ppm, are nearly absent in amylopectin samples, thus indicating that amylose is at least
partially involved in amorphous regions of starch. Furthermore, α-1,6-branched glucose was not
detected here because this type of bond has an occurrence of only 5% in amylopectins [4]. As for
pure amylose, which is described to poorly crystallize into the B-form [11], chemical shifts are indeed
in good agreement with this starch form (Table 1). We here confirm this observation with XRD
(Figure S1C) and 13C SS-NMR (Figures S3 and S4) on extracted starch from this strain. Moreover,
the same difference could be observed in situ (data not shown). In addition, lines are sharper in the
amylose spectrum than in the native and amylopectin rich A-type starch, which is in good agreement
with a more amorphous/mobile amylose structure. Interestingly, amylose can also be recrystallised
into A- or B-type starch [45], consistent with the higher flexibility of amylose.

This opens the way to exploring the effects of changing amylose/amylopectin ratios related
to starch crystallinity and, to some extent, to its type. According to the literature, more amylose is
usually more favourable to B-type starch [43], and pure amylose leads to B-type crystals in vitro [46],
even if exceptions exist. Amylose/amylopectin ratio and chain length distribution are known to be
critical for starch physicochemical properties, which determine their suitability for particular uses.
For example, starch films properties [47,48], digestibility and starch water uptake [49] are affected by
the amylose/amylopectin ratio. Thus, SS-NMR could be a rapid and efficient tool to help understand
these differences.

2.3. In Cell Characterization of C. reinhardtii Starch

As will be seen in this section, our thorough characterization of extracted starch in its various
forms enabled us to detect starch in cell and to identify its type and degree of crystallinity. In our
previously published work, intense signals were assigned to starch in whole cells of C. reinhardtii [28].
Here, we further refined this assignment by exploiting the improved resolution provided by the 2D
INADEQUATE experiment. As shown in Figure 6, this experiment can discriminate starch signals
from those of other saccharides with the exception of carbons 6 and 3 which overlap with those
of the galactolipids and/or present in the cell wall structure. A comparison of the chemical shifts
obtained from the 2D 13C INADEQUATE and reported in Table 1 confirms that in C. reinhardtii cells,
starch crystallizes in the A-form, which is very similar to pure amylopectin, supporting the high
proportion of amylopectin in this starch (see XRD and NMR results in Figures S1A,D and S5).
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Figure 6. NOE-INADEQUATE of whole cell C. reinhardtii wt (red) and sta 6-1 starchless (black) strains.
Continuous lines indicate correlation pathways corresponding to A-type crystalline starch. Dashed lines
link circled resonances from the additional correlations discussed in the text.

Our approach can be applied to other microorganisms, however also to mutants of C. reinhardtii.
For example, to avoid any ambiguity in our chemical shift assignments, we compared the 2D spectrum
of the starchless strain sta 6-1 to that of the wild type strain (Figure 6). The main differences confirm
our assignment of starch, however we observed additional correlations in whole wild type (wt) cells
that are absent in whole starchless mutants (see the dashed lines and circled peaks in Figure 6).
These correlations can be described as one spin system of six carbons (at 92.7, 72.4, 74.9, 76.9, 70.4 and
61.4 ppm from C1 to C6) and one correlation at 96.7 ppm/75.0 ppm. We suspect them to be co-products
of starch synthesis in cells that in situ SS-NMR of various C. reinhardtii strains has allowed to detect.
An assignment of those peaks is preliminary at best, however the chemical shifts of the six correlated
carbons could correspond to those observed in high-energy twisted starch helices associated with
starch synthesis in the cell [50,51].

In cells, SS-NMR can also be used to monitor cellular growth under different conditions. Indeed,
we have compared various C. reinhardtii strains under nitrogen-rich and nitrogen-deprived diets.
The effects are such that simple 1D NMR and spectral subtraction are enough to isolate starch signals.
For example, after six days of cell culture, the difference spectrum between the wt strain and the
starchless mutant (sta 6-1) leads to an in situ starch spectrum with a fairly good resolution (Figure 7).
This type of approach can be used to determine the crystallinity of starch in the storage grains of
the microalga in situ, with similar results to purified starch (see Table S1). Similarly, under nitrogen
starvation of amylopectin-rich (strain sta 3-3) and amylose-rich (strain st 2-1) starch producing mutants,
starch overproduction is so intense that a subtraction of its spectrum to that of microalgal cells grown
in normal medium resulted in an in situ spectrum of starch (data not shown).

Although nitrogen depletion initially leads to detectable starch overproduction, starch signals
were comparable to those of normal cells after one month. More than 80% of microalgal cells survived
without any addition of carbon or nitrogen sources because starch reserves had become C. reinhardtii’s
main nutrient.

Living microalgae were introduced in the NMR spectrometer and were monitored by 13C SS-NMR
under magic-angle spinning. During the course of the experiments, microalgae might die from a
combination of spinning, heating and starving, however the structures of most of their constituents
remain intact. In cells, 13C SS-NMR is thus a versatile approach that enables the identification of
starch in microalgae, the comparison of various strains or growth conditions and the study of algal
metabolism by monitoring the amount of starch and its progressive degradation throughout the cell

131



Int. J. Mol. Sci. 2018, 19, 3817

life. Starch accumulation, which is a well-known metabolic response to stress, suggests that whole cell
SS-NMR experiments could be a useful tool to monitor stress in microalgae.

Figure 7. 1D cross-polarisation 13C solid-state NMR spectra of whole C. reinhardtii wt cells (A) and
sta 6-1 starchless strain cells (B). Subtraction of these spectra results in the 1D spectrum of in situ native
starch (C).

3. Materials and Methods

3.1. Materials

13C-labelled (99%) sodium bicarbonate was obtained from Cambridge Isotope Laboratories
(Tewksbury, MA, USA) or Martek Isotopes LLC (Olney, MD, USA). Natural abundance maize starch,
all chemicals used for the growth medium, starch extraction and cell viability assays, such as Percol®

and Fluorescein DiAcetate (FDA) were purchased from Sigma-Aldrich (Oakville, ON, Canada).

3.2. Strain, Media and Growth Conditions

Strains. Wild type strain of Chlamydomonas reinhardtii 222+ was obtained from the collection
of the Institut de Biologie Physico-Chimique (Paris, France). Other strains were obtained from
the Chlamydomonas Resource Center at the University of Minnesota (http://chlamycollection.org/).
Strains sta 3-3 (CC 2916, soluble starch synthase III mutant [52]), st 2-1 (CC 2687, granule bound
starch synthase mutant [53]) and sta 6-1 (CC 5373, ADP-glucose phosphorylase mutant [54,55]) are
amylose-rich, amylopectin-rich and inhibited starch producing strains, respectively.

Algal growth. Tris minimal medium buffered with HCl to pH 7.3 was made as described by
Surzycki [56]. Briefly, the medium in polyethylene Erlenmeyer (Nalgene, Thermo Scientific, Waltham,
MA, USA) was inoculated with microalgae kept on TAP-medium 1.6% agar plates. The tris-minimal
medium was supplemented with 1 g/L of sodium bicarbonate filtered immediately prior to cell culture.
For cellular growth, heterotrophic conditions were imposed by purging CO2 and O2 through gas
nitrogen bubbling before sealing the Erlenmeyer. Thereafter, the cells were grown under continuous
white light illumination (100 μmol photons·m−2·s−1) at 23 ◦C ± 1 ◦C with gentle agitation (100 rpm).
Five days were needed to reach the exponential phase (5.106 cell/mL). Cells were harvested after
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1500× g centrifugation for 10 min. For 13C labelling, labelled sodium bicarbonate (NaH13CO3) was
used as the carbon source at 1 g/L in the Tris minimal medium.

Whole cell experiments. For whole cell experiments, microalgal cells were centrifuged, then rinsed
twice with a buffer containing 86 mM NaCl and ~50 mg were packed in a 3.2 mm Varian NMR rotor.

Starch overproduction. As larger volumes are needed for starch purification, a 300 mL preculture
of wild type C. reinhardtii was grown to 4 × 106 cells/mL and then 50 mL of this solution was added
to 2.5 L of medium contained in a 6 L Erlenmeyer. Again, cells were harvested in the exponential
phase (5–6 × 106 cells/mL) after 6 days. Starch overproduction in mutant strains was achieved via
nitrogen starvation using the medium described by Ball et al. [22], consisting of the normal growth
media simply omitting nitrogen. According to this article, nitrogen depletion is the best compromise,
under heterotrophic conditions, between cell production and starch accumulation compared to
phosphate and sulphur depletion. This overproduction represents a tenfold final improvement in pure
starch yield.

3.3. Starch Purification

We adapted the protocols of starch extraction from Buléon and co-workers [11]. Briefly, cells were
harvested in the exponential phase by centrifugation for 10 min at 1500× g and 4 ◦C. Cells were rinsed
twice with HEPES buffer (HEPES 250 mM, MgCl2 5 mM, sucrose 300 mM, pH 7.3 with EDTA 10 mM,
benzamidine 1 mM and PMSF 200 μM as antiproteases) and were then centrifuged again.

The cells pellet was diluted to 108 cells/mL in the same buffer and was disrupted using a
homogenizer (EmulsiFlex-C5, Avestin, Ottawa, ON, Canada). Cells were passed through this cell
homogenizer 4 times at 10,000 psi and were centrifuged at 2000× g for 20 min, thus pelleting big
cell debris and starch granules. Starch was washed several times with Milli-q water and was further
purified using Percol® (one volume starch for 4 volumes of Percol). The final pellet was considered as
pure native starch and was used without further purification for XRD and NMR. For storage that was
longer than 3 days, starch was lyophilized. NMR and XRD tests proved that rehydrated starch reaches
the same structure than the native one. For NMR experiments, starch was hydrated and ~50 mg was
packed in a 3.2 mm Varian NMR rotor.

3.4. Starch Retrogradation

A-type starch can be transformed into B-type starch using retrogradation, i.e., recrystallization
of the amorphous phase after gelatinization [57]. First, starch was boiled for 15 min in excess water
(10% w/w suspension) at 100 ◦C in a sealed glass tube. The resulting gel was then slowly cooled
and stored at 4 ◦C. After one month, B-type XRD patterns were observed (Figure S1B), which was in
good agreement with the literature [58]. This product was considered as the B-type model starch in
this study.

3.5. Cell Viability

To test cell viability, fluorescence analysis is performed on a BD Accuri™ C6 flow cytometer
(BD Biosciences, Mississauga, ON, Canada). A total of 1000 intact cells were acquired for each sample.
This test measures the natural chlorophyll fluorescence and FDA-derived fluorescence generation
based on esterase activity level [59]. Briefly, 5 μL of a 1 mM FDA solution was added to 1 mL of cell
solution at 2 × 106 cells/mL for 20 min prior to measurement. Thus, cell viability was verified to be
above 93% before each whole cell NMR experiment.

3.6. Solid-State NMR

All spectra were recorded on a Bruker Avance III-HD (Milton, ON, Canada) operating at a
frequency of 150.87 MHz for 13C and 599.95 MHz for proton (1H) using a Varian 3.2 mm magic-angle
spinning (MAS) triple resonance probe (Agilent, Santa Clara, CA, USA). The spinning frequency was
set to 15 kHz and the probe was kept at room temperature corresponding to a sample temperature of
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approximately +35 ◦C for all experiments. 1D (single-pulse (SP) and cross-polarization (CP)) as well as
2D experiments (Incredible Natural Abundance Double QUAntum Technique (INADEQUATE)) were
recorded with nutation frequencies of 60 kHz and 75 kHz for carbon and proton channels, respectively
(corresponding to 4.2 and 3.35 μs 90◦ pulses) [29,30,33,60] and two-pulse phase modulation (TPPM)
dipolar decoupling. For CP spectra, 256 scans were typically recorded with a recycling delay of 15 s
and an optimized 1 ms contact time (total duration of 1 h). For SP, 128 scans were recorded with 30 s of
recycling delay (total duration of 1 h). For 2D experiments, CP or a 2 s long Nuclear Overhauser Effect
(NOE) pulse sequence were used to transfer nuclear spin polarization from 1H to 13C, with a 3 s recycle
delay (1 s for NOE), an acquisition time of 25 ms, a total of 768 t1 increments of 32 scans and quadrature
acquisition using the states-Time Proportional Phase Incrementation (TPPI) method (total duration of
~20 h). The delay τ during which the J couplings evolve was set to 2 ms. For NOE-INADEQUATE
spectra, an NOE delay of 1 s was used. 13C chemical shifts were externally calibrated with respect
to adamantane fixing the CH2 resonance at 38.48 ppm [61]. Spectra were processed using Topspin
(Bruker) or Mnova software (Mestrelab Research, Santiago de Compostela, Spain). No line broadening
was used on the 1D spectra, while the zero-filling to 1024 points and a sine squared apodization were
applied in both dimensions prior to Fourier transform of the INADEQUATE spectra.

3.7. X-ray Diffraction

X-ray diffraction was performed on dry or wet samples (~130 mg). Patterns were recorded in
transmission mode on a Bruker D8 Advance (Milton, ON, Canada) diffractometer operating at 40 mA
and 40 V. The Cu Kα radiation (λ = 1.5406 Å) was selected using a motorized slit of 0.681 nm. Data were
recorded in triplicate, with incident angles (2θ) ranging from 2◦ to 60◦, and signals were averaged
prior to normalization. Diffractograms were normalized to the same total area under the scattering
curve over the Bragg angle range 5–45◦ (2θ).

3.8. Crystallinity Quantification

Crystallinity was assessed by SS-NMR using the method proposed by Lopez and co-workers [62]
on 1D CP experiments. Briefly, a positive or negative weighting factor was applied to each resonance
for purely crystalline or purely amorphous resonances, respectively. Starch crystallinities are listed in
Supplementary Table S1.

4. Conclusions

In this work, we presented an unambiguous full assignment of native and retrograded starches in
the A and B forms, amylose- and amylopectin-rich starches. The high resolution that was obtained
in 2D 13C INADEQUATE NMR experiments enabled, for the first time, the assignment of the C2,
C3 and C5 sites in different starch samples. This work confirmed differences that were observed
previously between various starch types, and also added C3 and C5 chemical shifts and multiplicity
to discriminate between them. Furthermore, full new spin systems were described for amorphous
starch and non-reducing end groups of starch. 13C SS-NMR spectra also allowed the assessment of
starch crystallinity, disorder and dynamics, and could also be used to evaluate the chain length and
amylose/amylopectin content.

This study is a step forward in the differentiation between saccharides within a microalgal cell.
It is the first one reporting in-cell SS-NMR measurements with sufficient resolution to distinguish
amorphous, A- and B-type starches, without any time-consuming and potentially altering purification
steps. Moreover, we showed that starch crystallinity can be assessed in the cell. The application
of this methodology to various C. reinhardtii mutants under different growth conditions and the
detection of by-products of starch biosynthesis and its metabolism show how this approach could
be applicable to the in situ study of other microorganisms. This work also represents a solid base
to study physicochemical functionalisation of starch matrices and starch degradation in bioenergy,
food industry or drug delivery contexts, for example.
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Abbreviations

2D Two dimensional
SS-NMR Solid state Nuclear Magnetic Resonance
13C Carbon 13
μm Micrometer
nm Nanometer
XRD X-ray diffraction
1D One dimensional
g/L Gram per liter
rpm Rotation per minute
NaH13CO3 Sodium bicarbonate
mg Milligram
mm Millimeter
mL Milliliter
mM Millimole per liter
HEPES 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid
EDTA Ethylenediaminetetraacetic acid
PMSF Phenylmethylsulfonyl fluoride
FDA Fluorescein DiAcetate
MHz Mega Hertz
MAS Magic Angle Spinning
1H Proton
kHz Kilo Hertz
SP Single pulse
CP Cross polarization
INADEQUATE Incredible Natural Abundance Double QUAntum Technique
μs Microseconde
TPPM Two-pulse phase modulation
NOE Nuclear Overhauser Effect
TPPI Time Proportional Phase Incrementation
Å Ångström
DQ Double quantum
ppm Parts per million
wt Wild type
ap Amylopectin-rich starch
as Amylose-rich starch
retro Retrograded wild-type starch
am Amorphuous starch
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