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Preface to ”District Heating and Cooling Networks”

Conventional thermal power generating plants reject a large amount of energy every year. If this

rejected heat were to be used through district heating networks, given prior energy valorisation, there

would be a noticeable decrease in the amount of fossil fuels imported for heating. As a consequence,

benefits would be experienced in the form of an increase in energy efficiency, an improvement in

energy security, and a minimisation of emitted greenhouse gases. Given that heat demand is not

expected to decrease significantly in the medium term, district heating networks show the greatest

potential for the development of cogeneration. Due to their cost competitiveness, flexibility in terms

of the ability to use renewable energy resources (such as geothermal or solar thermal) and fossil fuels

(more specifically the residual heat from combustion), and the fact that, in some cases, losses to a

country/region’s energy balance can be easily integrated into district heating networks (which would

not be the case in a “fully electric” future), district heating (and cooling) networks and cogeneration

could become a key element for a future with greater energy security, while being more sustainable,

if appropriate measures were implemented. This book therefore seeks to propose an energy strategy

for a number of cities/regions/countries by proposing appropriate measures supported by detailed

case studies.

Antonio Colmenar Santos, David Borge Diez, Enrique Rosales Asensio

Special Issue Editors

ix





energies

Article

Energy Efficiency Analysis Carried Out by Installing
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Abstract: This article analyses the reduction of energy consumption following the installation of
district heating (DH) in the Miguel Delibes campus at the University of Valladolid (Spain), in terms
of historical consumption and climate variables data. In order to achieve this goal, consumption
models are carried out for each building, enabling the comparison of actual data with those foreseen
in the model. This paper shows the statistical method used to accept these models, selecting the
most influential climate variables data obtained by the models from the consumption baselines
in the buildings at the Miguel Delibes campus through to the linear regression equations with a
confidence level of 95%. This study shows that the best variables correlated with consumption are the
degree-days for 58% of buildings and the average temperature for the remaining 42%. The savings
obtained to date with this third generation network have been significantly higher than the 21%
average for 33% of the campus buildings. In the case of 17% of the buildings, there was a significant
increase in consumption of 20%, and in the case of the remaining 50% of the buildings, no significant
differences were found between consumption before and after installation of district heating.

Keywords: district heating; energy efficiency; baseline model; energy prediction; verification

1. Introduction

The building sector consumes more than a third of the world’s energy and is responsible for
30% of all CO2 emissions. These emissions were 9.0 Gt CO2-eq in 2016 [1]. In order to reduce these
emissions, the European Union (EU) has established the target for 2050 of reducing greenhouse gas
emissions by 80% compared to 1990 levels [2]. The aim is to limit the increase in global temperature
to 2 ◦C by 2050 [3]. This objective requires that emissions in 2030 compared to 2005, are limited or
reduced in all developed country parties, but by different percentages, from 0% in Bulgaria to 40% in
Luxembourg through to 26% in Spain [3,4].

The building sector in Spain has an approximate weight of 30% in final energy consumption,
distributed at 18.5% in the residential building sector and 12.5% in the non-residential sector integrated
by retail trade, services and public administration [5]. More than 65% of this consumption is used to
supply heating needs, with 82% of the individual heating systems and the remaining 8% of central
heating. The energy sources used mostly in heating are electricity (46%) and natural gas (32%) [6].

In front of individual and central heating systems for a single building, urban heat networks allow
an easy change from fossil fuel to a renewable one, such as biomass, allowing the use of other renewable

Energies 2018, 11, 2826; doi:10.3390/en11102826 www.mdpi.com/journal/energies1
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energies like: solar thermal, geothermal, urban solid waste and residual energy from other nearby
processes. In addition, it can offer versatility to the energy system by cheaply storing thermal energy,
for instance in hot water tanks, and reducing heating cost, especially in densely populated urban areas
that have a concentrated heat demand. All of this makes it one of the best alternatives to improve the
environmental behaviour of cities, as demonstrated in numerous European programs [7–9].

Therefore, it seems logical to assume that district heating (DH), since it is generated in
large-scale power plants, will be more economical and efficient than heating generated in individual
installations [10], as has been demonstrated in Seoul, Switzerland, Sweden, Poland, Denmark and
Lucerne in Italy [11–16]. However, the energy efficiency of heating networks depends on a number of
factors that can undermine the efficiency with which they are planned. Such factors include regulation,
heat loss in distribution, or water leaks [17,18]. Along with these drawbacks, these systems must
often compete with dominant technologies such as natural gas networks, as is the case in the United
Kingdom and Latvia [19,20].

The first district energy system dates back to the 14th century [21]. Nowadays, four generations
of heating networks are considered: the first generation (1880–1930) characterised by the use of steam
as a thermal fluid, the second (1930–1980) in which steam was replaced by high temperature water
channelled through concrete pipes, the third (1980–2020) based on the average water temperature in
prefabricated pipes buried directly in the ground, and the fourth, the future generation (2020–2050),
which will focus on low temperature distribution, supplying below 50 ◦C and return close to 20 ◦C or
between 70 ◦C and 30 ◦C, using waste heat, municipal solid waste, renewable energies, and possibly
combined with cogeneration plants and integrated into smart energy grids [21–31]. The system will be
optimal for new buildings, constructed using near-Zero Energy Building (nZEB) guidelines and high
energy efficiency standards [32,33].

According to ADHAC (Spanish Association of Heating and Cooling Networks), by the end of
2017 Europe accounted for 64.1% of the world’s heating grids, which means more than 5000 grids,
with more than 425 GW of power and more than 200,000 km of pipes laid. In the EU, district heating
provides 9% of heating. The main fuel was gas (40%), followed by coal (29%) and biomass (16%) [34].
In Spain, district heating provides a non-representative percentage of the heating necessities; there are
only 352 heating networks with 1280 MW of power installed, where more than 60% were concentrated
between Madrid and Catalonia. In Castilla y León, a region located in the centre of the peninsula,
there are 56 networks with a total installed power of 92.7 MW [35]. One of these grids, with a power of
14.1 MW, is that of the University of Valladolid (UVA). This network was built in 2015 to satisfy a heat
demand of 22,000 MWh/year. It consists of two rings: one that connects the 12 buildings that make up
the Miguel Delibes campus and the other that is connected by 11 buildings on the Esgueva campus
together with four buildings of the regional authorities, making a total of 27 buildings, which offers
the possibility of connecting more adjacent buildings.

The generation system consists of three 4.7 MW biomass boilers. The facilities with the 1800 m3

storage silo (540 tons of wood shavings) have a constructed area of 1418 m2. The wood chips are fed
via a screw conveyor or a movable floor to the boilers.

This DH consists of 11,200 m of buried steel pipe, most of which is pre-insulated, with a diameter
of between 32 and 350 mm. The system uses water as a thermal fluid at a maximum temperature of
109 ◦C, returning the boilers to temperatures above 60 ◦C. There are two 40,000 L backups. The design
conditions are 90 ◦C/70 ◦C in the network primary and 80 ◦C/65 ◦C in the connected secondary
building. The thermal difference considered for the calculation of the substations was 15 ◦C, between
the exchanger of the substation and the circuit of each building, making it a third-generation network,
built at a cost of five million euros. The aim is to avoid the production of 6800 tons of CO2 per year
and obtain an economic saving of 30%, together with an annual reduction in heating consumption
of at least 15%. This paper focuses on the district heating part of the Miguel Delibes campus, which
has 12 connected buildings. Table 1 shows the names, use of the building, installed power and heat
exchange power of its installed facilities. These buildings have a capacity of 8.89 MW (Figure 1).
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Figure 1. Miguel Delibes Campus. Buildings connected to district heating (DH).

All buildings were initially operated on natural gas. Depending on the heating program, three
types of buildings are distinguished:

• Educational buildings, which use heating just weekdays from 6:00 a.m. to 10:00 p.m., and stop
over the Christmas period from 24 December to 8 January.

• Residential buildings, which are working all week and use heating 24/7.
• Sports buildings, which are working the whole week with heating from 10 a.m. to 2 p.m. and

from 4 p.m. to 10 p.m.

Heating is switched on for all the buildings from 15 October to 15 May every year.
The main objective is to model the energy consumption of district heating on the Miguel Delibes

campus at the University of Valladolid and compare it with actual consumption to assess whether the
energy savings proposed in the project had been carried out. In order to achieve this general objective,
the following issues, in consecutive order, must be answered: determining the most influential variables
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in the heating consumption of buildings, by modeling the consumption of buildings on a baseline
based on the variables indicated; and obtaining the expected consumption by modifying the value of
the most influential variables.

Table 1. Buildings, installed thermal power and heat exchanger power in their facilities.

Ref. Name of the Building
Type of

Building

Thermal
Installed

Power (kW)

Heat Exchanger
Substation
Power (kW)

Total
Built-Up
Area (m2)

Outside Air
Flow (L/s)

D3 CTTA Building (Centre for the Transfer
of Applied Technologies) Educational 348.0 342.0 5487 4600

D5 IOBA Building (University Institute of
Applied Ophthalmology) Educational 81.4 80.0 4146 3400

D10 Languages School Educational 325.6 326.0 5636 4700

D1 Cardenal Mendoza University
apartments Residential 1554.4 1454.0 17,616 14,600

D2 Cardenal Mendoza University
apartments (Library) Educational 40.9 42.0 464 400

D4 Miguel Delibes classroom (Library) Educational 860.0 1140.0 14,541 12,100

D6 Science School Educational 1162.8 1120.0 19,137 15,900

D8 QUIFIMA building (Building of Fine
Chemistry and Advanced Materials) Educational 465.1 460.0 5610 4700

D9 Education School (Gymnasium) Sports 507.0 504.0 3673 3000

D11 Education School Building Educational 1000.0 1000.0 14,943 12,400

D12 R + D Building Educational 802.3 802.0 7412 6200

D7 IT School Educational 1953.5 1620.0 20,179 16,700

DELIBES TOTAL
12 Buildings. Miguel Delibes Campus 9101.0 8890.0 118,843 98,700

2. Methodology

The method applied in this study is based on the statistical analysis of consumption before and
after the installation of the network. To achieve this, the steps shown in Figure 2 were followed.

As in Sathayea, the study was based on the application of a system that examines the difference
between consumption before and after the implementation of a specific project, constructing a baseline
that represents the expected consumption if the project had not been carried out [36].

Below are the steps to follow in the research with the 12 buildings of the Miguel Delibes campus.

 

•Obtaining and treating climate variables (data every 30 minutes from 2012 to 2017). [Internet, updated 16/03/2018]. Available at: 
http://www.inforiego.org/opencms/opencms/info_meteo/construir/index.html

2
•Obtaining thermal consumption before and after the network. (Monthly thermal consumption from 2012 to 2017).

3
•Analysis of independent variables that correlate with consumption.
•Selection of the most significant variables.

4
•Obtaining mathematical  models that represent the trend of each thermal consumption.
•Verification of compliance with statistical hypotheses to validate each model.

5 •Using valid models and prediction consumptions the network would have had if it had not been built.

6
•Statistical verification of significant differences between predicted consumption without  the heating network and actual 

consumption with the network.

7
•Checking possible causes that justify the results obtained.
•Conclusions. 

Figure 2. Methodology used in the study.

2.1. Obtaining and Processing Data on Climatic Variables

The variables are independent parameters to model the expected consumption in each building,
and were obtained every 30 min over the last five years at a weather station located in Zamadueñas
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(Valladolid), property of the Instituto Tecnológico Agrario de Castilla y León (Spain), and were related
to the following variables: temperatures—average, average daytime, maximums and minimums.

• Degree-days: on 15 ◦C and 20 ◦C basis.
• Relative humidity: average, daily, maximums and minimums.
• Radiation: radiation intensity.
• Wind speed: average, daily, night-time and maximums.
• Wind path.
• Accumulated rainfall.
• Hours of sunlight.

The forecast of the expected demand generally depends on the outdoor temperature, when the
buildings will be occupied and the indoor set point temperature. User habits and indoor temperatures
were not included as independent variables in the study, since they hardly varied throughout the
periods analysed.

In this paper, temperatures, humidity, velocities, wind trajectory and precipitations were processed
to obtain monthly averages, maximums, minimums and accumulated. The results are shown in Figure 3.
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Figure 3. Climatological data used by the study variables. (a) DD, (b) Temperature, (c) Humidity,
(d) Velocity, (e) Precipitation and sun hours, (f) Radiation and wind distance.

In the case of degree-days, as given by Equation (1):
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DDBasemonth =
n

∑
i=1

(Base − Ti) (1)

where:

Base = 15 ◦C or 18 ◦C
Ti = Temperatures measured by period below 15 ◦C or 18 ◦C
n = Number of month periods

The degree-days are values that express accumulated temperature differences; they are calculated
according to the UNE-EN ISO 15927-6: 2009 standard [37]. Its calculation is based on the concept
of base temperature, from which the building needs to be heated. This variable has been used in
numerous studies [38–42].

2.2. Obtaining the Heating Consumption before and after the District Heating Is Installed

Data on monthly heating consumption were collected between 2012 and 2017, corresponding
to the 12 buildings on the Miguel Delibes campus. The district heating was built in 2015, so that the
heating seasons from October 2012 to May 2013 and from October 2013 to May 2014 were considered
the reference periods before the installation of the network, and the seasons 2015–2016 and 2016–2017
the periods after its installation.

Following option C of the IPMVP (International Performance Measurement and Verification
Protocol) [43], corresponding to verification of saving with statistical adjustment of the entire
installation, these consumption data were taken from energy invoices and from the counters available
in the boiler rooms of thermal power stations. The results obtained are shown in Figure 4.
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Figure 4. Heat consumption data.

The total consumption of the two campaigns prior to the start-up of the network was
14,286,109 kWh, compared to 12,558,748 kWh in the two campaigns subsequent to the installation of the
heating network.

The season from October 2014 to May 2015 is considered to be the period of the first start-up of
the district heating and the data has not been analysed. Figure 5 shows the total monthly consumption
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profile analysed. This is the usual profile of heating demand in the city of Valladolid, where the months
with the highest demand are from November to March.

 

Figure 5. Total heat consumption of Miguel Delibes campus buildings during the reference and
study period.

2.3. Statistical Analysis of Variables Correlated to Consumption

The statistical study was performed using SPSS software [44], and statistical inference techniques
were used throughout the process, establishing a 95% trust level.

A first step was to determine the independent climatic variables for each building and with specific
weight in the regression analysis, the dependent variable being the consumption of each building
during the period from October 2012 to May 2014. Using the stepwise method, the independent
variable is chosen which, in addition to meeting the highest input tolerance (its significance level is
≤0.05), correlates in absolute value with the dependent variable (has the highest absolute value of
the partial correlation). The independent variable is then chosen which, in addition to meeting the
input tolerance, has the next highest partial correlation coefficient (in absolute value). Each time a
new variable is included in the model, the previously selected variables are re-evaluated to determine
whether they still meet the output tolerance (with the lowest regression coefficient in absolute value,
level of significance ≥0.1). If a chosen variable meets the output tolerance, it is eliminated from the
model, since the regression or elimination is already explained by the rest of the variables and lacks a
specific contribution of its own. The process stops when there are no variables that meet the input
tolerance and the variables chosen do not meet the output tolerance [45].

The D3 building model has been built in a single step (Table 2) by entering variable GD15 with
t = 8.851, a partial correlation of 0.921 and a level of a significance (Sig.) = 0.000 (≤0.05). As the
remaining variables do not meet the tolerance input of Sig. ≤ 0.05, no more variables could be
introduced into the model.

• The statistic t and its meaning (Sig.) are used to check that the regression coefficient equals zero in
the model. Sig. > 0.05 implies that the slope of the independent variables in the regression model
is equal to zero, and does not meet the input tolerance in the model.

• Partial correlation studies the relation between two quantitative variables by controlling for or
eliminating the effect of third variables in the linear regression model. The higher the absolute
value, the greater the relation between the dependent variable and the independent variable.

• Tolerance is a collinear statistic that looks for a relation between independent variables. If the
tolerance is less than 0.1, there is a high degree of collinearity and the variable must be removed
from the model.
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Table 2. Inputs and deleted variables in the model D3 Building.

Variables Entered

Model t Sig. Partial Correlation
Collinearity Statistics

Tolerance

1 DD15 8.851 0.000 0.921 1.000

Variables Removed

Model t Sig. Partial Correlation
Collinearity Statistics

Tolerance

1

DD20 −1.245 0.235 −0.326 0.004
T_average 0.006 0.995 0.002 0.017

T_average_day −0.712 0.489 −0.194 0.033
T_max −0.951 0.359 −0.255 0.050
T_min 0.872 0.399 0.235 0.075

RH (Relative Humidity) 0.797 0.440 0.216 0.419
RH_average_day 0.878 0.396 0.237 0.374

RH_max 0.527 0.607 0.145 0.573
RH_min 0.992 0.339 0.265 0.346

Radiation −0.230 0.822 −0.064 0.392
V 1.493 0.159 0.383 0.890

V_day 1.325 0.208 0.345 0.958
V_night 1.705 0.112 0.428 0.770
V_max 1.097 0.293 0.291 0.985

Wind_distance 1.493 0.159 0.383 0.890
Accumulated_Precipitation −0.032 0.975 −0.009 0.996

Sun_hours −0.512 0.618 −0.140 0.417

Dependent variable: kWh_D3, Predictors: DD15.

2.4. Obtaining Regression Models

The objective is to find some regression models that represent the consumption trends of each
building, verifying the statistical hypotheses of the simple and multiple linear regression. There are a
great number of studies that also use this kind of model [46–51].

In one-variable models, simple linear regression is (2):

kWh = c + β1 × Variable (2)

For multivariable or multiple regression models that contain more than one or regression, the
equation is (3):

kWh = β0 + β1 × Variable1 + β2 × Variable2 (3)

Once the regression model for predicting consumption has been obtained, the hypotheses of the
model should be tested:

• Linearity of the variables.
• Normality of variables residues using the Shapiro-Wilk test for small samples.
• Independence of the residues using the Durbin-Watson statistic.
• Homogeneity of variance, checking the absence of correlation between residues, predictions and

independent variables. The multiple linear regression models also prove this.
• Lack of multicollinearity in independent variables, analysing condition indeces, according to

collinearity diagnoses.

An example is given below, showing compliance of the assumptions for the simple linear
regression model for building D3, which is (4):

kWh_D3 = −6854.944 + 192.51 GD15 (4)
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Table 3 shows the slope (B) obtained a value of Sig. = 0.000, which indicates that the null hypothesis
that the slope is equal to zero is rejected and evidences the linearity between the dependent variable
(kWhD3) and the independent variable (GD15). The positive value of the slope indicates a direct
relation between consumption and GD15.

The statistics of the Shapiro-Wilk test for small sizes (n < 30) and the statistics of the residuals
show a value of Sig. > 0.05 (Table 4), which allow us to accept the null hypothesis of the normality
of variables.

Table 5 shows the Durbin-Watson statistic to determine the presence of autocorrelation between
the residual corresponding to each observation and the previous one. According to Savin and
White [52], for a sample size of 16 observations if the test statistic is greater 1.37092, there is
no correlation.

Table 3. Compliance with linearity assumption and coefficients of the simple linear regression model.
D3 building.

Model B t Sig.

1
(Constant) −6854.944 −1.324 0.207
DD15 192.510 8.851 0.000

Table 4. Compliance with normality assumption (Shapiro-Wilk).

Variables and Residuals
Shapiro-Wilk

Statistics df Sig.

kWh_D3 0.931 16 0.251
DD15 0.953 16 0.541

Unstandardized Residual 0.945 16 0.414
Standardized Residual 0.945 16 0.414

Table 5. Compliance with the assumption of no autocorrelation.

Model Summary b

Model R R Square Adjusted R Square Durbin-Watson

1 0.921 a 0.848 0.838 2.559
a Predictors: (Constant), DD15; b dependent variable: kWh_D3.

R: Pearson linear correlation coefficient measures the degree of linear relations between variables.
Values of R > 0 indicate a direct linear relation between variables. Values of R < 0 indicate an inverse
linear relation between variables. Values close to the unit indicate almost perfect correlations, whereas
values close to zero indicate the variables are not correlated.

R2: the linear determination coefficient measures the part of the variation of the dependent
variable that can be explained by variations of the independent variables.

R2 adjusted: linear determination coefficient over the number of independent variables included
in the model and the sample size. It is used to compare regressions of the same sample size but with
different number of regressors. Reduces the coefficient for very small samples with many independent
variables (5).

R2 adjusted = 1 − [(N − 1) (1 − R2)/(N − k − 1)] (5)

where: N is the sample size and k the number of regressors
In order to check homoscedasticity, the linear determination coefficient (R2) between residuals

and predictions (R2 = 0) and between residuals and the independent variable (R2 = 3.33 × 10−16) is
calculated. As shown in Figure 6, these are close to zero.
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Figure 6. Compliance of homoscedasticity of residuals. D3 building.

The scatter plot is a totally random point cloud, which shows neither trends nor patterns in the
graphical representation. Consequently, the hypothesis of linearity and homoscedasticity is accepted.

For building D1, the supposed lack of multiple collinearity in the independent variable was also
tested in the multiple linear regression model, represented by the Equation (6):

kWhD1 = 271,370.906 − 20,045.184 T_average + 50,568.513 V_night (6)

This model corresponds to model 2, shown in Table 6.
If two independent variables are closely correlated with each other and included in the model,

certainly neither is likely to be statistically significant. However, if only one of them is included,
it could prove to be statistically significant. To assess whether the model becomes unstable when a
new variable is introduced, collinearity indices are evaluated. Following the studies of Belsley, Kuh,
and Welsch, both with observed and simulated data, the problem of multicollinearity is severe when
the condition index takes a value between 20 and 30 [53].

Table 7 shows the condition index for model 2, which is multiple linear regression, is 12.192, below
20. In addition, the tolerance shown in Table 6 takes a value of 0.738, close to the unit (the higher the
tolerance, the lower the collinearity), so that it can be deduced that there is no multiple collinearity
between the two independent variables.

Table 6. Linear regression models. D1 building.

Coefficients a

Model
Non-Standardized Coefficients

t Sig.
Collinearity Statistics

B Tolerance

1
(Constant) 391,037.854 13.525 0.000
T_average −23,838.939 −7.408 0.000 1.000

2
(Constant) 271,370.906 4.659 0.001
T_average −20,045.184 −6.154 0.000 0.738
V_night 50,568.513 2.278 0.042 0.738

a Dependent Variable: kWh_D1.

Table 7. Verification of the assumption of lack of multicollinearity between variables. D1 building.

Collinearity Diagnostics a

Model Dimension Condition Index

1
1 1.000
2 4.823

2
1 1.000
2 3.915
3 12.192

a Dependent Variable: kWh_D1.
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2.5. Prediction of Expected Consumption

For the periods following construction of the network, using regression models and climate
variables for subsequent periods, consumption without the district heating was predicted, and the
accumulated consumption was calculated. This consumption was compared to the actual accumulated
consumption. Table 8 shows the current consumption of building D3, corresponding to the period
of the district heating from November 2015 to May 2017 and the values foreseen for the same period
using the linear regression equation shown in Table 3.

Table 8. Current and predicted consumption for building D3, from November 2015 to May 2017.

Date DD15 Real Value (kWh) Predicted Values (kWh)

15 November 208.36 28,683 33,257
15 December 300.09 50,191 50,916

16 January 271.93 38,231 45,495
16 February 266.36 68,430 44,423

16 March 276.34 41,775 46,343
16 April 181.04 24,655 27,998
16 May 99.34 7268 12,268

16 October 97.34 3,711 11,883
16 November 245.69 35,452 40,443
16 December 337.25 45,615 58,069

17 January 386.98 47,454 67,643
17 February 226.76 33,104 36,799

17 March 203.17 26,179 32,257
17 April 129.72 16,672 18,118
17 May 54.86 12,122 3706

Total 479,543 529,618
Mean 31,969.4667 35,307.8667

It can be seen in Table 8 and Figure 7 how the 15-month average of the actual consumption is
31,969 kWh during the two seasons following the installation of the district heating, while the 15-month
average of expected consumption for these seasons if installation had not been built, was 35,307 kWh,
3338 kWh higher than actual consumption, representing a saving of 9.5%. However, as will be seen
below, the priority saving is in fact not statistically significant.
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Figure 7. Mean real values and mean predicted values of consumption D3 building.
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2.6. Statistical Verification of Significant Differences

An analysis was carried out to ascertain whether the difference between the predicted
consumption, had the network not been built, and the actual consumption after it had been built,
was statistically significant, at a confidence level of 95%.

The t-Student test was used in the study for related samples, which is considered particularly
suited to compare the means of two groups when there is some relation between the individuals in the
two groups. In this study, the relation was that consumption was associated to the same facility but
during different periods of time.

Therefore, if the variables are distributed normally and the statistical significance is 0.05, it can
be said that there are some significant differences. On the contrary, the null hypothesis that the two
means are equal is not rejected, and the differences found are not considered statistically significant
and do not go beyond what could be expected at random [54]. All of this assumes accepting a 5% error
risk or, put differently, a confidence level of 95%.

The following shows how the differences found between the actual and predicted consumption
of building D3 are not significant.

In line with the Shapiro–Wilk normality test, (Table 9) both the variables that represent actual
consumption and those representing predicted consumption are distributed according to a normal
distribution as a result of Sig. > 0.05, such that the null hypothesis of normality is accepted.

Table 10 shows that the forecast average consumption is 35,308 kWh, which compares with the
actual average consumption of 31,969 kWh, which may lead one to believe that there is a difference of
3338 kWh between the averages.

Table 11 shows that the difference found is not significant (value of Sig. > 0.05), such that we
accept the null hypothesis of equal means. However, we are not in a position to say whether or not the
difference found is due to more than mere chance.

Table 9. Test of normality for real and predicted consumption D3 building.

kWh
Kolmogorov-Smirnov a Shapiro-Wilk

Statistic df Sig. Statistic df Sig.

kWh_real 0.085 15 0.200 * 0.980 15 0.969
kWh_predicted 0.100 15 0.200 * 0.976 15 0.933

* This is a lower bound of the true significance; a Lilliefors significance correction.

Table 10. Actual and predicted average consumption D3 building.

Paired Samples Statistics

kWh Mean N Std. Deviation Std Error Mean

Par 1
kWh_predicted 35,307.8667 15 18,097.26058 4672.69259

kWh_real 31,969.4667 15 17,668.79051 4562.06209

Table 11. Paired samples test D3 building.

Paired Samples Test

kWh
Paired Differences

t df Sig. (2-Tailedl)
Mean Std. Deviation Std. Error Mean

kWh_predicted—
kWh_real 3338.40000 9703.90931 2505.53861 1.332 14 0.204
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2.7. Exploring the Possible Causes to Explain the Results Obtained

As a final step in the study, an analysis was carried out of the possible causes that might justify
the statistical results of the existence or other wise of significant differences before and after the district
heating works.

3. Results

The regression models found, which allow the consumption of each building to be explained in
terms of the explanatory independent variables, are shown in Table 12. For building D1 (Apartments),
a multiple regression model was found that predicted expected consumption with greater correlation.
Table 12 includes the independent terms and the slopes of the regression variables (β), the Pearson
linear correlation coefficients (R), and the linear determination coefficients between the variables (R2).

In seven of the 12 buildings, in other words 58.3% of the campus buildings, the explanatory
variable found was degree-day on a 15 ◦C basis; the remaining 41.7% correlated better with mean
temperature, and in building D1, in the regression multiple model, a new variable is introduced:
nocturnal wind speed.

The absolute correlation value between the independent variables was between 0.896 and 0.999,
and was positive for the models explained with the grade-day variable on a basis of 15 ◦C and negative
for the mean temperature variables. The determination coefficient was between 0.802 and 0.998, so,
accepting a risk error of 5%, the models found a predicted expected consumption with an accuracy
probability greater than 80%., Figure 8 shows the linear regression model for building D3 (CTTA),
displaying the consumption in kWh of the study period when the district heating was operating, and
the straight line of consumption obtained with the explanatory variable.

Figure 8. Linear regression model. D3 building (Centre for the Transfer of Applied Technologies
(CTTA)).

From the baselines of the regression models found and the climatic variables for the 2015–2017
periods, the expected or predicted consumption was obtained and compared with the actual
consumption obtained in those periods. Figure 9 shows the results of actual consumption and forecast
consumption (dashed line) for the periods following the installation of the district heating in several
of the buildings on the Miguel Delibes campus. Building D3 (CTTA), where hardly any variation is
observed, building D5 (University Institute of Applied Ophthalmology (IOBA)), where an increase in
real consumption is observed with respect to the forecast, and building D1 (Apartments), where energy
savings are observed.
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(a) D3 

(b) D5 

(c) D1 

Figure 9. Graphs of real and predicted consumption. D3, D5 and D1 buildings.

The differences found for each building and each of the facilities are shown in Tables 13 and 14.
The differences that turned out to be statistically significant are shaded. The savings that appear as
negative are the increases in consumption.
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Table 13. Simple linear regression model.

Ref.
Independent

Variables
% Savings
2016–2017

Significant
% Savings

2016
Significant

% Savings
2017

Significant

D3 DD15 9.5% NO 0.6% NO 18.1% NO
D5 DD15 −16.1% YES −20.1% NO −12.0% NO
D10 T_average 5.2% NO 5.8% NO 4.5% NO
D1 T_average 20.0% YES 18.5% YES 21.6% YES
D2 DD15 30.6% YES 27.6% NO 34.4% YES
D4 T_average 15.7% YES 19.4% NO 11.7% NO
D6 DD15 −11.1% NO −16.0% NO −6.4% NO
D8 T_average −11.9% NO −1.8% NO −23.0% YES
D9 DD15 0.9% NO 3.7% NO −1.9% NO

D11 T_average 13.6% NO 12.9% NO 14.4% NO
D12 DD15 18.9% YES 12.2% NO 25.7% YES
D7 DD15 10.9% NO 7.8% NO 13.9% NO

Table 14. Multiple regression model.

Ref.
Independent

Variable 1
Independent

Variable 2
% Savings
2016–2017

Significant
% Savings

2016
Significant

% Savings
2017

Significant

D1 T_average V_night 24.8% YES 26.5% YES 22.8% YES

The significant savings differences in the simple linear regression analysis appear in buildings
D1 (Apartments), D2 (Apartment Library), D4 (Teaching Block Library) and D12 (Research and
Development (R&D) building), obtaining average savings of 21.3% (20.0% in D1, 30.6% in D2, 15.7% in
D4, and 18.9% in D12). When applying the multiple regression model to the D1 building, significant
savings in consumption continue to emerge, going from 20% in the simple model to 24.8% in the
multiple model.

In two buildings: D5 (IOBA) and D8 (Building of Fine Chemistry and Advanced Materials
(QUIFIMA)), statistically significant increases in consumption are observed; 16.1% for the 2016 season
and 2017 in D5 and 23% for D8, although only in the 2017 season, reflecting an average increase in
consumption of 20% for these buildings.

For the other six buildings, the differences found are not statistically significant.
Buildings D1, D2, D4 and D12 are buildings that are not used for teaching, so the time of use is

extended to seven days a week and even to holiday periods in some cases.

4. Discussion

All the buildings studied used natural gas boilers as an initial system and in 50% of them no
statistically significant differences were found between consumption before and after the installation of
the heating network. Although this analysis did not reveal significant energy savings in all buildings,
what is undeniable are the economic savings and emission savings achieved by substituting natural
gas by biomass. This study analyses the viability of district heating in terms of predicting the expected
heat demand, using as independent variables only the climatic data of the moment, and with a risk
error equal to or less than 5%.

The results for the two heating seasons obtained to develop the baseline models (16 months)
indicate that the regression mainly uses degree-days (58.3%) and mean temperature (41.7%) to establish
its model, without taking into consideration the remaining variables such as: relative humidity,
radiation, rainfall or wind speed. According to Granderson [55], a reference period of over 12 months
does not guarantee a lower error.

The appropriateness of using district heating could be discussed depending on the initial system
in operation to meet demand. As reflected in Ulseth’s work [56], this information is important in order
to plan a district and conducting the financial feasibility study without making too many mistakes.
In Norway, the use of heating networks to heat houses with heat pumps that were also used to meet
the demand for domestic hot water was questioned. Other studies have even assessed the feasibility of
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using electricity as a source for a municipal district heating system with low local emissions, although
this would clearly not be economically feasible given the current price of electricity [57].

The next step being taken in the UVA network is the use of solar thermal energy for domestic
hot water (DHW), as Winterscheid presented in his studies [58]. This would certainly improve the
energy efficiency of the grid and would also be the logical step for the gradual conversion to a fourth
generation grid, as Pavicevic explained in his work on a district heating system in Zagreb [59].

Given the layout of university and regional administration buildings that are close to the grid,
but not yet connected, and that there are heating systems with different thermal jumps, new buildings
can be cascaded, rather than parallel, as in the case of the proposal presented by Mertz [60]. Buildings
that require lower temperatures (buildings with all-air systems) could be connected to the exit of
buildings that require higher temperatures (hospitals or clinics).

5. Conclusions

The case study provides an example of how district heating by biomass can improve a city’s
environmental performance. The level of energy efficiency can still clearly be improved, since the
savings obtained to date in the district heating system of the Miguel Delibes campus, where 12
buildings have been evaluated, is higher than 21% in 33% of the buildings. Overall, the district heating
has achieved a significant reduction in CO2 emissions (6800 tons of CO2) according to the UVA, having
changed natural gas for biomass (wood chips), also obtaining a significant economic saving of more
than 30%.

The UVA district heating has achieved a reduction in installed power, going from 59 natural gas
boilers with a total installed power of 27.4 MW to three boilers of 4.7 MW each, representing a total
power of 14.1 MW.

A consumption model has been obtained for the Miguel Delibes university campus, which consists
of 12 buildings and has an initial installed power of 9 MW, with a risk of error of 5%, and which has
exceeded all statistical requirements to validate this type of model.

The response variable used to generate the models was natural gas consumption data for the
12 buildings from October 2012 to May 2014 and the climatic conditions in the area were used as an
explanatory variable.

In 58% of the buildings, the variable that best correlates in the model found for the baseline
was the grade-day, while for the remaining 42% it was the mean temperature. Variables such as
relative humidity, rain, radiation or wind speed were not significant in the simple linear regression
models found.

The absolute value of the correlation between the independent variables was between 0.896
and 0.99, and was positive for the models with the base explanatory variable of 15 degree-days and
negative for the models with the mean temperature explanatory variable.

For 33% of the campus buildings, the savings obtained to date with this third generation is
significant and above the 21% average. For 17% of the campus buildings, there is a significant increase
in consumption, with an estimated average of around 20%. For the remaining 50% of the buildings,
no significant differences were found in consumption before and after the installation of district heating.
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Abstract: Biomass heating networks provide renewable heat using low carbon energy sources.
They can be powerful tools for economy decarbonization. Heating networks can increase heating
efficiency in districts and small size municipalities, using more efficient thermal generation
technologies, with higher efficiencies and with more efficient emissions abatement technologies.
This paper analyzes the application of a biomass fourth generation district heating, 4GDH
(4th Generation Biomass District Heating), in a rural municipality. The heating network is designed
to supply 77 residential buildings and eight public buildings, to replace the current individual diesel
boilers and electrical heating systems. The development of the new fourth district heating generation
implies the challenge of combining using low or very low temperatures in the distribution network
pipes and delivery temperatures in existing facilities buildings. In this work biomass district heating
designs based on third and fourth generation district heating network criteria are evaluated in terms
of design conditions, operating ranges, effect of variable temperature operation, energy efficiency
and investment and operating costs. The Internal Rate of Return of the different options ranges
from 6.55% for a design based on the third generation network to 7.46% for a design based on the
fourth generation network, with a 25 years investment horizon. The results and analyses of this
work show the interest and challenges for the next low temperature DH generation for the rural area
under analysis.

Keywords: low temperature district heating system; biomass district heating for rural locations;
4th generation district heating; CO2 emissions abatement

1. Introduction

Global warming is a major concern and urgent measures are required in a short time with the
development of low carbon economy technologies [1]. At the same time, one of the key aspects to be
developed by the scientific community in the coming years is an efficient energy distribution to cover
the growth of the energy demand [2,3]. Building sector consumes 20% of the total energy in the world,
with an expected increase ratio of 1.4% per year in the period between 2012 and 2040 [3]. By other
side, of all new power generation plants installed worldwide in 2015, a 61% were based on renewable
energies and an increase of this ratio is expected in the coming years [2].

District heating (DH) systems are considered as one of the most effective tools for an efficient and
sustainable thermal energy distribution [4]. DH systems are centralized generation facilities, where
thermal energy is distributed through a pipe network, which connects the thermal generation facility
with the different consumption nodes at the buildings integrated in the system [5]. Thermal generation
is centralized, and efficient and less contaminant heat generation equipment can be used, taking
advantage of scaling up in the incorporation of combustion and emissions abatement technologies.
It makes possible the efficient use of sustainable alternative energy sources. The energy efficiency of
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the global system is higher than the obtained with individual heating equipment [6] and, in addition,
if renewable energy sources are used for thermal generation, a remarkable reduction in greenhouse
gases emissions can be obtained [7].

European Directive 27/2012 [8] establishes a common framework to promote energy efficiency in
Europe, in which DH networks have a relevant role. In previous research works methodologies to
evaluate the potential of carrying out a massive implementation of different DH systems at a regional
level have been developed [9,10]. Their results show how high impacts can be obtained if adequate
methodologies for the selection, evaluation and implementation of district heating networks are used.

Distributed heating and cooling systems have a high potential for combining different renewable
energy sources [10,11]. In heating systems, from the thermal point of view the most direct renewable
energy sources to be integrated are biomass, solar energy [12–14] and geothermal energy [7,15].
Among them, the most direct integration is to use biomass as fuel, either renewable forestry products
or sustainable agriculture biomass, with a higher potential in rural areas, where local biomass resource
is available and the access to other primary energy sources is limited (i.e., natural gas).

The sustainability of biomass district heating rural networks will depend on the local biomass
availability. The price of biomass depends on the proximity between the energy resource and the
location of use [10,16,17]. The compensations that could arise in the local economy must be identified
to ensure a stable and balanced development of heating networks in rural areas, the sector and the
entire value chain [18]. Forestry activities can be a positive development in the economy of the area.
Production of biomass for thermal generation can be a way to preserve rural areas, improve the
quality of life of the municipality and to support the development of the territory that surrounds these
activities. In this line, in reference [19], the impacts caused by the whole chain of biomass exploitation
on the use of resources, human health and the environment are evaluated. The management of biomass,
its transport, production of shavings, its treatments and its combustion are taken into account. It also
analyzes the reduction of local pollution and GHG emissions that involves the displacement of a set of
systems based on fossil fuels to a centralized production based on local biomass.

Among renewables, wind energy and photovoltaic can also be integrated for thermal integration
of systems [7]. In reference [20] was shown how integration strategies between pipelines and buildings
heat storage can be utilized to break the strong linkage of electric power and heat supply of CHP units,
improving the operational flexibility of the system and reducing total operational costs.

DH networks are well established technologies, with an evolution along the year to incorporate
advances in the operational strategies to increase their efficiency, to reduce distribution losses and to
optimize their management [21]. The different generations of DH can be classified in terms of their
operation temperatures, where operating temperatures have been lowered to reduce distribution heat
losses [22,23].

There are different technologies that combined with DH systems improve efficiency and energy
savings of the global system. Among the most interesting solutions is the combination of CHP biomass
heating stations with DH systems. In reference [24] is shown how these installations are viable if the
heating demand is high along the year, and it develops a methodology to evaluate the interest of these
systems in order to improve the accuracy of the evaluation of the heating demand. It corrects the
estimated demand for more accurate forecasting of heating demand that could lead to inadequate
designs based on wrong performance parameters. The use of energy storage in these systems can
reduce emission, operational cost and to enlarge the lifetime of existing CHP installations [25].

In reference [26] the different generations of DH are described. The third DH generation, and the
most widely implemented nowadays, was developed in the period between 1980 and 2015. It is based
on the distribution of liquid water at medium temperature, with temperatures below 100 ◦C. They use
preinsulated and flexible pipes to facilitate their installation and to reduce installation and substitution
costs. The fourth DH generation is currently under development. It is expected to have its maximum
implementation in the period between 2020 and 2050. It is based on the distribution of water at a
lower temperature, in the range between 30 ◦C and 60 ◦C. With this reduced operating temperatures,
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the thermal gradient between the heat transfer fluid and the environment is reduced and therefore
the insulation requirements for controlling the thermal losses during distribution. Previous studies
show the interest of low temperature district heating networks from the energy efficiency point of
view [27]. The latest generation networks also make it easier to integrate these systems into Smart
Energy Systems [23,28]. At the same time, the energy requirements of the buildings must be improved,
improving their thermal behavior according to their location and energy demand characteristics.
Internal equipment, as radiators, and end users habits, must be adapted for satisfying demand with
these lower temperatures [29], increasing the available surface and adapting the heat demand profile.

Recent research activity in District Heating systems is oriented to integrate renewable energy
sources with these systems and those that focus on the analysis or study of District Heating systems
of low temperature, that is, investigate the applicability and viability of the heating urban low and
very low temperature for buildings with high thermal performance. On this line different following
European Commission funded projects: TEMPO [30], COOL DH [31], RELaTED [32], FLEXYNETS [33].
Among these European projects, the Project CELSIUS, develops Smart energy solutions. It deals with
technical, social, economic and policy barriers for the development of new energy solutions. It shows
the relevant role that DHC must have in the current and future sustainable Smart Cities [34,35].

In recent works the use of excess heat in industry as resource for district heating is analysed [36]
with spatial and thermodynamic criteria. The analysis is expanded including the requirements linked
to capital and operational expenditures.

This paper analyzes the application of a biomass fourth generation district heating, 4GDH,
in a rural municipality. The heating network is designed to supply 77 residential buildings and
eight public buildings, to replace the current individual diesel boilers and electrical heating systems.
The development of the new fourth district heating generation, 4GDH, implies the challenge of
combining using low or very low temperatures in the distribution network pipes and delivery
temperatures in existing facilities buildings. A methodology is developed with the intention of
comparing the operation of a biomass third generation or medium temperature network and a fourth
generation or low temperature network. The aim is to compare operation modes estimated economic
results. The evaluation methodology has common steps for both DH generations, so a common
framework is established for a clear evaluation of results. The methodology is composed of two
stages. The first stage carries out a technical analysis of the operation of the network with the objective
of evaluating the total energy demand of the system, thermal load profile and pumping power
consumption. The second stage performs an economic analysis of the operation of the network, based
on the results obtained in the former stage, in order to determine the viability of the DH systems.
The results show the viability of these DH and how it is affected by the operation with variable
supply temperature.

2. Methodology

The objective of this methodology is to compare the viability and performance of two biomass
District Heating networks (BioDHs), operating at two different levels one at medium temperature,
with a design equivalent to the widely extended third generation DH design and other at low
temperature equivalent to the fourth generation DH concept. The methodology has common stages
for both cases but some steps differ according to the operation parameters of each one type of DH.
The evaluation besides is extended to include the evaluation of the integration of another renewable
source, wind energy, for providing electricity for pumping.

The proposed methodology comprises two different stages. In the first stage, the technical analysis
of the operation of the network is performed. It drives to the sizing of the network and the definition
of the energy profiles, thermal loads and pumping work. In the second stage, the economic analysis of
the operation of the network is carried out, through a cost/benefit analysis. Stage one departs from the
definition of the location of the system. Stage two departs from the results obtained in the previous
stage and from the energy market characteristics, electricity and fuel costs definition.
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2.1. Stage 1: Technical Analysis of DH Network Operation

Step 1: The first step defines the location of BioDH network, definition of the buildings to be
supplied, and topographic conditions.

Step 2: After establishing the buildings to be supplied, the number of network users can be
determined. On the other hand, it is also key to the determination of climatological data, mainly
related to the minimum temperature, the degree days and the characterization of the wind resource
throughout the year. The number of buildings included in the BioDH system will determine the total
area to be heated, on which the heating demand depends proportionally, while the number of users
will determine the SHW production requirements according to local regulations.

Step 3: Design of the network layout. Definition of its length, supply branches and integrated
structure. It is defined as function of the supply zone characteristics: roads, altitude profiles, available
area, other facilities, etc. The design minimizes network length, when possible, minimizing investment
and civil works. The methodology of this stage is presented in Figure 1, while Figure 2 presents an
example of the layout definition for the case study developed in Section 3.
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Figure 1. Stage I methodology.
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Figure 2. Network layout. Main distribution network (red lines) and secondary distribution network
(yellow and orange lines).

With the heating demand, evaluated from the area to be heated, estimated from number of
buildings and the demand of SHW, coming from the number of users, BioDH system heating power
can be established, based on the minimum temperature and the thermal constant of the building,
Kbuilding (1):

P = Kbuilding · (Tc_indoor − Tout) = (
i=n

∑
i=1

AiUi + Vainfρ · Cp) · (Tc_indoor − Tout) (1)

where P is the heat demanded (W), Ai is the surface (m2) of the outer wall (i), Kbuilding is the building’s
thermal constant, Va inf is the infiltration air flow (m3/s), Ui is the global heat transfer coefficient
(air/air) of this wall (W/ m2K), ρ is the density of the outside air (kg/m3), Cp is the average specific
heat of the outside air (Ws/kgK), Tc_indoor is the comfort indoor temperature (base temperature, 20 ◦C),
and Tout is the outside temperature [9].

After determining the heating demand of the system, it is necessary to apply a simultaneity factor
of the use of the network (2):

Pdesign = FS · ∑ P (2)

Simultaneity factor is a key parameter for an adequate sizing of any system with multiple users.
The value of the simultaneity factor used in this work is based on an expression derived from the
analysis of the surveys done with end users, although there are different methodologies to obtain it,
and it can vary in function of the integrated systems [37].

In this step, the wind resource is also characterized, to evaluate the subsequent incorporation into
the electric power for pumping. To do this, the equivalent wind hours of the wind turbine implantation
area will be established, correcting the wind speed with the height.

Step 4: The theoretical thermal demand is established. Based on the climatological data of the
location and the power of the network established in the previous section, the annual theoretical
thermal demand that the network will have can be determined.

Up to this point, all the previous steps are common for the definition of a third generation medium
temperature BioDH network and a fourth generation low temperature BioDH network. Up to this
point, the energy requirements to be met by the BioDH system have been determined without taking
into account the operating characteristic parameters of the network.

At this point, the operating parameters of each system are determined. These parameters
are: supply temperature, return temperature, circulation flow and thermal drop in substations.
The combination of these parameters will lead to different results in the technical analysis depending
on the characteristics of the DH network. In this study, are compared BioDH networks of low and
medium temperature where the fourth generation low temperature DH operates at temperatures
below 60 ◦C and the third generation BioDH operates with temperatures in the range between 60
and 90 ◦C.
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In this BioDH, the emissions in the biomass boilers are a main constraint to the design of the
network and thermal power station. By other side, in the rural areas under analysis, most of the
heating systems are based on individual biomass heaters and gasoil boilers. With the development
BioDH the current heating systems are displaced by a more efficient heating systems that uses thermal
generation technologies of higher efficiency and with more advanced and efficient emissions abatement
technologies, as particles filters. It also includes the required maintenance operations in the boiler not
always followed by small individual heating systems. The commercial biomass boilers proposed for
this study case produce the following emission levels al 98% de rated power under EN (European
Standard) 303-5:2013: 66 mg/Nm3 Dust, 62 mg/Nm3 of CO, 157 mg/Nm3 of NOx and 1 mg/Nm3 of
Org. C.

Therefore the effective implementation of these BioDH systems will improve significantly the air
quality and efficiency of the heating systems. However they have an important challenge in the social
acceptance of biomass thermal stations within an urban location [10].

Another relevant aspect is the typology of the terminal heating devices already installed in
houses. In the location under study, with a high level of energy poverty, of those users with heating
by individual boilers, a 45% have modern low temperature radiators, 35% of houses have mid
temperature old radiators, and 20% have radiating floor. For the implementation of low temperature
DH, the substitution of these indoor terminal radiators prepared for high temperature implies an
additional cost in comparison with higher temperature DH.

Step 5: In this step the size of the BioDH network is set. Based on the data obtained from the
previous steps, the design of the layout gives the length of the network and pressure drops meanwhile
the network power and the operating parameters provide mass flow and fluid velocity to meet energy
requirements and sizing pipes. With the use of Equation (3), the flow rate can be obtained:

Q =
Pdesign

c · ρ · (Tf low − Tret)
(3)

where Q is the flow rate (m3/s), Tflow is the flow temperature (K), Tret is the return temperature (K),
Pdesign is the design power (W), c is the heat capacity of the fluid (J/(kg·K)) and ρ is the density (kg/m3).

As the operation parameters are specific for each type of BioDH system, the sizing of the network
will also depend on the generation of DH that is being studied. Each mode of operation, therefore,
will entail different pipe dimensions, an associated civil works, linked directly to required investments.

Step 6: After sizing the system, it is possible to evaluate the thermal losses along the distribution
network. They depend directly on the diameter of the pipes and the average operating temperature
of the system. The greater the diameter of the pipe, the lower the heat losses percentage produced
per unit of flow; while at a lower average operating temperature, there is a lower thermal gradient
between transport fluid and the external environment of the area, thus reducing thermal distribution
losses significantly. To evaluate distribution thermal losses, pipes insulation is evaluated from the
value of global heat transfer coefficient, Ui (W/(m2K)) provided in catalogue by pipe manufacturers.

To obtain the thermal distribution losses, Equations (4) and (5) can be applied:

Δϑ =
Tf low + Tret

2
− Tground (4)

Tlosses = u · Δϑ · L (5)

where Δϑ is the thermal gradient (K), Tflow is the flow temperature (K), Tret is the return temperature
(K), Tground is the ground temperature (K), Tlosses is the thermal losses (W), u is the insulating capacity
characteristic of the pipe W/(m*K)) and L is the length of the network (m).

Step 7: Finally, the total thermal demand and pumping power consumption are evaluated.
To determine the total thermal demand, the theoretical thermal demand must be taken into account
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from heating and SHW demand, and corrected to compensate thermal losses. In this way, the total
energy requirement from the generation thermal plant is established.

Once the total thermal demand and flows are known, the pumping costs can be determined,
applying the electricity prices in each hourly section. If the use of wind power is evaluated to be used
for supplying this pumping power, as included in this study integrating a microwind turbine, then this
value is corrected with the quantification of the wind resource, data already obtained in Step 3, so that
the net electric power consumption of the pumping group from the grid can be determined.

Both the total thermal demand and the pumping power consumption depend on the operation
parameters of the network, therefore, these final results obtained in stage I, depend on the generation
of BioDH that is under study.

For the low temperature DH, additional considerations must be taken into account, as the
required maintenance and control for avoiding Legionella growth. It grows in humid environments
with temperatures in the range el 20–50 ◦C, that correspond with the existing in low temperature DH.
To control I, thermostatic valves in the primary network are required, and the maximum volume of
water in heat exchangers is limited to three litres in order than the system operates below of 50 ◦C
without using a recirculating external treatment [38]. Other possibility is to stress the network and tanks
to periods of thermal shock to generate temporary adverse environments for Legionella growth. Besides,
the use of decentralized substations can contribute with a higher control of temperature distribution
along the network [39]. In reference [40] different models and solutions for low temperature DH are
studied form the energy and economic points of view.

2.2. Economic Analysis of DH Network Operation

At this stage the economic analysis of the network operation is carried out, the scheme of the
proposed methodology is shown in Figure 3. As data from previous stage are used, the final results
will depend on the network characteristics allowing direct comparisons between different temperature
designs and operation strategies. Likewise, there are data required for this step which are common for
both types of networks, such as price of energy, the cost of the thermal plant and the indirect operating
costs. As the purpose of this paper is to carry out a comparative study between the implantation of
two different generation of DHs, the work will focus on what differs between both typologies of DH.

 

Figure 3. Stage II methodology.
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- Capital Expenditure (CAPEX). The initial investment to carry out the implementation of the
network depends on many factors, but the most relevant, for a defined location and thermal
plant, is the diameter of the pipes, which affects to the required investment.

- Operating Expenditure (OPEX). Operating costs depend on several parameters that vary directly
with some operation parameters. The total thermal demand consists of: the theoretical thermal
demand, which does not depend on the mode of operation, and the distribution heat losses
that do vary with them. Thus, the thermal energy to be supplied by the station is function of
the temperature of the DH network and therefore of the DH generation. This variation in total
thermal demand will affect to fuel costs, biomass in this case, and pumping costs. So, the higher
the requirement for thermal generation, the higher these costs will be. These costs will vary
markedly throughout the year, due to the large variation in the demand of these types of heating
networks. The indirect costs will not depend, in principle, on the fact that a specific BioDH
generation design is being used, therefore, although it is an important aspect in the quantification
of operating costs, it is not an aspect required for the comparison study.

- Revenues from the BioDH System. The incomes generated by these systems come from the sale
of thermal energy to users, therefore, the parameters to be taken into account in this section is the
unit price of thermal energy sale and theoretical thermal demand. None of these aspects depends
on the mode of operation of the BioDH system, therefore, the revenues structure generated by
the two networks under the same coverage of demand will be the same. Therefore network
profitability comparison involves the analysis of the operating costs and the investment.

- Cost/Benefit Analysis. Once the investment, operating costs and generated incomes have been
determined, the economic study of the network operation can be carried out, in order to analyze
the cash flows that occur throughout the life cycle of the installation including taxes and other
economic aspects. Different economic indexes can be used. In this work, for the comparison of
DH networks is used the Internal Rate of Return. Investment return rate (IRR) is chosen as a
parameter for evaluation and comparison of the projects (6) and it is defined as:

− CAPEX +
LC

∑
i=1

Ini − OPEX

(1 + IRR)i = 0 (6)

where Iini is the initial investment, and LC is the life cycle of the system.

3. Results

In this section are presented the main results obtained of applying the methodology previously
exposed, in order to design, size and evaluate the performance of two district networks under different
technological design criteria that belong to different DH generations, so that afterwards, a comparative
analysis between the results obtained for each one can be performed. In this way, it will be possible
to discuss, in a real application case, the advantages and disadvantages of each type of technology
proposed by the different generations of district heating. Simulations where implemented in MatLab
(MathWorks, Natick, MA, USA).

The third generation BioDH works at medium temperature, with approximate supply and
return temperatures of 85 ◦C and 60 ◦C respectively [41], in the case of facilities in Spain, with the
consideration of the current typologies of radiators. The fourth generation BioDH works at a lower
temperature level, with a network supply temperature of 55 ◦C and a return temperature at 25 ◦C [42].

For the case analysis proposed for implementation of the methodology, 85 buildings, belonging to
Santiago de la Espada (Spain), will be integrated in the network, and the DH network will be composed
of 173 stretches of pipes arranged in a branched way. Heating in buildings is provided with hot water
radiators. In both cases is assumed that the life cycle of both DH facilities is the same, 25 years.
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Table 1 shows the overall parameters and results of the BioDH system obtained from stage one.
The power of the system is 1.9 MW. With a demand of 3.68 GWh per year, combining SHW and heating.
The total length of the network is 1504 m to supply 85 buildings.

Table 1. Common characteristics of both DH networks.

Parameter Value

Thermal power generated (kW) 1909
Heating demand (MWh) 3434

SHW Demand (MWh) 248.4
Number of buildings 85

Surface of the buildings (m2) 9078
Network length (m) 1504

Minimum temperature of the area (99) (◦C) −9.3
Setpoint temperature in buildings (◦C) 20

Average temperature of the ground (◦C) 8.9
Thermal constant of the building (kW/◦C) 88.38

Equivalent wind hours 2462
Electricity cost, period 1, peak hours (€/kWh) 0.138

Electricity cost, period 2, regular hours(€/kWh) 0.104
Electricity cost, period 3, off-peak hours(€/kWh) 0.069

Biomass Cost (€/MWh) 30.00

The cost of the electricty required for pumping varies along the day. The electricity tariff changes
depending on the time slot: peak demand period, from 18:00 to 22:00 h, regular demand period,
from 8:00 to 18:00 and from 22:00 to 24:00 h, and off-peak demand period from 0:00 to 8:00 h.

Figure 4a shows the flow of the medium and low temperature DH systems according to the
demand of the BioDH system. Figure 4b relates the flows of the networks for the different months of
the year.

In the low temperature network, the mass flow is smaller due to a higher temperature drop in the
substations than the one in higher temperature networks. With a higher temperature drop a reduced
mass flow is required to provide the same heating power.

Figure 4b shows that the difference between flows supplied by each type of network is more
evident in the months with higher thermal demand. The results show that for the low temperature
network the minimum and maximum flows throughout the year are 5.4 and 31.7 m3/h, respectively.
However, in the case of the medium temperature network, the values of flow throughout the year are
between the limits of 7.1 and 38.7 m3/h. In Figure 4 can be verified that the hottest periods correspond
to the lower flow rates, that is, when the demand for heating is minimal or nonexistent and only
SHW is required. This value is obtained for impulsion and return temperatures of the network fixed
throughout the year. The mean average operating flow in the network throughout the year; for the
case of the low temperature network it is 15.2 m3/h and for the medium temperature is 18.8 m3/h.

In this case a smart strategy control hasn’t been considered as operation temperatures cannot
further reduced due to constrains associated with the installations of the buildings and to cover the
comfort requirements for SHW and heating. These installation were developed for individual use and
not considering their integration in DH networks.

Figure 5a shows the influence of the demand on the thermal losses produced during the
distribution of the heat transfer fluid.

The results show a difference between thermal losses in each type of network. Thermal losses
along the year in the medium temperature network are approximately the double than those in the low
temperature network. In this way, for the period of maximum demand, and lower external temperature,
the thermal losses for the low and medium temperature networks are 2.63% and 4.74%, respectively;
these are the minimum values. The maximum values, in percentage, appear when the demand is
minimal, thermal losses values are 7.22% and 19.52% for a low and medium temperature network,
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respectively. This difference between the losses is due to the difference in operating temperatures of
each network.

Figure 4. (a) Flow rate of medium and low temperature DH networks as function of thermal demand.
(b) Flow rate for mean and low temperature DH networks along the year.

Figure 5. Cont.
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Figure 5. (a) Percentage of distribution heat losses for medium and low temperature DH networks
as function of thermal demand, (b) Percentage of distribution thermal losses in the medium and low
temperature DH networks along the year.

The losses that occur in the network depends on the thermal gradient that occurs between the
operating temperatures of the network, the temperature of the ground around the pipe, insulation
characteristics of the pipes and their size.

Ground temperature depends primarily on the ambient temperature and depth. From real
experimental data of the temperature of the ground, measured at 20 cm of depth, an expression
can be determined that relates the external ambient temperature to the temperature of the ground.
These experimental data have been collected in an area close to the case study, within this project, it has
not been validated for other geographical areas with different climatological and ground characteristics.
In Figure 6 the relationship obtained from the experimental measurements is shown.

Figure 6. Relationship between ambient temperature and terrain temperature measured at 20 cm depth.

Another way to analyze thermal losses is by analyzing their total values with respect to the total
demand. The variation of the thermal losses that occur in the low and medium temperature networks
throughout the year are represented in Figure 7.
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Figure 7. (a) Distribution heat losses for medium and low temperature DH networks as function of
thermal demand, (b) Distribution thermal losses in the medium and low temperature DH networks
along the year.

The evaluation of the investment associated to the different subsystems has been done according
to [16,17], based on new construction systems. DH incomes will be the result of the energy sold by
the sale price. For this case, end user sale price is set in 85 €/MWh. It implies to the end user 18% of
savings compared with their current energy bills based on gasoil and wood in chimneys. This value has
been set as function of the base line estimated as shown in [43]. Investment in DH is directly affected
by pipes mean diameter. In the case of the low temperature network, due to a higher temperature
drop in the thermal stations, mass flow circulating by pipes is lower and heating requirement can be
maintained with smaller diameters. For the case under study it allows a reduction in pipes investment
of 18.72%, and a reduced investment in the low temperature DH.

In Table 2 a comparison of the main results obtained in the design and calculation of the two
district network designs is presented. The effect of installing a microwind turbine is also included to
evaluate the effect on the total performance and system viability.
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Table 2. Main operating parameters for both DH networks.

Main operating Parameters
Third Generation Network.

Medium Temperature
Fourth Generation

Network. Low Temperature

Supply Temperature 85 ◦C 55 ◦C
Return temperature 60 ◦C 25 ◦C
Flow rate at design conditions 44.00 m3/h 36.10 m3/h
Average distribution pipes diameter 101.27 mm 89.72 mm
Pressure drop at rated conditions 7.141 bar 8.699 bar
Total Heat Demand 4038 MWh 3845 MWh
Annual thermal losses 355.6 MWh 161.9 MWh
Rated operation thermal losses (%) 9.66% 4.40%
Annual pumping costs 14,964 € 14,246 €
Annual wind turbine savings 2198 € 2093 €
Wind turbine savings (%) 12.20% 12.81%
Annual biomass cost 121,145 € 115,335 €
Equivalent performance hours 2115 2014
Total inversion 1,080,898 € 1,036,678 €
Annual total operational costs 136,741 € 130,200 €
Payback25 years 15.34 years 13.16 years
IRR25 years 6.55% 7.46%

4. Discussion

To complete the study, parameters with a direct influence in the viability of the biomass DH system
are analyzed. One parameter that can affect to the performance and viability of the district heating
is to consider operation at constant network temperature or at variable temperature. The capacity
of operating at variable temperature depends on the DH network technology. In the case of low
temperature networks, which supply homes with radiators operating at low temperatures, the limit
is to avoid using any auxiliary generation equipment. It constrains the supply and the minimum
return temperature of the network, taking into account an indoor comfort temperature of 20 ◦C. On the
other hand, for medium temperature networks, the limit is in the range of operation of the radiators,
which in this case, operates with medium temperature. Then the limit can be obtained by analyzing
the radiating surface and design temperatures of the radiators and comparing their capacity with
the energy requirements that must be covered throughout the year. Therefore the variation range of
operating temperatures is more limited for the case of low temperature DH networks.

If medium temperature the DH system operates with lower temperatures, Legionella growth risk
increases, and control methodologies must be included in the medium temperature network in the
same way that in the low temperature network.

By other side, the constraints associated with operating DH with variable temperature are not
exclusively technological. Restrictions can be derived from legal aspects like the clauses in legal
contracts related to energy supply, where it is usual to set a minimum supply temperature. For the
development of variable operation DH this kind of clauses must be revised to guarantee the quality of
heat supply and the optimal operation of the system. Besides end user awareness and formation about
the most efficient use of indoor thermal facilities are required for a successful development. In [44] a
thermos-hydraulic model for thermal networks is presented taking into account decentralized heating
and cooling sources, variable temperature and mass flows and flow inversion.

The comparison of the losses that occur in a network with these designs, considering that the
temperature of operation in the network is fixed or it can be variable is presented in Figures 8 and 9.
Figure 8 shows the results obtained at fixed and variable network temperatures for a low temperature
network and Figure 9 shows the same analysis for a medium temperature network.
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Figure 8. Comparison of losses in a low temperature network along the year with fixed and variable
network temperatures.

Figure 9. Comparison of losses in a medium temperature network along the year with fixed and
variable network temperatures.

From these figures can be observed that in a medium temperature network, the supply and return
temperatures can be lowered in a greater proportion than in a low temperature network, the losses
that occur throughout the year in a medium temperature network can also be reduced in greater
proportion. In the same way, the low temperature network is less sensitive to consider a variable
network temperature.

Figure 10 analyzes losses reduction along the year. Energy savings, linked to losses reduction
along the year, with a variable temperature operation in the low temperature network are 25.5 MWh
meanwhile that in a medium temperature they are 38.6 MWh.

Another factor that affects to the network viability is the variation in the price of biomass. The price
of biomass is a value that can vary quite significantly depending on the location where the DH network
is located and constrains the viability of the project. Its effect is analyzed for the medium and low
temperature networks for both operation strategies, with of fixed and variable supply temperatures.

Figure 11 shows the influence of the cost of biomass on the viability of the project. The best
IRR values are provided by the low temperature network with variable working temperature;
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the worst values are provided by the medium temperature network with fixed values for supply
and return temperatures.

Figure 10. Energy savings in low and medium temperature networks operating at variable
network temperatures.

 
Figure 11. Influence of the cost of biomass on DH viability with different operation strategies.

In Figure 12 is presented the difference of IRR values between both networks as function of
biomass price under the two different operation strategies, variable and fixed network temperature.

The energy savings that can be obtained in a medium temperature network, when considering
variable working temperatures, is greater than in the case of a low temperature network. Therefore
the IRR value will improve both for a medium temperature and low network, however, the IRR
for medium temperature will be improved in a higher proportion reducing the differences between
both designs.

In Figure 12 it is observed that on the one hand the IRR provided by a low temperature network
is always greater than that which would be provided by a medium temperature network working
under the same conditions, but that difference between IRR values is more noticeable when the fuel
price is high and almost insignificant when the price is low. This is logical since in the low temperature
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network there are lower energy losses throughout the year, therefore, if the operating costs are high,
this energy saving will be more relevant.

Figure 12. Influence of the cost of biomass on IRR difference between a network of low and medium
temperature, with fixed and variable operating temperatures of the network.

It can also be observed that the IRR difference, in the case that the networks work at variable
impulsion and return temperatures, is lower. This is due to what has been said above that
energy savings because of losses reduction that can be obtained in a medium temperature network,
when considering variable working temperatures, is greater than in the case of a low temperature
network. Then the difference between IRR values is smaller. Since low temperature networks have
higher IRR values, these can be installed in areas where the price of biomass is high and where medium
temperature networks would not provide viable IRR values.

5. Conclusions

In this work the differences between two generations of district heating applied to a specific
case are analysed. The third generation of district heating networks uses higher supply and return
temperatures, but with lower temperature drops compared to that produced in the fourth generation
of district heating network systems. One of the most relevant characteristic of operation are thermal
losses from the network to the terrain surrounding the pipes. With networks operating at lower
temperatures, there is a reduced gradient, with the consequent reduction of thermal losses in the hot
water distribution.

Regarding the total circulation flow, because the temperature drop in the substations is greater in
the case of the fourth generation network, it is required that a lower flow rate circulates through them
to supply the same thermal power. Since the flow rate through the network is lower, the diameters of
the pipes can be reduced, thus causing a small increase in the pressure drop during operation.

This results in very similar pumping costs. This is due to the fact that in the fourth generation
DH, lower flow rates are used in the operation of the system, but nevertheless, if smaller diameters are
selected for reducing investment costs, pressure drops are greater.

These relationships between diameters, flows and heat losses are linked to the specific case study.
Variations in network distribution and external conditions can lead to different ratios and a general
rule of thumb cannot be derived.
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Depending on the location characteristics, other renewable energy sources can be integrated.
For the DH analyzed in this work the effect of integrating a microwind turbine is considered.
As pumping cost are quite similar the savings obtained in both cases are similar.

The difference in the investment cost to carry out the projects is mainly due to the reduction
in piping costs (materials and insulation) and civil works in the fourth generation DH network.
This reduction is due to the fact that smaller dimensions of pipes and fittings are used, since it smaller
circulation flow allows reduced diameters with controlled pressure drops. For the application case the
investment savings are estimated in 44,220 €.

The reduction in operating costs that occurs in the district network of fourth generation is mainly
due to the fact that the fuel required for the operation of the boiler is lower, since there are less thermal
losses in the hot water distribution. When a fourth generation district network is implemented instead
a third generation, as distribution thermal losses are reduced, there is a fuel saving of 4.8%.

Since the investment to be made and the operation costs of the fourth generation district network
are lower, the payback period is lower, obtaining a more interesting investment profile as long as
the income generated by both types is maintained. In this sense, the advantages of low temperature
DH networks are clear when deciding from the investor’s point of view, in this case study. However,
the development of heating networks in consolidated areas from the urban point of view involves
the replacement of existing heating systems that currently operate at medium or high temperature.
In these cases the application of the network at low temperature should consider the design of the
interior installation of the houses and the adequateness of the network for maximum demand periods.
The results of applying the methodology in a specific location and under operation conditions that
allow to evaluate the differences in applying third and fourth DH network designs.

Analyzing the influence of operation with variable supply and return temperatures in low
and medium temperature networks, it has been shown that energy losses are considerably reduced
throughout the year. It has been shown, from the economic point of view, that it is always better
when operating temperatures are variable, but it has also been seen that the variation suffered by
the IRR of the project is not excessively high either. The price of biomass has been shown as key
for viability of the project. The price of biomass can strongly vary different between projects with
different locations, because this price depends strongly on the geographical area. When analyzing the
profitability between the different types of networks, in the cases with a high cost of biomass, more
interesting is to install a District Heating system with low temperature and with variable flow and
return temperatures.
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Nomenclature

z Density (kg/m3)
Δϑ Thermal gradient (K)
Ai Surface (m2) of the exterior wall (i)
c Specific heat, J/(kg K)
Cp Average specific heat of the exterior air (Ws/kgK)
CAPEX Capital Expenditure
DH District Heating
EN European Standard
FS Simultaneity factor
GDH Generation of District Heating
Iini Initial investment (€)
Kbuilding Thermal constant of the building
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L Length of the network (m)
LC Life cycle of the system (years)
OPEX Operating Expenditure
P Power demanded (kW)
Pdesign Design power (kW)
Q Flow rate (m3/s)
SHW Sanitary Hot Water
Tc_indoor Comfort temperature selected for the indoor space (base temperature, 20 ◦C)
Tflow Flow temperature (K)
Tground Ground temperature (K)
Tlosses Thermal losses (W)
Tout Temperature of the exterior air.
Tret Return temperature (K)
u Insulating capacity characteristic of the pipe W/(m*K))
Ui Global heat transfer coefficient (air/air) of this wall (W/ m2K)
Vainf Flow of infiltration air (m3/s)
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Abstract: In order to achieve the objectives of the European 20/20/20 strategy, and to obtain a greater
energy efficiency, integration of renewable energies and the reduction of carbon emissions, a District
Heating (DH) system has been designed by the University of Valladolid (UVa), Spain, one of the most
important DH fed by biomass fuel in Spain, supplying heating and domestic hot water (DHW) to
31 buildings in Valladolid, the majority of them, educational buildings on the University Campus.
The aims of this paper were to study the change from an energy system fueled by natural gas to
District Heating by biomass in a building on the campus of the University of Valladolid—the School
of Engineering (EII)—studying its consumption from its connection to the District Heating system.
An energy management methodology such as ISO 50001 is carried out, applied to efficiency systems
in buildings, thus establishing new criteria of sustainability and economic value. In this paper, energy
management will also be analyzed in accordance with the proposed tools of an Energy Management
System (EMS) applied to the EII building, through the measurement of energy parameters, calculation
of thermal consumption, thermal energy savings as a result of the change from system to District
Heating by biomass, economic savings, reduction of environmental impact and indicators of thermal
efficiency I100 and CUSUM indicator. Finally, the primary renewable and non-renewable energy
efficiency indicators for the new District Heating system will be determined. The concept of the
near Zero Energy Buildings is defined in the European Union (EU) in order to analyze an approach
to an nZEB which results from replacing the natural gas heating system by a biomass District
Heating system.

Keywords: district heating; biomass; energy management in renovated building; nZEB

1. Introduction

The spread of university campuses in recent years has led to a significant increase in energy
consumption. The total amount of energy consumption includes lighting, DHW, heating or air
conditioning systems in all campus buildings.

Due to the large amount of energy consumption in these buildings, a policy of promoting energy
savings, energy management, supply of energy useful to the final energy consumption, perfectly
planned at a local scale, can maintain a standard of energy consumed on campuses in a controlled
environment. The University as an institution is one that can best stimulate energy saving among
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other institutions by setting an example of its actions, pertaining to the consumption that it requires
(Figure 1).

 

Figure 1. Plan view of connected buildings.

Among the different actions carried out by the University of Valladolid to reduce its carbon
footprint, is the implementation of a DH system, making it to also the most important biomass DH in
Spain, supplying heating and DHW to 31 buildings.

The thermal biomass generation plant has a power of 14 MW with a total distribution network of
12 km in length, to supply an annual energy consumption of 22 million kWh. The expected economic
saving is 30% and the reduction in CO2 emissions of 6800 tonCO2

year . This represents a reduction in CO2

emissions of around 30% of all our energy consumption (electricity and thermal) and an increase of
40% of energy production through renewables in our facilities.

The main purpose of this project is to achieve energy efficiency objectives and reduction of carbon
emissions, through the implementation of the DH. The DH uses forest biomass as fuel, wood residues
from near forests, a renewable energy source with low greenhouse gas emissions, which is cheaper than
conventional fossil fuels, and allows us to achieve the objectives of the European strategy 20/20/20.

The use of renewable energy is an important commitment by the University of Valladolid to help
control its carbon footprint through a significant reduction in CO2 emissions. It also means reducing
energy dependence on fossil fuels. The current natural gas boilers will be maintained to ensure the supply
of heating in the event of a disconnection of District Heating, thus ensuring thermal comfort in buildings.

The biofuel to be used are wood chips, with a grain size range from G50 to G100 and humidity
between 20% and 40%. Consumption is 7886 tons/year, of which the University will consume
6140 tonCO2

year (77.87%), 183.74 tons per year (2.33%) by buildings of the City Council of Valladolid, and

1561.43 tonCO2
year (19.80%) by buildings of the Government of Castilla y León.

The annual energy generation in 2016–2017 was 22,069 MWh per year to the whole of the network,
of which 17,188 MWh correspond to the consumption of the UVa (77.87%), 515,180 kWh correspond to
buildings of the City Council of Valladolid (2.33%) and 4,366,685 kWh belong to buildings of the Junta
de Castilla y León (19.80%).

Some current research focuses on the study and application of the Thermal District concept.
Mazhar et al. [1] conducted a review of district heating systems, which highlights the importance of
modernizing heating systems to reduce greenhouse gas emissions and contribute to sustainability,
for which district heating (DH) systems are considered the future trend. In the view of Gao et al. [2],
District Heating offers greater advantages than traditional heating systems, including energy savings,
regulation and control, which represents a great potential for development and a broad market outlook
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for the future. Regarding DH development, Lund et al. [3] presented a vision of the future of district
heating systems and technologies and their role in a sustainable energy future. Wener [4] presented
the background and current position of district heating and cooling in Sweden. The review structure
considers market, technical, supply, environmental, institutional and future contexts. Lygnerud and
Werner. [5] concluded in their study of 107 heat recovery systems in Swedish industry that the recovery
of excess industrial heat using DH systems can be characterized by high political interest, high potential,
low utilization and often high profitability. A paper submitted by Schmidt [6] exposes the cooperative
work carried out together with the International Energy Agency (IEA) on thermal districts, determined
that low-temperature district heating is a key technology that allows to increase the integration of
renewable and residual energy for heating and cooling. Turski-Michal and Sekret-Robert [7] analyzed
63 heating stations in Poland in order to determine the energy effect of using buildings and the district
heating network as thermal energy storage to compensate for the reduced heat output of the district
heating system. In the investigation some parameters are often underestimated, such as the effect of
the incidence of external temperature and the duration of outdoor temperature on the production of
heat from DH systems. In Vienna, Fallahnejad et al. [8] studied the impacts of key DH parameters
(ceilings, network costs, DH participation and extension), in which they determined that increasing DH
market share in HD areas under a given network cost limit significantly reduces average network costs.
Furthermore, that expanding the DH system without increasing market share in the DH areas does
not effectively increase the DH share of the total heat demand and leads to higher average network
costs. Restoration of existing buildings is considered a way to reduce energy use and carbon emissions
in building stock. In [9] the impact of renovating a single-family home with different district heating
systems under restoration packages chosen to represent typical but innovative ways to improve the
energy efficiency and indoor climate of a single-family home was studied. In Bavaria, the performance
of six small-scale district heating systems (DH) was monitored for 12 months in order to identify
typical optimization potentials and develop standards for performance monitoring, analyze extensive
operational data and evaluate Key Performance Indicators (KPIs). The KPI showed strong fluctuation and
variation between different DH indicating that the main potential was found in the control of DH [10].

One of the challenges for near Zero Energy Consumption Buildings (nZEB) is thermal conditioning
systems, Wu et al. [11] compared the energy performance of HVAC systems for a zero-grid energy
residential building (nZEB) in different climate zones in the United States, where air conditioning
represented 23.8% to 72.9% of the total energy of the building, depending on the air conditioning
option and climate zone. In [12] whether nZEB standards applied to Italian school buildings guarantee
good thermal conditions inside and which building configuration is the most favored was studied.
Nielsen and Möller [13] examined the excess heat production of nZEBs in DH, determined that the
excess heat of nZEBs can benefit DH systems by decreasing the production of fuel-using production
units. In DH areas where the heat demand in the summer months is already covered by renewable
energy, adding seasonal heat storage is essential to achieve nZEB status in terms of efficiency
indicators as an alternative to track changes in efficiency and savings obtained according to the
improvements implemented. Sekki et al. [14] showed that energy efficiency can be measured using
alternative indicators and confirmed that different indicators have a different impact on the results
showing efficiency. In the cases studied, energy savings can be achieved by investing in technical
measures or operating the building automation system based on actual occupancy. On the other
hand, Abu et al. [15] reviewed the Energy Efficiency Index (EEI) as an indicator to measure the
performance of energy consumption in a building, with the forecast of energy consumption in a
building being an important strategy to achieve the goal of reducing energy demand as well as
improving energy efficiency. A review of how to quantify the Environmental Building Performance
(EBP) is conducted by Maslesa et al. [16] through a systematic review of the literature where
the information obtained is valuable to decision makers and facility managers in the process of
implementing an environmental strategy and focusing on improving the EBP. It also concludes that
buildings as products are complex structures with a long service life compared to most other products
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and induce considerable environmental impacts throughout their life cycle. As for the importance
of integrating SGEn in the industrial and service sector, ISO 50001 [17] provides benefits for the
industrial and service sectors. It is estimated that the standard, applied to different economic sectors,
could influence savings of up to 60% in the world’s energy consumption according to studies by
Van der Hoeven [18]. In terms of methodologies to implement SGEn, Castrillón et al. [19] reported
their results of the implementation of SGIE in a wet cement production facility, which showed an
increase in energy efficiency associated with a reduction in electricity consumption of 4.6%, achieved
without investment. This means that only through the innovation of processes through applied
management technologies, in addition to the adoption of a culture of efficient energy management and
continuous improvement. Benedetti et al. [20] also presented a new methodology for managing energy
performance through the development, analysis and maintenance of energy performance indicators in
manufacturing plants, taking into account the requirements of ISO 50001:2011 and ISO 50006:2014.
The proposed methodology allows for the immediate identification of energy performance deviations
from the manufacturing plant through the monitoring of Energy Performance Indicators over time
and the identification of possible causes and responsibilities for such deviations. Saadi et al. [21]
described the results of a study that has been carried out to reduce the energy consumption of a
library building in the warm Omani climate. The project follows a systematic approach of collecting
data from the maintenance department and projects, performing an energy audit and generating
a building simulation model. To learn the real scenario of building energy management facilities,
Afroz et al. [22] conducted a study in an institutional building at Murdoch University (Australia),
which has incorporated leading-edge technologies over the past two decades. Through this case study
analysis, relevant information is revealed that will bring benefits to energy management staff as well
as researchers in this area, showing that an efficient energy management system in commercial or
institutional buildings can reduce energy consumption and operating costs and provide a comfortable
and healthy indoor environment. In terms of management tools and techniques as well as statistics,
Castrillón and González [23] set out the procedures for validating the energy indicators and baselines
needed in the energy planning of any institution and its subsequent implementation of an energy
planning management system. This represents a reduction of 75% of emissions associated with the
thermal supply of heating, allowing us to reduce our carbon footprint. This will also allow us to
improve the energy certification of campus buildings. A building that is connected to a network
improves its energy rating, an improvement that can be even greater when the network of biomass
heaters is used, as in this case.

2. Case Study

The Engineering School (EII), is an educational building, mainly dedicated to teaching and
research. It has a base area of 20,397 m2 (16,691.4 m2 useful), distributed over four floors and the
orientation of the main façade is southwest. (Figure 2).

 

Figure 2. School of Industrial Engineering (EII) building.
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Table 1 lists the features and facilities of the EII building.

Table 1. Features of the building.

System/Fuel Lighting: Heating: HVAC Other Equipment
Working Time and

Set Point

Gas Boilers
(NG)

LED and
fluorescence with
electromagnetic

ballast T5

Natural Gas boilers of
540 kW

“REMEHA” model
“Gas-3B/13-Duo”

η = 0.78

Individual
Split-type

equipment. 19 Air
Handling Units

(AHU)

Elevators,
computers and

laptops, printers,
laboratory

equipment, etc.

Weekdays (8 a.m. to
10 p.m.).

Saturdays (9 a.m. to
2 p.m.).

Set point (21 ◦C)

DH
(Biomass)

LED and
fluorescence with
electromagnetic

ballast T5

119,000 L of backup tank
DH substation with flat

plate heat exchanger
Biomass Boilers 19 MW

η = 0.85

Individual
Split-type
equipment

19 Air Handling
Units (AHU)

Elevators,
computers and

laptops, printers,
laboratory

equipment, etc.

Weekdays (8 a.m. to
10 p.m.)

Saturdays (9 a.m. to
2 p.m.)

Set point (21 ◦C)

The heat exchange system between the DH and the EII is done through a secondary installation
in the facilities of the building, formed by a flat plate exchanger, elements regulating and controlling
the heating operation, and a discharge pump, which distributes the fluid to the different areas of the
building (Figure 3).

 

Figure 3. Heat exchanger substation in the facilities at the EII Building.

The system consists of two circuits, the primary circuit, from the Central Heat Power (CHP) to
the building facilities where the heat exchanger is located, and the secondary circuit, from the heat
exchanger to the heat supply to the building.

The connection between the DH and the substation of the building is from underground pipes
that lead to the installations of the building. Once the supply and return pipes reach the facilities at
EII building, the pressure and temperature from the DH is regulated with the heat exchanger to the
necessary conditions for the heating demand of the building. Both the supply and return temperatures
of the system ought to be regulated in such a way that the temperature that reaches the heat exchanger
from the central heating plant is 90 °C and the temperature at the outlet of the heat exchanger in the
return pipe towards the central heating plant is close to 70 °C, with a thermal gap of approximately 20 ◦C.

In order to visualize, control and manage at any time the operation of the installation, a dynamic
monitoring is developed through sensors and automatons that register data, which are exported and
saved in a Supervisory Control And Data Acquisition (SCADA). In this way, any possible failure or
warning can be read quickly and the exact location of the problem can be visualized (Figure 4).
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Figure 4. Screenshot of the EII Heat Exchanger substation SCADA.

The data provided by the implemented monitoring system is accessed via SCADA, which manages
the DH generation and the heat exchange substations connected to DH. With the SCADA, all the
energy parameters being measured by sensors can be visualized, represented and studied in depth.
The consumption by the generation and energy demand are displayed in real time, in addition to being
able to observe an instant control of the heat exchangers of each building.

The SCADA implemented in the system facilitates the analysis and studies of historical
consumption and can generate reports on the development of each system together or separately,
comparing values between the different buildings connected to the DH. In addition all this data can be
exported to Excel files and simulation files, enabling their study through other software programs.

In addition, there are different sensors spread throughout the building that record the different
energy and comfort parameters in real-time, delivered through a Modbus network to a dynamic
monitoring tool, where are stored for subsequent study, using them as an energy management tool for
the building.

The dynamic monitoring of energy parameters through SCADA, provides information on the
use of energy consumed as an energy management tool. In this way, it has been possible to obtain the
thermal and electrical energy consumption, where this consumption occurs and the conditions of the
spaces where this energy is being supplied. Figure 5 shows the dynamic monitoring of the thermal
parameters in the heating system, such as the power generated at the EII building during a period of
nine standard winter days.

Figure 5. Screenshot of EII SCADA. Thermal power consumed in a winter period.
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2.1. Thermal Consumption

The thermal primary energy consumption per year in kWh and the thermal efficiency indicator(
kWh
m2

)
of Natural Gas in the EII Building at the UVa, between 2006 and 2017, are shown in Table 2,

where it can be observed that in 2010 there was a maximum due to the extreme temperatures that
winter, and the necessity of higher heating consumption. There is also a reduction in the thermal
consumption of Natural Gas from 2015 to 2017, when the DH fueled by biomass begins to work, thus
the NG boilers just work as backup.

Table 2. Natural Gas Consumption from 2006 to 2017.

Year
Natural Gas

KWh KWh/m2

2006 1,264,550 75.76
2007 1,415,661 84.81
2008 1,632,630 97.81
2009 1,585,339 94.98
2010 2,569,220 153.92
2011 1,639,719 98.24
2012 1,805,694 108.18
2013 1,510,476 90.49
2014 1,229,459 73.66
2015 1,131,687 67.8
2016 87,716 5.26
2017 14,912 0.88

In Table 3, the natural gas thermal consumption of in kWh and the thermal efficiency indicator(
kWh
m2

)
are shown monthly during the last years, from 2014 to 2017.

Table 3. Natural Gas consumption and indicators from 2014 to 2017.

Month
2014 2015 2016 2017

kWh kWh/m2 kWh kWh/m2 kWh kWh/m2 kWh kWh/m2

January 258,821 15.51 377,448 22.61 33,617 2.01 2834 0.17
February 276,638 16.57 360,341 21.59 2294 0.14 0 0

March 208,852 12.51 243,979 14.62 12,292 0.74 851 0.05
April 116,325 6.97 95,293 5.71 12,395 0.74 5184 0.31
May 18,881 1.13 31,520 1.89 2912 0.17 4587 0.27
June 0 0 0 0 0 0 0 0
July 0 0.02 0 0 0 0 0 0

August 0 0 0 0 0 0 0 0
September 0 0 0 0 574 0.03 0 0

October 993 0.06 5905 0.35 11,345 0.68 672 0.04
November 173,818 10.41 13,498 0.81 8908 0.53 464 0.03
December 174,875 10.48 3703 0.22 3379 0.2 320 0.02

In the variation of the monthly NG thermal efficiency indicator
(

kWh
m2

)
, of the EII in the years

2014 to 2017, it can be noted that the months of June, July, August and in some years the month of
September, due to the fact that the external temperature is high and no heating is needed, there is no
thermal consumption. However, there is a cost due to the payment of the fee for contracting this NG
service. From September 2015, the DH was incorporated, this year still experimentally, which reduced
the thermal consumption of NG as well as the cost of heating.

As for the cost, the annual consumption of NG for heating shows that the NG tariff was stable,
with service contracting rates distributed as follows: 135.13 €

kWh in 2014, 137.42 €
kWh in 2015, 136.54 €

kWh
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in 2016 and 108.66 €
kWh in 2017. Another important consideration is that in September 2015, both the

energy and cost decreased thanks to the supply of the DH network.
The biomass District Heating (DH) system began to provide heating service to the entire campus

of the UVa and therefore the EII building in 2015/2016, with the year 2016/2017 being the second year
of operation of the DH network. Table 4 shows the variation in thermal consumption of DH fed with
biomass in kWh and the thermal efficiency indicator of biomass in the EII during the different months
of the year.

Table 4. Primary energy consumption and energy efficiency indicator for DH fueled by biomass from
2015 to 2017.

Month
2015 2016 2017

KWh KWh/m2 KWh KWh/m2 KWh KWh/m2

January 0 0 167,500 10.04 283,300 16.97
February 0 0 224,400 13.44 205,600 12.32

March 0 0 164,700 9.87 169,800 10.17
April 0 0 126,700 7.59 53,800 3.22
May 0 0 18,900 1.13 13,800 0.83
June 0 0 0 0 0 0
July 0 0 0 0 0 0

August 0 0 0 0 0 0
September 0 0 0 0 0 0

October 53,000 3.18 28,700 1.72 8100 0.49
November 173,200 10.38 186,100 11.15 137,100 8.21
December 126,100 7.55 177,400 10.63 219,700 13.16

The evolution of thermal consumption of biomass, as well as the thermal efficiency indicator,
shows the impact that the incorporation of viomass, through the DH system, has had for the EII as a
substitute fuel for NG in recent years. Figure 6 shows the evolution of the thermal efficiency indicator
for biomass as a function of the months in the annual period 2015–2017.
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Figure 6. Evolution of the thermal efficiency indicator for biomass use 2015–2017.

With regards to the composition of the EII’s energy matrix, in 2014 the NG heating system was
installed, having only high thermal consumption in the months when the heating started. At that time
the distribution of annual energy consumption corresponded to 56% thermal consumption of NG and
the remaining 44% is a consumption of electricity.

In 2015, the implementation of the DH began, which began to heat the EII in September, however
due to climate issues, heating consumption in this month was not necessary. Once the DH began
to operate, there was a decrease in NG consumption, resulting in an annual distribution of thermal
consumption for that year of 14% biomass, and 44% NG. Due to the fact that the DH was operating
in experimental mode with frequent stoppages for verification and balancing, the EII was still using
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the old NG system to allow for proper heating. The remaining 42% corresponds to the electricity
consumption of the EII.

In 2016, the DH fueled by biomass started to operate year round, with the support of the NG
boiler system of the EII. The distribution of the energy matrix throughout this year corresponded
to a thermal consumption of 51% of biomass consumption, and 4% of NG, and the remainder is
electricity consumption. In this year and subsequent ones the percentage of NG consumption is very
low compared to the biomass consumption. In 2017, the second year of operation of the DH network,
the installation was already at an optimum point of operation due to its balance. In this way the
distribution of energy consumption percentage of the EII, corresponds to a thermal consumption of
72% of biomass consumption and 1% of NG. As a result, NG consumption is negligible compared to
biomass consumption. The annual analysis is shown in Table 5, where it is possible to decrease both
the kWh/m2 indicator and the economic expenditure €/m2.

Table 5. Indicator of thermal efficiency
(

kWh
m2

)
and energy cost Indicator of biomass from 2015 to 2017.

Biomass € €/m2 KWh KWh/m2

2015 28,359.93 1.7 352,300 21.11
2016 88,060.89 5.28 1,094,400 65.57
2017 87,803.40 5.26 1,091,200 65.43

Figure 7 shows the thermal consumption of the EII building from 2014 to 2017.
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Figure 7. Thermal consumption of the EII building: (a) 2014; (b) 2015; (c) 2016; (d) 2017.

Figure 8 shows how from 2015 onwards, the energy cost of natural gas decreases and is replaced
by the energy cost of biomass itself; each year the cost is lower as the operation of DH stabilizes.
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Figure 8. Evolution of the annual thermal cost of heating with NG and biomass DH.

Once the energy consumption, the indicators, their evolution over time have been analyzed,
and establishing the energy saving by changing the heating system of the NG system for the new
DH system with biomass, the methodology of the statistical model used in an energy management
system ISO 50006 is proposed as an analysis. An energy consumption baseline is selected through
a linear regression model, understanding that an Energy Baseline is a quantitative reference that
provides the basis for comparing energy performance, allowing the evaluation of energy consumption.
In this sense, with the aim of evaluating the impacts of both thermal consumption, economic cost
and environmental impact referred to CO2, in the replacement of NG by biomass for EII heating and
starting from the Energy Baseline is possible to establish a procedure to predict the calculation of
energy consumption of NG in a time period, where DH is used with biomass. The analysis, allows
evaluating the energy saving between the District Heating (DH) with biomass and the previous system
of NG in the temporary demonstrative period 2016–2017 for EII heating.

For the construction of the Energy Baseline, the NG energy consumption of the 2014/2015
academic year is obtained, the degrees day base 19, for that period of time reference calculated through
the climatic data measured in Valladolid and selecting the days of each month where the NG heating
system of the EII works. 19ºC is experimentally justified because through dynamic monitoring with
the SCADA system we are aware of the outdoor and indoor temperatures of the building. It also
presents the monthly economic cost and the indicators

(
€

m2

)
and

(
€

kWh

)
. All of this data is presented

in Table 6.

Table 6. Data for the calculation of the Energy Baseline.

Data
October

2014
November

2014
December

2014
January

2015
February

2015
March
2015

April
2015

May
2015

Degree days 29 138.1 137.4 227.8 238.6 166.6 59.3 43.3
Thermal

Consumption of
NG (kWh)

993 173,818 174,875 377,448 360,341 243,979 95,293 31,520

€ 198.88 10,637.21 10,701.12 22,492.18 21,289.07 14,459.23 5421.08 1882.58
€/m2 0.01 0.64 0.64 1.35 1.28 0.87 0.32 0.11

€/kWh 0.2003 0.0612 0.0612 0.0596 0.0591 0.0593 0.0569 0.0597

Figure 9 represents the Energy Baseline for NG in this reference period, where we relate the
thermal consumption of NG kWh versus Degree Days base 19.
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Figure 9. kWh vs. Degree days.

The interpretation of this Energy Baseline is based on the fact that thermal energy consumption is
linearly related to the Degree Days, through the equation:

E = m × (Degree Days) + E0 (1)

where there is a fixed energy consumption. E0 does not depend on the calculated degrees days and
another variable part required to carry out the heating process of the building, m × (Degree Days).
From the regression model the linear equation of the energy baseline is obtained:

C(Thermal Consumption) = 1.715 × (Degree Days)− 40.682 (2)

In this way, it will be possible to obtain the thermal consumption of the monthly NG in a new
temporary heating demonstration period. 2016–2017 can be simply substituted in this linear equation
by the new base 19 Degree Days, obtained from a meteorological station in Valladolid for the year
2016/2017, taking the days of operation of the EII heating system.

It is important to interpret these results with respect to the negative E0, i.e., the thermal
consumption for Degree Days, where it can be observed that as the Degree Days is reduced, base
19 reaches a point at which, due to the inertia and insulation of the building, the thermal loads of heat
transfer through it with the exterior are balanced with the internal thermal loads and radiation, so that
the temperature of thermal comfort is kept constant and it is not necessary to provide heating for that
building. As the base 19 Degree Days continues to be reduced to zero the energy consumption becomes
negative, physically this means that the building generates more internal load and radiation than
thermal loads by transfer through the building whose energy balance to maintain constant comfort
temperature it is necessary to cool the building. Another important consideration is the correlation
analysis that allows to measure the degree of relationship between two variables (E and Degree Days).
The measurement of this intensity is evaluated through the correlation coefficient “R2”, indicating that
the closer to 1 as in our case, 0.9783 stronger will be the linear association between the two variables.

Once validated, the previous linear correlation equation through its Energy Baseline, (Figure 9),
we are going to use it to calculate the thermal consumptions of heating in the EII of NG that we
would have if the installation of NG continued in the hypothesis that would not have been changed
by the new DH system with biomass. For this we use the Degree Days base 19 calculated from the
meteorological data in Valladolid 2016/2017. Table 7 shows the results obtained, and also includes the
monthly economic costs.

Table 7. Monthly data obtained from thermal NG consumption and economic cost with linear
regression for the 2016/2017 demonstration period.

Data October 2016 November 2016 December 2016 January 2017 February 2017 March 2017 April 2017 May 2017

Degree days 63.2 190.6 145.1 203.3 179.7 152.1 67.8 29.5
Thermal

Consumption
of NG (kWh)

67,706 286,197 208,164.5 307,977.5 267,503.5 220,169.5 75,595 9910.5

€ 9583 41,477 35,389 53,808 22,139 56,641 10,996 1470
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Table 8 shows the monthly data for the year 2016–2017, (demonstration period) of the real thermal
consumption of NG and DH biomass for heating, with their respective cost. It can be seen that every
month has a consumption of biomass for DH but also some thermal consumption of NG, because
the DH system in days and hours in 2016–2017 has not been able to maintain all the thermal demand
for heating of the EII Building. As can be observed, there are some thermal power peaks, except in
February when the DH operated completely without the backup of NG boilers. However, in relation
to the economic cost, despite the fact that the thermal consumption of NG in the month of February is
non-existent, a fixed rate has to be paid to the NG distributor, the amount of this fee was 108.66 €

kWh .

Table 8. Monthly consumption data for DH fueled by biomass in the EII building from 2016 to 2017.

Data October 2016 November 2016 December 2016 January 2017 February 2017 March 2017 April 2017 May 2017

NG Consumption
(kWh) 11,345 8908 3379 2834 0 851 5184 4587

€ (NG) 692.99 574.22 302.57 260.61 108.66 148.5 325.05 300.78
€/kWh (NG) 0.06 0.06 0.09 0.09 0.00 0.17 0.06 0.07

Biomass (kWh) 28,700 186,100 177,400 283,300 205,600 169,800 53,800 13,800
€ (Biomass) 2309.34 14,974.54 14,274.49 23,445.41 17,016.28 14,053.33 4452.7 1142.14

€/kWh (Biomass) 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08
€/kWh (TOTAL) 0.07 0.08 0.08 0.08 0.08 0.08 0.08 0.08

With all these data, will proceed to make economic and environmental savings calculations to
compare for the EII building, the NG heating system against the DH system fueled by biomass.

In the regression, a total thermal consumption of NG of 1,443,223 kWh has been obtained for
the annual demonstration period 2016-17 (Table 7) and in the DH system fueled by biomass plus NG
backup system, it is 1,155,588 kWh (Table 8). Therefore, the annual thermal consumption savings and
the percentage savings by comparing these two heating systems for the EII building are:

kWh NG
(linear Regression)

= 1, 443, 223 kWh (3)

kWh 16/17
(Real)

= kWhDH + kWhNG = 1, 118, 500 + 37, 088 = 1, 155, 588 kWh (4)

Thermal Savings = kWh NG
(linear Regression)

− kWh 16/17
(Real)

= 1, 443, 223.5 − 1, 155, 588 = 287, 635.5 kWh (5)

A 19.9 % savings in thermal consumption is obtained by supplying heating in the EII building by
replacing the NG boilers with a DH system fueled by biomass. In relation to the economic costs per year,
the same method of calculation is carried out as for energy. The data are obtained from Tables 7 and 8:

€ NG
(linear Regression)

= 231.507, 87 € (6)

€ 16/17
(Real)

= €DH + €NG = 91, 668.23 + 2, 713.38 = 94, 381.61 € (7)

Therefore, the annual Economic Saving in heating comparing both energy systems and its
percentage are:

Economic Savings = € NG
(linear Regression)

− € 16/17
(Real)

= 231, 507.87 − 94, 381.61 = 137, 126.26 € (8)

A 59.2% economic savings are obtained for the EII building with the DH system fueled by biomass,
compared to the original energy system fueled by NG. In order to analyze the environmental impact,
it is necessary to take into account the “F” factor of the type of fuel in current Spanish standards:

F NG
(Thermal)

= 0.252
kg CO2

kWh

F Biomass
(Thermal)

= 0.018
kg CO2

kWh
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For the environmental impact assessment of the change of the DH system fueled by biomass
versus the old energy system fueled by NG, Carbon emissions per year are calculated on the heating
consumption at the EII building, between 2016 to 2017, for each energy system. If the energy system
fueled by NG were working, its carbon emissions would be:

kg CO2 NG
(linear Regression)

= C NG
(linear Regression)

× FNG (9)

kg CO2 NG
(linear Regression)

= 1, 443, 223.5 kWh × 0.252
kg CO2

kWh
(10)

kg CO2 NG
(linear Regression)

= 363, 692.322 kg CO2
(11)

To calculate the carbon emissions of the current energy system (DH fueled by biomass + energy
system fueled by NG) it is carried out in the same way:

kg CO2 NG
(Real)

= [kWhDH × FBiomasa + kWhNG × FNG] (12)

kg CO2 NG
(Real)

=

[
1, 118, 500 kWh × 0.018

kg CO2

kWh
+ 37, 088 kWh × 0.252

kg CO2

kWh

]
(13)

kg CO2 NG
(Real)

= 29, 479.176 kg CO2
(14)

The environmental impact resulting from the heating system replacement in the EII building,
achieves for the 2016–2017 period an annual reduction of carbon emissions of:

kg CO2(Savings)
= kgCO2 NG

(linear Regression)
− kgCO2 DH

(Real)
− kgCO2 NG

(Real)

= 363, 692.322 kg CO2
− 29, 479.176 kg CO2

(15)

kg CO2(Savings)
= 334, 213 kg CO2

(16)

A 93.2 % savings in environmental impact with the current energy system compared to the
previous one:

% Increased Renewable Energy =
DH

(Biomass)
NG

(linear Regression)
=

1, 118, 500
1, 443, 223.5

× 100 = 77.5% (17)

Figure 10 shows the performance between DH fueled by biomass versus the NG energy system
compared to environmental economic energy savings and increased renewable energy versus the
natural gas system from 2016 to 2017.

 

Figure 10. Performance between DH fueled by biomass versus NG energy system from 2016 to 2017.
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2.1.1. Basic Efficiency Indicator I100

In order to evaluate the energy efficiency of the new heating system for DH EII with biomass,
the use of the base I100 is presented as a methodology since it is an energy management tool that allows
comparing the performance of the results of the monthly thermal consumption of heating with DH of
biomass, measured in a process during an operative period 2016–2017, with respect to the base or real
energy consumption of the same, taking as a reference the dimensionless value of 100:

The Basic Efficiency Indicator 100 is:

I100 =
ERegression Baseline

Er
(18)

where ERegression Baseline: Energy that should have been consumed according to baseline:

E = m × (Degree Days) + E0

The result of the Basic Efficiency Indicator can be analyzed according to three states, which are
within the numerical ranges <100, >100, =100. The interpretation of the efficiency indicator is shown in
Table 9.

Table 9. Efficiency Indicator Interpretation.

Case IDE

1st Case IDE = 100 Measured Consumption equal to projected with the base equation

2nd Case IDE < 100

There is a decrease in energy performance since the energy
consumption was higher than the baseline. the energy consumed or
measured greater than the baseline energy calculated process with

overconsumption or inefficient

3rd Case IDE > 100 There is an improvement in energy performance since energy
consumption was lower than the baseline.

In the DH system fueled by biomass, the monthly Basic Efficiency Indicator for the period
2016–2017 is obtained from the actual and base monthly thermal consumption by means of the Energy
Baseline. The data are presented in Table 10.

Table 10. Monthly Basic Efficiency Indicator for the 2016 to 2017.

Efficiency Indicator
October

2016
November

2016
December

2016
January

2017
February

2017
March
2017

April
2017

May
2017

Actual thermal
consumption
(2016/2017)

40,045 195,008 180,779 286,134 205,600 170,651 58,984 18,387

Basic consumption
(regression model) 67,706 286,197 208,164.5 307,977.5 267,503.5 220,169.5 75,595 9,910.5

Basic Efficiency
Indicator 169.07 146.76 115.15 107.63 130.11 129.02 128.16 53.90

Figure 11 shows that most of the months analyzed correspond to values above 100, which indicate
a compliance zone for energy performance (increased system efficiency). In May, the value of the
indicator is less than 100, which indicates a decrease in efficiency that can be explained, insofar as the
demand for heating is much lower than the power generated by the biomass boilers of DH, in addition
to being a point of low energy consumption of heat.
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Figure 11. Basic Efficiency Indicator.

2.1.2. Cusum Indicator

With the aim of determining quantitatively the magnitude of the energy that has not been
consumed, in other words, savings. Besides, the amount that has been overconsumed. The variation of
this indicator for the DH system is presented, using for its construction the equation:

Cusum Indicator = (Emeasured − Etrend)i + (Emeasured − Etrend)i−1 (19)

Table 11 shows the cusum indicators for the period 2016 to 2017.

Table 11. Base data for indicator CUSUM for the period 2016 to 2017.

Month
Energy Linear Regression

2016/2017 [kWh]
Actual Energy

[kWh]
Actual Energy-Energy

Linear Regression [kWh]
Cusum [kWh]

October 2016 67,706 40,045 −27,661 −27,661
November 2016 286,197 195,008 −91,189 −118,850
December 2016 208,164.50 180,779 −27,386 −146,236

January 2017 307,977.50 286,134 −21,844 −168,079
February 2017 267,503.50 205,600 −61,904 −229,983

March 2017 220,169.50 170,651 −49,519 −279,501
April 2017 75,595 58,984 −16,611 −296,112
May 2017 9910.50 18,387 8477 −287,636

Therefore, this indicator shows any energy savings or over-consumption, or in economic terms
related to energy, that the EII Building has had. The figure is used to track the trend of the process,
in terms of the variation of its energy consumption, with respect to an energy period or baseline used
as a reference. Figure 12 shows the CUSUM Indicator since 2016 to 2017.
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Figure 12. CUSUM indicator for the period 2016 to 2017.
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If there is no change in consumption patterns, the CUSUM curve will simply fluctuate around a
horizontal line. However, any change that produces savings or overconsumption will cause the curve
to change direction: a downward trend in the curve means savings, while upward trend means losses.

2.1.3. The Primary Energy Indicator

All supplied and exported energies are shown in a unique indicator. The Primary Energy
Indicator [24]. It is estimated from the energy supplied and exported using the national primary
energy factor provided by Equation (20):

Ep,nrem = ∑
i
(Edel,i fdel,nren,i)− ∑

i

(
Eexp,i fdel,exp,i

)
(20)

EPp =
Ep,nrem

Anet
(21)

The near zero performance is determined by a Member State in terms of the achievable use of
primary energy, the amount of primary energy supplied by renewable energies, the funding sources
available for renewable energies or measures of energy efficiency, and the funding requirements as
well as the successful rate of the definition.

The nZEBs such as a national use of energy which is both technologically and economically
feasible of > 0 kWh

m2·y , but no higher than the existing Member State threshold for primary non-renewable
energy, generated by a mix of best-practice eco-efficiency measures plus renewable energy systems
that might or might not be cost-optimal.

Spain has not yet laid down this limited value; however a draft document already exists for
the Spanish Building Standard, in which bases for the nZEB definition are argued. December 2016,
Spain launched a report to improve the evaluation methodology in high-efficiency buildings. This
report suggests several predefined thresholds based on those defined in July 2016, in Commission
Recommendation (EU) 2016/1318.

In Valladolid, which is marked by a continental climate, such upper limits are 85 to 100 kWh
m2·y ,

of primary energy consumption in total on these buildings per year. At this point, the upper limits
for non-renewable sources are between 45 and 55 kWh

m2·y , and the contribution of renewable energies to

primary energy must be greater than 45 kWh
m2·y .

In order to assess compliance with upper limits for primary energy, primary energy intensity at
the buildings is established. The methodology for the determination applies the approach defined
in the general EPBD regulation. Primary energy is obtained as the biomass heat being multiplied by
its respective Primary Energy Factor (PEF). Moreover, in Spain, these factors are established in its
own normative, the Spanish Thermal Systems Standard. [25]. The Table 12 shows the primary energy
factors by each energy sources.

Table 12. Spanish Building Standards. PEF established.

Energy Source Use fp,ren fp,nren

Electricity Grid Input 0.414 1.954
Biomass On-site Input 1.003 0.034

Natural Gas On-site Input 0.005 1.190

Non-renewable conversion factor fi applied to the electricity, in Spain, is currently 1.954. Biomass
conversion factor is 1. At the EII Building there is still no export energy, so the primary energy
indicator is:

EPp = 118.15
kWh
m2·y (22)
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This is caused by the main factors established by Spain, which has a higher percentage of
renewable energy (17%) from the main electricity grid. by calculating the on-site RES share; it is
possible to obtain a high value of 91.21 kWh

m2·y of contribution of renewable primary energies in situ at
EII Building. A primary energy comparison between the EII Building versus the assumptions of the
European Union Directive is shown in Figure 13.
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EU EII building

Energy non-renewable Energy renewable

Figure 13. Primary energy comparison between EII Building and EU Directive.

The detailed boundary values of the system for determining the energy supplied and exported are
added based on the reference limits of EN15603. As started in the EPBD recast, the positive influence
of renewable energy produced on site is taken into account, so that it reduces the amount of energy
supplied needed and can be exported when the demand of buildings is exceeded [26].

2.1.4. Renewable Energy Ratio

To calculate the amount of renewable energies used through the Renewable Energy Ratio (RER),
all sources of renewable energy must be taken into account [24]. Solar thermal energy, photovoltaic
energy, wind and hydro power, renewable energy from environmental heat sources such as heat pumps
and free cooling, renewable biofuels and off-site renewable energy are included. The environmental
heat sources used in heat pumps and free-cooling should be considered within the limit of the use of
renewable energy system, because in the calculation of the RER, free cooling and heat pumps are not
only accounted for in the calculation of the energy supplied on the basis of the COP, it is also taken
into account in the energy obtained from the environmental heat sources.

The proportion of renewable energies are obtained in relation to the energy use at the building,
as total primary energy. It keeps in mind that the exported energy compensates for the energy delivered.
By default, the export energies are deemed to compensate for the grid mix or for thermal energy,
the grid mix of district cooling or heating. For near and on-site renewable energies, the overall primary
energy factor is 1.0, while the primary non-renewable energy factor is 0.

The total primary energy-based RER is given by the following Equation (23):

RERp =
∑i Eren,i + ∑i(( fdel,tot,i − fdel,nrem,i)Edel,i)

∑i Eren,i + ∑i(Edel,i fdel,tot,i)− ∑i(Eexp,i fexp,tot,i)
(23)

In order to get the RERp for the EII building, fi = 1.954 is taken for electricity and fi = 1.003 for
the biomass and fi = 0.005 for natural gas:

RERp = 0.424 (24)

Thus, the RER, the third indicator, in the EII Building is 0.424, a figure that represents a pretty
strong result for a nZEB.
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3. Conclusions

A new analysis methodology is developed, based on the ISO 50001 standard, for the
implementation of new thermal systems in building renovations using DH. Following the objectives
proposed by the EU 20-20-20, in this research paper several indicators have been studied to analyze
how the change from a NG heating system to a new heating system by a DH fueled by biomass on an
educational building, Engineering School (EII) at the University of Valladolid in Spain.

The proposed indicators as well as the methodology carried out fulfill the established methodology
in an SGEn ISO 50001, in order to analyze the reduction of thermal energy and the heating efficiency
of the building with the new DH as well as the economic costs and environmental impact. Finally,
three new indicators of non-renewable primary energy, renewable energy and RER are determined in
accordance with the methodology proposed by EU EN15603 and EPBD 2018 on nZEB buildings.

With them it is possible to determine the level of impact in the change towards the DH,
without altering the energy demand of the building, looking for this existing building to look like a
building nZEB.

The results obtained show that the new DH system fueled by biomass in the period 2016–2017
achieved a percentage of thermal savings of 19.9 %, an economic saving of 59.2%, a carbon emissions
saving of 93.2 %, and an increase in renewable energy of 77.5 %.

The I100 indicator has also been calculated and it can be seen that the DH system works in an
energy efficiency zone, as well as the Cusum indicator where its graph shows that the DH over the
entire time interval has a tendency to improve energy efficiency. The I100 indicator has also been
calculated and it can be seen that the DH system works in an energy efficiency zone, as well as the
Cusum Indicator where its graph shows that the DH over the entire time interval has a tendency to
improve energy efficiency.

The non-renewable and renewable primary energy indicators of the new DH system fueled by
biomass have been calculated at 118.15 kWh

m2·y , 91.21 kWh
m2·y , respectively. They have been compared by the

values that the EU proposes for a city like Valladolid and it is observed that the non-renewable primary
energy is of the order of the double, this is due that although the DH reduces in a 40% with respect to
the old system of NG, to the lack of any improvement in the energetic demand of the building EII does
that this value is still high.

On the other hand, however, the comparison of primary renewable energy from DH reaches a
value of double, so that the integration of renewable energy by the change from NG to biomass gives a
high RER of 0.4. Use of these indicators proposed by the EU enables us to conclude that the change
in the EII building of the new DH system fueled by biomass achieves an approximation towards the
nZEB building status.
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Abbreviations

DH: District Heating.
NG: Natural Gas.
DHW: Domestic Hot Water.
EII: Engineering School of Valladolid.
UVa: University of Valladolid.
EMS: Energy Management System.
nZEB: near Zero Energy Building.
IEA: International Energy Agency.
KPI: Key Performance Indicators.
HVAC: Heat Ventilation Air Conditioning.
EEI: Energy Efficiency Index.
EBP: Environmental Building Performance.
LED: Light Emitting Diode.
ISO: International Organization for Standardization.
SCADA: Supervisory Control And Data Acquisition.
EPp: Primary energy indicator ( kWh

m2·y ).

Ep,nrem: Primary Non-renewable energy ( kWh
y ).

Edel,i: Energy supplied on-site or around the site ( kWh
y ).

f del,exp,i:
Primary Non-renewable energy of energy supplied compensated by export-energy, which is by
default the same as the factor of the energy supplied, if not defined at national level otherwise.

f del,nren,i: Primary Non-renewable energy for the energy supplied.
Eexp,i: Export-Energy on site or around the site ( kWh

y ).

Anet: Usable space (m2).
RERp: Renewable Energy Ratio from primary energy.
Eren,i: Renewable energy generated on-site or around the site, ( kWh

y ).

f del,tot,i: Total primary energy factor for the delivered energy carrier i.

f exp.tot,i:
Total primary energy factor of the delivered energy compensated by the exported energy for
energy carrier i.
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Abstract: A review of current and future district cooling (DC) technologies, operational, economic,
and environmental aspects, and analysis and optimization methodologies is presented, focusing on
the demands of cooling-dominated regions. Sustainable energy sources (i.e., renewable, waste/excess
electricity and heat, natural/artificial cold) and cooling/storage technology options with emphasis
on heat-driven refrigeration, and their integrations in published DC design and analysis studies are
reviewed. Published DC system analysis, modeling, and optimization methodologies are analyzed
in terms of their objectives, scope, sustainability-related criteria, and key findings. The current
and future development of DC in the Gulf Cooperation Council (GCC) region, a major developing
cooling-dominated market, is examined more specifically in terms of current and future energy
sources and their use, and economic, environmental, and regulatory aspects, with potential technical
and non-technical solutions identified to address regional DC sustainability challenges. From the
review of published DC design and analysis studies presented, collective research trends in
key thematic areas are analyzed, with suggested future research themes proposed towards the
sustainability enhancement of DC systems in predominantly hot climates.

Keywords: district cooling; space cooling; air-conditioning; hot climate; thermally activated cooling;
sustainable energy; Gulf Cooperation Council

1. Introduction

Energy sustainability, security and climate change are major threats of today’s and future
generations. Substantial reductions in anthropogenic greenhouse gas (GHG) emissions must be an
integral part of sustainable energy production and use to limit the global rise in ambient temperatures
over the coming decades [1]. Emissions reduction over the next two decades will be challenged by a
projected 33% increase in global primary energy demand over the coming 25 years, 70% of which are
anticipated to arise from the electricity sector [2]. This demand growth will be mainly contributed by
the industrialization and electrification of non-OECD (Organization for Economic Cooperation and
Development) economies, particularly China and India [2].

Buildings are responsible for approximately a third and 50% of global energy and electricity uses,
respectively, and 20% of energy-related GHG emissions [1]. Approximately 99% of air-conditioning
and refrigeration loads worldwide are met by electricity. The associated annual electricity demand
(and carbon dioxide (CO2) emissions) has tripled between 1990 and 2016, and currently represents 10%
of global electricity use [3]. This demand is expected to triple again to 6200 TWh by 2050 in the baseline
International Energy Agency (IEA) scenario, with 70% of this rise attributable to residential users,
unless effective energy conservation and efficiency measures are adopted [3]. This growth will take
place essentially due to rises in population in developing economies that are in hot-climate regions,
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and seek improved comfort (i.e., India, China, Indonesia, the Middle East) [3]. The cooling energy
consumption of typical buildings in hot and hot/humid climates is up to three times higher than in
moderate climates [1]. Furthermore, space cooling loads in hot climates are typically characterized by
large seasonal and daily variations, that induce strain on electricity grids. Whereas air-conditioning
represents on average 14% of peak electricity demand worldwide [3], in hot climates such as in for
example the Gulf Cooperating Council (GCC) region, where the deployment of district cooling (DC) is
discussed as part of this article, this demand represents approximately 50% [4,5] and up to 70% [3,5] of
total and peak electricity consumptions, respectively. (The GCC comprises six Arabian states, namely
Bahrain, Kuwait, Qatar, Oman, Saudi Arabia, and the United Arab Emirates (UAE). The GCC region
extends over 2,500,000 km2 area, with a population of 52.7 million in 2015 [6].) Similarly, in South
Asian regions, where the energy demand of residential/service buildings accounts for approximately
60% of total energy consumption, approximately 44% and 50–57% of residential and commercial/office
building electricity consumption is associated with space cooling [7]. Building cooling requirements
will be exacerbated by climate change, as reflected by the measured augmentation in the number of
cooling degree days in several regions [8]. Additional factors that contribute to a growing building
cooling demand include building architectures, rising internal heat loads, and urban heat island effects.

At present, most air-conditioning loads worldwide are met by conventional on-site cooling
systems (Figure 1a), consisting of either window units (i.e., split systems) applied in single rooms,
apartment units or small buildings, or central air-cooled or water-cooled chillers, which tend to be
located on the rooftop or basement of large buildings. In such systems cold energy is produced
and distributed at the end-user’s site [9]. The efficiency of on-site air-conditioning equipment varies
widely depending on design and operating conditions but is generally half of that achievable with
best commercially available technologies [3]. By contrast in DC systems (Figure 1b), cold production is
centralized in a central chiller plant and delivered to end-users via a distribution network infrastructure
and energy transfer stations (ETSs). The central chiller plant includes cooling equipment, pumps,
heat-rejection equipment, a chemical treatment unit, controller, and other devices [10]. Indirect cold
production by the central chiller can be supplemented by direct cooling provided by an available cold
energy source. Other associated units include cold storage, pump stations and control systems. ETSs
consist of heat exchangers and distribution/regulation valves [9].

DC systems can offer significant advantages over conventional standalone chiller plants installed
in individual buildings, or industrial or commercial facilities. These advantages include (i) low energy
requirements—for a given cooling demand, DC systems generally consume less energy than on-site
cooling systems, mainly due to large-scale central water-cooled chiller plants being more efficient
than on-site small-capacity air-cooled systems; (ii) efficient and flexible capacity use to fulfill load
diversity and variability, as a result of DC system design and installation; (iii) peak-period saving
potential; (iv) lower unit cost of cooling, due to lower energy-, maintenance- and construction costs;
(v) reduced environmental impact—emissions are not only reduced but also more easily handled at
a remote, centralized chiller plant than at individual building’s air-conditioning systems; (vi) more
reliable service (i.e., reliability in excess of 99.7%), because of high standard industrial equipment,
backup chillers, and the availability of professional, ongoing operation and maintenance support, and
longer life span (i.e., 25–30 years) than for conventional on-site air-conditioners (i.e., 10–15 years);
(vii) space savings at the end-user site, since DC systems are remotely located [9–11]. The advantages
of DC systems are most pronounced in dense districts exposed to hot climatic conditions throughout
the year and characterized by rapid urbanization and building developments [9,12], as encountered in
for example the GCC region.
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Figure 1. Building air-conditioning systems: (a) conventional on-site systems, (b) DC systems.

However, considering the substantial investments associated with double digit megawatt-cooling
capacities and multi-kilometer distribution networks, DC systems should be carefully designed,
evaluated, and optimized to permit a well-organized and cost-effective system to be ultimately
deployed. Greater technology- and non-technology-related challenges exist for DC than district
heating, with the former significantly less and later implemented than heating systems [8].

Historically, the United States of America (USA) were the main player in the early-stage
implementation of contemporary commercial DC systems at district-scale (i.e., universities, airports,
healthcare campuses, business districts) and then city-scale in the 1930′s, the deployment of which
grew significantly in the mid to late 1990s [9,13]. DC implementation in Canada followed a similar
timeline [9,14], but at limited deployment scale due to affordable hydroelectricity and fossil energy, and
lack of large dense districts [12]. The implementation of DC in Europe began in France and Germany in
the 1960′s and gradually spread to other European countries, mainly for summer air conditioning [15].
DC in Asia was introduced in Japan in 1970 where it expanded rapidly under government intervention
towards higher efficiency and reduced environmental emissions [16]. After introducing DC in Beijing
in 2004, China also actively deployed this technology [16]. Introduced in the GCC in 1999, DC
implementation has since made significant progress, favored by rapid urbanization and building
developments, particularly in the UAE [17]. Today, the Americas (led by the USA) hold 43% of the
global installed DC capacity (i.e., 12.6 MRT or 44.3 GWth), followed by the GCC (32%), Asia-Pacific and
Africa (19%, led by Japan), and Europe (5%, led by Sweden and France) [14,17]. By 2019, the Middle
East and North African (MENA) DC market is anticipated to overtake the American one and become
the largest DC market [14].

To date, a limited number of reviews related to DC have been published [8,12,15,16,18–20].
Only Gang et al. [16] and Palm and Gustafsson [19] reviews were dedicated to DC, while [8,12,15,18,20]
collectively considered district heating and cooling, with emphasis on heating. Gang et al. [16]
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focused on the integration of renewable energy and combined cooling, heating, and power (CCHP)
technologies, optimization, and projects in China. Palm and Gustafsson [19] analyzed technical,
economic, environmental, and policy-related obstacles and enabling factors for the expansion of
DC systems in Sweden. Rezaie and Rosen [12], Lake et al. [18] and Werner [15] reviewed district
heating/cooling systems, in terms of technical, economic, environmental, and institutional/policy
aspects. Werner [15] included some content specific to the DC market and cold sources, and highlighted
the significantly smaller number of research publications and information on actual DC systems in
comparison with district heating ones. Vandermeulen et al. [20] discussed control strategies for
exploiting flexibility in district heating/cooling systems, to support increasing shares of fluctuating
renewables in future energy systems. Pellegrini and Bianchini [8] defined the concept of cold district
heating and cooling networks, that combine centralized energy distribution with minimized heat
losses in supply, and their suitability for cold delivery.

The present article is intended to address the above gap through a review of DC design and
analysis efforts that have aimed at improving the sustainability of cooling and dehumidification of
buildings in cooling-dominated regions. These efforts are discussed in terms of DC cooling technologies
and associated energy sources, cold energy distribution infrastructure, DC operation, analysis and
optimization, economics, environmental impact, and challenges and opportunities.

This article is structured as follows. In Section 2, DC energy sources and associated cooling
technologies, system configurations, cool thermal storage and cooling energy distribution network
infrastructures are reviewed, with emphasis on heat-driven cooling technologies, and technologies
suitable for high ambient temperature/humidity conditions. In Section 3, DC analysis, modeling and
optimization methodologies are discussed. Considering the extreme and rising cooling demand of
GCC countries, yet their limited exploitation of DC to date, Section 4 examines the current and future
development of this technology specifically in the region, in terms of challenges, benefits, market, and
potential solutions for improved sustainability. Based on the information compiled in Sections 2–4,
collective research trends are identified in Section 5, leading to suggested future research themes in the
design and analysis of sustainable DC systems for predominantly hot/humid climates. This article
closes with concluding remarks in Section 6.

2. Sustainable District Cooling Systems

In the following sub-sections, DC cooling and thermal energy storage technologies, energy
sources, distribution network infrastructure, operational aspects, and extension of DC end-uses to
non-space cooling applications, are reviewed based on implemented DC technology information and
published DC design and analysis research, focusing on the needs of cooling-dominated regions.
In addition to space cooling technologies with present applicability to DC, alternative technologies
in development are also discussed (Section 2.1.1). Renewable and waste/excess heat sources and
their possible exploitations in DC systems are reviewed in Section 2.1.2. Natural and artificial cold
energy sources and their potential applications are then contrasted in Section 2.1.3. Key aspects of cold
energy storage and distribution, DC operation, and DC non-space cooling applications, are analyzed
in Sections 2.2–2.5.

Published design and analysis DC studies are compiled in Table 1, in terms of geographical
location, analysis timeline, energy sources (i.e., electrical, heat and cold), DC integration with
other sectors, cooling and thermal energy storage technologies, cold energy distribution network,
estimated energy savings and environmental benefits, and economics. This information is used in
Sections 2.1–2.5 to analyze the potential of various energy sources and DC design/operational features
to contribute to DC sustainability improvements, and to identify collective DC research trends and
gaps in Section 5. The present emphasis is on analyses of DC systems with sustainable attributes and
for cooling-dominated climates, complemented by DC studies considering other regions but with
design/analysis features of value to hot climates. The studies in Table 1 are listed by chronological
order of publication, to highlight developments in published DC research.
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2.1. Cooling Technologies and Associated Energy Sources

Grid electricity, generally predominantly produced using fossil fuels, is currently the main energy
source to produce cold using vapor compression chillers in DC systems. Figure 2 provides an overview
of alternative sustainable energy sources and heat-activated cooling technology options, some of which
have either been practically implemented in DC systems, previously evaluated in the DC literature,
or are envisaged here. Sustainable energy sources include low-carbon (i.e., renewable, low-emission,
waste/excess) electricity and heat to drive compression chillers and heat-activated chillers, respectively,
as well as natural and artificial (e.g., cryogenic) cold for direct cooling. Key characteristics of sustainable
heat-activated air-conditioning technologies presently applicable to DC central chiller plants, namely
vapor compression and absorption refrigeration, are discussed in Section 2.1.1. Alternative refrigeration
cycle options having features suitable for renewable/waste heat use and/or operation in high ambient
temperature/humidity conditions are also identified, and their potential advantages and shortcomings
discussed (Section 2.1.1). Sustainable heat sources for thermally activated cooling and cold sources, and
their exploitations in published DC studies, are then reviewed in Sections 2.1.2 and 2.1.3, respectively.

 
Figure 2. Sustainable cold production options for DC systems.

2.1.1. Cooling Technologies

Either a single or multiple cooling technologies may be incorporated in a DC central chiller plant,
depending on available electrical/thermal energy sources and their production and demand profiles,
and environmental and cost considerations. Technologies either implemented or evaluated in DC
design/analysis studies mainly consist of vapor compression and single-/double-effect absorption
refrigeration. This essentially reflects technology maturity and reliability, equipment availability at
MW-scale capacity, and affordability. Among these technologies, electrical centrifugal water-cooled
chillers are currently the most widely employed chillers in installed DC systems, because of their
higher performance (COP > 7.0 10]) relative to their air-cooled counterparts [10], and reliable operation.
Given the technology maturity of vapor compression refrigeration, the following sub-sections focus
on thermally activated cooling technologies, which can be driven by renewable/waste heat and
reduce the energy consumption of vapor compression chillers in a DC system and consequently
peak electrical loads. In addition, some of the thermally activated cooling concepts discussed here
have potential for hybridization with vapor compression refrigeration for performance/sustainability
enhancement. Additional approaches of enhancing the performance of vapor compression refrigeration
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through condenser cooling and/or operational control in DC are also discussed in subsequent sections.
Concepts currently investigated to enhance the performance of vapor compression refrigeration are
outlined in more detail in [44].

Key characteristics (i.e., working fluids, driving heat source temperature ranges, typical COP
values) of heat-driven air-conditioning and refrigeration technologies (i.e., sorption- and ejector-based)
are listed in Table 2. Although sorption cooling is widely employed in small- to large-scale
air-conditioning and refrigeration applications [45–47], single/double-effect lithium bromide-water
absorption is essentially the only type of sorption technology either integrated in installed DC
central chiller plants or reported in DC research studies to date. Thus, most sustainable DC
system analyses in Table 1 have incorporated a combination of both vapor compression and either
single-effect [23,26–28,36,40] or double-effect absorption cooling [6,31,37,41,43]. DC investigations
in which vapor compression was the sole cooling technology [21,24,25,34,35] are generally earlier
efforts [21,24,25], while DC studies focusing on absorption cooling are recent efforts [29,30,33,42].

Table 2. Typical characteristics of heat-driven cooling technologies [46,48–51].

Cooling
Technology

Working Pair
Chilled Fluid

Temperature (◦C)
Heat Source

Temperature (◦C)
COP (-) DC Analysis

SE absorption
chiller

H2O/LiBr 5–10 80–120 0.5–0.8 [26,27,29,33,36,40,42]

NH3/H2O <0 80–200 ~0.5 —

DE absorption
chiller

H2O/LiBr 5–10 120–170 1.1–1.51 [6,27,29–31,37,41–43]

NH3/H2O 170–220 0.8–1.2 —

TE absorption
chiller H2O/LiBr 5–10 200–250 1.4–1.8 —

GAX chiller NH3/H2O <0 160–200 0.7–0.9 —

HE absorption
chiller H2O/LiBr 5–10 50–70 0.3–0.35 —

Adsorption chiller
H2O/Silica gel 7–15 60–85 0.3–0.7 —

Methanol/activated
carbon <0 80–120 0.1–0.4

Liquid desiccant
cooler N/A Dehumidified

cold air 18–26
Hot water 60–90,

hot air 80–110 0.5–1.2 —

Solid desiccant
cooler N/A Dehumidified

cold air 18–26 60–150 0.3–1.0 —

Ejector cooler H2O 5–15 60–140 <0.8 [52]

Note: SE—single-effect; DE—double-effect; HE—half effect; TE—triple-effect; GAX—generator absorber heat
eXchange. —cooling technology not applied in the published DC literature to date.

Absorption-based and alternative developing air-conditioning technologies with potential for
renewable or waste heat use, and/or operation in high ambient temperature/humidity conditions, are
identified and discussed in the following paragraphs.

Absorption-Based Cooling

Absorption chillers are a mature and well-established sorption cooling technology employed
since the 1960′s in various air-conditioning and refrigeration applications [53,54]. Single-effect
water-lithium bromide-absorption chillers are suitable for low-grade heat use (e.g., non-concentrating
solar collector, geothermal, or waste heat), whereas double-effect water-lithium bromide-absorption
chillers could be driven by higher-temperature sources (e.g., medium-concentration solar collectors,
higher-temperature geothermal or waste heat). Triple-effect chillers would permit higher grade
sustainable heat sources to be exploited for DC cooling, such as from concentrated solar power
(CSP) plants as envisaged by [30], with improved COPs compared with lower-effect chillers [55].
However, the availability of triple-effect chillers at medium–large capacity is currently limited and
would lead to higher investment cost than for lower-effect chillers [30,55]. An up-to-date list of
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commercially available, medium–large capacity, single- and higher-effect absorption chillers applicable
in DC central chiller plants is compiled in Table A1, along with their key characteristics. (Absorption
chiller capacities between 100 to 1000 kW and those exceeding 1000 kW are considered here medium-
and large-scale capacities, respectively.) Alternative advanced absorption cycle configurations with
potential for low-grade renewable/waste heat use, low energy consumption, and air-conditioning in
cooling-dominated climates are identified below. These include bifunctional absorption, generator
absorber heat exchange (GAX)-based absorption, and hybrid absorption-compression (also referred to
as compression-assisted absorption).

Basic absorption cycles with insufficient external driving heat may be modified in their operation
with internal recycling of absorber and condenser heat rejection to supplement the external heat input,
as proposed by Arabkhoosar and Andresen [56]. The authors numerically evaluated this concept
for evacuated-tube solar collector driven single-effect water-lithium bromide-absorption chillers to
provide DC in summer in moderate/cool climates. The heat recuperated from the absorber and
condenser served to compensate for the lack of excess heat diverted from a district heating system,
which is generally insufficient in the hot season to cover absorption chillers’ heat demand. The heat
recuperated could also be employed for heating during other periods of the year. This absorption
chiller configuration could be extended to cooling-dominated regions when insufficient low-carbon
heat is available to drive absorption chillers.

GAX-based absorption and hybrid absorption-compression are currently attracting significant
research attention and have technical features with potential for sustainable air-conditioning in
cooling-dominated climates. GAX cycles make internal use of part of absorber heat rejection to
supply heat to the desorber [57–59], while absorption-compression cycles incorporate a compression
booster (i.e., mechanical compressor or ejector) [53,57]. Both types of cycles can achieve higher
COPs than basic absorption cycles, and allow operation at higher ambient temperatures [53,55,57,58].
Hybrid absorption-compression systems can also operate at lower driving heat source temperatures
than basic absorption cycles, which may be useful for the exploitation of low-grade renewable/waste
heat [53,57]. Compression-assisted absorption is however considered more complex to operate than
basic absorption [53]. GAX-based chillers are already applied to air-conditioning, but the capacities of
commercially available systems [46] are presently insufficient for DC central chiller plant applications.
Therefore, although the above advanced absorption cycle concepts hold potential for energy savings
and performance improvements in hot climates, they require further development.

Alternative Thermally Activated Cooling

Additional heat-activated cooling technologies amenable to low-grade renewable/waste heat
use, and/or operation in high ambient temperature/humidity conditions include adsorption
refrigeration [60–62], desiccant-based sorption cooling [46,63–65] and ejector-based refrigeration [49,66].
Adsorption chillers are employed in for example industrial and data server air-conditioning
applications, driven by on-site low-grade waste heat such as the server cooling fluid stream [62,67].
Solid desiccants can offer significant energy savings through separate air dehumidification via
adsorption in high ambient air humidity conditions and can operate either as standalone or coupled
with other air-conditioning technologies (e.g., compression refrigeration) [46,63–65]. Although of
value for sustainable air-conditioning, the capacities of either adsorption chillers or desiccant systems
are presently insufficient for DC applications, with both types of technologies currently undergoing
further developments. Thus, their capacity limitations would restrain their potential application to
air-conditioning at end-user sites’ where a low-cost heat source may be available, thereby eliminating
thermal energy distribution losses. If economically viable, such an approach could contribute to reduce
the load of a DC central chiller in the district buildings considered.

Ejector-based refrigeration systems became widely applied in the air-conditioning of large
buildings and railroad cars after the introduction of a vapor ejector-based refrigeration cycle
in 1910, facilitated by the abundant availability of steam at the time [68,69]. The use of
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ejector-based air-conditioning systems ceased to expand with the introduction of higher performance,
chlorofluorocarbon (CFC) refrigerant-based vapor compression chillers in the 1930’s. However,
ejector-based refrigeration systems are presently receiving considerable attention for space cooling
due to their construction simplicity with no moving parts or seals, low maintenance requirements,
low-grade renewable/waste heat use and energy consumption reduction potential, and compatibility
with environmentally friendly working fluids [48,66,69,70]. Ejectors have been rarely applied in
either existing DC systems (e.g., [52,71]) or researched DC systems to date. Although implementable
at multi-MW scale, their main current limitations are the low performance (i.e., COP) and limited
operational flexibility of the basic cycle with respect to generator (i.e., driving heat source) temperature
and backpressure (which is related to ambient temperature). An actual DC system using a central
chiller plant incorporating a 0.6 MW capacity steam jet ejector chiller and 0.6 MW compression chiller
has however been in operation since 1998 in Gera, Germany [52,71]. The DC system uses both electricity
and waste heat from a district heating network and CHP plants as energy sources to produce driving
hot water for the steam ejector chiller. A two-stage triple ejector cycle configuration and steam pressure
regulator are employed to provide flexibility in terms of cooling capacity and stability with respect to
external conditions. The use of ejector refrigeration was estimated to reduce operating costs by up to
30% relative to an absorption chiller, due to reduced driving heat requirements [52,71]. Multi-ejector
and hybrid ejector cycles (e.g., absorption-ejector, compression-ejector) are currently being researched
for improved operating flexibility and performance (e.g., COP), as well as combined ejector-power
cycles for co/tri-generation, in conjunction with control and storage systems [49,59,66].

In summary, multi-effect, GAX-based, and compression-assisted absorption, as well as
desiccant-based sorption and ejector-based cooling, have promising technical features for sustainable
air-conditioning, including in cooling-dominated regions. Of these technologies, ejector-based
cooling has been occasionally implemented in DC, while multi-effect absorption may be realistically
implementable in DC systems in the near future. Therefore, based on the current technical and
commercial availability/capacity limitations of the above-listed technologies, the remainder of this
article focuses on DC based on vapor compression and single/double-effect absorption refrigeration.

2.1.2. Heat Sources for Thermally Activated Cooling

DC system studies incorporating waste heat- and renewable heat-driven chillers are reviewed in in
this section, in terms of system configuration, central chiller cooling technology, operating conditions,
and key findings.

Heat Sources from Fossil-Fuel Conversion Systems

CHP technology has been widely used in district systems in heating-dominated regions [12].
Ondeck et al. [28] also highlighted that tri-generation plants driven by both fossil and renewable
energy sources could also be a suitable choice to supply integrated utilities (i.e., cooling, heating, and
electricity) to future districts in hot-climate regions. Their proposed tri-generation system (Figure 3),
intended for application at the University of Texas, Austin, USA, included a natural gas-fueled CHP
unit driving absorption chillers, while compression chillers were driven by a solar PV plant. In the
CHP unit, superheated steam was generated from GT exhaust gas waste heat in a HRSG. When GT
exhaust waste heat was not sufficient to produce the required amount of steam at a sufficient steam
temperature, supplemental NG was fired in an in-duct burner to supply extra heat for steam production.
Using utilities demand data obtained from a residential neighborhood in Austin, an optimum operating
strategy was determined for the integrated CHP/PV system, with the effect of PV generation on system
operation and operating profit evaluated. The 137 MW capacity plant could produce 581,505 kg/h of
steam, 48,000 tons of chilled water, with a thermal storage capacity of 39,000 ton-hours of chilled water.
Running in island mode (i.e., in isolation from the local/national electricity distribution network), the
system could provide all the university’s electricity, heat, and cooling requirements throughout the
year, at an energy efficiency of over 80%.
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Figure 3. NG- and solar PV-powered tri-generation system proposed by Ondeck et al. for future
residential neighborhoods in hot-climate regions, adapted from [28]. Note: CHP—combined heat and
power; GT—gas turbine; HRSG—heat recovery steam generator; NG—natural gas; PV—photovoltaic.

Al-Qattan et al. [6] evaluated the performance of a modeled natural gas-fueled hybrid pressurized
solid oxide fuel cell (SOFC)-gas turbine (GT) power plant integrated with a DC system (Figure 4)
in Kuwait climatic conditions. Providing an estimated total cooling load of 96 MW, the cooling
system included absorption chillers driven by GT exhaust heat, and electrical compression chillers
driven by SOFC and GT electricity. Surplus SOFC-GT electricity was exported to the grid during
periods of low cooling demand. A thermal cooling water storage tank was used to reduce system
capacity. The combined system was operated at relatively high cooling tower inlet/outlet temperatures
(i.e., 40 ◦C/35 ◦C) representative of the GCC’s climatic conditions. To reduce the chilled water
pumping power consumption, the temperature differential between the chilled water supply and
return temperatures (i.e., 6.1 ◦C and 12.8 ◦C, respectively) was set marginally higher than typical
values. The system was estimated to both improve the fuel-based efficiency of chilled water production
by 346% and decrease annual fuel consumption by 750 TJ (54%) and peak power requirement by
24 MW (57%), relative to conventional packed air-conditioning units (PACs), which are commonly
used for cooling homes. The DC system was estimated to contribute 53% reduction in capital and
operating costs per ton-hour of cooling over PAC units.

As part of projected sustainable energy scenarios for Singapore in year 2050, Dominković et al. [40]
identified waste heat sources from NG-fired and waste incineration power plants to supply absorption
cooling to a future DC system, as well as waste cold from an LNG regasification terminal. Given its
inclusion of renewable waste heat and cold energy use for DC, as well as renewable power generation,
this work is discussed in more detail in sub-sections “Renewable Heat Sources” and “Artificial Cold”.

Other studies in heating-dominated regions have also investigated the performance of cooling
production at district level (together with heating production), by using waste heat from either existing
thermal power plants (e.g., coal-fired power plants [29]) or coal-/oil-fired co-generation plants or
boilers [23,26] during the hot season. Finally, Colmenar-Santos et al. [72] assessed the cost of converting
European thermal electricity production plants to co-generation plants for electricity/heat-driven
district heating and cooling. Their analysis demonstrated the cost and environmental benefits of using
district heating networks for absorption cooling.
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Figure 4. Integrated SOFC-GT and DC system proposed by Al-Qattan et al. for a new city in Kuwait,
adapted from [6]. Note: GT—gas turbine; SOFC—solid oxide fuel cell; TST—thermal storage tank.

Renewable Heat Sources

Renewable thermal energy (e.g., solar, geothermal, biomass waste) can be transformed into
cooling energy using heat-driven chillers, or into electrical/mechanical energy using thermal power
plants to drive vapor compression chillers. DC systems based on renewable-heat-driven central chiller
plants are discussed in this section, focusing on cooling-dominated regions.

Marugán-Cruz et al. [30] examined the technical and economic feasibility of using excess heat
generated by the heliostats of a solar power tower for DC. Such heliostats require to be defocused
from the central tower receiver placed when the maximum allowed thermal power is reached [30].
As proposed in Figure 5, the exceeding heliostats would be focused to an additional thermal power
steam receiver located below the primary molten salt receiver. The steam produced from excess
heat was used to drive double-effect H2O/LiBr absorption chillers. Cooling water at inlet/outlet
temperatures of 30 ◦C/37 ◦C was used as a heat sink for these absorption chillers. The system
could supply chilled water at 7 ◦C to cover 47% of the cooling demand of 30,027 Spanish dwellings.
The system was also equipped with backup natural gas burners activated when solar cooling was
not sufficient to meet the cooling demand. This hybrid system was found to be cost-effective, with
end-users estimated to save approximately 75% of their electricity bills. The steam was available at a
temperature sufficient to activate triple-effect absorption chiller technologies (i.e., >250 ◦C, Table 2),
suggesting that system performance could be further improved. However, no commercially available
indirect-fired triple-effect chillers were found at the time of the study [30].

Perdichizzi et al. [31] proposed and simulated a solar combined cooling and power (SCCP) plant
(Figure 6) for latitude and weather conditions similar to those of Abu Dhabi, UAE, representing an
isolated location (i.e., island) in a hot-climate region. The SCCP plant comprised a combined gas
turbine-steam turbine cycle, parabolic trough solar collectors (PTCs), and steam-driven double-effect
H2O/LiBr absorption chillers. Saturated steam extracted upstream of the low-pressure steam turbine
was fed to the absorption chillers. Two alternative solutions to address peak power demand were
evaluated: (i) the integration of CSP with the combined cycle to match the peak power demand of the
electric grid; and (ii) the implementation of a DC system incorporating absorption chillers rather than
mechanical chillers to reduce peak electricity demand and thus smoothen the electricity load profile.
The performance of the proposed SCCP plant was compared with that of a conventional combined
cycle driving mechanical chillers to meet similar power and cooling loads. The SCCP plant was found
to offer the following benefits compared to the conventional fossil-fuel-based combined cycle: smaller
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gas turbine capacity, higher total energy efficiency, and 26% to 33% fossil-fuel savings in winter and
summer, respectively. These significant fuel savings were mainly attributable to the integration of solar
power and the use of absorption chillers.

Figure 5. Solar power tower and DC system proposed by Marugán-Cruz et al., adapted from [30]. Note:
CON—condenser; CST—cold storage tank; CWP—chilled water pump; CWST—chilled water storage
tank; FWP—feed water pump; HST—hot storage tank; MSFP—molten salt feed pump; NMP—network
main pump; RP—Rankine pump; SG—steam generator; SP—storage pump; ST—steam turbine.

Figure 6. Solar combined cooling and power (SCCP) plant proposed by Perdichizzi et al.,
adapted from [31]. Note: ABC—absorption chiller; CC—combustion chamber; COM—compressor;
CON—condenser; GT—gas turbine; HRSG—heat recovery steam generator; HX—heat exchanger,
PTC—parabolic trough solar collector; ST—steam turbine.
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Ravelli et al. [43] also proposed a CSP plant for the co-production of power and cooling to serve a
Saudi Arabian community. The CSP plant included two different solar fields (i.e., PTCs, and central
receiver system (CRS) with heliostats). The power unit consisted of a steam Rankine cycle including
low- and high-pressure turbines. The CSP plant also included a thermal energy storage system that
permitted to dispatch electricity in periods of low or no solar irradiation. Double-effect absorption
chillers driven by steam extracted from the low-pressure steam turbine served to produce chilled water
for distribution through a DC network. Supplemental electric chillers were required to meet peak
summer cooling loads. The absorption chillers reduced DC electricity consumption by up to 5 MW
and 30 MW in winter and summer, respectively, and contributed to peak shaving in summer.

Franchini et al. [42] investigated a solar DC system (i.e., solar field, central chiller plant, DC
network and building load) incorporating two different central chiller plant technologies, consisting
of a double-effect H2O/LiBr chiller driven by a PTC, and a single-effect H2O/LiBr chiller driven
by evacuated-tube collectors (ETCs). The cooling load of a residential compound was simulated
in the climatic conditions of Riyadh, Saudi Arabia. The sizes of all main DC system components
were optimized by minimizing cost and maintaining an annual solar faction of 0.7. Annual transient
simulations of the system configurations under variable operating conditions were undertaken to
assess the annual energy performance of the solar DC system with a higher level of accuracy than for
steady-state analysis-only. The solar DC system based on PTCs and double-effect H2O/LiBr chillers
was found to be more cost-effective than with single-effect H2O/LiBr absorption chilling and led to
~30% reduction in primary costs including those of the DC network infrastructure. This was attributed
to the high efficiency of the double-effect absorption chillers and the high level of local direct normal
irradiation available. In comparison with conventional DC systems based on compression chillers,
the solar DC system was anticipated to allow approximately 70% reduction in both annual primary
energy consumption and CO2 emissions.

Karlsson and Nilsson [33] investigated the benefits of using waste heat rejected by pyrolysis oil
condensers in a biomass-based CHP plant to drive a DC system based on single-effect absorption
cooling. Although for a heating-dominated region, the proposed DC concept based on the use of
renewable-heat-driven thermal chillers is of interest to sustainable DC supply in cooling-dominated
regions. The use of a single-effect absorption chiller driven by excess heat for DC cooling was
investigated for three cooling demand scenarios, differing in both the magnitude and time duration
of cold production. In a scenario maximizing pyrolysis oil output, 5 MW of DC could be provided
using 6.4 MW of condenser heat rejected between June and August. The overall energy efficiency of
the biomass CHP plant and DC system improved by 1.3%, and the efficiency of the pyrolysis process
increased by 6%. In addition, mostly during summer months, the amount of electricity generated
increased by approximately 9% to 19% depending on the cooling scenario considered.

Dominković et al. [40] investigated four different 2050 energy scenarios for Singapore (inclusive
of electricity, heating, and transport), in terms of primary energy consumption, CO2 emissions,
and socio-economic expenses (i.e., capital and operating). The scenarios were based on either
business-as-usual energy practices, the development of a DC system, increased share of solar PV
generation as a replacement of natural gas power, or a combination of DC and solar PV deployment.
In the two DC-based energy scenarios, waste heat was recovered from natural gas-fired and waste
incineration power plants to supply absorption cooling to the DC system. In addition, cold energy was
extracted from an LNG regasification terminal, and ice storage incorporated. Conventional electric
chillers were used to provide cooling in periods of low waste heat availability, which overlapped
high PV production periods, and served to absorb excess fluctuating PV electricity. In parallel, fossil
transport fuels were partly displaced with electrically powered mobility that also contributed to reduce
surplus electricity. Projected energy efficiency measures in the residential, industrial, and power
sectors were accounted for. In comparison with the business-as-usual scenario, the best scenario (i.e.,
DC and 70.6% share of PV electricity generation) reduced primary energy consumption by 19.5%, CO2

emissions by 41.5%, and socio-economic expenses by 38.4%, despite the significant capital investment
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incurred with DC. This study exemplifies a combination of waste heat (both from fossil and renewable
waste sources) and waste cold recovery for DC, and synergy between DC and power generation for
minimization of primary energy consumption, environmental emissions and excess electricity that
could otherwise destabilize the electrical grid.

2.1.3. Cold Energy Sources

Cold sources that can be used by DC systems to increase heat rejection, hence overall cooling capacity
and efficiency, may be categorized as either natural renewable sources or synthetic/artificial sources.

Natural Cold

Natural cold sources can be used for direct cooling either alone or in combination with active
cooling technologies (e.g., mechanical compression and heat-driven technologies) to reduce active
cooling energy consumption. Cold sources in actual DC systems include deep-seawater (e.g., [73] in
China, [74] in Sweden), deep-lake water (e.g., [75], N.Y., USA and [76] in Toronto, Canada), aquifer
(ground) water (e.g., [77] in London, UK), and lagoon and river water. A water temperature below
either 5 ◦C (for 100% natural cooling) or 10 ◦C (for partial natural cooling) is typically required to
achieve a DC supply temperature of 6–7 ◦C. After water filtration, the cold water is pumped to a heat
exchanger station, where heat from a closed loop DC system is transferred to the cold water. Physical
and chemical natural water properties (including harness, salt/contaminant concentrations) require
monitoring to avoid damaging network components [8]. Discharge of the network water into natural
water systems also requires temperature control to avoid undesired chemical/biological processes [8].

Given the lack of natural cold sinks in hot-climate regions, the use of natural cold sources in DC
research studies [23,25,26] has been mainly for cooling in the summer season in heating-dominated
regions. Svensson and Moshfegh [26] used deep-lake water for direct cooling in parallel with absorption
chillers driven by heat from biomass-fired boilers and CHP units, to partly substitute vapor compression
chillers and reduce electricity consumption in a Swedish DC system. Trygg and Amiri [23] supplied
approximately 8% of their DC load using river water in Sweden, without the need for a cooling tower.
Feng and Long [25] used river water at 6 ◦C to supply direct DC in summer in China.

A variant approach of using natural cold water is found in the cold district heating and cooling
network concept defined by Pellegrini and Bianchini [8], which combines centralized energy supply
with minimized heat losses in delivery. In this concept, low-temperature water (i.e., 10–25 ◦C, from e.g.,
surface, deep aquifer, sea, waste, and aqueduct water) is delivered to the network and serves as cooling
fluid for either direct or active cooling when required. The supplied low-temperature water is chilled
or heated by decentralized chillers/pumps for district cooling/heating, which reduces the thermal
distribution losses and insulation costs that would arise in centralized water chilling/heating. The use
of low-temperature water can also enable the use of renewable energy conversion technologies (e.g.,
solar, geothermal heat pumps) for heating, and facilitate the integration of district heating and cooling
networks. Cold district heating/cooling networks can offer reductions in primary energy consumption
through renewable energy use and reduced thermal losses, depending on the temperature-dependent
COP of cooling equipment.

Artificial Cold

Given the lack of natural cold sinks in cooling-dominated regions, artificial cold from cryogens
such as liquefied natural gas (LNG) for direct DC is a potential option that may take greater importance
than in moderate climates. The cold exergy that can be practically recovered during LNG regasification
at import terminals before gas distribution is of approximately 350–370 kJ/kg/s of LNG [78,79].
(Thermal exergy recovery, assuming an initial LNG state at ~70–80 bar for NG distribution and
(−160)–(−165) ◦C.) With a global trade of 293 Mt in 2017, LNG currently represents 9.8% of the
global gas supply [80]. LNG supply volumes are anticipated to double through 2016–2040, overtaking
inter-regional pipeline supplies in the early 2020′s [2]. The current global LNG regasification capacity
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(i.e., 851 Mt/annum (MPTA)) is distributed between 39 countries and 121 terminals, including in
several hot-climate regions in Asia, the Middle East, and South Europe [80]. A further 87.7 MTPA is
under construction including in China and hot-climate regions (i.e., India, Turkey, Bahrain, Kuwait,
Bangladesh, Panama, Philippines, Brazil). Among the GCC countries that face domestic gas shortages
(i.e., Bahrain, Kuwait, UAE), the UAE was the first to build an LNG receiving terminal.

The majority of LNG importing terminals however reject their cold energy to the environment
(i.e., air or seawater) in either open rack, submerged combustion, or ambient air vaporizers, without
cold energy recovery [78]. This is attributable to the following technical and non-technical barriers:
(i) communities and cold applications being generally remotely located from regasification terminals,
for safety and practical reasons [81], coupled with the lack of suitable fluid carriers for cold
transportation; (ii) a lack of perceived incentives for regasification facilities to diversify their products
beyond NG distribution, combined with a reluctance to cooperate with potential cold users (e.g.,
district energy companies), and unsuitable business models; (iii) end-user variable cooling demands
and/or resistance to new cold provision technologies [81–83].

Regarding technical barrier (i), a suitable, secondary cold carrier fluid is required to transport cold
energy recovered from LNG over long distances for off-site DC [81]. Water/glycol mixtures have been
proposed but require large mass flows and exhibit high viscosities at very low temperatures, resulting in
elevated pumping power. Nanofluids and ice slurries have also been considered but are not suitable for
long distance transportation due to high pumping power consumption compared with conventional
secondary fluids [81]. Liquid CO2 has lower viscosity than water/glycol, is non-flammable and
considered environmentally benign and low cost [83,84]. CO2 has been suggested to transport
cold energy from LNG regasification terminals [81,83,84] to end-users (e.g., agro-food industries,
supermarkets, hypermarkets located 2 km away from an LNG regasification terminal [81,84]).

As a consequence of the above barriers, the implementation of LNG cold energy recovery
technologies has been limited to a few countries to date, including Japan and Spain [78]. When recovered,
LNG cold energy is mainly exploited to either enhance the efficiency of on-site thermal power generation
plants (generally, Rankine and direct expansion-based cycles), and less frequently, for on-site direct
cooling applications (e.g., cryogenic air separation for oxyfuel combustion, GT inlet air cooling) rather
than off-site uses (e.g., air-conditioning in supermarkets and agro-food processing facilities) [78,81].
However, in support of its GHG emissions reduction goals, the EU Commission now recommends the
exploitation of LNG cold energy and waste cold in general to reduce building energy demand [82].

The use of LNG cold energy for DC has hardly been considered in the literature, except
in [40,83,85]. Jo et al. [85] investigated a Type 2 absorption system using an ammonia-water solution
as working fluid to transport LNG cold energy over long distances. The maximum ammonia-water
transportation distance in a 15 cm diameter pipe was estimated at 270 km. In Dominković et al. [40],
the envisaged transportation of cold energy extracted from regasified LNG for DC was limited to
20 km within Singapore area. Based in Spain, Atienza-Márquez et al. [83] proposed the cascaded
co-generation of DC and Rankine/direct expansion cycle-based power augmentation using cold energy
recovered from LNG regasification. LNG cold energy was transported using CO2. DC was provided at
three different temperature levels, for low- and medium-temperature food refrigeration, and building
air-conditioning. It was recommended to maintain LNG at a relatively low pressure (~8 MPa) for DC
application, due to LNG’s heat capacity reduction with increasing pressure. Electricity savings, and
seawater savings for regasification, were estimated at 81 kWh/tonLNG and 68% respectively, relative
to the standard power and cooling systems with no waste cold use.

Based on the existing and future LNG regasification capacity in cooling-dominated regions,
LNG cold energy holds significant potential for DC, as well as for enhancing the efficiency of power
generation and refrigeration cycles (e.g., compressor inlet air cooling in gas turbine power plants,
heat sinking for heat-driven cooling and power generation technologies). The cold energy from LNG
regasification terminals could be used for on-site space air conditioning or process-cooling applications,
as well as space cooling in nearby buildings and industrial complexes.
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2.2. Thermal Energy Storage

The concept of cool thermal energy storage (CTS) for DC applications was introduced in the early
1980s in the USA. Approximately 2000 CTS systems were installed in the USA by the 1990s, most
of them (i.e., 80–85%) consisting of ice thermal storage (in the form of either crystals or slurries),
then chilled water storage (i.e., 10–15%) and eutectic salt systems (i.e., 5%) [86,87]. CTS phase
change materials (PCMs) include inorganic salt hydrates, organic chemicals (e.g., paraffins) and
eutectic salt mixtures. Desirable CTS characteristics include low thermal losses during storage, high
release efficiency of stored cold energy, low environmental impact, commercial availability, and cost
effectiveness [10]. The characteristics of typical CTS systems are summarized in Table A2. Water has a
high specific heat capacity, high availability, is non-toxic and low cost. Chilled water thermal storage is
compatible with the evaporation temperature range of conventional chillers, while ice storage is more
compact due to its higher volumetric energy density [87].

Centralized chiller plants facilitate the efficient and reliable integration of thermal energy storage,
compared to conventional individual cooling systems [88]. The integration of CTS in building
air-conditioning and DC has the following benefits [87,89–91]: improved cooling load management;
increased cooling generation capacity by shifting operation from peak (i.e., daytime) to off-peak (i.e.,
nighttime) periods; reduced energy consumption and cost through load shifting for both the DC
supplier and consumer; reduced installed cooling capacity, investment and operating cost; improved
renewable (e.g., solar energy) integration by reducing energy production-demand mismatch, such as
through excess solar energy storage for cooling production in non-sunshine periods; improved chiller
efficiency by avoiding part load operation and transient/intermittent operation; and improved system
reliability by using CTS as a backup [21,90]. To capitalize these benefits, the local electricity demand
profiles and tariffs, and country’s energy policy, are the most critical factors and should guide the
selection of an operational configuration (e.g., series versus parallel CTS-chiller arrangement) and
strategy (e.g., full versus partial storage) [21,90]. CTS is particularly beneficial with large day-night
outdoor temperature swings [86,90], such as in for example the GCC. Hasnain [86] studied applications
of CTS systems, including building air-conditioning and GT inlet air cooling, and their economic effects
in hot-climate regions including the Kingdom of Saudi Arabia (KSA), at daily ambient temperature
variations of ~18 ◦C. The use of CTS was found to reduce peak cooling and peak electrical demands in
commercial buildings by approximately 30–40% and 10–20%, respectively. However, certain economies
in cooling-dominated regions such as the GCC apply energy subsidies and flat-like tariff profiles that
do not enable the potential of CTS to be fully exploited. Few DC design and analysis studies have
reported details of CTS selection, design and/or operation/control (Table 1). Chan et al. [21] compared
the energy savings achieved for different ice storage operational strategies, namely chiller-priority
and storage-priority control, as a function of storage fraction in a Hong Kong-based DC system.
The energy/economic savings were found to be highly dependent upon the local cooling demand
profile, CTS capital cost and electricity tariff rates, with a prohibitive CTS payback period for
application in Hong Kong at the time, and further research in these above areas was recommended.
For another DC system in Malaysia, the electricity cost reductions obtained with ice thermal storage
were also found to be marginal for the prevailing electricity tariff and limited day-night outdoor
temperature variation (i.e., 8 ◦C) [90].

2.3. Distribution Network Infrastructure

A DC network infrastructure consists of pumping systems and distribution pipelines through
which the cooling energy carrier is transferred and distributed from the central chiller plant (or cold
energy source) to end-users via ETSs. The cooling energy carrier (i.e., cooling medium), could be
chilled water, ice-water, ice slurry, water/glycol mixture or other secondary fluids. The DC network
infrastructure requires careful design and optimum operation, as it often represents the largest initial
investment in a DC system (i.e., typically 50–75% of total investment) [9].
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The pumping system includes pumps operating at either variable or constant flow, that are located
at the central chiller plant, within the distribution network infrastructure, and/or end-user substations.
In practice, one of three types of pumping arrangements are employed in DC distribution networks:
centralized (primary) pumping, primary–secondary pumping, and distributed pumping [92]. In the
centralized pumping scheme, a single pumping system is employed to deliver chilled water to the
entire system using two-way control valves for controlling the flow of chilled water supply to each
end-user. In the case of a primary–secondary pumping arrangement, two separate pumping loops
are involved: one at the central chiller plant, and one at the distribution network or circuit, which
incorporates secondary variable-speed pumps. In distributed pumping, a distribution pump system is
used at each distribution branch [92].

The pipe network structure and configuration are significant design aspects of DC distribution
networks, as they directly relate to their operational and structural features. Three types of pipeline
network layouts are encountered in DC systems, namely tree-shaped, radial, and looped networks [93].
These layouts are either used separately or more commonly, in combination within the same DC
system. The selection of a piping material depends on both material cost and compatibility with the
cooling medium being transported [94]. The most commonly used piping materials are welded steel,
soldered copper, ductile iron, cement pipe, fiberglass-reinforced plastic, polyvinylchloride (PVC) and
polyethylene (HDPE) [10,94]. Similarly to hot water distribution in district heating networks, chilled
water distribution in DC networks also requires pipeline insulation, particularly in hot climates, to
avoid heat gains that would adversely impact on overall system performance and translate into an
economic loss. In addition, occurrences of high heat gains generally coincide with peak space cooling
load periods, leading to additional plant capacity requirement. As the supply/return temperature
difference in DC systems (i.e., ~10 ◦C) is lower than in district heating networks (i.e., ~40–50 ◦C),
larger pipe dimensions are required, which tends to increase network cost relative to district heating
networks [24]. However, unlike in district heating systems, no high-temperature resistant materials
are required for DC pipelines, heat exchangers, valves, and instrumentation, and instead low-cost
materials such as plastics can be employed [8]. Above-ground pipe networks are more easily accessible
for maintenance, but are more prone to damage and heat gain, and should be protected from vapor
condensation on their surface. Hence, buried insulated distribution pipeline networks are usually
preferred in hot-climate regions.

2.4. Operational Conditions and Strategies

Key aspects related to the impact of DC operation and flexibility on performance and sustainability
are discussed in this section.

The main factors affecting the operation of DC systems are the operating conditions of the
sub-systems (i.e., central chiller plant, distribution network, CTS), usage and environmental conditions
and economic factors. End-user behavior can vary significantly depending on user and time,
strongly affects DC operating conditions and is a major aspect in determining operational strategies.
Such strategies should aim at efficient chiller plant operation and cold distribution, reduction control
of GHG emissions, and water conservation. The feasibility of operating the DC system at a high
efficiency depends on the feasibility of operating the central chiller plant at optimum efficiency and
maintaining the design chilled water temperature difference between the supply and return pipelines.
Improvements in the efficiency of cold production lead to annual reductions in GHG emissions.

Typically, the central chiller plant and the cooling sub-systems located in end-user buildings are
operated separately, which is the consequence of separate management. However, the coordinated
operation of central and end-use site systems is of advantage to both the end-user and DC provider.
The typical approach of designing DC systems is to size the system to meet the maximum peak
cooling demand; however, the period of peak cooling load is significantly shorter than that of the base
load. Consequently, this design approach contributes to large capital investments, energy losses, and
distribution costs. Alternative DC design and operation approaches involve intelligent control and
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communication, such as through innovative demand-response management. Rifai [95] presented an
example of DC demand-response model. The model involved forecasting the schedules of energy
production and consumption, and resource planning to balance supply and demand. Energy demand
can be forecasted based on historical and climatic data.

DC system flexibility is defined by Vandermeulen et al. [20] as an ability to adjust the rate of
energy addition/removal to or from the system, respectively. The authors [20] identified thermal
energy storage, the DC network, and buildings as flexibility providers. They highlighted the need for
improved control strategies to enhance the distribution of DC thermal energy, operate efficiently and
stabilize energy systems. Advanced hybrid control strategies combining attributes of centralized and
distributed control were proposed as a future research direction.

Flexibility within energy systems, including through synergies between districts and other sectors,
is advocated by the EU Commission to facilitate the use of waste heat/cold energy in buildings towards
reduced GHG emissions [82]. DC system flexibility is of critical importance not only to the efficient
operation of the DC system itself, but also in supporting a renewable-based energy system in which the
DC system is integrated. Energy systems with high fluctuating renewable electricity/heat generation
shares are prone to destabilization and inefficient use of resources unless excess electricity/heat could
be absorbed or stored, or other system stabilization measures are applied [96]. DC systems can be used
to absorb excess/waste electricity and thermal energy from other sectors to provide space cooling.

Gao et al. [41] analyzed the energetic performance of modeled integrated distributed energy
systems and DC systems in subtropical conditions in Hong Kong, in comparison with standalone
DC systems and individual cooling systems (ICSs) that only depended on the electrical network.
The impact of four different control approaches on the performance of the coupled distributed energy
and DC systems was assessed seasonally. These four control strategies were classified as following
either the electric load, the cooling load, or the higher or smaller consuming load of primary energy
(i.e., electric or cooling load). The analysis was performed using historical 2015 hourly cooling and
electricity load data for Hong Kong Polytechnic University campus. The cooling provided by the
coupled DC and distributed energy systems was found to be highly sensitive to the control strategy.
The interaction between the DC system and the electrical network was also analyzed in terms of the
amount of imported or exported electricity to the network. Integration of the DC and distributed
energy systems was found to lead to 10–19% reduction in energy consumption relative to a DC
system solely dependent on the grid. Under cooling load control or higher consumer load control,
the coupled DC and distributed energy systems could fulfill 81.6% and 82.9% of the annual cooling
loads, respectively, compared with only 64.1% and 62.6% for the electrical load or lower consumer
load controls, respectively. Thus, under a regulation allowing surplus electricity to be exported to
the grid, the control strategy following the higher primary energy consuming load led to the lowest
energy consumption, was more self-sufficient in terms of electrical grid independence, and supported
the electrical network in meeting peak demands. If surplus electricity cannot be exported to the grid,
then the electric load following control strategy, which is presently advised in Hong Kong, would be
preferable. The payback time of the coupled DC and distributed energy systems was estimated to
range from 6.4 to 10.4 years, depending on the control strategy. The cooling load-based and higher
consumer load-based control approaches had payback periods of less than 6.6 years.

The extension of DC to non-space cooling applications is another form of flexibility option
discussed in Section 2.5.

2.5. Extension of DC to Non-Space Cooling End-Uses

Extensions of DC to non-space cooling end-uses could enable sharing of capital and
energy/material resources with other systems/applications towards smart energy systems, leading to
thermodynamically more efficient systems and improved sustainability. Conceivable extensions of
DC to non-space cooling end-uses of interest to cooling-dominated regions include electrical power
augmentation, hot water production [10,12] and water desalination/treatment [12,97].

84



Energies 2019, 12, 235

Regarding power augmentation, although not previously reported in the DC literature but
proposed here, the efficiency of GT power plants in high ambient temperatures could be improved
through either direct or indirect compressor inlet air cooling provided by the DC system. Compressor
inlet air cooling using waste heat-driven absorption refrigeration has been shown to yield significant
enhancements in GT power generation and efficiency in harsh climatic conditions in for example the
GCC [98], where traditional evaporative coolers perform poorly in high ambient humidity and consume
large deionized water volumes that is not recycled. The GT plant could be located remotely from the
DC central chiller plant, as long as the cooling energy distribution system has sufficient capacity.

DC central chiller heat rejection, which is at a temperature (~45 ◦C) insufficient for direct
exploitation in most potential non-DC heat use applications, could be recycled for either hot water
generation or (sea)water thermal desalination/treatment (e.g., multi-stage flash (MSF), multi-effect
distillation (MED)) after upgrading the heat rejected to a suitable temperature (~70–110 ◦C). This could
be achieved by incorporating additional units such as absorption heat transformers, the application of
which to desalination and other uses is reported in [99,100]. This could contribute to reduce the energy
consumption of thermal desalination/treatment, which is energy-intensive and is a major mean of
fresh water provision in hot-climate regions such as the GCC [101]. Hugues at al. [97] found that the
cumulative capital and operating cost of MED driven by DC waste heat would break even with that of
reverse osmosis (RO) desalination after 4 to 6.5 years of operation in the UAE (depending on utility
prices), mainly due to a 25% reduction in MED annual operating cost relative to RO.

Applications of DC to GT power augmentation and recycling of DC chiller heat rejection are
scarce or lacking in DC design/analysis studies to date, leaving opportunities for future investigations.

3. Analysis, Modeling and Optimization

Although DC systems can offer higher energy efficiency, and economic and environmental benefits
over on-site cooling systems, they represent substantial capital investment and operational costs.
Consequently, the performance evaluation and optimization of DC systems at the planning and design
stages are key to capitalize their potential benefits. This section firstly reviews district-level cooling
load evaluation and analysis methodologies, which is a critical input for DC system design/analysis
(Section 3.1), followed by DC thermodynamic performance, economic and environmental impact
evaluation methodologies (Section 3.2) and optimization (Section 3.3).

3.1. Cooling Load Estimation and Analysis

DC systems can provide both space cooling, and as discussed in Section 2.5, could also support
non-space cooling applications of interest to cooling-dominated regions, such as power augmentation,
hot water generation and water desalination/treatment.

With regard to space cooling and dehumidification, the cooling capacities and usage patterns
of different end-users (i.e., residential, commercial, institutional, transport, and industrial buildings)
can differ significantly and require detailed analysis, as cooling load is often considered the most
critical input for the design, performance, and economic viability analysis of DC systems. For example,
commercial buildings (e.g., office type, shopping malls, supermarkets) have high cooling loads for regular
air-conditioning on weekdays but also to cool server rooms. On the other hand, shopping malls require
a significant cooling energy throughout the week, with peak loads during weekends and evenings.
Industrial complexes have high cooling demands for both air-conditioning and process applications.

DC systems can be most effectively used in districts where the cooling loads and number of
full-load operating hours are high. A high cooling load density is required to recover the distribution
network infrastructure investment cost, which represents approximately 60% of the total overall
system capital cost [10]. This makes DC systems most attractive in densely populated urban areas
and high-density building groups requiring high cooling loads. New urban developments, either at
the planning or design stages, are good candidate DC applications, as they allow building owners to
make maximum use of building footprint by placing most of the cooling and heat-rejection equipment
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off-site. Since DC systems are capital intensive, the equivalent full-load hours of cooling (i.e., annual
cooling energy demand in MWh per installed capacity in MW) are important to maximize benefits.

Cooling loads need be quantified at an early stage of the DC design and analysis process.
Three types of cooling loads are typically sought in standard DC design/analysis practices: (i) peak
cooling load data for system capacity sizing, (ii) annual average hourly cooling load data for
economic (i.e., cost-benefit) analysis, and (iii) hourly daily cooling demand data for operational
and control design/analysis [10]. The most straightforward district-level cooling load estimation
approach uses cooling load density data per unit area (m2/kW) from engineering standards such as
ASHRAE [10]. These data are applicable with caution at the preliminary DC planning stage, given
their accuracy limitations.

A limited number of research studies have discussed more advanced cooling load
estimation [6,21,22,30,31,34,36] and analysis [38] methodologies at district level. This is in contrast
with individual buildings, for which significant attention has been devoted to cooling load analysis
and simulation [102–104]. District loads are however the largest source of uncertainty in DC system
design [34]. District-level cooling load calculation/analysis approaches employed or developed
in DC research studies may be categorized under the following six types (i)–(vi), described below.
Their applications to DC design/analysis is also summarized in Table 3, with emphasis on studies
for cooling-dominated regions, in terms of input data, DC system characteristics, modeling software,
output data and key findings as applicable.

In the first approach (i), applied in for example [6,31,105], actual measured end-user data for
existing buildings is employed, such as chilled water flow rate combined with the temperature
difference between the supply and return chilled water [105], electricity demand data [31], historical
and present district cooling load data [6], energy metering data from an energy monitoring system,
utility bills, and installed equipment capacities [10]. However, end-user data are often incomplete or
not available [10].

In the second approach (ii), the cooling load a standard building is approximated using the
overall heat transfer conductance (UA) for the building envelope (accounting for both external and
internal loads), and an indoor-outdoor dry bulb air temperature difference derived from measured
meteorological data, with dynamic heat transfer effects neglected [30]. Alternatively, the cooling load
temperature difference (CLTD)/solar cooling load factors (SCLs)/cooling load factors (CLFs) method
may be applied to account for dynamic effects, in conjunction with hourly weather data for a typical
day in the cooling period of the year considered [106]. The cooling load of the standard building is
multiplied by the number of buildings in the district. This approach is applicable to districts made of
buildings with similar heat transfer characteristics.

In the third approach (iii), presented in for example [34,35], the cooling load of each building in the
district is calculated using either commercially available or proprietary dynamic building simulation
software, a review of which is provided in [104], in conjunction with building construction data and
measured weather data. The detailed simulation of each building to derive individual building cooling
loads is however unlikely to be practically feasible in large districts, with reduced-order models
employed in [34,35].

Gang et al. [34] extended approach (iii) by quantifying uncertainties in district cooling loads
due to uncertainties in weather data, indoor data and building design/construction data. Historical
weather data for three decades were employed to estimate uncertainties in outdoor conditions, rather
than typical metrological year (TMY) data. For other sources of cooling uncertainty, normal and
uniform distributions were assumed. DC system size was identified based on the peak cooling load
distribution, while DC performance distribution was evaluated based on the annual cooling load
for several alternative DC configurations/technologies. For a planned DC system in Hong Kong,
uncertainties in indoor conditions (i.e., occupant density, lighting density, plug-in load density, and
particularly ventilation rate) were found to have the largest impact on cooling load estimation, whereas
uncertainties in building construction/design had the smallest impact. The DC system annual average
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and peak cooling loads were found to have 80% and 90% chance, respectively, of being lower than
those estimated using a conventional design method (i.e., without uncertainties), which would tend to
overestimate such loads and lead to oversized DC system capacity, particularly when a safety margin
is applied. The impacts of uncertainties on DC system technology selection, configuration, sizing, and
performance prediction were examined using sensitivity analyses. In an accompanying optimization
study [35] (discussed in terms of optimization aspects in Section 3.3), DC system design and total
annual cost were found to be less sensitive to uncertainties in cooling loads compared with individual
cooling systems.

The fourth approach (iv), adopted in [21,22,92,107,108] extends approach (iii) through the
development of a database of space cooling loads per unit floor area (i.e., cooling load intensity,
in W/m2, which represents the peak cooling load of a building normalized by its total gross floor area
(GFA).) for each type of building in the district. This approach may particularly be applicable to large
districts, either existing or future ones, during their planning and design phase. The approach
involves categorizing end-user buildings into groups according to their type of operation and
energy consumption patterns/magnitude [107]. Typical categories include office buildings, dwelling
houses, hotels, and retail buildings. Representative buildings are then selected from each building
category, with their detailed description and characteristics (e.g., floor plan, construction materials,
occupancy, operating schedule, lighting, and equipment specifications). The total GFA that requires
air-conditioning in each building category is then established. The cooling load intensity for each
building category is determined using local building energy codes, local weather data, and dynamic
building simulation software. From the cooling load data obtained from simulation of each building
category, the total district peak load, and total district hourly, monthly, and yearly cooling loads, can
be estimated. This method avoids the detailed modeling of all individual buildings in an entire district,
which would be practically infeasible for large districts. However, although energy simulation tools
have the potential to provide more accurate cooling load data than cooling load density data from
engineering standards, numerical prediction of cooling loads is prone to errors in absence of model
validation using reference data, particularly in large districts.

Focusing on district cooling loads spatial/temporal distribution, Yan et al. [38] proposed
a new methodology (referred to as approach v) to analyze the effects of (i) discrepancies in
buildings’ hydraulic pressure requirements within a given group of buildings on secondary
network variable-speed pumps’ energy consumption and overall DC system energy consumption,
(ii) spatial/temporal inequalities in normalized DC system buildings’ load distribution (i.e., normalized
to buildings’ rated loads), and deviations in chillers’ load from full load, on both DC chiller plant energy
consumption and overall DC system efficiency savings relative to an ICS. Discrepancies in buildings’
hydraulic pressure requirements were quantified using a newly introduced grouping coefficient.
This grouping coefficient was used to identify buildings groups than can be served by a common
branch of the DC water network, to minimize secondary pump energy consumption. Lorenz curve
and the Gini coefficient were proposed as criteria to capture spatial/temporal differences in district
building cooling load distribution and deviation in chillers’ load from full load. These metrics were
applied to evaluate the energy performance analysis of a modeled DC system under different cooling
load profiles in a developing area of Hong Kong. Using the grouping coefficient to optimize the layout
of secondary chilled water pumps, secondary pumping power and total DC energy consumption could
be reduced by up to 50% and 4%, respectively. A low Gini coefficient, reflective of a more homogenous
cooling load distribution, was found to correlate with higher annual chiller plant COP and higher
annual DC system energy efficiency, and to generally lead to higher annual DC system energy savings
relative to an ICS. The grouping coefficient had a more significant influence on energy consumption
than the Gini coefficient, suggesting the greater importance of the chilled water network in terms of
DC energy performance, than building cooling loads. At low grouping and Gini coefficients, overall
DC annual energy consumption could be reduced by up to 14%.
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In approach (vi), presented in [110], district-level cooling loads are evaluated using coupled building
energy and outdoor microclimatic simulations. Microclimatic simulations of hourly atmospheric flow and
temperature fields around buildings are employed to yield more detailed outdoor environmental data
than single-site, urban-level data from a near weather station. Such simulations can capture heat island
effects on district outdoor air temperatures, district cooling loads and pollutant concentrations in dense
urban areas, and enable the evaluation of alternative urban plans (e.g., landscaping, vegetation, surface
albedo) to reduce such effects. The additional computational expense associated with atmospheric
modeling would depend on the fluid flow and heat/mass transport calculation methods used, and
may currently restrain the application of this method to a selected annual period.

Combinations of the above approaches (e.g., accounting for the effects of both uncertainties and
district microclimate on cooling loads) could potentially yield further accuracy improvements in
cooling load prediction, at the expense of increased analysis complexity and time.

3.2. Performance Evaluation

Energy performance, and economic and environmental impact evaluation methodologies
employed in published DC system analyses are reviewed in this section.

3.2.1. Energy Performance

The DC system design and analysis studies in Table 1 have focused on energy analyses, except
for Coz et al. [39], who evaluated DC system performance based on exergy and exergoeconomic
analyses. Although still limited in number, exergy-based analyses of combined district heating and
cooling systems in heating-dominated regions have received more attention [39,111]. Energy-related
DC operating and performance parameters typically include annual cooling energy supplied,
maximum cooling load supplied over the operational life consumed, central chiller plant COP,
annual energy consumption, chilled water supply temperature, design chilled water temperature
difference, average chilled water temperature difference achieved, and distribution system makeup
water rate (% of circulation) [10]. Based on the studies in Table 1, the annual energy savings achieved
using a DC system relative to a conventional cooling system is the most widely employed energy
consumption-related metric.

In addition to the above widely used performance metrics, Yan et al. [38] proposed a water
transport factor (WTF),

WTF =
Qc

Ed
(1)

where Qc is the cooling energy produced by the central chiller plant, and Ed is the energy expended by
the chilled water distribution system. An accompanying system coefficient of performance (SCOP)
was also proposed [38]:

SCOP =
QDC

Ec + Ed
(2)

where QDC is the effective cooling energy delivered to end-users after subtracting distribution losses,
and Ec is the energy consumed by the central chiller plant. Distribution losses were assumed to
represent approximately 80% of chilled water pump energy consumption [38].

In addition, the non-renewable primary energy factor (PEF) may be useful in comparing the fuel
use of different sustainable DC design options or technologies. The non-renewable PEF measures the
combined effects of efficiency and use of renewable and waste energy sources. The lower the PEF value,
the more fossil energy is being saved. The non-renewable PEF accounts for the process of extraction,
processing/refining, storage, and transportation of the fuel considered [112,113]. The non-renewable
PEF for DC applications is a dimensionless variable defined as [112,113]:

PEFDC =
∑n

i=1 EF(i)· fF(i)

∑n
j=1 QDC(j)

(3)
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where PEFDC is the non-renewable PEF for delivered cooling by a DC system to the end-user within a
considered period (in kWh/kWh), EF(i) is the net energy content of fuel (i) (in kWh) delivered to the
system where it is finally converted to cooling within the considered period, fF(i) is the non-renewable
PEF factor for fuel i (values of which are provided in Table A3), and QDC(j) is the cooling energy
(in kWh) delivered to end-user substation (j) within the considered period.

Gros et al. [110] proposed an energy performance index (EPI) to compare the effects of
alternative urban modeling strategies (e.g., landscaping, vegetation, surface albedo) on district cooling
energy consumption:

EPIi =
Ere f − Ecoolstrat(i)

Ere f − Eideal
(4)

where Eref, Ecoolstrat(i) and Eideal designate the district cooling energy consumption for the reference
uncooled district, district cooling strategy (i) under evaluation, and ideal cooling strategy. In the
latter strategy the district topology is unchanged, but the albedo and emittance of all opaque
and non-vegetated surfaces are increased to 0.8 and 0.9, respectively. The EPI was applied by
Gros et al. [110] to analyze the outputs of coupled building energy and microclimatic models in
terms of the effects of alternative urban designs on district cooling energy consumption.

3.2.2. Environmental Impact

The higher efficiency of DC systems relative to on-site cooling, in conjunction with the use of
low-carbon energy sources can contribute to significantly reduce environmental emissions. Emissions
from biomass and waste in district heating/cooling systems have however prompted concerns [12,18].

Environmental impact assessments of DC systems are generally based on the operational phase
CO2 equivalent emissions avoided through the introduction of both centralized versus individual
cooling systems, and sustainability enhancement options discussed in Section 2. Environmental impact
can also be quantified using the amount of CO2 emissions released relative to the amount of energy
delivered to the end-user [112], which is a useful performance parameter to compare the fuel use of
different DC design options (or technologies):

KDC =
∑n

i=1 EF(i)·KF(i)

∑n
j=1 QDC(j)

(5)

where KDC is the CO2 factor for supplied cooling to the end-user (in kg of CO2/MWh of cooling), EF(i)
is the net energy content of fuel (i) delivered to the system where it is finally converted to cooling
within the considered period, KF(i) is the specific CO2 emission factor for energy source (i) (in kg of
CO2/MWhfuel, Table A3), and QDC(j) is the cooling energy delivered to end-user substation (j) within
the considered period.

As an alternative CO2 emission-related metric, the CO2 payback time (CPT) (Equation (6)) was
applied in [114] to quantify the environmental benefits obtained through replacement of air-source heat
pumps by ground-source ones for a district heating and cooling system in Tokyo (Japan). The CPT can
be a useful concept to evaluate and interpret net CO2 emissions, and assess systems from a life-cycle
CO2 emissions point of view:

CPT =
CO2 emissions during the construction phase

annual CO2 emission reduction by the introduction of new systems
(6)

Genchi et al. [114] found that 87% of life-cycle emissions resulted from the ground-source heat
pumps digging process. Their district heating and cooling system contributed annual CO2 emission
reductions of 54%, with a CPT at 1.7 years.

Gros et al. [110] proposed an ambient temperature mitigation index (ATMI) to compare the
effects of alternative urban modeling strategies (e.g., landscaping, vegetation, surface albedo) on
outdoor temperature:
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ATMIi =
DHre f − DHcoolstrat(i)

DHre f − DHideal
(7)

where DHref, DHcoolstrat(i) and DHideal are the number of degree-hours higher than the cooling
temperature setpoint in the district under analysis (e.g., 26 ◦C in French regulation [110]) for the
reference uncooled district, district cooling strategy (i) under evaluation, and ideal cooling strategy.
In the latter strategy the district topology is unchanged, but the albedo and emittance of all opaque
and non-vegetated surfaces are increased to 0.8 and 0.9, respectively. The ATMI was employed by
Gros et al. [110] in conjunction with the EPI (Equation (4)) to analyze the outputs of coupled building
energy and microclimatic models.

Although not suggested in [110], district outdoor air quality indicators could also be employed,
since atmospheric modeling software can yield predictions of pollutant concentrations.

The ozone depletion potentials (ODPs) and global warming potentials (GWPs) of commonly used
refrigerants in both conventional air-conditioning and DC systems are compiled in Table A4. Widely
employed refrigerants in compression refrigeration cycles include hydrochlorofluorocarbons (HCFCs),
hydrofluorocarbons (HFCs), ammonia, CO2, sulfur dioxide and hydrocarbons, as alternatives to
highly ozone-depleting chlorofluorocarbons (CFCs) [115]. HCFC-22 is used in most air-cooled chillers
in buildings in developing countries, and although less ozone-depleting than CFCs, unrepaired
refrigerant leaks have an adverse impact on the environment as well as on chiller efficiency [116].
Certain DC systems in developing regions including the GCC still use CFC-11 and CFC-12
refrigerants [117]. DC systems can facilitate the phase-out of ozone-depleting refrigerants through
the use of HFCs and ammonia, which are not restricted by international protocols (e.g., Montreal
Protocol) [118]. DC systems also offer opportunities to use cooling technologies with near-zero ozone
depletion and global warming, such as H2O/LiBr and NH3/H2O absorption chillers.

Another environmental benefit of DC systems is that they are less likely to cause adverse noise
and vibration in a densely populated urban environment, than conventional on-site air-conditioning
systems. The latter systems generate approximately 74 dB sound level, which is equivalent to
heavy traffic.

3.2.3. Economics

The total investment cost of a DC system comprises the costs of the central chiller plant,
distribution network infrastructure, ETSs, and project development costs.

The investment and production costs of cooling energy using the central chiller plant depend on
several factors, including plant size, type and characteristics of energy sources, system diversity factor
(i.e., required cooling capacity divided by total market demand), ambient air conditions, supply/return
temperatures, local legislation (e.g., for refrigerants) and other conditions [119]. The operation and
maintenance costs include the administrative cost for operating and maintenance staffs, maintenance
contracts, and materials for preventive maintenance. The space savings associated with replacement
of on-site cooling equipment by an off-site, centralized DC chiller plant should also be taken into
consideration in an economic analysis, as this space becomes available for other purposes at the
end-user site. This can result in economic benefits over the system lifetime.

The cost of the distribution network infrastructure generally represents 50–75% of the initial
investment [9]. This cost is influenced by several factors including pipeline density, which is defined as
cooling energy or cooling capacity provided by the DC system per unit length of pipeline network [119].
A pipeline cooling energy density greater than 4 MWh/m and cooling capacity greater than 3 kW/m
indicate that the cost of the distribution network infrastructure is within a reasonable range [119].

The capital cost of end-user equipment (e.g., heat exchangers, distribution/regulation valves) is
considered the least significant [9]. Standardized prefabricated ETSs have relatively well known and
stable capital cost. ETS installation cost in end-user buildings depends mainly on local labor costs.

Operational costs (i.e., utilities, service, maintenance) are influenced by the types of energy sources
and their pricing, and the efficiency of cold production and delivery, which are affected by chiller/storage
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efficiency, system layout and control strategy, chilled water supply/return temperatures, thermal energy,
and pumping losses, hence district density [12]. The overall cost of DC can be significantly influenced by
regulations (e.g., utility pricing, carbon taxes/benefits, customer connection costs) [12].

The DC system economic assessment metrics employed in the studies in Table 1 include
investment cost [26], annual operating cost [34], annual fuel/electricity cost savings [3,21], total
production cost of cooling (including investment and operation costs) [23–25,27,32,36], specific
production cost of cooling (i.e., per unit cooling energy) [6], profit from cooling and electricity sales [28]
or annual net earnings [30], total net present value (TNPV) [30], payback period [37,41], and reduction
in peak energy demand charges [31]. The impact of uncertainties and availability risk (i.e., reliability)
were included as part of total annual cost in [35]. Rezaie et al. [12] presented a generic district
enviro-economic function to extend investment and operating costs to business environmental costs,
including carbon tax and carbon benefits. The exergoeconomic cost of cooling was only evaluated in
one study [39].

Short-term district regulation models generally do not permit long-term technical, economic, and
environmental sustainability goals to be attained [12]. A life-cycle cost analysis (LCCA) and the use of
TNPVs are recommended to reach rational decisions on engineering projects involving district energy
systems and are useful to compare DC systems with on-site cooling production [10]. Such analyses
should include not only quantitative (quantifiable) but also qualitative (non-quantifiable) life-cycle
economic parameters [120]. Quantifiable parameters include the capital costs of the central chiller plant
and distribution network infrastructure, energy and utility costs, and operational and maintenance
costs. Non-quantifiable parameters include: re-use of space for other valuable purposes (rentable area
and roof garden); visible architectural and environmental impacts; lower GHGs emission; cost stability;
reliable service; freeing up maintenance staff; makeup water; only pay for the energy used; refrigerant
storage and management; and others.

3.3. Optimization

In general, the mathematical optimization of district heating and/or cooling systems has been less
investigated and is thus less advanced than at building-scale [121], particularly in regions where district
energy systems are not well developed, and/or where energy conservation incentives are limited.
However, district systems are spatially and temporally large-scale systems with complex characteristics
and that require dedicated optimization methodologies [32,111,121], including in terms of objectives
and constraints. Their optimizations involve both continuous and discrete variables (e.g., existence of a
power generator, chiller, pump, pipe or other network element, pipe insulation material and thickness),
non-linear performance parameters, and a larger design space than at building-scale [121].

An overview of DC system optimizations [22,24,25,32,35,37,39,121,122], with emphasis on studies
for cooling-dominated regions, is presented in Table 4. Most of these studies [22,24,25,32,122]
have focused on the optimization of the DC distribution network infrastructure, which represents
substantial investment, to investigate possible distribution pipeline designs and network configuration
alternatives that would reduce piping capital and installation costs, and pumping energy cost.
Coz et al. [39] extended these efforts to exergetic and exergoeconomic optimizations of a DC
distribution pipeline network.
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By contrast Chow et al. [107] focused on identifying an optimal mix of DC end-user building
categories and cooling load patterns to minimize fluctuations in cooling demand, which can improve
DC chiller use and reduce payback time. Al Noaimi et al. [88] optimized chiller plant/storage system
parameters (chiller technology selection, location, size), network pipe layout, chiller water flow, and
temperature/pressure, to minimize investment and operating cost. Kang et al. [37] determined
the optimum size of distributed power generators, absorption, and electric chillers to minimize
the payback time of an energy system including distributed power generators and DC, relative to
centralized power generators and individual cooling systems. Gang et al. [35] presented a DC cost
minimization methodology focusing on central chiller sizing, by accounting for the impact of both
uncertainties in cooling loads and availability risk (i.e., reliability). Their work extends the cooling
load uncertainty-based DC design methodology of Gang et al. [34], which was discussed in Section 3.1,
and is examined here in terms of optimization aspects.

Unlike for building-scale optimizations, most DC optimizations [22,24,25,32,35,37,122] have
been single-objective. The above optimization efforts are reviewed in this section, focusing on
cooling-dominated regions. Additional region-generic district heating/cooling optimization studies
are summarized in [88].

Chan et al. [22] used a modified version of the genetic algorithm (GA) to find optimum or
near-optimum piping network configurations for a DC system in a hypothetical site in Hong Kong.
A modified GA method using a local search and looped local search techniques was employed to
improve performance in the search of a near-optimal piping network configuration. The optimization
objectives were to minimize both the investment (i.e., capital) and operational (i.e., pumping energy
consumption) costs associated with the piping configuration. Flexible pipe connection options were
applied using different types of network layouts (e.g., radial, tree-shaped or combinations of both).
Accordingly, structural constraints were applied to include restrictions on the number of links in relation
to a given number of nodes (e.g., n nodes must have n-1 links), and to prevent flow recirculation (i.e.,
cycles between nodes). Using a series of parametric simulations, the mathematical model developed
was tested for two cases, namely eight and 16 consumer buildings, with different GA population sizes
and mutation rates investigated. Incorporating local search led to improved search performance (i.e.,
reduced convergence time) and better optima (i.e., improved objective functions values).

For a new urban area requiring a DC system, or either the expansion or retrofitting of existing
DC systems, Söderman [24] employed a mixed integer linear programming (MILP) model to optimize
both DC structural and operational aspects. The model was tested using actual 2006 cooling demand
data for an existing DC system, as well as using predicted demand data for the year 2020, representing
an expansion of the existing 2006 DC system. The single optimization objective was to minimize
total annual cost, which included annualized investment cost and running costs of the central chiller
plants with auxiliary units and main distribution pipelines. The optimization solution would assist
in decision-making on how the existing DC system should be expanded in the future, in terms of
the number, capacity and spatial arrangement of DC sub-systems (i.e., central chiller plants, storage
tanks, and pipeline networks). Furthermore, the optimization solution contained information on how
the DC system should be operated over different time periods, for example in terms of the chilled
water flow rates in different sections of the pipeline network during different periods of the year (day,
night, seasons), and the charging/discharging of storage tanks, and operation of the chiller plants.
The author considered constraints related to supply and demand, enthalpy flow balance with heat
gains/losses, and power consumption constraints. Technical hydraulic and temperature constraints
were however omitted in the model.

Feng and Long [122] developed a mathematical model to optimize the pipe network layout of
a DC system by minimizing the system’s total annual cost. The total cost comprised annualized
overall investment, operating, maintenance and amortization costs, as well as the cost of piping energy
losses. An improved form of GA (i.e., single-parent GA (SPGA)), was applied. The optimization
problem was constrained by flow equilibrium constraints at each nodal point, an upper bound chilled

96



Energies 2019, 12, 235

water flow velocity (i.e., 3.5 m/s), and limits on the pipe diameter range, which is considered to
be an important DC system design factor. The solution obtained using the SPGA was compared
with Dijkstra’s algorithm, and the results showed that SPGA was useful in network piping scheme
assessment and decision-making. It was also useful to select the optimal location of the central chiller
plant(s). According to the authors, SPGA demonstrated high search efficiency, rapid convergence, and
stability. It was also suggested that road and building distribution in the district should be considered
before a final optimum DC design is selected.

Feng and Long [25] subsequently applied a standard GA to the optimization of a pipe network
layout in the same DC system as in [122], with additional optimization constraints to obtain a more
realistic model than in [122]. The additional constraints related to pressure balance (equilibrium),
hydraulic stability, and end-user cooling demand. The objective function incorporated initial
investment, operational, depreciation and maintenance costs.

The above optimizations [22,24,25,122] focused on economic objectives, by imposing structural
optimization constraints, without temperature and pressure constraints. Khir and Haouari [32]
considered pressure and temperature-related technical constraints, which are critical for DC system
functionality and integration with both the central chiller plant and end-user ETS. Such constraints
were used to minimize the sum of the fixed costs of a building chiller plant and storage tank,
the variable production and storage costs, and the fixed costs related to the purchase and installation
of the distribution pipelines. A MILP model of the DC network was constructed using a
reformulation-linearization technique (RTL). All relevant data (i.e., cooling demand, costs, capacities,
and other parameters) were collected from appropriate sources (i.e., market, services) and prescribed as
inputs to the MILP model. Optimal and near-optimal solutions could be obtained within a reasonable
computational time for a distribution network up to 60 nodes.

Coz et al. [39] performed an exergoeconomic optimization of a DC distribution pipeline network,
by modeling exergy transfer due to heat gains and viscous (pumping) losses (i.e., pressure drop)
associated with cold distribution in the network. The optimization sought to minimize the cost of
cold (i.e., final product) for the main consumer, and the exergetic efficiency of cold transportation,
through determination of the optimum pipe diameter and pipe insulation thickness. This optimization
was performed for polyurethane-pre-insulated steel pipes and non-insulated polyethylene pipes, at
cooling capacities of 50 to 1500 kW. Slovenian unit electricity and input heat prices were applied.
Higher cooling capacities were found to reduce the exergetic cost of cold (i.e., full cost of cold
production). In addition, polyethylene pipes had smaller exergetically optimum diameters than
pre-insulated steel ones, due to the lower surface roughness of the former material, hence lower
frictional losses and flow rate requirement to carry the same quantity of cold. However, polyethylene
pipes exhibited lower exergetic efficiency than insulated steel pipes due to larger parasitic heat gains.
By contrast the exergoeconomically optimum polyethylene pipes were found to be larger in diameter
than those of the insulated steel pipes. The minimized cost of transporting cold was lower for insulated
steel than polyethylene pipes. For steel pipes, the price of the inlet cold exergy was found to have the
largest impact on the total exergoeconomic product (i.e., cold) cost, when compared with the impacts
of the specific costs of insulated steel pipes and construction, and electricity price to drive pumping.
For steel pipes, higher polyurethane insulation thicknesses improved exergetic efficiency because of
reduced heat gains, while increasing pipe diameters resulted in lower frictional losses but higher heat
gains. Consequently, an exergoeconomically optimal pipe diameter existed at which the total product
cost was minimum. In summary, pre-insulated steel pipes were somewhat advantageous in terms
of exergy efficiency and exergoeconomic product cost of cold. Such results however depend on the
input electricity and inlet heat prices. The analysis methodology could be extended in future work to a
complete DC system and undertaken for several cooling technologies.

The existence of a large variety of end-user buildings and different cooling load profiles in a
DC system can result in a relatively steady cooling demand profile [107]. Thus, a design approach
could seek to identify and select the optimum mix of end-user building categories and cooling load

97



Energies 2019, 12, 235

patterns that could minimize the cooling energy production cost to maximize effective system use and
ultimately lead to a shorter payback period. Chow et al. [107] proposed an approach to determine
the optimal mix of building types using a GA. The buildings mix was described by the percentage
share of the overall GFA of the different types of end-user buildings that are served by the DC system.
The optimization and cooling load estimation approaches were illustrated for three case studies in
Hong Kong and reported to be effective to produce optimal or near-optimal solutions. In the first
case study, five building types were considered which included hotels, residences, offices, shops, and
mass-transit railway (MTR) station. The optimum GFA shares of the building types were found to
be 67.0%, 13.8%, 14.1%, 3.4% and 1.6%, respectively. As the MTR station had the least effect, it was
disregarded in the second case study, leading to an optimized end-user building mix shares of 81.4%,
12.0%, 5.1% and 1.5% for the hotels, residence, office, and shops, respectively. In practice, it would
be difficult to implement a high share of hotel buildings (such as 81.4% as in the second case study)
within a district [107]. Therefore, in the third case study, the GFA share of the hotel category was set to
a constant 5% value, with the shares of the remaining three other end-user building types optimized.
This case led to more stable solutions than the other two case studies and the fitness function converged
to two close specific fitness values (i.e., cooling demand fluctuation index of 0.60415 and 0.60425). The
slightly better fitness was obtained for an office GFA share of 2% to 7.5%, residential building share of
30% and 40%, and shop share of 40% to 80%.

Kang et al. [37] investigated the energetic performance and economics of a modeled distributed
energy system comprising distributed power generators (i.e., gas engines), DC chillers (i.e., absorption
and electrical), electrical and chilled water distribution networks, and end-users in a group of
12 buildings in Hong Kong Polytechnic University campus. The power generators provided both
electricity and waste heat to the electrical and absorption chillers respectively, for district cooling.
The optimum size of the distributed generators, absorption and electric chillers were determined to
minimize the payback time of the overall energy system, destined to substitute a centralized energy
system, in which cooling was provided by individual water-cooled centrifugal chillers powered by the
grid (i.e., coal-fired centralized power plant). The absorption chillers provided most of the cold supply
in winter, but the opposite occurred in summer. From April to November, the DC system chillers
achieved a higher COP than those of the centralized cooling system. Electricity consumption from
the grid was reduced through the substitution of grid power by distributed generators and of electric
chillers by absorption systems, and effectively shaved peak electrical loads. Such loads were reduced
by up to 72% in summer. The distributed energy system led to 9.6% reduction in primary energy
consumption relative to the centralized energy system, at the expense of three times the capital cost,
but 45% lower operating expenditure. The payback time of the distributed energy system investment
was estimated at 1.9 years.

Gang et al. [35] extended their cooling load uncertainty-based DC design approach [34]
(Section 3.1) to a cost minimization methodology, by accounting for the economic impact of
uncertainties in both DC cooling loads and operational reliability (i.e., DC sub-system availability
risk). The DC system total annual cost included capital cost (which depended on DC chiller
capacity), operational cost (i.e., electricity cost, which depended on both cooling loads and DC chiller
capacity), and availability risk cost (i.e., costs associated with non-fulfilled cooling demand due to
underestimation of DC system capacity, and/or DC sub-system performance loss or malfunction;
such costs depended on both cooling loads and DC chiller capacity). Uncertainties in cooling loads
were propagated using a Monte Carlo approach, while sub-system reliability was quantified using
Markov method. The impact of incorporating uncertainties on DC chiller sizing and annual cost were
evaluated relative to standard DC capacity sizing (i.e., without uncertainties and with a safety margin).
The optimal DC chiller capacity obtained by accounting for all uncertainties (i.e., in cooling loads and
operational reliability) was lower than that obtained using either standard capacity sizing or by only
accounting for operational risk, but higher than by only accounting for uncertainties in cooling loads.
The minimized total annual cost of a DC system sized by including either all uncertainties or using a
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standard approach were similar (as the contribution of DC chiller capital cost to total annual cost was
not significant), but significantly lower than by accounting for operational risk only, particularly at
assumed high availability risk prices. Finally, uncertainties in both DC cooling loads and operational
reliability were found to have larger impacts on the design of individual on-site cooling systems than
on the design of DC systems.

Perez et al. [121] highlighted the need for multi-objective optimizations of district heating/cooling
systems, as single-objective optimizations generally do not effectively incorporate holistic sustainability
criteria. The authors presented a five-level, multi-objective (energy-, environmental- and economic-based)
district heating and cooling system optimization procedure. Although the methodology was demonstrated
for a heating-dominated region, it would be applicable to cooling-dominated environments and
is of interest in terms of handing building to district-scale features and incorporating multiple
sustainability-related performance criteria. The optimization procedure steps involved concurrent
building envelope optimization and rooftop solar PV exploitation potential evaluation, followed by
distribution networks optimization, then complete building optimization and identification of optimal
combinations of complete building configurations in the district (at local decentralized branch heat,
cold or hot water production scale), with in parallel combinations of building envelope configurations
and complete district optimization (at centralized production scale). The procedure closed with an
aggregation of all results at local (branch) and central (urban) production scales. Several optimum
search methods were employed including the non-dominated sorting GA. The number of possible
solutions could be effectively reduced using sustainable energy-related constraints. The optimization
procedure was applied to a future industrial estate planned in Grenoble (France) for the year
2030, including 48 residential, office, and retail buildings and parking lots, combined in 12 urban
islands. Cooling was delivered to retail and office buildings using absorption heat pumps in summer.
Comparing the results obtained in Grenoble (France) and Stockholm (Sweden) climatic conditions,
it was found that for the hotter climate, the optimization led to solutions that focused on reducing
solar-induced overheating, whereas in the colder climate, insulation from the outdoor environment
was emphasized. This methodology has potential for DC systems in cooling-dominated climates.

4. GCC Regional Air-Conditioning Challenges, DC Status and Future Opportunities

A considerable potential exists for DC in the Middle East, in particular in the GCC, due to its
harsh climatic conditions that make air-conditioning a necessity almost all year round, high-pace and
dense urbanization, and popular building architectures with extensive glass exteriors. In this section,
space cooling challenges specific to the GCC region are summarized, before providing an overview
of the current and forecasted development of the DC market in the region, including economic and
environmental opportunities. Potential technical and policy-related solutions to address regional space
cooling challenges are then identified.

4.1. Air-Conditioning Challenges

Air-conditioning in the GCC faces the following challenges: a lack of natural cold sinks (i.e., air,
water) for either direct cooling or heat rejection from air-conditioning systems; natural water scarcity;
a growing cooling energy demand driven by population and economic developments; elevated energy
use per capita and high reliance on fossil fuels including for cooling production with an associated
environmental impact; high utility tariff subsidies paid by governments; and a lack of air-conditioning
and urbanization legislation [123,124]. These aspects are developed in this section.

General population, economic, energy, water and CO2-equivalent GHG emissions indicators for
GCC countries are tabulated in Table 5 and compared with the world average and other major energy
users. From approximately 52.7 M inhabitants in 2015, the region’s population will grow to 66.5 M
(+26%) and 76.7 M (+46%) by 2030 and 2050, respectively, at annual growth rates above the world
average through most of the 2015–2050 period [4]. As highlighted by the data in Table 5, GCC countries
have had among the highest annual energy, electric power consumption, and CO2 emission rates
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per capita in the world. Natural gas and oil are the dominant primary energy resources used in the
region. The UAE, Qatar and Oman cover above 60% of their total domestic energy needs, particularly
electricity production, using natural gas. Bahrain, KSA, and Kuwait mostly use oil, which fulfills
53.8%, 71.2%, and 77.9% of their total energy demands, respectively, and a substantial portion of their
electricity generation.

Table 5. General population, economic, energy, water, and emissions indicators for GCC countries,
compared with the World average and other major energy users [4,125,126].

Population a GDP b Energy
Use c

Electricity
Use d

Energy
Intensity e

Renewable
Water f

Water
Consumption g

CO2

Emissions h

Bahrain 1.4 (2.01%) 23.7 10,158 18,415 244 84.2 348 (2003) 22.7

Kuwait 3.9 (5.44%) 35.4 10,093 15,689 134 5.1 447.2 (2002) 28.2

Oman 4.2 (6.45%) 17.8 6502 6097 153 311.7 509.3 (2003) 16.3

Qatar 2.5 (4.93%) 72.9 17,221 14,960 138 26.0 376.6 (2005) 41.9

Saudi Arabia 31.6 (6.65%) 22.2 6663 8556 137 76.1 907.5 (2006) 18.7

UAE 9.2 (2.03%) 41.2 7619 10,899 127 16.4 665.2 (2005) 20.1

World 7383.0 (1.19%) 10.5 1890 3050 132 6064 506 (2002) 4.9

USA 319.9 (0.72%) 56.2 6983 13,116 138 9538 1864 (2005)
1543 (2010) 16.7

EU 508.2 (0.10%) 34.1 3251 6108 94 2961 593 (2002) 6.9

China 1397 (0.54%) 8.0 2129 3483 192 2018 435.2 (2007)
425 (2015) 7.3

India 1309 (1.23%) 1.7 597 0.727 123 1458 559.9 (2000)
602.3 (2010) 1.6

Japan 127.975
(−0.09%) 38.1 3615 8100 99 3397 652.1 (2007)

640.6 (2009) 9.5

a 2015 population in millions, with percentage annual average rate of population change (2010–2015) in parentheses
() [4]. b Annual GDP per capita (2013–2017), in current kUSD/capita [125]. c Annual energy use per capita
(2010–2014), in kgoe/capita [125]. d Annual electricity use per capita (2010–2014), in kWh/capita [125]. e Annual
energy intensity (2010–2014), in kgoe per USD 1000 [125]. f Total renewable water (internal and external
surface/groundwater) availability, in m3/capita/year. Data for the year 2014, except for world average and
EU (both for the year 2012) [126]. g Water consumption (year), in m3/capita/year [126]. h Annual equivalent CO2
emissions per capita (2010–2014), in Mt/capita [125].

Space cooling in the GCC is essentially provided using fossil electricity-driven window units,
split systems, central air-cooled or water-cooled chillers, and to a limited extent by DC systems (i.e.,
~5% of space cooling capacity) [5]. Whereas 10% of electricity consumption is expended globally for
space cooling, in the GCC this application represents approximately 50% of total electricity use [5] and
up to 70% of peak-period electricity use in the UAE and Kuwait [3,6]. This is contributed by climatic
conditions, high living standards with insufficient emphasis on energy conservation, including in the
use of low-efficiency air-conditioning systems and building designs/constructions [123]. The annual
energy use per capita for space cooling is of approximately 590 kWh in the Middle East (which extends
beyond the GCC), compared with the following figures in other regions, including in predominantly
hot climates: 35 kWh in Africa, 60 kWh in India, 70 kWh in Indonesia, 320 kWh in the EU and China,
760 kWh in Japan and above 1800 kWh in the USA [3]. By 2050 these figures will more than double in
the Middle East and China, and be multiplied by over 12 in India and Indonesia, with significantly
less pronounced rises in the EU, USA, and Japan [3]. The GCC is known for its significant variations
in building cooling loads both on a daily basis between day and night (i.e., 40% and 50% in winter
and summer, respectively, in for example the UAE [31]), and on a seasonal basis between winter and
summer, with peak winter loads of order 50% lower than summer loads in the UAE [31]. Peak cooling
demand periods (i.e., afternoon/evening) also coincide with peak ambient temperatures and humidity,
during which the efficiency of thermal power generation significantly decreases [3]. The resulting
electricity demand fluctuations for vapor compression cooling adversely impact power plant efficiency
as they operate at off-design conditions for a major part of the year and induce stress on electrical

100



Energies 2019, 12, 235

networks [31]. In for example the UAE, the minimum total annual electricity demand (i.e., in a winter
night) is approximately 40% lower than the annual peak demand (i.e., in a winter day) [127].

The GCC peak cooling demand is expected to triple between 2010 and 2030 (Figure 7) as a
consequence of population growth, rapid urbanization and the sought for improved comfort. KSA and
the UAE will continue to have the highest peak cooling demands among the GCC members at
19–52 MRT (2010–2030) and 8–21 MRT (2010–2030), respectively. It has been estimated that if GCC
countries were to continue using conventional air-conditioning technology and keep their cooling
energy consumption patterns, based on projected population and economic developments, it would
cost approximately $100 billion to acquire the projected new cooling hardware by 2030, and over
$120 billion to provide the associated power supply capacity [5].

 
Figure 7. Peak cooling demand (2010–2030) of GCC countries, based on [4,5,128].

Both electricity generation for space cooling (currently essentially thermal, with increasing
shares of solar PV and CSP generation in the future [127]), and the operation of cooling towers
in air-conditioning systems require water [129,130]. Water requirements for power generation vary
widely depending on technology and climate, and increase in arid and semi-arid (i.e., desert) conditions
such as in the GCC [129]. Solar electricity installations require regular surface cleaning in dusty (e.g.,
sandy) environments [129]. Air-conditioning cooling towers require makeup water to compensate for
water losses through evaporation or blow-down effect (to maintain water quality, within specified
limits) [131]. Due to a lack of rainfall and groundwater, the available renewable water volume in
the GCC ranges from 5 to 312 m3/capita (in Kuwait and Oman, respectively), with an average at
approximately 77 m3/capita, which is far below the global water scarcity limit (i.e., 1000 m3/capita) [129].
Conversely GCC regional average water consumption (i.e., 760 m3/capita [123]) significantly exceeds
the corresponding worldwide average (i.e., 506 m3/capita [126]). The resulting water stress indexes in
the region range from 106.2% in Oman to 2610% in Kuwait, compared with a European average of 8%
(with values of less 70% in any European country) and world average of 13% [126]. (SDG 6.4.2 water
stress, defined as 100* (total freshwater consumption)/(total renewable water resources-environmental
flow requirements) [126]. Kuwait, Saudi Arabia, and the UAE have three of the top four highest water
stress levels in the world [132].) Water scarcity in the GCC is accompanied by a degradation in water
quality and extensive reliance on seawater desalination [129,133]. The GCC desalination sector accounts
for approximately 40% of the global desalination capacity, with approximately two thirds of the GCC’s
capacity met by thermal desalination (essentially MSF), which is energy-intensive [123]. In addition,
66% of surface water in Arab countries is from outside the region, which has been and remains a
potential target and source of political instabilities [129]. Finally, space requirements for the installation
of cooling towers make it increasingly difficult for individual end-users in densely populated areas to
install individual water-cooled chiller technologies [116].

Despite the abundance and affordability of fossil fuels in the GCC, the above context and need to
grow regional fossil-fuel exports rather than consume fuel production domestically, will require
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local energy/water conservation and efficiency improvement efforts, and increased penetration
of low-carbon energy resources. The deployment of more sustainable air-conditioning is a key
opportunity in the GCC to improve the efficiency of energy use and address climate change.

4.2. Existing and Developing District Cooling Market

Interest in DC in the GCC began in the late 1990s, prompted by its higher efficiency and lower
environmental impact than conventional on-site cooling systems. The first commercially successful
DC system in the region was introduced in 1999 at Zayed Military City in Abu Dhabi [134]. This plant
was a significant technical success which led to further progress in the design and implementation of
DC systems in the GCC. DC systems in the GCC range from small-scale (i.e., capacity < 10,000 RT) to
large-scale (i.e., capacity > 10,000 RT) and are operated by several private and government-owned DC
companies. In 2010, the largest DC system in the world was built at The Pearl Island in Qatar, with a
capacity of 130,000 Ton of Refrigeration (RT) [134]. Other large-scale DC systems deployed or under
construction in the GCC are listed in Table A5.

As of 2014, the GCC DC market (4.1 MRT or 44.3 GWth, with 10,000 km distribution network)
represented 32% of the worldwide installed DC capacity (i.e., 12.6 MRT), with a market size of
approximately 5.5 billion USD [17,135]. 65% of the current GCC DC capacity is installed in the UAE,
followed by 22% in KSA and 7% in Qatar [17]. DC end-users in the GCC are mostly residential (56.2%),
followed by commercial (39.1%) and industrial (3%) users [17].

Figure 8 contrasts the breakdown of installed GCC DC capacity by country in 2014, with its
forecasted potential by 2019 and 2030. Despite progress in DC implementation in the region, the
current penetration of DC in the GCC cooling market remains limited to approximately 5% (i.e.,
4.1 MRT) of total space cooling capacity, with the largest share in the UAE (i.e., 11%) [5]), highlighting
significant potential for further growth. In addition, the currently installed GCC DC capacity is
estimated to be used at only 50% of its capacity [135]. 60% of the DC capacity is powered by DC
utilities, and the rest by government- and large single-owned utility companies [135]. The GCC DC
market is forecasted to rise at an average 16% cumulative annual growth rate through 2014–2019 [17].
These forecasts are based on large-scale development projects in real estate and the commercial sectors,
population growth, and increased awareness of and governmental focus on energy saving measures.
KSA is estimated to be the fastest growing user of DC systems in the GCC, with a projected growth
rate of 34% between 2014 and 2019, followed by Qatar at 18% growth rate over the same period [17].
DC growth in Qatar is mainly associated with increased construction activity driven by the 2022
FIFA World Cup, and government initiatives for the promotion of DC systems. In Bahrain and
Oman, real estate developments are the key drivers for the growth of DC capacity, whereas in Kuwait,
infrastructure and industrial development are the main drivers. From cooling market shares of <1%
and 11% in KSA and the UAE in 2014, by 2030, the share potential of DC in these countries is estimated
at 26% and 50% of national cooling capacity in KSA and the UAE, respectively (Figure 8).

Figure 8. Installed (2014) and projected (2019, 2030) DC capacity potential in GCC countries, based
on [5,17]. Percentage DC capacity is relative to total cooling requirement.
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Average energy savings of 0.78 kWh (46%) per ton-hour of cooling are reported by a leading DC
provider for 43 monitored actual water-cooled DC systems implemented in the GCC [116] relative
to real-world data for monitored air-cooled building chillers. Based on data for approximately
72 existing regional DC plants (63 of which are located in the UAE) operated by the same provider
(i.e., TABREED [136]) and its associate companies and joint ventures, and delivering approximately
1.1 MRT of combined cooling annually, these plants are estimated to reduce the electricity consumption
of the region by approximately 1.53 TWh annually, with an accompanying 768,000 tons of avoided
CO2 emissions annually.

4.3. Future Opportunities and Directions

The forecasted energy, economic and environmental benefits anticipated through the expansion of
DC capacity and space cooling share in the GCC, assuming continued use of existing DC technologies,
are summarized in Section 4.3.1. Further technical and policy-related opportunities that remain to be
tackled and potential solutions to fully exploit DC to reduce the energy, economic and environmental
impact of space cooling in the region, are identified in Sections 4.3.2 and 4.3.3, respectively.

4.3.1. Forecasted Energy, Economic and Environmental Benefits

Based on the existing and forecasted 2012–2019 GCC DC capacity (i.e., 3.2–8.7 kTR [14,17]), and
annual average specific energy consumptions for monitored DC systems and on-site air-cooled chillers
in the UAE (i.e., 0.92 and 1.7 kWh/ton-hour, respectively [10,116]) and other sources, GCC regional
space cooling electricity savings of approximately 46% could be achieved annually between 2012 and
2019 using DC instead of conventional on-site air-cooled chillers. The corresponding annual CO2

equivalent emissions avoided, based on 2008 annual average specific GHGs (i.e., CO2, CH4 and N2O)
electricity emission factors in the GCC [137], assuming a reliability of 99.96% for the DC system [17],
would be in the range of 19.2–51.3 Mt per annum between 2012 and 2019. These energy and emissions
savings would even be more substantial considering that the installed capacity of existing DC systems
is typically 15% lower than that of conventional on-site cooling systems. Energy and emissions savings
estimated by comparison of DC with window/split air-conditioning units, which have annual average
specific energy consumptions of approximately 2.0 kWh/ton-hour [116], rather than air-cooled chillers,
would also be more significant.

By 2030, it has been estimated that the regular use of DC in the GCC region could result in 20 GW
reduction of in new power capacity requirements, thereby saving USD 120 billion in power capital
expenditure, and the equivalent of 200,000 oil barrels per day in fuel consumption [5]. The avoided
CO2 emissions in for example the UAE are estimated at 31 Mt/year [5].

The above energy, economic and environmental estimates are based on existing current DC
system design and operational practices in the GCC. Potential technical and non-technical solutions to
improve the sustainability of DC systems in the region are outlined in Sections 4.3.1 and 4.3.2, that
could enable higher energy, economic and environmental benefits.

4.3.2. Technical Opportunities

Due to a history of abundant and low-cost fossil fuels, compounded by the lack of natural cooling
potential in the region, current GCC energy systems, including DC systems, rely almost solely on fossil
primary energy supplies. DC systems in the GCC typically use fossil electricity-powered, water-cooled
fixed-speed compression chillers [138], that are more efficient than their air-cooled counterparts [10].
Forced-draft cooling towers are employed to reject heat from chiller condensers [5,131,138]. Elevated
ambient temperatures in the region have an adverse impact on both chiller and cooling tower
efficiencies. Cooling tower efficiency also degrades at elevated inlet air humidity, depending
on geographical location and daily/seasonal period [138]. DC capacity sizing and distribution
planning, operational strategies, and performance evaluation methodologies (e.g., without life-cycle
considerations) also require improvements [138]. Technical opportunities and potential solutions to
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improve DC system sustainability in the region are identified below in terms of DC energy sources,
cooling/storage technologies, operation, and performance evaluation.

A diversification of the energy mix (e.g., including renewable and nuclear energy) and energy
efficiency improvements, including through the replacement of conventional cooling with DC, and
use of renewable and waste energy sources, is feasible and already under way in the region to reduce
fossil-fuel consumption and its environmental impact, with the additional benefit of more diversified
economies. Such a shift is expected to increase the availability of crude oil for export for KSA and
Kuwait, and reduce the dependence on costly natural gas imports for Bahrain, Kuwait, and the UAE.
Considering electricity generation, renewable shares of up to approximately 15%, 20–25%, 25% and
30% are envisaged in Kuwait, the UAE, Saudi Arabia, and Qatar by year 2030, with emphasis on
solar power [127]. In addition, Saudi Arabia aims at 30% renewable electricity by 2040, while the
UAE targets 44% and 75% renewable and clean electricity generation (including nuclear and clean
coal power), respectively, by 2050 [127]. Progress in more sustainable electricity generation will be
complemented by solar thermal energy use, less energy-intensive water desalination/treatment and
conservation, and developments in other sectors [124]. Therefore, there is scope to prepare for a
shift from fossil-dominated space cooling to more sustainable cooling in the region. However, the
appropriate mix of solar electrical and thermal power conversion technologies (in particular PV and
CSP) should be carefully planned in the region to provide both electricity and cold in future GCC
energy systems.

Potential pathways of sustainable DC production to assist in meeting the significant year-round
cooling demands of the GCC region using locally available energy sources include indirect cooling via
low-carbon electricity-driven and low-carbon heat-driven chiller technologies, direct cooling using
waste cold energy recovered from LNG regasification terminals, as well as optimized use of thermal
storage systems [138].

Based on future energy plans in the regions, low-carbon electricity for vapor compression chilling
could be provided by solar PV/CSP, and to some extent by wind installations, the economic potential
of which is less evident than that of solar energy in the region, as well as waste-to-energy, and nuclear
power in the UAE’s case [127]. As daily periods of high cooling demand coincide with sunshine
hours, electrically driven space cooling could also contribute to reduce future excess electricity levels
at growing solar/wind power shares in future GCC energy systems [127] and its adverse effects
on grid stability and the efficiency of resource use. In parallel, heat-driven chillers could reduce
electricity demand in non-sunshine (i.e., night time) periods. The efficiencies of solar PV and CSP
technologies will however be affected by high ambient air temperature and humidity, respectively, in
afternoon/evening peak cooling demand periods [127]. The cooling demand-provision match could
be improved using short-term weather forecast in conjunction with historical energy demand data, as
well as smart energy monitoring and storage management [138].

Sustainable energy sources for heat-driven cooling include waste heat from regional
energy-intensive industrial facilities (e.g., aluminum, cement, and hydrocarbon production facilities),
and thermal energy from solar and biomass waste plants. In addition to single/double-effect absorption
chillers, triple-effect chillers, subject to increased commercial availability at large capacity, could be
considered to exploit higher-temperature CSP/industrial heat with improved efficiency, as well
as reversible heat pumps/chillers, as recently envisaged in [138]. In parallel, the deployment of
tri-generation, waste heat recovery technologies and a thermal grid and heat trading system have also
been recognized as potential solutions to reduce the energy consumption of GCC DC systems [138].
Gas engine CHP systems could provide both electricity to vapor compression chillers and heat
to absorption chillers for both space and non-space cooling applications, as well as heat to other
applications (e.g., hot water generation). Flows of hot/cold thermal energy (including waste heat/cold)
from a variety of sources between the DC and other systems would be enabled by an intelligent thermal
network, with reduced energy distribution losses.

104



Energies 2019, 12, 235

The extension of DC end-uses to non-space cooling applications, including augmentation of
power generation, recycling of DC chiller heat rejection for either hot water production or water
treatment/desalination, are also envisageable.

Improving the efficiency of electricity/heat-driven DC central chiller and cooling towers in the
regions’ harsh climatic conditions requires customized technical solutions. For example, in moderate
climates, the heat source and chilled water inlet temperatures of single-effect H2O/LiBr absorption
chillers may typically be set at 100 ◦C and 10 ◦C, respectively [139]. However, the COP of a basic
H2O/LiBr absorption chiller reduces from 0.75 to 0.65 when the heat-rejection medium temperature
of the absorber and condenser, connected in parallel, increases from 15 ◦C to 35 ◦C, while its cooling
capacity drops by 55% [139]. Potential concepts that could be investigated to improve chiller efficiency
would involve reducing the heat-rejection temperature of the DC chiller plant, and could include:

• Incorporation of innovative thermodynamic cycles with operational flexibility (e.g., hybrid
absorption-compression cycles and combined power-refrigeration absorption cycles) to improve
chiller thermodynamic performance by extending the operating conditions of its absorber and/or
condenser (e.g., operating the absorber at a relatively higher pressure for the same heat rejection,
chilled water, and heat source temperatures). Such cycles could provide flexibility to cope with
both seasonal and daily fluctuations in ambient conditions and thus cooling loads.

• Exploitation of artificial cold sources, such as LNG from regasification terminals, as a heat sink
for the condenser (and/or absorber) of the chiller plant, to reduce its heat-rejection temperature.
Among the GCC countries that face domestic gas shortages (i.e., Bahrain, Kuwait, UAE), the
UAE was the first to build an LNG receiving terminal in Dubai. Kuwait and the UAE (in
Abu Dhabi and Dubai) currently have 5.8 and 9.8 MTPA regasification capacities, respectively [80].
Kuwait and Bahrain will have additional 11.3 and 6 MTPA regasification capacities by 2021
and 2019, respectively [80]. Even if partly exploited, the above regasification capacities could
enhance the thermodynamic, economic, and environmental performance of DC and other direct
cooling applications, and power generation in the region, subject to adequate cold transportation.
CO2 has been proposed as a potential cold transportation medium, which could offer additional
opportunities of CO2 sinking and valorization, which in the GCC, have essentially been limited to
CO2 injection into hydrocarbon reservoirs for enhanced recovery to date.

Customized solutions to improve cooling tower efficiency could involve development and
integration of innovative dehumidification technologies to reduce the moisture content of cooling
tower inlet air, as suggested in [138]. Approaches to improve the sustainability of water provision/use
for DC should also be pursued. The water required by cooling towers is either scarce or difficult to
access in the region and requires treatment before being used. Although seawater can be employed
in cooling towers, it requires more costly corrosion- and fouling-resistant equipment, with higher
maintenance costs. Similarly, alternative low-quality water, such as treated sewage effluent (TSE),
brackish groundwater and partially desalinated water [131], could be used but also with increased
capital and maintenance costs. TSE is used as makeup water in for example the cooling tower of Sheikh
Zayed Road DC plant in Dubai [131]. Challenges are encountered with the use of TSE in DC systems,
including fluctuating availability (i.e., quantity, quality, pressure) which may not match demand, and
management of discharge products. Alternatively, seawater, TSE [138] or other water sources could be
employed directly as heat-rejection medium–cool chiller condensers, rather than as working fluids for
a cooling tower. This approach has been employed in a DC system in Bahrain [140].

In parallel, cold distribution losses from the DC piping network and pumping stations, which
are significant in hot-climate regions, should also be addressed. As the chilled water temperature
supplied to end-users increases, cooling capacity reduces. To compensate for increased water supply
temperature, larger chilled water volumes need to be supplied to meet the demand, that require
additional pumping energy. Alternatively, additional cooling energy needs to be supplied to maintain
the desired system temperatures, resulting in increased primary energy consumption. Therefore, the
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distribution network pipe materials and their geometry, and their installation environment, along with
external factors that affect cold distribution losses, should be carefully designed/planned. The need
for novel pipe designs with special insulation materials to reduce cold distribution losses, and their
life-cycle assessment in GCC DC plants, has been recently suggested [138].

The need for improved engineering models, operational strategies, and life-cycle assessments to
reduce the energy consumption, capital/operational cost, and environmental impact of DC systems
in the GCC has also been raised [138]. Suggested development areas towards more efficient DC
design and operation include (i) identification and prioritization of energy saving opportunities;
(ii) improved modeling of electric centrifugal compressors, accounting for equipment environment- and
operating condition-dependent performance; (iii) improved control strategies, including variable-speed
rather than fixed-speed operation for electric centrifugal compressors, thermal energy storage and
water conservation/recycling. Predictive chiller/storage control and management strategies with the
use of short-term weather forecast, historical and real-time energy consumption monitoring should
optimize cooling production, storage, and consumption. Ultimately, holistic life-cycle DC performance
and impact assessment approaches will be required to evaluate the sustainability of DC systems
more meaningfully.

Finally, urban outdoor ambient air temperatures and pollutant concentration, and DC cooling energy
consumption can be reduced through thermal design of urban areas (e.g., building construction/design,
landscaping, vegetation, surface albedo), which can be optimized using dedicated simulation
methodologies, such as through coupled building-atmospheric flow, heat, and mass transport models.

4.3.3. Policy-Related Opportunities

The importance of regulations in enabling technically, economically, and environmentally efficient
district heating/cooling systems was outlined in [12,18]. Despite initiating an energy transition,
GCC economies still have indulgent energy and environmental regulations that do not effectively
support the introduction of energy/water conservation measures, clean energy sources, efficient energy
conversion technologies, and GHG emissions reduction actions [141]. It is widely recognized that
GCC governments need to bring energy and environmental policy reforms and regulations [124,141].
Regarding air-conditioning, its supply is not considered by most GCC governments as a utility service
that requires public policy and planning, which has resulted in an unregulated environment in the
deployment and operation of DC systems, which are sub-optimal from energy use, environmental
and economic perspectives. Based on critical observations relating to the implementation of DC in the
GCC and international DC guidelines [5,10,138], five key policy-related areas that need to be tackled
are identified below in terms of challenges and potential solutions, namely reforming of utility tariffs,
support of DC front-load investments, integration of planning/decision-making between building, DC
and urban development stakeholders, improvement of DC cost recovery practices, and establishment
of local DC service standards and technical codes.

Low, subsidized electricity and water tariffs in GCC countries, rather than tariffs based on real
costs, mask the true economic advantages of DC systems over conventional on-site cooling systems.
This is compounded by flat tariffs rates (i.e., with no or limited peak hour tariffs), that reduce the
economic gains that could be realized with CTS systems, and the application of different tariff rates
between regions of the same country (e.g., UAE emirates). Electricity and water tariffs require
conservation-driven reforms across the region to stimulate sustainability improvements in space
cooling provision and use.

Rapid large-scale urbanization developments and their subsequent deceleration in the GCC
have revealed the risks associated with real estate investments. DC systems, particularly their cold
distribution network infrastructure, require substantial early front-load investment. Although chiller
plants are more suited to modular investment than distribution infrastructure, they still involve some
degree of front-load investment. These front-load investments have been exaggeratedly high due to
overestimation of cooling load intensities at the design stage, and under-realization of DC development
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goals due to excess capacity. Government backing for front-loaded distribution network infrastructure
investments can mitigate DC system investment risks and improve DC competitiveness relative to
conventional space cooling.

Building development and associated engineering decisions are made independently. Hence,
different decision makers and timelines are involved as well as different design practices. Therefore,
developers mostly follow non-aggregated development decisions, that form an easier, quicker, and
cheaper process, rather than aligning plans with other developers. Instead, the implementation of DC
systems requires integrated planning and design practices to achieve optimal energy use. Governments
can assist in such planning including the designation of appropriate zones for DC deployment as part
of future urban development.

The cost recovery models typically employed by DC providers are complex, diverse, and
inappropriate, resulting in discrepancies in the distribution of costs (i.e., connection, capacity, use)
among involved stakeholders (i.e., DC developers, owners, tenants) from project to project and
buildings to building. In general, developers include the capital and fixed operating costs of
conventional on-site air-conditioning systems in the purchase price or building rent. By contrast,
DC providers typically require a fixed charge to recover capital costs. In addition, the operating costs
of conventional on-site air-conditioning systems are also often hidden. For instance, in buildings with
central chilled water supply, there is generally no metering for in-building cooling systems—instead,
the usage costs are recovered indirectly via tenant rent or management fees. Greater consistency
should be adopted in the allocation of DC costs between projects and between buildings [5].

As with other utilities (e.g., electricity), DC could be better benefited from using a proper
regulatory framework to protect all involved stakeholders (e.g., developers, providers, and end-users).
Guidelines should be set to define areas for DC implementation where cooling load density is
appropriate. Guidelines should also include integration of DC planning with urban and infrastructure
planning, including power and water. Governments can support the DC market by establishing
appropriate national tariff frameworks for DC. They should also define the minimum level of
requirements for DC providers for reliability and performance. Such requirements should be
accompanied by technical codes to ensure quality in design, installation, and operation of DC systems.

In summary, the GCC DC market requires regulation to address the above issues, to better benefit
from the economic advantages of DC systems, ensure end-user protection regarding pricing and
service quality, and increase energy and water use efficiency [5]. GCC governments can play a key
role in developing and enforcing such regulations. Even if the form of government intervention varies
from country to country, it should be focused on the above five areas. Finally, as for any energy/water
system in the GCC, the development of sustainable DC systems will be highly dependent on the
future availability and affordability of local fossil and renewable resources, economic market forces,
energy-environmental policies/legislation, social acceptance, and education.

5. Research Trends and Future Outlook

Sustainable DC technologies, operational aspects, and analysis, modeling, and optimization
methodologies, were reviewed based on published DC design and analysis studies in Sections 2 and 3,
focusing on the needs of cooling-dominated regions. The status and challenges of DC implementation
in the GCC region were examined in Section 4, with potential solutions and opportunities identified. In
this section, key collective research trends are compiled from the works reviewed, leading to suggested
future research directions that could facilitate the performance improvement, and wider deployment
of sustainable DC in cooling-dominated regions. DC trends and future opportunities are categorized
in this section under the following thematic areas:

• Geographical deployment location
• Sustainable energy sources and cross-sectorial DC integrations
• Sustainable cooling and storage technologies
• Thermodynamic, environmental, and economic analysis and optimization methodologies
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• Energy, environmental and economic benefits findings.

5.1. Geographical Deployment Location

In terms of DC geographical deployment location, the largest single group of DC studies in
cooling-dominated regions has focused on South Asian regions, followed by another group of
studies for the Persian Gulf. Most of DC systems analyzed in South Asia were based in Hong
Kong. These works are complemented by studies in non-cooling-dominated regions, essentially in
Europe including in Scandinavia. Despite the size of the existing DC market in the USA, published
research focusing on DC appears to be limited. There has been little if no published DC research
activity to date in the MENA other than in the Persian Gulf. These observations suggest that there is
significant scope for extending sustainable DC research and deployment to other cooling-dominated
regions, including in the Americas, Australia, Malaysia, and MENA.

Despite progress in DC deployment in the GCC, only a limited fraction of regional cooling loads is
yet fulfilled by this technology. Based on this and considering the regions’ extreme climatic conditions,
natural cooling water scarcity, dense and expanding urbanization, renewable resource potential, and
availability of industrial waste heat and waste cold, the GCC therefore represents a major opportunity
for further DC research and implementation. The energy demand and cost of space cooling in the
region is currently compounded by elevated energy intensity- and emissions per capita, domestic
natural gas shortages, volatile revenues from hydrocarbon production, and indulgent energy and
environmental regulations. GCC-specific technical and non-technical solutions identified to improve
the sustainability of DC cooling while addressing harsh climatic conditions and renewable water
scarcity were discussed in Sections 4.3.2 and 4.3.3. If effectively implemented, DC could play a key
role in advancing sustainable space cooling in the GCC residential, commercial, and industrial sectors,
and contribute to decarbonizing this historically fossil-fuel-reliant region. Such progress could serve
as model to DC development in other cooling-dominated regions.

5.2. Sustainable Energy Sources and Cross-Sectorial DC Integrations

Renewable energy sources pursued in DC research studies to date have essentially consisted
of solar thermal power (as reported in Saudi Arabia, Spain, and the UAE) to drive thermally
activated cooling, solar electricity (as reported in Iran, Singapore, and USA) to drive compression
chillers, and biomass electricity/heat (i.e., waste/biofuels, as reported in Singapore, Sweden, and
Thailand). In comparison with district heating studies, the use of CHP technology for DC in
cooling-dominated regions has been less common, partly due to a lack of heating demand in
the residential sector. Most investigations have focused on a single renewable energy conversion
technology, with few studies comparing the performance of alternatives, such as different CSP options.
Mixes of renewable energy conversion technologies, and 100% renewable energy-driven DCs (such as
in a Saudi Arabian investigation) were rarely envisaged. Non-solar low-carbon energy sources, such
as wind, hydroelectricity, geothermal, marine, and nuclear power, have rarely or not been reported
in DC systems for cooling-dominated climates to date, suggesting further opportunities to integrate
renewables in DC applications. Low- to ultra-low-grade renewable heat such as produced by solar
collectors, or extracted from geothermal or sea water, as well as ultra-low-grade waste heat sources,
have received little attention. Their potential upgrade and exploitation to drive sorption chillers
could be investigated in future work. Although integrating DC with intermittent renewable utilities
(e.g., solar, wind) could provide means of absorbing excess electricity in future energy systems, this
aspect has been rarely discussed, unlike for district heating. This may be related to less progress
being achieved in the integration of high shares of fluctuating renewables in energy systems in
cooling-dominated regions, compared with for example European regions.

Low–medium-grade heat use from fossil-fired utility production installations (i.e., gas-fired
combined cycles, gas engines, coal-fired plants, coal/oil-fired CHP plants, hybrid solid oxide fuel
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cell-gas turbine plants) to drive thermally activated cooling was considered in both hydrocarbon
producing regions (Iran, Kuwait, USA) and others (Hong Kong, Singapore, Sweden, Turkey).

The use of free cold sources (i.e., river water in China/Sweden, lake water in Sweden) and
artificial cold sources (i.e., LNG in Singapore) has been limited in DC studies to date, reflecting a
lack of natural cold sinks in hot climates, and lack of cryogenic cold energy recovery implementation.
LNG cold energy was only considered in two instances for direct district cooling including in parallel
with power augmentation, while its use for enhancing the efficiency of thermodynamic cooling
cycles has not been reported in previous DC studies. Therefore, given the projected growth of the
LNG market, the exploitation of cryogenic cold for either direct cooling provision or enhancing
the efficiency of thermodynamic power/cooling cycles serving DC applications deserves greater
attention, in conjunction with cold transportation. Potential cold transportation media require further
investigation, such as CO2, which could offer opportunities of CO2 sinking/valorization.

In terms of cross-sectorial DC integrations, which can enable material/energy recycling, hence
efficient capital use, energy conservation and flexibility, the following synergies between DC systems
and energy-intensive industrial heating and power production processes, have been considered. DC
systems analyzed in Sweden, USA, Turkey, and Iran were integrated with district heating and CHP
units, understandably because of climatic conditions. In such regions, excess waste heat generated
from thermal power, co-generation/CHP, or biomass-fired power plants during the hot season,
was exploited for cooling production at district level in the hot season. In cooling-dominated
regions, cross-sectorial integrations have essentially been limited to centralized or distributed
fossil/renewable-fueled power generators, and in one instance, an LNG regasification terminal.
Few studies have analyzed DC systems as part of broad or complete energy systems, which may have
limited the consideration of cross-sectorial integration options in the literature. Examples of potential
DC cross-sectional integrations of interest to cooling-dominated regions and that have not yet been
considered include conventional thermal power augmentation, fresh water production and synthetic
gas production from fluctuating excess electricity/heat in future renewable-based energy systems.
Thus, hot-climate regions generally experience significant losses in gas turbine power generation
capacity and efficiency, and suffer from a scarcity of natural water sources, resulting in an extensive
reliance on seawater desalination. Two possible concepts of DC cross-sectorial integration or extension
of DC to non-space cooling end-uses in such regions would be the supply of (i) compressor inlet air
cooling by the DC system to maintain power generation performance in yearly elevated high ambient
temperature conditions, as well as (ii) recycling DC chiller plant waste heat to reduce the energy
consumption of thermal desalination technologies, which currently dominate the desalination market
in for example the GCC, as well as waste water treatment. In future renewable-based energy systems
with excess electricity, the recovery of power-to-gas parasitic heat losses from either electrolysis or
catalytic methanation, which has already been proposed in the power-to-gas literature for district
heating, could also potentially serve to drive thermally activated DC cooling.

To conclude, based on published DC analyses to date, there is scope for the more systematic
identification and exploitation of a broader mix of sustainable electricity/heat sources and
natural/artificial cold sources available locally, to drive DC systems based on an optimized combination
of electrical and thermally activated chillers. In hot-climate, densely populated regions that are also
geo-politically sensitive, the exploitation of local energy/material sources rather than imported ones
to drive DC systems would play a strategic role towards energy self-sufficiency. The integration of
DC systems in future 100% renewable energy scenarios, and their role in absorbing excess fluctuating
electricity/heat to facilitate renewable penetration, hence contribute to energy security and climate
change mitigation, are also suggested areas of further research.

5.3. Sustainable Cooling and Storage Technologies

Based on published DC research studies to date, DC design/operation sustainability improvement
approaches in cooling-dominated regions have involved one or more of the following approaches: (i)
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replacement of fossil electricity-driven compression cooling with either renewable electricity-driven
compression cooling, and/or with waste/renewable-heat-driven absorption cooling, in conjunction
with capacity optimization; (ii) introduction of cold thermal energy storage; (iii) artificial cold energy
recovery; (iv) reducing DC distribution energy consumption (i.e., pumping power, thermal energy
losses); (v) improved chiller/storage control strategies; and (vi) improved modeling/optimization
approaches. However, when considered individually, DC studies have generally exploited a restricted
range of technology alternatives in a given application environment.

The focus on renewably powered electrical compression cooling and low-carbon heat-driven
absorption cooling is mainly attributable to technology maturity, availability at MW-scale equipment
capacity, and affordability. Thus, at present, commercially available thermally activated cooling
technologies with sufficient capacity and reliability for DC applications are essentially limited to
single/double-effect water-lithium bromide-absorption refrigeration.

In the future, triple-effect absorption chillers, subject to commercial availability at sufficient
capacity, may potentially be integrated in DC chiller plants to exploit sustainable heat sources
with higher temperatures, such as from high concentration solar power plants or industry, with
improved COPs compared with lower-effect chillers, albeit at higher equipment cost. Based on
an existing DC plant incorporating an ejector chiller, with further technology developments,
ejector-assisted refrigeration could also potentially become an option in parallel with other chiller
technologies, with benefits including ejector construction simplicity, amenability to low-grade
renewable/waste heat conversion, low energy consumption, and low maintenance requirements,
providing that sufficient performance and operational flexibility can be achieved through ejector
cycle enhancements (e.g., layout, controls, storage). Other identified sustainable air-conditioning
technologies having promising technical features for cooling-dominated regions include GAX-based
absorption, compression-assisted absorption, and desiccant-based cooling. However, these concepts
are presently not available in commercial systems with sufficient capacity and require further
developments. In addition, the need for innovative dehumidification technologies for DC cooling
tower inlet air has been suggested to improve tower efficiency in high ambient humidity conditions.
Potential future research topics also include hybrid refrigeration cycle concepts.

Technical concepts that could be investigated to enhance heat rejection from DC central chiller
plants in high ambient temperature conditions include the use of cold energy as heat-rejection
medium if available (e.g., LNG from regasification terminals), in conjunction with suitable cold
energy transportation options, as well as incorporation of innovative thermodynamic concepts in the
design of the central chiller plant, as mentioned above.

Regarding cold thermal energy storage, chilled water thermal storage is compatible with the
evaporation temperature range of conventional chillers, while ice storage can offer compactness in
dense districts. Local ambient conditions, combined with consumer and renewable generation profiles,
result in unique electrical/thermal load and energy supply profiles. The potential of cold thermal
energy storage to reduce cooling energy consumption is known to be more significant where large
daily ambient temperature variations exist between day and night, such as in arid regions. However,
based on the present review, the incorporation of thermal energy storage technologies in DC systems or
the specific storage technology employed are however frequently not reported in DC design/analysis
studies. When reported, chilled water and ice storage received similar levels of attention. Either hot
water or molten salts were employed for concentrated solar thermal energy storage. However, the
justification for selecting a given storage technology and consideration of alternative storage options
is generally lacking, with limited efforts devoted to storage design and optimization. This suggests
that greater attention could be given to the design and evaluation of thermal storage in DC research
studies for cooling-dominated regions. In parallel, electricity demand profiles and tariffs, and local
energy policies, may require adjustments or reforms in certain regions, as these are critical factors in
the selection of a storage technology and in capitalizing its benefits.
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5.4. Thermodynamic, Environmental and Economic Analysis and Optimization Methodologies

Cooling loads (i.e., peak loads—typically for system capacity sizing, and annual hourly cooling
loads—for operational, control and economic analyses) are an essential if not the most essential input
data to the design, simulation, and optimization of DC systems. Therefore, a high-priority research task
should be the collection and analysis of measured cold deliveries in existing DC systems. Such data
could not only directly guide potential DC design retrofits and/or operational improvements, but also
provide supporting reference information for the development and validation of predictive district
cooling load and performance models. Among published DC-level cooling load estimation procedures,
a trade-off between analysis accuracy and computational expense/time may be achieved using the
combined use of local building energy codes, local weather data, and dynamic building simulation
applied to identified building categories in the district, to develop a database of space cooling loads
per unit floor area for each building category in a given district. Such a procedure should however be
combined with uncertainties in district cooling loads (as well as sub-systems reliability/availability
risk), which have been rarely incorporated in DC systems design and analysis studies to date.
Based on numerical investigations, uncertainties in cooling loads have been found to essentially
arise from indoor conditions (i.e., mainly ventilation rate, but also occupant, lighting, and plug-in load
densities), rather than outdoor weather or building design/construction. These uncertainties have been
shown to likely significantly impact technology selection, capacity sizing and performance evaluation.
Incorporating these uncertainties in DC system design could avoid under- or over-designs, and more
accurately estimate performance, cost, and environmental impact, with quantified confidence levels.
The evaluation of district cooling loads could be refined further using coupled building energy and
microclimatic simulations to capture heat island effects on outdoor temperatures and district cooling
energy consumption, and evaluate alternative urban designs for planned districts.

Most DC performance evaluations in cooling-dominated environments to date have been
steady-state, energy analysis-based, and have focused on the operational phase. In addition to
common performance criteria generically applicable to space cooling systems, the non-renewable PEF,
EPI, CO2 factor for supplied cooling to the end-user (in kg of CO2/MWh of cooling), CO2 payback time
(CPT), and ATMI have been proposed as additional DC system sustainability-related metrics. However,
the application of such criteria to DC systems has been limited to date. Similarly, holistic sustainability
metrics have rarely been employed, with hardly any exergy, exergoeconomic and life-cycle analyses
of DC systems reported. Collectively, analyses of combined district heating and cooling systems in
heating-dominated regions appear to be more advanced from these perspectives.

In terms of DC system optimization, published works tend to focus on the optimization of the
distribution pipeline network layout design and end-user’s facilities (e.g., mix of buildings, cooling
load patterns), rather than either the central chiller plant or complete DC system including demand
and supply sides. This is related to the significant investment cost of the distribution network, as
well as prohibitive optimization complexity and computational cost. Most optimizations have been
single-objective, focusing on an economic criterion, typically the sum of annualized investment and
operational costs. In terms of software tools, mixed integer linear programing and genetic algorithms
have been the most commonly applied.

Based on these observations, there is scope to further extend the range of DC performance
metrics and analysis approaches to (i) dynamic analyses incorporating dynamic system operation
characteristics (e.g., capacity-, load-, and temperature-dependent COPs of cooling equipment), and
dynamic utility prices, with sensitivity assessments to projected fuel prices (i.e., fossil, biomass,
synthetic); (ii) design methods that incorporate uncertainties in cooling loads and sub-system reliability;
(iii) design methods that account for the effects of outdoor microclimate on district outdoor temperature
and cooling loads; (iv) more comprehensive environmental impact assessments, rather than solely
operational CO2 emissions-based; (v) concurrent demand- and supply-side optimizations, with linkage
with other sectors; (vi) use of holistic sustainability metrics and their incorporation in multi-objective
optimizations, including exergy, exergoeconomic, and reliability-based criteria, with account made
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of DC energy/material recycling (e.g., waste heat/cold sources, waste water, emissions), as well as
quantitative and qualitative (non-quantifiable) life-cycle economic parameters. Regarding item (vi),
additional sustainability criteria proposed for districts but not previously reported in DC studies, could
include for example exergy-based COPs for DC chiller plants, primary exergy ratios, compound CO2

emissions, composite rationality indicators [142] and emergy-based indicators [143] to contribute to
the analysis of district metabolism, including in terms of energy, waste, and material (e.g., waste/fresh
water, emissions) flows (i.e., including production, use and re-use/recycling), intensity and efficiency.
Aspects (i)–(vi) could contribute to the better design and life-cycle management of DC systems as parts
of smart energy hubs.

5.5. Energy, Environmental and Economic Benefits Findings

The energy savings contributed by implemented DC systems compared with on-sight cooling
systems are in large part due to the higher efficiency of large-scale central water-cooled chiller
plants compared with on-site small-capacity cooling systems. In addition, the use of a CTS system
shifts electricity/thermal energy consumption from peak to off-peak periods, which can significantly
contribute to more effective energy use. As a relevant example, average energy savings of 0.78 kWh
(46%) per ton-hour of cooling have been reported by a leading DC provider for several conventional
water-cooled DC systems implemented in the GCC relative to air-cooled building chillers. Such DC
systems were based on fossil electricity vapor compression cooling and standard design/operational
practices, rather than energy conversation-driven, state-of-the-art designs/operation.

The studies reviewed in this article highlight further energy savings that could be contributed
by the use of sustainable energy sources and cooling, storage, and cold distribution technologies,
in conjunction with appropriate control strategies. The energy benefits associated with a given
type of sustainability enhancement are generally not isolated in published studies when several
sustainability enhancement options (discussed in Sections 5.2 and 5.3) are applied in the same DC
system. However overall, the replacement of fossil electricity-driven compression cooling with
either renewable electricity-driven compression cooling, and/or with waste/renewable-heat-driven
absorption cooling, which have been the most widely investigated options, have led to reported
reductions in DC system energy consumption spanning a wide range (i.e., 10–70%), depending on DC
system design/operating characteristics and modeling methodologies. As part of such enhancement
options, DC system cross-sectional integration can enable the exploitation of low-cost, low-emission
excess electrical/thermal energy generated in the power and industrial sectors, to drive DC. Benefits
are also obtained for the excess energy provider, in terms of avoided electricity curtailment and/or
thermal energy losses, which may be sold at low cost to the DC system operator to generate revenues.

The benefits of cold thermal storage are known to be more significant in regions with large
daily ambient temperature variations between day and night, such as in for example the GCC climate.
The benefits of thermal energy storage include shifting cooling operation from peak to off-peak demand
periods, which can (a) reduce peak electricity demand; (b) reduce energy cost for both the cooling
supplier and consumer; (c) enable the more efficient use of solar thermal energy through absorption of
excess heat/electricity generated during sunshine hours, the use of which is shifted to non-sunshine
demand periods; (d) reduce installed cooling capacity requirements; and (e) improve system reliability
by using stored thermal energy as a backup. However, the energy, environmental and economic
benefits of a given thermal energy storage technology strongly depend on electricity demand profiles
and tariffs, and local energy policies. In conjunction with technical sustainability improvement efforts,
DC-related energy policies require greater attention in cooling-dominated regions, with examples of
thematic regulatory areas outlined in this article for the case of the GCC region.

Published DC system analysis studies indicate that annual CO2 emissions in sustainable DC
systems can be reduced in relative magnitudes comparable to those of energy consumption reductions
(i.e., up to 80%), relative to conventional cooling systems. Heat-activated sorption cooling can
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also contribute to reduce not only fossil energy consumption, but also the use of conventional
ozone-depleting and/or global warming refrigerants, as well as cooling equipment noise and vibration.

In terms of economic benefits, implemented DC systems have been shown to offer several cost
reduction advantages over conventional on-site cooling systems including lower energy-, maintenance-
and construction costs, with payback periods of a few to ten years. In addition, the expected life of DC
systems is at least 25–30 years, compared with 10–15 years for conventional on-site air-conditioners.
The findings from the reviewed DC literature are consistent with those from larger energy system
studies (i.e., including but not limited to districts) [144], that increased investment costs associated
with sustainable energy technologies are often offset by reduced operating costs (i.e., including fuel
costs, maintenance/operating costs, peak energy demand charges). However, the estimated economic
benefits are also sensitive to the economic assumptions and modeling/optimization methodology
applied. In particular, future commodity price projections, constant versus variable cooling equipment
performance parameters, (non)incorporation of the impacts of uncertainties (particularly in indoor
conditions) or reliability (i.e., availability risk), and analyzing the DC system as part of a broader
energy system rather than in isolation or with limited cross-sectorial interactions, can have significant
impacts on the estimated economic benefits. Economic benefits are also obtained for excess energy
providers, in terms of avoided electricity curtailment and/or thermal energy losses, which may be
sold at low cost to the DC system operator to generate revenues.

6. Concluding Remarks

Due to economic and population growth driving energy demand in hot/humid climate regions,
compounded by climate change and its effect on cooling loads, sustainable district cooling (DC)
systems will gain increasing importance over the coming decades. Most previous publications related
to district energy systems have focused on the needs of heating-dominated regions, thereby lacking
specificity to cooling-dominated regions. In the present article, available and developing sustainable
space cooling technologies driven by low-carbon energy sources and with present or potential future
applicability to DC were reviewed, as well as DC analysis, modeling, and optimization methodologies.
The challenges, status and future energy, environmental and economic potential of DC specifically
in the GCC region were discussed, with opportunities for DC technology customization and market
regulation highlighted.

Based on the present review, the potential of DC systems to contribute significantly to energy
conservation, improvements in operational cooling capability, efficiency, flexibility, and reliability,
as well as reductions in the environmental impact and cost of building air-conditioning has been
well established. However, based on the collective research trends identified in this article, several
research gaps remain to be addressed to enable the potential of this technology to be more effectively
exploited in cooling-dominated regions. Key directions proposed include increased DC cross-sectorial
integrations and synergies to enable exploitation of sustainable and low-cost energy/material flows
(including recycled waste/excess flows), more systematic exploitation of locally available renewable
electricity/heat supply options and natural/artificial cold sources for direct cooling, and application of
more holistic thermodynamic, environmental and economic performance evaluation methods, under
an appropriate regulatory framework.
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Appendix A

Table A1. Medium–large-capacity, commercially available absorption chillers from leading manufacturers
and suitable for DC applications.

Manufacturer (Country) Capacity (kW) Working Fluid Pair Technology

AGO (Germany) [145] 50–1000 NH3/H2O SE (Indirect-fired)

Broad (China) [146] 105–5272 H2O/LiBr SE (Indirect-fired)
DE (Direct/Indirect-fired)

Carrier (USA) [147]
387–3516

H2O/LiBr
SE (Indirect-fired)

359–5803 DE (Direct/Indirect-fired)

Hitachi (Japan) [148] 106–19,690 H2O/LiBr DE (Direct/Indirect-fired)

Kawasaki (Japan) [149]
281–1758

H2O/LiBr
SE (Indirect-fired)

281–3517 DE (Direct/Indirect-fired)
563–1196 TE (Direct-fired)

LG (South Korea) [150]
98–3587

H2O/LiBr
SE (Indirect-fired)

176–5275 DE (Direct/Indirect-fired)
258–3427 DE Double-lift (Indirect-fired)

Sakura (Japan) [151]
105–5274

H2O/LiBr
SE (Indirect-fired)

176–5274 DE (Direct/Indirect-fired)
264–4571 SE Double-lift (Indirect-fired)

Shuangliang (China) [152] 2901–1630 H2O/LiBr SE, DE (Direct/Indirect-fired)

Thermax (India) [153]
175–35,001

H2O/LiBr
SE (Indirect-fired)

35–140,001 SE, DE (Direct/Indirect-fired)
350–3500 TE (Indirect-fired)

Trane Company (USA) [154] 392–4725
H2O/LiBr

SE (Indirect-fired)
350–5775 DE (Direct/Indirect-fired)

Johnson Controls (USA) [155]
420–4850

H2O/LiBr
SE (Indirect-fired)

700–2460 DE (Direct/Indirect-fired)

Fischer Eco Solutions (Germany) [156] 15–5000 H2O/LiBr
Methanol/LiBr SE (Indirect-fired)

Table A2. Characteristics of typical CTS systems suitable for building air-conditioning [10,86,87].

Characteristic Chilled Water System Ice Thermal Storage System Eutectic Salt

Chiller fluid Standard water Low-temperature secondary fluid Standard water
Latent heat of fusion (kJ/kg) N/A 334 80–250

Specific heat (kJ/kg·K) 4.19 2.04 N/R
Tank volume (m3/kWh) 0.089–0.169 0.019–0.023 0.048

Charging temperature (◦C) 4–6 (−6)–(−3) 4–6
Discharge temperature (◦C) 1–4 (above charging temperature) 1–3 9–10
Chiller charging (kW/ton) 0.6–0.7 0.85–1.4 0.6–0.7 (PCM)

Chiller charging efficiency (COP) 5.0–5.9 2.9–4.1 5.0–5.9
Footprint (plant area/ton-h) Fair Good Good

Modularity Poor Excellent Good
Ease of retrofit Excellent Fair Good

Simplicity and reliability Excellent Fair Good
Economy-of-scale Excellent Poor Good

Dual-use as fire protection Excellent Poor Poor

Note: N/A = not applicable; N/R = not reported.
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Table A3. Non-renewable PEF and CO2 emission factors for fuels/energy carriers [113].

Fuel/Energy Carrier
Non-Renewable PEF,

fF(i) (-)
CO2 Emission Factor,

KF(i) (kg CO2/MWhfuel)

Lignite 1.02 369
Hard coal 1.19 369

Heavy fuel oil 1.35 296
Light fuel oil 1.35 283
Natural gas 1.36 222

Peat 1.02 417
Bioenergy (primary) 0.1 7
Bioenergy (refined) 0.2 12

Bioenergy (secondary) 0.06 3
Residual fuel 0.05 88
Waste as fuel 0 94

Electricity (input and output) 2.6 420
Industrial waste heat 0 0

Geothermal heat 0 0
Solar heat 0 0

Table A4. GWP and ODP values of commonly used refrigerants in conventional air-conditioning and
DC systems.

Refrigerant Application GWP 1 ODP 2 (-)

HCFC-123 DC system/Conventional 77 0.06
HCFC-22 Conventional 1810 0.055
HFC-134a DC system/Conventional 1430 0
HFC-245fa Conventional 1030 0

Propane (R-290) Conventional 3 0
HFO-1234yf Conventional 4 0

Ammonia (R-717) DC system/Conventional 0 0
1 GWP (100 year), GWP for CO2 = 1 [157]. 2 ODP, CFC-11 = 1 [158].
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Abstract: District heating systems have an important role in increasing the efficiency of the heating
and cooling sector, especially when coupled to combined heat and power plants. However, in
the transition towards decarbonization, current systems show some challenges for the integration
of Renewable Energy Sources and Waste Heat. In particular, a crucial aspect is represented by
the operating temperatures of the network. This paper analyzes two different approaches for the
decrease of operation temperatures of existing networks, which are often supplying old buildings
with a low degree of insulation. A simulation model was applied to some case studies to evaluate
how a low-temperature operation of an existing district heating system performs compared to the
standard operation, by considering two different approaches: (1) a different control strategy involving
nighttime operation to avoid the morning peak demand; and (2) the partial insulation of the buildings
to decrease operation temperatures without the need of modifying the heating system of the users.
Different temperatures were considered to evaluate a threshold based on the characteristics of the
buildings supplied by the network. The results highlight an interesting potential for optimization of
existing systems by tuning the control strategies and performing some energy efficiency operation.
The network temperature can be decreased with a continuous operation of the system, or with energy
efficiency intervention in buildings, and distributed heat pumps used as integration could provide
significant advantages. Each solution has its own limitations and critical parameters, which are
discussed in detail.

Keywords: district heating; energy efficiency; optimization; heat pumps; low temperature networks

1. Introduction

District heating (DH) systems are a mature technology that shows multiple advantages for the
heating and cooling sector in cities. The heating network can be connected to multiple generation units,
including combined heat and power (CHP) plants and waste heat recovery (WHR) from industries,
increasing the efficiency of the whole system. Moreover, DH has allowed in multiple cases the
integration of renewable energy sources (RES) such as wood biomass and municipal solid waste
(whose organic fraction is often considered renewable) to support the decarbonization of heating and
cooling in large cities. Indeed, the possibility of operating large plants allows a better control of the
local pollutants with respect to distributed generation.

Nowadays, the big challenge faced by fourth-generation DH [1] is the need of lowering the
operational temperature of DH systems to foster the integration of additional technologies including
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solar energy [2], heat pumps and low-temperature waste heat [3]. This is a crucial aspect in the
transition towards more sustainable heating systems, which should decrease the dependency on fossil
fuels, which are currently the main source for DH systems in many countries. An additional driver
is the major transition in electricity generation at country level: the large increase of the RES share is
affecting the economic profitability of large CHP plants, which are often coupled to DH systems in
Northern Europe [4].

The potential for low-temperature DH has already been evaluated in the literature [5],
and a number of networks already operate at low or very low temperatures, especially in Northern
Europe [6,7]. Existing low-temperature DH systems generally have a small size, the connected
buildings have significant insulation, and often the heating system of each building has no hydraulic
separation from the primary network. Traditional DH systems in large cities have no such
characteristics, and therefore alternative approaches are needed to support an effective transition of
existing systems to low-temperature solutions.

Some research works have focused on the benefits that can be reached by decreasing the network
supply and return temperatures [8], indicating the heat demand density in the area as a key parameter
for the evaluation of the competitiveness of the DH. An additional threat to the economic sustainability
of future DH systems is an excessive insulation of buildings, which can lead to excessive payback
times for the required infrastructure [9]. In some practical experiences, the importance of a proper
monitoring and control of the actual operating parameters in the users’ heating systems has been
found to be a crucial aspect for the optimization of the DH network [10]. The use of simulation models
can be an important support in evaluating the benefits that can be reached in existing systems [11], and
different approaches have been used in modeling DH systems, including simplified RC models [12]
and more complex models based on machine learning techniques [13]. More detailed models are
generally applied to single buildings, as the simulation of complex algorithms over multiple buildings
with different parameters generally leads to unacceptable time for model set-up and computation.
In the sector of DH systems, few works have focused on the actual comparison of the operation of
a given system at different temperature levels and with different operational logics.

This paper compares, by means of a dedicated simulation model, two different approaches for
a low-temperature operation of an existing DH network. The first approach considers a 24-h operation
instead of the traditional night set-back control (i.e., the heating system is shut down at night), while
the second is based on a partial insulation of the buildings in order to operate the existing users’
heating systems with a lower nominal temperature.

2. Methodology

A simulation model of a DH system was defined to evaluate the impact of decreasing, under
different conditions, the water temperature of its distribution network. The model is composed by the
final user and the distribution network of a DH central thermal plant, while the three separate use
cases compare: (i) the current condition of the third-generation of DH system; (ii) a low-temperature
network with continuous operations during the night; and (iii) a low-temperature network with energy
efficient buildings.

2.1. Simulation Model

The simulation model was developed in Modelica using the Dymola programming
environment [14]. The model was based on the library developed by IEA Annex 60 [15], an open source
Modelica library that serves as the core of other Modelica libraries, and on the library “Buildings”,
developed by Lawrence Berkeley National Laboratory, for dynamic simulation of the energetic behavior
of single rooms, buildings and whole districts [16].

The two main parts of the simulation model are the final users and the network model.
The simulation model assumptions and components are explained in detail in the following sub-sections.
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2.1.1. Final Users

The final users were simulated by a model of a building with its heating system connected to the
DH heat exchanger as shown in Figure 1 by the Modelica–Dymola scheme.

Figure 1. Simulation model for the final user, software: Modelica–Dymola [14].

The building is modeled by a volume of air with a specific heat capacity and it is connected
to a thermal conductor representing the walls of the building, with a radiator used as heat source.
The building volume is represented by the block vol, an instantaneously mixed volume, that has as
main parameters the total volume and the nominal air mass flow rate. It can exchange heat through its
heatport. The heat flows in the model are represented by preHea and the heat flow from the radiator by
Radiator. The block heaCap is used to model the heat capacity of the building, assumed independent of
the temperature and any specific geometry. This component changes the heat capacity value of the air
to include the effect of energy storage in walls and furnitures. The overall dispersion of the building
is modeled by using a single thermal conductor represented by theCon which takes as parameter the
thermal conductance, assumed to be constant during the simulation. The block is connected, on one
side, to the ambient temperature of the volume vol and, on the other side, to the outside temperature
through the component OutsideT. This reproduces a variable temperature boundary condition derived
from the weather data provided by WeaBus component (discussed in Section 2.1.2). Moreover, free
gains are taken into account by means of the component preHea, which allows injecting or subtracting
a specified amount of heat into the system. These free gains represent the passive heating by indirect
heat sources (people, lights, appliances, solar, etc.) that are generally considered in buildings demand
simulations. Summarizing, the volume of the building vol is connected to: (1) the thermal conductance
to simulate the heat losses with the environment; (2) the heat capacity that approximate energy storage
in furniture and building; (3) the radiator that is the main heat source; and (4) the free gain block.

The building heating system is modeled as a circuit between the Radiator and the DH heat
exchanger DH_HX. The Radiator parameters consist of the data typically available from manufacturers
compliant with the European Norm EN 442-2, including the nominal mass flow rate, the nominal
inlet temperature and temperature difference, and the heating power. Furthermore, compared to
the other components, the Radiator has two heat port connections with the building representing the
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convective heat flow rate and the radiative heat flow rate. For simplicity, it was assumed that the air
and radiative temperature of the building are equal. Thus, there is no difference, in the calculation of
the heat exchanged, between the radiative and the convective temperature. The transferred heat is
modeled as follows. For each element i = 1, . . . , N, where N denotes the number of elements used to
discretize the radiator model, the convective and radiative heat transfer, Qc and Qr, are calculated as:

Q̇c =
sign(Ti − Ta)(1 − fr)UA

N |Ti − Ta|n (1)

Q̇r =
sign(Ti − Tr)( fr)UA

N |Ti − Tr|n (2)

where Ti is the water temperature of the element, Ta is the temperature of the room air, Tr is the radiative
temperature, fr is the fraction of radiant to total heat transfer, UA is the UA-value of the radiator and
n is an exponent for the heat transfer. The sign function is used to give a direction to the heat flow:
positive for heating. The model computes the UA-value solving the above equations with nominal
values. Because the building is modeled as a single volume with homogeneous properties, a single
radiator is used to minimize the computational time. The DH_HX is a model of a discretized coil made
of two flow paths which are in opposite direction to model a counter-flow heat exchanger. The main
parameters are the nominal mass flow rate of the two fluids (kg/s) and the thermal conductance at
nominal flow (W/K). The water mass flow rate is controlled by a variable speed pump Pump_rad
whose detailed description can be found in [17]. The nominal value of the mass flow rate is used to
compute a default pressure curve (if no experimental pressure curve has been specified) that gives
the electrical power consumption and the pump efficiency as function of the flow rate and the speed.
The model computes the motor power consumption Pele, the hydraulic power input Whyd, the flow
work Wf lo and the heat dissipated Q. Based on the first law, the flow work is

Wf lo =
∣∣V̇ΔP

∣∣ (3)

where V̇ is the volume flow rate and ΔP is the pressure rise. The efficiencies are computed as

η = Wf lo/Pele = ηhydηmot (4)

ηhyd = Wf lo/Whyd (5)

ηmot = Whyd/Pele (6)

where ηhyd and ηmot are, respectively, the hydraulic and motor efficiency. A PI controller conPID is
used to track the temperature set point inside the building volume by controlling the mass flow rate,
that can vary within 0–100% to simulate the thermostatic valves of the radiator. The water mass flow
rate of the DH distribution network is considered to be constant. When the building heating system is
switched off, the DH flow bypasses the heat exchanger thanks to the two valves Val_01 and Val_02.

2.1.2. District Heating Network

The Dymola model of the DH network is represented in Figure 2. A detailed topological simulation
of the flow distributions in the piping layout was beyond the scope of this work. Such simulations are
usually performed in large networks where large distances may lead to complex flow distributions,
especially in networks with looped circuits. In this model, the central plant is modeled as a simple
block IdealPlant_IP that heats up the fluid to the set point temperature and calculates the transferred
power: its parameters are the set point of water temperature supply, the nominal mass flow rate and the
nominal pressure drop. The DH load is composed by nine users (user_DH) described in Section 2.1.1:
each user can represent either a single building or an aggregate load by simply changing the design
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parameters. Each load is connected to the DH network in parallel by means of junctions Junc that takes
as parameter the nominal mass flow rate per each branch and the relative pressure drop calculated as:

ṁ = K
√

ΔP (7)

where ṁ is the mass flow rate, ΔP is the pressure drop and K is a constant that is calculated at the
nominal values of the previous variables, namely ṁnominal and ΔPnominal . No thermal losses are taken
into account in this component. Right after the plant there are two pipe components for the supply and
return water flows, namely Pipe_Main_Flow and Pipe_Main_Return that take as parameters the length,
the insulation thickness and its thermal conductivity, the nominal mass flow rate and the velocity
of the fluid. The diameter of the pipe can be arbitrary specified or automatically determined by the
component according to the following equation:

d =

√
4ṁ
ρπv

(8)

Unlike junctions, the pipe component takes into account thermal losses, based on the available
geometric data and the outside temperature, while pressure drops are calculated as described
in Equation (8).

The weather data component WeaDat reads Typical Meteorological Year (TMY) data, a statistical
collection of weather data for a given location, listing hourly values of meteorological elements for
a one-year period. TMY represents annual averages and it is used in buildings simulation to evaluate
costs and expected energy consumption. However, TMY is not suited to design worst-case conditions,
as an average reference year is considered for the analysis. In the current model, TMY data were
obtained from the EnergyPlus web site [18].

Figure 2. The simulation model for the district heating system, developed in Modelica–Dymola [14].
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2.2. Case Studies

To evaluate the performance of the DH system in different conditions and the impact of lowering
the operation temperature of the district, three case studies were studied and compared in the analysis.
No case studies took into account domestic hot water production but only space heating.

2.2.1. Case 0: Current Conditions

This case represents a third-generation DH system and it was chosen as reference case.
The network is operated with a nominal supply temperature of 90 ◦C, as typical for traditional
DH systems. The users represent old residential buildings characterized by poor insulation, high
energy demand and with the heating system sized for the worst case scenario (e.g., for the city of Turin,
Italy, an outside temperature of −8 ◦C is usually considered). Users’ heating systems are turned on
during the day and shut down at night (night set-back control). In Italy, buildings are usually not
heated during night in line with the Italian national regulation that limits the heating hours per day
[19]. This operation produces a significant morning peak in the load profile, necessitating oversizing
the capacity of the DH heat generators or installing a proper heat storage system.

The simulator was tuned using design parameters from the city of Turin. Users are sized to
represent blocks of flats with the volumes 3 × 1800 m3 , 3 × 2400 m3, and 3 × 3000 m3 for a total heated
volume of 21,600 m3 allocated to nine users. The radiators were sized by considering the usual design
conditions for Turin, where old buildings’ heating systems have an average installed nominal heat
output of 30–40 W/m3. The nominal power of radiators, which is usually defined by considering
reference values of inlet temperature of 75 ◦C and outlet of 65 ◦C, was therefore calculated for each
building as

Q̇rad = 40 × V (9)

being V the volume of the building. Using these design data, the nominal mass flow rate ṁ could be
calculated, for each radiator, by using the equation

ṁ = Q̇rad/(cpW × ΔTrad) (10)

where Qrad is the nominal power, cpw (J/(kg K)) is the specific heat of water and ΔTrad is the
temperature difference between the inlet and the outlet of the radiator. Moving to the building
parameters, free gains were set to zero as conservative hypothesis in order to investigate only the
impact of the heating system parameters variation. The thermal conductance of the building, which is
required by the simulation model, was calculated from the following equation:

UtheCon = fcorr × Q̇rad/ΔTworst (11)

where Q̇rad is the nominal power of the radiator and ΔTworst is the design delta temperature between
the inside and the outside equal to 28 ◦C in Turin (given an outside temperature of −8 ◦C). fcorr is an
empirical correction factor that is needed to correlate the nominal power of the heating systems with
the real performance of the units when they are required to heat up the buildings in the morning in
the worst conditions. In this study, this factor has been adjusted to a value of 0.5 in accordance with
an acceptable transitory duration during the morning peak. The heat capacity of the building was
chosen in order to have a temperature during the night around 16 ◦C. This empirical approach was
chosen to be consistent and general enough with respect to the real operation of the heating systems,
disregarding the unknown multitude of aspects that would affect the definition of the average building
heat capacity, including the geometry, the materials of the walls and the furniture. Finally, as described
in Section 2.1.1, the building temperature is controlled by a PI controller varying the radiator mass
flow rate.
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2.2.2. Case 1: Continuous Operation Without Night Set-Back Control

Lowering the network temperature is among the most important actions that has to be done in
order to unlock the potentialities of the fourth-generation DH, e.g., RES integration and increasing
the overall system efficiency. Nevertheless, in existing systems, a simple decrease of operational
temperatures would not guarantee the comfort conditions for the users. In this case, a different
schedule of the operations has to be considered to avoid the need of modifying the building or its
heating system.

The aim of 1 was studying and understanding possible issues in lowering the temperature of the
network, and which components of the building and its heating system might be affected. In particular,
a continuous operation during day and night was analyzed as a viable way to decrease the network
supply temperature by trying to avoid the morning peak request from the radiators. Moreover, daily
load variations in DH systems, such as the morning and late afternoon peaks, lead to higher operational
costs and higher losses, decreasing the overall efficiency of the system, as explained in [20,21]. In these
two papers, the authors suggested different strategies to exploit heat storage systems to make the
load profile flatter for the generation units, but they did not mention the possibility to modify the
schedule of the operation of the users, as done in this study. The supply water temperature is then
decreased from 90 ◦C to 50 ◦C and the building heating system is operated 24 h per day. To fairly
compare the two different cases, the same heating system is used, with the same design parameters of
Case 0. Thus, the temperature values of the heating systems of the buildings were calculated by the
simulation model by operating the radiators in off-design conditions based on the nominal values of
their design parameters.

The building temperature set point was constantly equal to 20 ◦C. Moreover the controller was
changed: instead of a PI, a simple on/off controller is used, working within 20 ◦C ± 0.5 ◦C. This is due
to difficulties on calibrating the PI controller for this specific case.

2.2.3. Case 2: Energy Efficiency Intervention in Buildings

An alternative approach for lowering the network temperature can be the partial insulation of
buildings without the need for modifying the heating system operations. In this case, the aim was to
understand if a partial insulation of the building allows meeting the comfort condition while keeping
the same heating system day/night operation of Case 0. Indeed, due to the lower heat losses of the
building, the radiators can be operated at a lower temperature, leading to a lower heat demand and
consequently to the possibility of operating the radiators at a lower temperature.

The values of the design parameter for this case are the same as Case 1, except for the thermal
conductance of the users that was reduced by 40% while maintaining the same heat capacity. The new
conductance values were 0.78, 1.02, and 1.26 kW/K, respectively, for 1800, 2400, and 3000 m3 users.

The reduction rate of the thermal conductance was set by considering a reasonable target obtained
through energy efficiency measures (including the substitution of the windows and the insulation of
the walls) performed on existing residential buildings in the context of Turin, based on the experience
of the authors from real refurbishment interventions in the city. Due to the focus of this research
work, a more detailed simulation of the building was not performed, leading to some approximations.
For the same reason, the heat capacity was not varied accordingly, due to missing information of
the specific characteristics of the buildings and the consequent need of an arbitrary new value. This
approximation appeared to be acceptable in the context of the present work, and could be further
analyzed in a future application with a more detailed definition of the features of each building.

2.3. Additional Analyses

Based on the results of the previous case studies, two additional analyses were performed:
(1) a sensitivity analysis on different DH network temperatures; and (2) a further scenario with
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distributed Heat Pumps (HPs) to integrate the low temperature network and guarantee a better
users’ comfort.

2.3.1. Sensitivity Analysis for Supply Temperature

The previous cases were simulated with boundary temperatures in the network: 90 ◦C for Case 0
and 50 ◦C for Case 1 and Case 2. To better understand the impact of lowering the network temperatures,
a sensitivity analysis was performed by considering three additional temperature levels: 45 ◦C, 55 ◦C
and 60 ◦C. Moreover, to run a proper comparison, a “Comfort Factor” quantity to calculate the amount
of hours in which the indoor temperature is in the comfort range from 20 ◦C to 21 ◦C was defined as

CF =
hOSP

hheatingDay
(12)

where hOSP is the number of hours that the indoor temperature is in the comfort range and hheatingDay
is the number of hours where the heating system is on, namely between 7:00 and 22:00. It is important
to notice that, even in Case 1, only the day hours were considered for the calculation, since the night
operation had to be seen as an extra benefit.

2.3.2. Distributed Heat Pumps

The idea of this additional analysis was to substitute the heat exchanger between the network
and the user with a heat pump to boost the temperature for space heating only where it is needed.
The rationale here is that, even if in the near future most users live in high energy performance
buildings, still some cities areas, e.g., protected historical buildings, would not be able to improve their
energy performances by using low temperature heat sources. HPs use district heating water at the
evaporator side to heat the user’s heating system water (see Figure 3). Thanks to this configuration, it
is possible to keep the network temperature at lower values, increasing the potential RES and WHR
shares, and increase the temperature locally only for the users for which the temperature decrease is
not a viable option.

User

Evaporator

Condenser

DH

Figure 3. Distributed Heat Pump scheme.
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The heat pump component, which is included into the Buildings library [16], represents a vapor
compression HP that takes as main parameters the nominal mass flow rate, the nominal heat flow
rate, the nominal temperature difference and the pressure drop at both evaporator and condenser
sides. The condenser leaving water temperature represents a control inputs for the block and its COP
is calculated as given by the following equations:

COP = ηcanot,0COPcarnotηPL (13)

COPcanot =
Tcondenser

Tcondenser − Tevaporator
(14)

ηpl = a1 + a2yPL + a3y2
PL + . . . (15)

where ηcanot,0 is the Carnot Effectiveness, COPcarnot is the Carnot efficiency, ηPL is a polynomial
expression to take into account partial load operation and yPL is the partial load ratio. The Carnot
Effectiveness coefficient can be set manually or it can be calculated as

ηcanot,0 =
COP0

COPcarnot,0
(16)

where COP0 is the efficiency value in nominal conditions and COPcarnot,0 is the Carnot efficiency in
nominal conditions. Since no accurate data were available, ηcarnot,0 was set equal to 0.4 and ηPL equal
to 1. Consequently, the COP was calculated as

COP = ηcanot,0COPcarnot (17)

In this scenario, the district heating heat exchanger was replaced by a heat pump with a condenser
outlet temperature at 60 ◦C. The control logic of user is the same as in the previous cases.

Since the use of distributed heat pumps involves a significant electricity consumption, a proper
comparison with the previous cases should be performed by considering the primary energy
consumption, since heat and electricity cannot be simply summed up. In this comparison, the crucial
aspect becomes the RES share in the power grid, which can vary from country to country but also
shows a significant variability over time [22]. In this work, reference Primary Energy Factors for Italy
was considered: 1.05 for natural gas and 2.42 for electricity. The DH heat was considered as produced
by a natural gas boiler with a 90% efficiency (conservative approach).

3. Results

3.1. Simulation Results

Figure 4 shows the heat and temperature loads resulting from the model simulation for Case 0.
The DH load profile is consistent with multiple examples of daily loads in many DH systems [23–25].
This aspect ensures a first qualitative validation of the proposed model, in the absence of reliable
operation data of the case study under analysis. In particular, the reader can observe a morning peak
(1 MW) that is 2–3 times higher than the stationary load in the afternoon (around 400 kW). This is
a very well know problem that forces the heat providers to oversize thermal plants or to provide the
network with large volumes of heat storage. The network temperature in the morning, where there is
the highest energy request, has a temperature drop that is more or less equal to the design value of
15 ◦C (see bottom plot). During the rest of the day, the temperature drop is smaller due to the fact that
the heating system’s pump decreased the mass flow rate and so also the energy exchange rate with the
grid drops.
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Figure 4. Baseline heat profiles of the heat supplied to the network.

Figures 5 and 6 compare the heat demand and temperature profiles of the three cases for a given
day (1 January). The major difference is related with the morning peak, while some minor variances
can be noticed throughout the day. Both Cases 1 and 2 allow significantly reducing the morning
peak, approximately from 1 MW to 350–400 kW. This goal can therefore be reached with both
approaches, although, without building insulation, the building needs to be heated also during
the night. In particular, the controller lowers the room temperature in the afternoon in the alternative
scenarios leading to a sharp decrease in heating demand. The deep drop is due to the fact that all the
simulated users have been set with the same behavior. This is not compliant with the real world where
multiple users have generally different behaviors. It is reasonable to think that, in such a situation,
load and temperature profiles would be more stable, with small fluctuations around the rated power.
This is a limit for the current simulator, but in future developments this model can be corrected by
considering real data for different buildings.

Figure 5. Comparison of heat profiles (1 January).
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Figure 6. Comparison of temperature profiles (1 January).

While, to ease the discussion, the previous figures were limited to a single day simulation, Table 1
summarizes the performance of the system for the entire year. With respect to the reference case, Case
1 (continuous operation) leads to a slightly higher energy demand by the user, which is however
compensated by lower network losses (due to the lower operation temperatures), thus resulting in
a lower heat generation from the entire DH system. On the other hand, in Case 2, the user shows
a substantial decrease of energy consumption due to the insulation, and the network losses are
comparable to Case 1 (but obviously with a higher relative share).

Table 1. Annual energy performance of the different cases.

Case User Demand (MWh) DH Supply (MWh) Network Losses (-)

Case 0 910 1075 18.0%
Case 1 941 1019 8.3%
Case 2 548 628 14.5%

The analysis thus far focused on comparing the three different cases from the DH operation point
of view. However, to draw a fair comparison and gain more insight about the different configurations,
the users’s comfort has to be taken into account and discussed with a sensitivity analysis as done in
the following sections.

3.2. Effect of the Supply Temperature

The sensitivity analysis on the effect of having different water supply temperatures is performed
by considering as performance indicator (hOSP) the share of hours in which the room temperature is
equal to or higher than the set point (in the time frame 7:00–22:00, which is usually the time range in
which heating systems are activated in Italy). The results are summarized in Figure 7, where Cases 1
and 2 were simulated for different supply temperatures and compared against Case 0.
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Figure 7. Comparison of annual performance for different supply temperatures.

The sensitivity analysis showed some interesting aspects. Firstly, it is important to notice that, in
comparison with the other scenarios, not even Case 0 can guarantee a comfort factor of 100%, mainly
due to the temperature transient in the morning towards the set point of 20 ◦C. Keeping in mind this
aspect, Case 1 ensures an acceptable performance for a DH supply temperature as low as 50 ◦C, while
a further decrease to 45 ◦C involves a drop of the Comfort Factor. The numerical analysis therefore
suggest that such a low temperature requires some further actions in order to meet a reasonable
comfort level, such as the installation of radiators with higher surface or the insulation of the building.

On the other hand, Case 2 appears to have a lower performance across all the analyzed
temperatures, and for this reason cannot be considered a proper alternative to Case 0, even at medium
temperatures of 55 ◦C or 60 ◦C. In this case, possible solutions can be found in a continuous operation
similar to Case 1, or in the increase of radiators surface. Alternatively, to compensate for the network
temperature decrease, distributed “booster” Heat Pumps can be exploited, as proposed in Section 2.3.2
and analyzed hereafter.

3.3. Alternative Layout: Distributed Heat Pumps

In this last simulation, the solution of distributed HPs was evaluated as an integrative solution for
Case 2 and, more generally, as a viable option in networks that could be operated at low temperature
but with specific users who require a high-temperature heat supply.

Figure 8 clearly illustrates the the HPs integration enables the network to operate at 45 ◦C and
achieve an acceptable comfort for the users (Case 1 even outperforms Case 0). However, the HPs
operation requires a significant power consumption, which cannot be ignored in a systemic analysis.
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Figure 8. Comparison of annual performance of HP and different supply temperatures

The comparison of primary energy consumption in different cases is reported in Figure 9. With the
assumptions made in this work, the HPs have a larger impact than other solutions in terms of total
primary energy consumption, although further considerations may be done on the distinction between
fossil primary energy and renewable primary energy. Since the primary energy consumption variation
is quite low, it is expected that different assumptions might lead to opposite results.

Figure 9. Comparison of annual primary energy consumption

For the sake of clarity, it is important to highlight that the focus of this work was on the energy
analysis, and costs were not taken into account. From the economic point of view, a heat exchanger is
much cheaper than a heat pump, both for investment costs and for maintenance. Moreover, in some
countries, high electricity tariffs may hinder the use of HPs for space heating. On the contrary, this
solution could be suitable for small areas in the city where energy efficiency actions are not possible
for various reasons (e.g., historical buildings).
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4. Discussion

The results of this study highlight the potential of optimizing the current heat generation logics
in high-temperature DH systems. In particular, a common issue lays in the morning peak demand
needed to heat up the buildings that have been cooled during the night, due to the shut down of
the heat generation system. A continuous operation of the existing heating system could support
a decrease of the network supply temperature, as the buildings would require a much lower heat rate
that could be matched with existing radiators operating at a lower temperature.

The slight increase of energy demand of the users would be highly compensated by a reduction
of the network losses, thanks to a lower average network temperature. This aspect should however be
carefully evaluated when defining heat tariffs, as without proper actions this new operation strategy
would increase the bills of the final users and lower the costs for the DH network operator. Proper
regulation rules are required to support this transition by sharing the potential benefits among the
final users and the DH system operators.

The refurbishment of buildings can lead to significant energy savings, but it not necessarily
guarantee a shift towards a low-temperature DH operation. A critical parameter would be the amount
of energy savings that are obtained, as without changing the existing radiators their heat supply is
strictly related to their operation temperature. In this perspective, a buildings insulation strategy
should be tailored on the features of the existing heating systems, unless a total substitution is included
in the refurbishment intervention.

The analysis of the HPs behavior leads to a more complex model, as multiple parameters have
an impact on their operation and different indicators can be chosen to evaluate their contribution.
In particular, the shift towards low-temperature DH networks coupled to booster HPs is a promising
solution where the integration of RES is of primary interest. On the other hand, if the DH generation
plant remains fossil-based (considering a simple natural gas boiler), with the current Italian electricity
mix, HPs do not lead to a decrease of the total primary energy consumption of the system. As already
discussed, total primary energy consumption is just one of the possible indicators for evaluating the
energy and environmental performance of a given technology: further research activities can underline
the main parameters affecting these results.

Policy Indications

While this paper has been mostly focused on technical and operational aspects, energy policies
are at the basis of the development of low-temperature DH systems. In particular, a well-designed
policy support could foster a temperature decrease in existing systems, often without the need of
economic-intensive actions.

DH systems are an effective and reliable solution for the heat supply in urban contexts, with
a significant potential of integrating RES in heating and cooling. However, in many countries, there
is a lack of specific regulations and targets to support this important transition, which involves the
decrease of temperatures in existing networks. In some cases, DH systems would be compatible with
low-temperature operation [10], but there is no interest for DH operators to reach lower temperatures
and integrate RES with generally high investment costs.

However, some business models are already demonstrating that solar energy and centralized
heat pumps for waste heat recovery are competitive solutions for RES integration in existing systems,
although with generally higher payback times than usual industry applications. Specific targets set
by regulators, with dedicated incentives, could support a wider diffusion of these technologies in
countries that are showing a high unexploited potential.
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5. Conclusions and Future Work

This work has presented a comparison of alternative strategies to decrease district heating network
temperatures with the aim of improving the efficiency of DH systems and increase the potential RES
integration. The main conclusions of this research work are the following:

• A continuous operation of the buildings’ heating systems (Case 1) allows decreasing the network
temperature without compromising the comfort until 50–60 ◦C, even without any action on
building insulation or heating system configuration. Such a management logic is able to provide
comfort levels that are comparable to traditional high-temperature operation of the network.
However, temperatures below 50 ◦C do not guarantee an acceptable comfort level. On the other
hand, the users energy consumption increases due to the continuous operation of the heating
system by 3.5% with respect to the reference case, although the network losses are decreased.

• The results from Case 2 (buildings’ insulation) confirm the great benefits of energy efficiency
interventions in buildings. The energy consumption is much lower with respect to the other cases,
the fluctuations of the indoor temperature are smaller, and day and night operation could be used
instead of continuous operation. However, unlike the previous case, the network temperature
must be at least 60 ◦C to guarantee an acceptable comfort level under the hypotheses of this study.
The cause is the lower temperature difference between the heating system’s water and the indoor
temperature, which makes the morning transient longer with respect to the reference case.

• The combination of heat pumps and district heating systems seems to have a noteworthy potential,
although some parameters are critical for their success. In fact, booster HPs can lower the energy
demand from the DH network (and the supply temperature as well) but at the expense of
a non-negligible local electricity consumption. Their environmental benefit is therefore strictly
dependent on the source of these electricity, with reference to its renewable share and CO2 emission
factor. HPs are very efficient devices, if well designed, but they are more expensive and fragile
than simple heat exchangers. Nevertheless, the simulation highlights the potential advantages of
this combination that have to be evaluated through a detailed business and management plan.

These findings highlight that, from the technical point of view, alternative strategies exist for the
evolution of current DH systems to low-temperature DH systems. Moreover, in some cases, a simple
modification of the heat supply schedule could allow reducing the network temperatures without
the need for further actions. Distributed heat pumps used as temperature boosters can be a technical
solution for specific users who do not accept a decrease of their temperature supply.

Future Developments

This work can be the basis for the future development of a more detailed model of both user and
DH systems. Design data were used to characterize the different components but, most of them, accept
real data as input. This features could be interesting, for example, for a comparison between large HPs
on the return line of the DH plant or small distributed HPs near the users (as considered in this work).
Real COP data, pump consumption curves and thermal load data can be used to further develop this
model by considering different real case studies. Moreover, the present study used average building
features obtained from real cases, but without a detailed modeling of each building. As a result, some
approximations were made due to some missing information. A specific building simulation model
would be needed to increase the reliability of the results, which in turn leads to a more complicated
model with higher computational resources. In addition, future work will include detailed piping
of the network and increasing size of the DH system to demonstrate DH network balance for both
temperature and flow.

Moreover, the possibilities to simulate multi physics systems can be useful to address pro and
cons for high penetration of electrical and thermal grids. Thanks to the “encapsulation of knowledge”
property, it is possible to develop and validate single-physics systems (PV plants, wind plants,
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buildings, etc.) and to combine the different blocks together to study the interactions between
components and to find the optimum scheme to increase energy efficiency and RES utilization.

Author Contributions: conceptualization, M.N. and F.N.; methodology, F.N., G.M. and M.N.; simulation, F.N.
and G.M.; writing—original draft preparation, F.N. and M.N.; writing—review and editing, G.M., M.N. and S.R.;
supervision, M.N. and S.R.; and project administration, S.R.

Funding: The authors gracefully acknowledge financial support by the European Commission project
E2DISTRICT under grant number 696009.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

CHP Combined Heat and Power
COP Coefficient Of Performance
DH District Heating
HP Heat Pump
PEC Primary Energy Consumption
PI Proportional Integral
RES Renewable Energy Sources
TMY Typical Meteorological Year
WHR Waste Heat Recovery
A area (m2)
CF comfort factor (-)
COP Coefficient Of Performance (-)
d diameter (m)
fcorr empirical correction factor (-)
fr fraction of radiant heat (-)
hOSP comfort factor (-)
ṁ mass flow rate (kg/s)
ΔP pressure difference (Pa)
Q̇ thermal power (W)
T temperature (K)
U transmittance (W/(m2K))
V volume (m3)
V̇ volume flow rate (m3/s)
v velocity (m/s)
W power (W)
ρ density (kg/m3)
η efficiency (-)
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Abstract: This paper addresses the problem of data centers’ cost efficiency considering the potential
of reusing the generated heat in district heating networks. We started by analyzing the requirements
and heat reuse potential of a high performance computing data center and then we had defined a
heat reuse model which simulates the thermodynamic processes from the server room. This allows
estimating by means of Computational Fluid Dynamics simulations the temperature of the hot
air recovered by the heat pumps from the server room allowing them to operate more efficiently.
To address the time and space complexity at run-time we have defined a Multi-Layer Perceptron
neural network infrastructure to predict the hot air temperature distribution in the server room
from the training data generated by means of simulations. For testing purposes, we have modeled
a virtual server room having a volume of 48 m3 and two typical 42U racks. The results show that
using our model the heat distribution in the server room can be predicted with an error less than 1 ◦C
allowing data centers to accurately estimate in advance the amount of waste heat to be reused and
the efficiency of heat pump operation.

Keywords: data center; heat reuse; Computational Fluid Dynamics; prediction algorithm; neural
networks

1. Introduction

Nowadays data centers (DCs) are subjected to significant pressure to perform more efficiently
from an environmental perspective towards generating carbon-neutral benefits. The DC industry
is investing in finding effective ways to improve energy efficiency. The challenge is how to turn
the environmental focus into a long-term business opportunity by finding new revenue streams.
The electricity consumed by the IT infrastructure to implement the DCs’ core mission, which is to
reliably execute their clients’ workload, is almost completely converted into heat. Additionally, even in
well designed DCs, the cooling system consumes almost 37% of the total energy demand to maintain
the temperature set points for the servers’ safety [1]. The H2020 CATALYST project [2] vision is to
achieve cost and environmental efficiency by integrating DCs with the districting heating infrastructure
transforming them into active players in the thermal energy value chain.

Naturally, in this context solutions for re-using the otherwise wasted heat of a DC in nearby
neighborhoods have been proposed, however, even though there is a big potential for DC heat reuse
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there are still technological challenges that need to be addressed. The first challenge is the low quality
of waste heat extracted from DC, while the second one is the efficiency in the operation of the heat
pumps [3]. This is, in particular, true for air-cooled DCs using electrical cooling systems where the
heat extracted from the server rooms has a temperature below 40 ◦C [4]. To make heat usable and
marketable the DCs have to install heat pumps that are able to raise heat temperature to around 80 ◦C
which allows heat transportation over longer distances to nearby buildings [5]. In the latter case, the
heat pump consumes energy in the process of increasing heat quality [6]. The more efficient a heat
pump is, the less energy it will consume and it will be more cost-effective for a DC to operate it. One of
the factors influencing this is air temperature in the server room. The higher the temperature the
less energy the heat pump will consume. Thus, methods for increasing the server room temperature
set points have emerged allowing the temperature of the air extracted in the server room to increase.
However, this leads to the third issue related to the generation of server room hotspots, that can lead
to emergency stops or server failure. To avoid such hazardous situations, the server room and cooling
system settings and configurations need to be properly evaluated by simulations allowing the DC
operators to properly assess their impact in terms of heat distribution, prior of making them effective.
We address the above-presented issues by bringing the following novel contributions:

• Definition of a heat reuse model for DCs allowing them to estimate in advanced the amount of
generated waste heat and the impact on the efficiency of the heat pump operation;

• Definition of Computational Fluid Dynamics (CFD) models to simulate the thermodynamic
processes inside the server room and estimate the temperature of the hot air generated;

• Development of neural networks algorithm to predict the heat distribution in the server room
from training data generated using the CFD simulations, making our model feasible for near
real-time decision making;

By using the proposed approach, the DC operators will be able to accurately forecast the
temperature of the hot air recovered from the server room and the amount of waste heat that might be
reused. They will also be able to compare and contrast additional investment costs with incremental
revenues that can be achieved from valorizing forecasted waste heat.

The rest of the paper is organized as follows: Section 2 describes the relevant related work in
the area of DC heat grid integration focusing on the approaches for modeling the thermal processes
and predicting the heat distribution inside the server room. Section 3 presents an analysis of the heat
reuse potential of the Poznan Supercomputing and Networking Center (PSNC) Section 4 details our
proposed DC waste heat reuse model which combines the Computational Fluid Dynamics with neural
network based prediction infrastructure and Section 5 presents evaluation results for a virtual server
room with two racks. Section 6 concludes the paper and presents suggestions for relevant future work.

2. Related Work

Several solutions proposed in the literature tackle the reutilization of DCs’ waste heat for
heating-up closely located houses, apartments and offices [6–8]. District heating (DH) networks,
already identified as an important need the intelligent heat distribution process that must take
advantage of the third party-generated heat (DCs are candidates for this process) [9]. Other approaches
are aimed at providing heat-oriented ancillary services which involve forecasting methods to identify
heat demand patterns [10,11]. Modeling and simulation techniques are defined in [12,13] with the
objective of reusing and transporting thermal energy within DH networks. These can help to evaluate
limitations, benefits, and costs and serve as a preliminary feasibility study before actual solution
implementation. Another aspect to be considered is the reduction of emissions generated for peak
load production of thermal energy usually produced with fossil fuels [2].

In the direction of DCs integration with heat networks, modeling thermal processes related to the
computing infrastructure and discovering their impact on the surrounding environment has recently
gained in popularity. A constant increase in spatial and thermal density of computing systems make
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their evaluation more important but also more challenging. For now, Computational Fluid Dynamics
(CFD) simulations are seen as the most suitable solution. In contrast to experimental examinations,
CFD allows obtaining the volumetric field of many physical variables. It is also much more convenient
and cheaper to simulate varying scenarios than evaluate them in the real world. Numerous examples
of studies of airflow inside the server room with CFD analysis can be found in the literature. A detailed
CFD analysis of various air distribution systems and their cooling efficiency was described in [14],
while in [15] the impact of air conditioning failures and fluctuations of servers’ power were considered.
Other studies [16] were focused on the analysis of optimal airflow angle through supply tiles for server
rooms with raised floor cooling system. Nevertheless, the CFD-based solutions are effort-intensive
for model preparation and time consuming for gaining good results, which makes them inadequate
for complex system simulations and analysis of numerous configurations. As an alternative, the
Potential Flow Model [17] and orthogonal decomposition methodology [18] have been proposed to
reduce the complexity of the initial CFD model. Another approach is leveraging on analytical models
which are applied directly within the process of DC thermal evaluation or to the simulation toolkits.
The power and thermal models proposed in literature correspond to different levels in the hierarchy of
resources within DC. In [19] the authors discussed the power models of a server and its subcomponents,
while the thermal behavior of a server is analyzed in [20]. The models define the temperature of the
processing unit, as well as the changes in the temperature at the server’s outlet. Extension to these
models, including the power leakage phenomena is described in [21]. Moreover, in [20] also the power
models for the whole data center are proposed, together with the corresponding cooling models [22].
A simplified version of the cooling model was presented [23], while [24] introduced the concept of a
heat distribution matrix specifying the heat recirculation between the servers. It defines the impact
of hot air leaving the server to its inlet. Authors showed also how a combination of CFD simulation,
together with a heat flow model and analytical data can contribute to the overall thermal analysis of a
DC. An example of the complex simulation environment for the assessment of DC energy and thermal
efficiency is the SVD Toolkit being, the result of the CoolEmAll project [25]. The toolkit integrates
analytical simulations and the CFD modeling to the impact of different DC’s management policies,
hardware configurations and intensity of workloads. In this way, it enables energy-efficiency and
heat-efficiency optimization with respect to the common metrics.

However, to perform a complex evaluation of the DC, including analysis of the great number
of possible states and with plenty of parameters, another approach, which benefits from the
aforementioned solutions, is required. Thus, in this paper, we built upon the existing state of the art to
present a combination of CFD simulations with a neural network-based prediction infrastructure to
allow the forecast of temperature distributions in server rooms considering a high number of different
cases. Our approach is rolling in the black-box prediction methodologies which allow for learning a
prediction model at of training data without any information on the underlying physical processes.
The prediction model, once learned, features low computational and time overhead, and could be
integrated with a proactive DC management strategy to control workload allocation and cooling
system settings for adapting the DC heat generation in order to meet different heating goals [1].

Few learning-based approaches are described in the research literature. In [26,27] such algorithms
are trained to predict the behavior of the DC cooling system. In [27] data measured from a real DC
is used for training a feedforward and a dynamic recurrent artificial neural network and results are
compared against a CFD simulation. The proposed system has comparable accuracy with the CFD
simulation but a much faster convergence time and can be incorporated in real-time control strategies.
Similarly, in [28], a neural network solution is proposed for predicting DC temperatures. The neural
network approach has the advantage that it can learn the environment continuously by adapting its
parameters each time new environment data is taken from sensors. The neural network can be initially
trained either with real environmental data or with data generated by a CFD simulation for the DC
model. In [29] a novel thermal forecasting method is developed which can predict server temperatures
using data streams acquired from sensors. Compared with CFD-based solutions the proposed one is
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simpler and uses a gray-box model of the underlying physical systems to model the thermodynamic
processes and sensor data together with an algorithm that continuously adapts the models to new
monitored data. Evaluation results show better prediction accuracy than standard approaches driven
only by data and identifying risky situation 4 minutes before they appear. Similarly in [30] the authors
use the trained model as input to a thermal-aware scheduling algorithm and evaluated its performance
through simulations.

3. PSNC Data Centre Example

The DC IT infrastructure executes the clients’ workload and as result, heat is generated and
it accumulates in the server room. All consumed electricity of DC IT infrastructure is ultimately
converted into heat that needs to be dissipated by an electrical cooling system in order to maintain the
temperature inside the server room under pre-defined set points for safe operation of servers. As the
IT servers design is continuously improved for operating at higher temperatures and the server room
density continues to rise, the DCs will become important producers of waste heat.

One of such DC is the PSNC [31] which already uses part of the heat produced by its DC to provide
heating for offices (for around 300 people) located within the same building. PSNC is located nearby a
campus of the Poznan University of Technology (PUT) so further potential use of the remaining waste
heat was identified. Analysis of this case provides motivation and requirements for the models and
methods of heat reuse prediction and optimization proposed in this paper.

3.1. Heat Reuse Within the Building

PSNC’s DC covers an area of 1600 m2 with a maximum (possible) power capacity equal to 2 MW
(and with the possibility to extend the supplied power up to 16 MW). However, the usual, average
power drawn by DC is around 0.9 MW. IT infrastructure is both liquid and air-cooled (where the
liquid cooling is used for the HPC part of the DC) resulting in a Power Usage Effectiveness (PUE) of
1.3. Currently, around 400 kW is used by the system using a Direct Liquid Cooling (DLC) approach.
Shortly, the DC will be extended by another DLC system leading to an increase the mean power usage
(>1 MW). The average resource usage oscillates around 70%, however, the utilization of nodes of the
largest HPC system reaches often 90%. In the liquid cooling system, the inlet/outlet temperatures of
the coolant are up to 35/45◦C in the summer and 20/30 ◦C, respectively, in the rest (around 70%) of
the year. Figure 1 shows the amount of accumulated heat, generated in DC within the period of two
months between September and November.

 

Figure 1. Heat characteristics data for the PSNC’s DC.

One should note that the total increase in the amount of heat within the evaluated period was
around 4200 GJ, which corresponds to the average power drawn by the DC. Currently, the heat from
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DC is used for heating the whole PSNC building. PSNC’s facilities are equipped with a 300 kW heat
exchanger. The total heat reused is within 200–300 kW in the winter season. The heat is reused from
both low and high-temperature loops. The following chart (Figure 2) shows the heat supplied (from the
DC) to the PSNC building and the external temperature characteristics within the evaluated time slot.

 
Figure 2. PSNC’s heat exchanger data.

Also, the more rapid increases in the amount of heat exchanged correspond the drops in the
external temperatures. The total amount of heat exchanged in the analyzed period was around 40 GJ,
which is far below the capabilities of the current heat exchanger.

3.2. Heat Reuse in the Nearby Neighbourhood

In the neighborhood of the PSNC building, there is a PUT campus. The PSNC building is thus
located near three main buildings: the Faculties of Architecture and Engineering Management Building
(building C), Faculty of Chemical Technology Building (building B) and Library and Lecture Center
Building (building A), all only at most 400 meters away. This can be seen in Figure 3. Buildings A
and B are equipped with air cooled water chillers and coupled with heating substations connected
to the Poznan district heating network, with a contracted power demand of 1027 kW and 500 kW
respectively. Building B is also equipped with 360 kW heating power Ground Source Heat Pumps
(GSHPs). In building C, a nearly zero-energy one, cooling and space heating is provided by a low
temperature thermally activated building system and heat is generated only with the GSHPs.

Heating energy demand is covered with the use of GSHP by 100% for building C and by 80% for
building B. Heat generated with GSHPs costs 10 €/GJ, while heat from the district heating network
costs twice this price. 100% of the heating energy for building A (5430 GJ annually) and 20% for
building B (843 GJ annually) is provided by heating substations, resulting in a total of 6273 GJ annually.

A water loop of 250 kW and 5 ◦C supply/return temperature difference between buildings B and
C was designed, as both B heating station and water chillers are oversized. Two operating modes
are considered:

• Heat peak source for building C—building C heating system is assisted with heat from building B
during winter;

• Building C cooling—chilled water from building B chillers and heat pumps is supplied to building
C cooling system.
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Figure 3. Main heat fluxes for PSNC and PUT A, B and C buildings, (I)—summer period, (II)—winter
period with water loop #2, (III)—winter period with #1, #2 and #3 loops, DHS—district heating
substation, ACWC—air cooled water chiller.

A detailed design for the water loop was prepared and it is to be built in the first half of 2019
when building C will be put into use.

As the heat production of PSNC exceeds its energy need subsequent considerations on capabilities
of heat transfer between PSNC and PUT buildings were conducted. It was assumed that 700 or up to
1000 kW heat could be transferred to buildings B and C. Two subsequent water loops between PSNC
and building C and between buildings A and B should be built together with local storage tanks and
pumping stations (Figure 4).

Figure 4. Loop connection schema for the considered buildings.
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Supply/return water temperature for building B heating system is 60/45 ◦C and 80/60 ◦C for
building A, built earlier with less thermal protection. Building C heating system with a thermally
activated building system is a very low-temperature one with temperatures of 35/30 ◦C.

PSNC utilizes DC waste heat with a local multi-split and variable refrigerant volume systems.
Water-to-water or air-to-water heat pump should be used in PSNC to increase the temperature of air or
chilled water returning from the DC to slightly above the building supply temperatures to thus cover
the heat losses in water loops and in the heat exchangers in each building. Exchangers are necessary to
separate the water systems. To obtain higher supply temperatures additional boilers or second heat
pump could be used in a particular building. The total length of the loop, made with pre-insulated
pipes, will be less than 500 m.

Taking into account the current heat demands of the PSNC building and the upcoming
enlargement of the DC’s computational capabilities, there are promising prospect to fulfill the PUT heat
demands at least partially by using the PSNC facilities. However, the heat demand of the neighborhood
may vary significantly depending on external temperatures. Additionally, DC heat generation and
outlet temperatures may differ depending on load, temperatures, and cooling system configuration.
Therefore, the optimal configuration of such a system requires accurate prediction of heat production
and the state of the system. Models and methods for such accurate prediction of the DC thermal
flexibility are studied in the following sections.

4. Optimizing DC Heat Reuse

4.1. Heat Energy Harvesting Efficieny

The potential value of residual heat is partially determined by applied cooling technology from
where the energy has been gathered. The heat produced by the servers has low temperature, due
to the low temperature range of their safe operation (THOTAIR ≤ 30 degrees Celsius) but at the same
time it is the simplest and most efficient method to recover the waste heat and reuse it for domestic
heating. However, district heating networks usually require temperatures above 60–70 degrees Celsius.
The thermal energy must either be harvested at a higher temperature; this being possible only for
liquid cooling systems (that can reach a temperature of 60 degrees Celsius) or passed through a heat
pump to increase its temperature (TDISTRICT) by using a refrigerant cycle that consumes electrical
energy. Consequently, DCs that rely mostly on air cooling systems are equipped with heat pumps to
raise the temperature of the reused heat.

The heat pump has two coefficients of performance indicators (COP): one defined for the cooling
process of the air to be fed back to the DC server room through the perforated floor and one defined
for the heating process to deliver in nearby neighborhoods:

COPCooling =
ΔQCool

ECompressor
≤ TCOLDAIR

THOTAIR − TCOLDAIR
(1)

COPHeating =
DQHot

ECompressor
≤ TDISTRICT

TDISTRICT − THOTAIR
(2)

where ECompressor is the heat pump compressor energy consumption. In other words COPcooling
characterizes the process done by the pump to cool the server room, while COPHeating characterizes
the process done by the heat pump to increase temperature of supplied heat and to transfer it.

When an air-cooled DC uses heat pumps to dynamically generate thermal energy for heating
purposes, the server room is used as a thermal energy buffer that allows increasing or decreasing
the heat produced (see Figure 5). This is achieved by modifying the temperature set-points in the
server room and deploying and executing more workload on the IT servers to allow thermal energy to
accumulate. This will also improve the efficiency of the heat pump operation which operates better at
higher temperatures. As it can be seen in relations (1) and (2) minimizing the compressor’s dissipated
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work ECompressor leads to maximizing both COPHeating and COPCooling and this happens when the
temperature of the air extracted from the server room THOTAIR is high.

 
Figure 5. DC electrical air cooling infrastructure and heat reuse.

However, increasing the server room temperature set points can lead to potentially disastrous
situations, such as equipment overheating and malfunctioning due to hotspot formation in certain
areas of the server room. To avoid these risks, before making any decisions a simulation should be
performed to validate the new temperature set-points and workload distribution of the IT servers,
eliminating the risks of hotspot formation and equipment malfunction. Thermal processes are highly
complex and need dedicated simulation tools to achieve accurate and realistic results. The most
used methods are based on Computational Fluid Dynamics (CFD) techniques that use numerical
simulations to compute the flow of fluids (liquids or gasses) in an area defined by boundary surfaces.
Applied in DC thermal distribution simulation, CFD tools report an error of about 1 degree Celsius
compared to the real environment, thus being suited for decision analysis regarding server room
temperature set-point.

At the same time, CFD-based simulation methods have their own limitations when applied to
thermal flexibility studies. Calculations related to a single scenario require a parallel environment
and a significant amount of time. Performing CFD for multiple scenarios for every server room in a
large-scale DC is costly and time-consuming, being an approach that cannot be considered as affordable
and effective in near real time. Thus, to overcome such limitations, in our study we propose to combine
CFD simulation with neural networks based methods to predict the temperature distribution in the
server room aiming to increase the amount of heat recovered. In this case, the simulations result of
numerous configurations of the single simplified setup will constitute the training data set for the
neural network based prediction process, which will be used at run time for decision making.

4.2. Server Room Thermal Model

CFD simulations of a virtual server room are used to model the input cold air in terms of pumped
airflow and temperature as well as the generated hot air and heat distribution in the server room
model for multiple setups. Both the model and the subsequent simulations are prepared with an
in-house tool dedicated to the server room CFD analysis, based on the open-source OpenFOAM
v4.1 software [32]. To obtain the dynamics of the server room airflow, unsteady Reynolds-averaged
Navier-Stokes (URANS) equations together with the two-equational k-ε turbulence model are resolved.

The utilized solver, buoyantBoussinesqPimpleFoam, allows capturing buoyancy effects, taking
into account pressure gradient along the vertical dimension, describing static pressure p as:

p = prgh + ρgh (3)
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where: prgh is the pseudo hydrostatic pressure, q is the air density, g the gravitational acceleration, h the
height in the opposite direction to gravity. The solver introduces also the Boussinesq approximation
which assumes linear dependency of density and temperature variations. It is applicable to the
server room airflow due to relatively slight density fluctuations expected. The approximation reduces
nonlinearity and simplifies solved problem. The effective density qk, present in the gravity term of
momentum equation, is expressed with the following equation:

ρk = 1 − β
(

T − Tre f

)
(4)

where β is the thermal expansion coefficient, T the temperature, Tre f the reference temperature. Such
an approach makes the solver incompressible. The solver uses the PIMPLE pressure-velocity coupling
algorithm to obtain a transient solution, which is a combination of Pressure Implicit with Splitting of
Operator (PISO) and Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) schemes.

The server room is modelled considering its size (width × depth × height) as well as the racks
deployed in it. In general, the utilized CFD tool allows modelling a rack both as a set of separate
servers of any occupation pattern or as a simplified single device. Due to performance reasons,
we chose the second approach. The racks are considered as fully and homogeneously occupied with
servers, their geometry is simplified in a way that each of the racks is treated as single airflow and heat
source. They are provided with one inlet and one outlet each, allowing the use of less computationally
expensive mesh. Cold air is supplied into the room through the floor surface whereas the return air
stream leaves through the ceiling. The intention of such Computer Room Air Conditioning (CRAC)
modelling was to create a possibly generic case, independent from location and number of floor supply
tiles and return outlets. The virtual server room model used in this study is presented in Figure 6.

Figure 6. Arrangement of virtual server room in case of 2 racks.

To properly model each rack as heat sources and to keep the power of racks at a constant level
during every simulation execution, swak4Foam [33] library (Swiss Army Knife for Foam) was utilized.
It allows binding boundary conditions with functional dependency of one from another with groovyBC
utility. While at racks inlets the temperature was forming freely, at racks’ outlets, on the other hand,
the temperature boundary condition was characterized as a function of inlet temperature, to fulfil
below heat balance equation:

ρk = 1 − β
(

T − Tre f

)
(5)

where Pr is the heat output of rack, ρre f is the reference density (1.1884 kg/m3 for reference prgh = 100
kPa and Tre f = 20 ◦C), Qr is the rack airflow volume (2.0 m3/s, ≈0.048 m3/s per U), Cp is the specific
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heat capacity (1003.98 J/kgK), THOTAIR is the rack outlet temperature and finally TCOLDAIR is the rack
inlet temperature. For this study, it is assumed, that 100% of racks power consumption is responsible
for heat generation. The final form of the outlet temperature equation is stated below:

THOTAIR = TCOLDAIR +
Pr

ρre f QrCp
(6)

4.3. Predicting the Heat Distribution

The CFD experiments described above compute the temperature of the hot air generated in
the server room (THOTAIR) considering M virtual probes, the simulation outputs TProbe[m]

HOTAIR[t] where
m ∈ {1 . . . M} and t is the time instance when the data was taken (see Figure 7). The probes are
deployed at the inlet and outlet of the K racks as well as at the outlet of the server room. The simulation
input is defined by the initial room temperature (TROOM−INITIAL), the temperature of the air pumped
by the cooling system in the server room (TCOLDAIR) and its flow (airFLOW) and the heat generation of
the K racks modelled (HeatRack[k], k ∈ {1 . . . K}).

Figure 7. Structure of the neural network infrastructure and data set used in the forecasting process.

The CFD input parameters are varied to generate N different scenarios, each run over an interval
of T seconds to compute the temperatures for the M probes. The generated data are fed to a neural
network based infrastructure with the goal of predicting the heat distribution in the server room and
the temperature of the hot air generated. The forecasting infrastructure is based on neural networks
of type Multi-Layer Perceptron (MLP) featuring 4 fully-connected layers of neurons of type ReLU
(Rectified Linear Units). The input layer has K + 3 + M neurons, the other two hidden layers have
α(K + 3 + M) + β neurons, while the output layer has dt × M neurons, where dt is the number of
seconds for which each MLP will predict the probe temperatures.
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Because we need predictions for every second in the [0 . . . T] forecasting interval, the developed
infrastructure has MT = T

dt MLP modules trained with data filtered for a specific second (t in Figure 7)
to compute temperature predictions of the M probes for that time instance. Each of the T MLPs
has as input the K + 3 parameters (TROOM−INITIAL, TCOLDAIR, airFLOW , {HeatRack[i], i ∈ {1 . . . K}})
describing the initial situation of the simulation and additional M parameters describing the
temperature probe values at the beginning of the prediction window TProbe[m]

HOTAIR[t0]. Each MLP module
aims at predicting the temperature of the M key points representing the probes deployed in the server
room for every timestamp t in each time interval of the form MLPdomain(i) = [i × dt, (i + 1)× dt],
where i ∈ {0 . . . MT − 1}. Thus, for computing the all the hot air probe temperatures at second t in
the future, the index i of the interval MLPdomain(i) has to be computed as the integer part of the ratio
i = [ t

dt ], and the temperatures will be predicted by the ith MLP as its (t − i × dt) outputs:

TProbe[m]
HOTAIR(t0 + T) = MLPi

(
TROOM−INITIAL, TCOLDAIR, airFLOW , HeatRack[K], TProbe[M]

HOTAIR [t0]
)
[t − i × dt] (7)

For looking forward into the future and predicting the server temperature at deployed probes
over periods larger than the CFD simulations of T seconds, we proposed the iterative algorithm shown
below (Algorithm 1). The algorithm inputs are the initial parameters of a simulation and the time for
which the prediction has to be computed, while the outputs are the M simulation output parameters
after the simulation time Timeprediction.

Algorithm 1. Heat Prediction Algorithm for Long Time Periods

Input: TROOM−INITIAL, TCOLDAIR, airFLOW , HeatRack[k], Timeprediction

Output: TProbe[m]
HOTAIR

[
Timeprediction

]
, m ∈ M

Begin

IntervalsT =
Timeprediction

T // iterate over the interval
[
0 . . . Timeprediction

]
with time step of length T

IndexT = Timeprediction % T // compute time interval remaining that cannot be covered by time steps of length T
Iiterations
MLP = T

dt // compute MLP index within T interval
Outputiterations

MLP = T % dt // compute output index within the MLP
I f inal
MLP = IndexT

dt //compute MLP index within last IndexT interval
Output f inal

MLP = IndexT % dt //compute output index within last MLP
t0 = 0

For (time = 1 to IntervalsT) Do
For (m = 1 to M) Do

TProbe[m]
HOTAIR[t0 + T] = MLPIiterations

MLP

(
TROOM−INITIAL, TCOLDAIR, airFLOW , HeatRack [K], TProbe[m]

HOTAIR[t0]
)[

Outputiterations
MLP

]
t0 = t0 + T; m = m + 1
End For

TProbe[1...M]
HOTAIR

[
Timeprediction

]
= MLP

I f inal
MLP

(
TROOM−INITIAL, TCOLDAIR, airFLOW , HeatRack [K],

TProbe[M]
HOTAIR [IntervalsT × T]

)[
Output f inal

MLP

]
Return TProbe[1...M]

HOTAIR

[
Timeprediction

]
End

The algorithm starts by computing the number of T second intervals included in the prediction
period Timeprediction. Furthermore, it computes the index of the MLP used to predict T seconds in the
future, and the index of the output of the MLP corresponding to this prediction. It also computes
the length of the last interval that cannot be covered by intervals of length T, the index of the MLP
and the index of the MLPs output to compute the last prediction. Then, it performs iterations over
these intervals and for each interval it computes the average room temperature in the M probes, while
updating the time for the next prediction. Finally, it calls the MLP for the last time interval of length
I f inal
MLP to compute the final values of the probes.
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5. Evaluation Results

We had used the proposed DC heat reuse model to investigate the thermal energy flexibility
potential of a virtual server room from PSNC DC modeled with CFD aiming to predict the temperature
of the air inside which can be recovered using a heat pump and delivered to nearby neighborhoods.
The virtual server room modeled with CFD has the size of 4 m × 4 m × 3 m (width × depth ×
height) and is equipped with two typical 42U racks (0.8 m × 1.07 m × 2.05 m respectively). They are
provided with one inlet and one outlet (width: 0.45 m, height: 42U ≈ 1.8669 m), allowing the use of less
computationally expensive mesh. Figure 8 reflects the virtual server room in OpenFoam environment.
It was assumed, that between all the scenarios, five key parameters are changed, according to Table 1.

 
Figure 8. The CFD model of the server room implemented in OpenFoam.

Table 1. List of parameters variation for simulation scenarios.

Parameter Min Max Step

Initial room temperature: TINITIAL−ROOM [◦C] 18 26 2
Air conditioning volume flow rate: airFLOW [m3/s] 0.6 1.8 0.3
Air conditioning outlet temperature: TCOLDAIR [◦C] 10 18 2
Power consumption of rack no 1: P1 [kW] ∼= HEATRack−1 2 10 2
Power consumption of rack no 2: P2 [kW] ∼= HEATRack−2 2 10 2

From all received results, the temperature values at specific locations were extracted for every 1-s
time interval of total 600-s (10 min) time range of every run. Virtual temperature probes were located
at I/O surfaces in the domain, except CRAC supply outlet, where the temperature was fixed during
the execution. List of probes together with their count and location is placed in Table 2.

Table 2. List of temperature probes in virtual server room.

Probed I/O Surface Probe Count Probe Location

CRAC return duct inlet 4 (1,1,3), (1,3,3), (3,1,3), (3,3,3)

Racks outlets 1 (× 2) 1.025 m above floor surface (half of the rack
height, at outlet vertical symmetry axis)

Racks inlets 4 (× 2)
0.465 m, 0.838 m, 1.212 m, 1.585 m above floor

surface (evenly spaced along vertical inlet
dimension, at inlet vertical symmetry axis)

All possible CFD-based simulations (considering the Table 1 parameters) were executed and this
generated over 200 GB of output data, from which probe data were extracted. Taking into account the
number of probes Np = 14 and the number of collected time steps per execution Nt = 600, the total
number of temperature records per simulation is equal Nts = Np × Nt = 8400 and the sum for whole
described study Ntt = N × Np × Nt ≈ 26 M. The generated data will constitute the training data of
our prediction algorithm. Exemplary results for different air conditioning volume flow rate can be
seen in Figure 9.
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Figure 9. Various scenarios of air volumetric flow value with other parameters preserved constant;
top-left: 1 m3/s, top-right: 2 m3/s, bottom-left: 3 m3/s, bottom-right: 4 m3/s.

We had varied the five input parameters of the CFD simulation defined in Table 1 to generate
3125 different scenarios, each scenario being run over a period of 600 s to compute the temperatures
for the 14 probes defined in Table 3 at each second thus generating 8400 output values. Thus we had
chosen to split the main dataset into 60 sub-datasets, each used to train the neural networks based
algorithm to predict the 14 outputs of the simulation for every second of a 10 s time interval within the
600 s prediction interval. In total, we create 60 datasets for each scenario, that will be used to train
60 MLPs. Thus, for each second within each 10 s simulation interval we created 3125 training pairs,
associating the parameters of each simulation with the output to be predicted at a given timestamp in
the future. We train the MLP-based prediction infrastructure defined by splitting the data set in 90%
training data and 10% test data.

Table 3. MSE of simulation outputs for the tested scenarios.

Output Average MSE

Rack1
inlet−1 0.028

Rack1
inlet−2 0.029

Rack1
inlet−3 0.034

Rack1
inlet−4 0.046

Rack1
outlet 0.019

Rack2
inlet−1 0.025

Rack2
inlet−2 0.036

Rack2
inlet−3 0.040

Rack2
inlet−4 0.041

Rack2
outlet 0.035

Room1
outlet 0.091

Room2
outlet 0.087

Room3
outlet 0.032

Room4
outlet 0.038

The first evaluation aims at determining the temperature prediction performance over the test
scenarios. For each scenario, the Mean Square Error (MSE) was computed for each predicted output
defined in Table 3 over the 600 s simulation interval and it was compared against the reference
CFD scenario:

MSE(output) =
1

312
×

312

∑
i=1

1
600

(
600

∑
t=1

(output(t)− MLP i
60
[i%10])) (8)
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As it can be seen from the table above, the predictions exhibit an error of less than 0.1 that
corresponds to less than 1 degree Celsius, being suited for real time temperature evaluation to avoid
hot spots.

The temperature evolution prediction compared with the one generated by the CFD can be seen
in Figure 10 for one of the scenarios run. The red lines represent the predicted values while the blue
lines represent the real temperature values taken from the simulation. It can be seen for the sample
probes even for the worst MSE the predicted temperature profile follows closely the real temperature
profile, exhibiting errors of roughly 1 degree Celsius.

 

Figure 10. Predicted temperature (with RED) compared with the temperature determined with CFD
simulation (with BLUE): TOP—THOTAIR at rack 1, inlet 1, probe 1; BOTTOM—THOTAIR at room outlet
probe 1.

Figure 11 show the impact of prediction errors onto amount of waste heat estimated to be delivered
to the heat grid in comparison with the actual ones. We have considered a heat pump featuring a
COPCooling = 3.8 and a COPHeating = 2.3 and the hot air temperatures in the server room reported in
Figure 10 (BOTTOM). As it can be seen the impact is almost negligible showing that our solution could
be successfully used by DC managers to accurately estimate the amount of available heat to be injected
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at future time frames. At the same time, the correlation between the amount of heat actually recovered
from the server room the one delivered and indirectly with the temperature of the hot THOTAIR at
server room outlet can be clearly seen. The higher the temperature of the hot air extracted is the higher
the temperature of the heat delivered to the heat grid (assuming a constant energy consumption of the
heat pump compressor) is too.

Figure 11. Amount of waste heat delivered to the heat grid and the heat extracted by means of
heat pumps

In terms of the economics of heat reuse with respect to the requirements and example presented
in Section 3.1, we have estimated the potential cost and savings related to the installation of the heat
transfer system. The calculation was made on the following assumptions: (i) DC generated heat for
winter period (based on data presented in Figure 1, linear estimation of winter period heat production
is 7400 GJ annually) is much higher than total heat demand of PSNC buildings A and B (annual
heat demand, based on the metered average value is less than 7000 GJ) and (ii) the DC waste heat is
transferred to buildings A and B. Waste heat could be potentially be reused in building C, but detailed
calculations of heat cost produced by heat pumps in the building will be conducted within a year,
based on real exploitation, and then the final decision will be made. As the current design of buildings
B-C water loop assumes only 250 kW power the pipes diameters should be increased to obtain higher
power, about 1.75 MW.

District heating heat cost in PSNC, Poland is 20 €/GJ which gives 125,460 € annually since the
yearly heating demand is 6273 GJ. There are three options of the heat consumption from district
heating providers. In the first option the heat is still delivered by a district heating operator. For the
second option, even if no energy is consumed from a district heating, maintaining the current levels
of contracted power demand values, gives the annual heating station costs of 52,750 €. In the third
option the contracted power demand is left on the same level as in present but only for a short period
of time to make sure the system works properly. As the certainty of heat supply is important for PUT,
this is the best option. Renouncing at the heating stations in the third option will reset the annual
heating cost from the district heating to 0 €. The price of the heat from PSNC was assumed at 2 €/GJ
and the cost of energy appliances (pumps, heat pumps) as well as maintenance costs at the level of
11,628 € annually. These are examples of values based on the assumption that the investment in the
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required infrastructure is done by PUT (hence even low PSNC heat price is profitable). In the next
steps, other options will be considered, including separate ROI estimations for both PSNC DC and the
PUT campus. A cost summary of these three options is presented in Table 4.

Table 4. Operational costs analysis for the three heat reuse options considered.

Annual Cost Components

Option 1 Contracted
Power Demand 1.527

MW, DH Heat Demand
6273 GJ/year

Option 2 Contracted
Power Demand 1.527

MW, DH Heat Demand
0 GJ/year

Option 3 Contracted
Power Demand 0 MW,

DH Heat Demand 0
GJ/year

A+B buildings district heating cost 125,460 € 52,750 € 0 €
PSNC DC heat revenues (6273 GJ annually, 2€/GJ) N/A 12,546 € 12,546 €

Water loop running cost (pumps—electricity,
maintenance) N/A 11,628 € 11,628 €

Savings N/A 48,536 € 101,286 €

In the consideration of capital expenditures, we assume that the investment in the required
infrastructure is done by PUT. Water loop cost with heat pumps and pumping stations estimation
is 1,150,000 €. Operational cost estimation was based on current district heating and electricity cost,
whereas capital cost was based on real expenditures of the ongoing building C investment process.
For Option 2 presented above (and in Table 4) with annual savings of 101,286 €, Simple Pay Back
Time (SPBT) is 11.4 years, while Net Present Value (NPV) with 3% discount rate is 59,000 € in 15 years’
period. With 50% EU investment subsidy SPBT would be 5.7 years while NPV 56,000 € in 7 years’
period. Without subsidies and with district heating contracted power demand of 1.527 MW assurance
(option 2 above) the installation of the heat transfer system is unreasonable due to SPBT of 23.7 years.
Summary of these values is presented in Table 5 below. The potential use of existing pipes network of
Poznan district heating could significantly reduce project costs and will be further investigated during
future works.

Table 5. Capital expenditures analysis results for the three heat reuse options considered.

Option SPBT NPV (3% Rate)

No subsidies, DH contracted power demand
1.527 MW—Option 2 - 23.7 years N/A

No subsidies, No DH connection (contracted power
demand 0 MW)—Option 3 - 11.4 years 59,000 € (15 years)

50% subsidies, No DH connection (contracted power
demand 0 MW)—Option 3 - 5.7 years 56,000 € (7 years)

6. Conclusions

In this paper, we have defined models and techniques for predicting the temperature of the air
inside a server room which can be recovered and transferred by means of heat pumps to nearby
neighborhoods. We proposed CFD simulations to evaluate a large number of scenarios which impact
the temperature of the air. We defined a neural network-based prediction method which takes as
input a large amount of data generated by means of CFD simulations to forecast the server room
temperature overcoming the simulations’ time and computational overhead at run time. The prediction
process showed good performance having an error rate of less than 1% in predicting the server room
temperature which represents less the 1 degree Celsius.

For the next steps, we plan to extend our work to the entire Poznan Supercomputing and
Networking Center. This is in line with the current objectives of the collaboration between PSNC
and Poznan University of Technology to perform a feasibility study of the heat transfer system
between the PSNC DC to the PUT facilities. For now, we analyzed the current heat demands of PUT
facilities, described existing infrastructure and showed corresponding economic analysis. The analysis
has shown high potential. The return on investment time was initially estimated as 5.7–11.4 years
depending on concrete heat demand/supply and price of heat defined by PSNC. However, current
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PSNC heat production is not sufficient to cover the worst-case demand (around 1.5 MW when the
temperature falls to −18 ◦C) even if it fits the typical demands (0.5–0.75 MW for temperatures within
0–8 ◦C). For this reason, an approach with a connection to the heating network will be also considered,
and accurate prediction and control of thermal flexibility presented in this paper is needed to achieve
high efficiency and reliability.
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Abstract: With the expansion of cities, district heating (DH) networks are playing an increasingly
important role. The energy consumption due to the time delay caused by the transport of the medium
in the DH network is enormous, especially in large networks. The study of time delay is necessary
for the operation and optimization of DH networks. Compared with previous studies of constant
flow rates and ideal pipeline (without regard to branches, elbows, variable pipe diameters, etc), this
paper simulates a DH network in Tianjin University, China, by establishing the actual engineering
model in a Computational Fluid Dynamics (CFD) method to analyze the time delay. The CFD model
has great advantages in terms of computational cost and application range compared to theoretical
calculations. The peak-valley method was used to verify the correctness of the time delay simulation
model. Results show that the time delay calculated by the CFD model is consistent with the actual
time delay obtained from the measured data. Based on this model, the parameters that affect the time
delay are furtherly analyzed. Four key parameters, including flow rate, pipe length, pipe diameter,
and water supply temperature are summarized. The results show that the flow rate, pipe length and
pipe diameter have a great influence on the time delay of the DH network, while the temperature has
little effect on the time delay. The time delay of the DH network system has a significant impact and
can provide services for optimal control of the system.

Keywords: district heating (DH) network; CFD model; optimal control; time delay;
parameter analysis

1. Introduction

DH (District heating) networks are considered a very efficient option for providing heating
and domestic hot water to buildings, particularly for densely populated areas [1]. DH systems are
community energy systems which can provide long-term achievements in terms of greenhouse gas
emission abatement, energy security, local economic development, energy, and exergy efficiencies
increase and exploitation of renewable energy [2]. Improving the heating performance of DH networks,
one of the most important components in district heating systems, has a significant influence on the
promotion of energy efficiency [3].

The behavior and characteristics of the DH network system are influenced by its various
parameters [4]. The dynamic features of DH consumers and networks usually influence the operational
effect of the DH system heavily because of the time delays in the DH system [5]. It may take a huge
amount of time for the further located ends to response to heat injection. The time delay of heat
transportation can reach minutes or hours [6]. The existence of time delays usually results in a
mismatch between the heat source output and the users’ heating load [7], and considerable heat
loss [8]. The optimization of system control [9,10] to reduce the energy losses caused by time delays
has attracted more and more scholars’ attention.
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In the published papers, many researchers focus on the dynamic characteristics of heating
networks. A method for calculating the time delay of the network was presented by Jie, et al [11]
who using physical and mathematical models, proved that in the case of a single straight pipe
with constant pipe diameter, the time delay was approximately equal to the flow time of the heat
medium. Zheng [12] proposed a new physical method (function method) and corresponding dynamic
temperature simulation computer code to analyze the thermal dynamic characteristics of the district
heating network, focusing on the dynamic temperature distribution. The results showed that the
function method could be recommended to simulate the dynamic temperature of district heating
network accurately and quickly for efficient system performance. Wang and Meng [13] used the
third-order numerical solution method to investigate the influence of thermal inertia of the pipe
wall on the thermal transient prediction model of a long pipe. The results show that for pipes with
a diameter greater than 200, it is not necessary to consider the influence of thermal inertia in the
modeling process.

Some scholars also focused on research on control strategies in terms of time delay. Li [14]
proposed a special control strategy called Smith predictor which took the transport time delay out of
the closed-loop feedback control system to deal with the effects of transport delay problem. Sartor [15]
proposed a dynamic model of the heat wave in the network to determine the temperature and
mass flow in some key locations to solve the problem of excessive delay time in the DH network.
Additionally, some authors focus on the dynamic simulations of DH systems. In [16,17], the validation
of the simplified approaches based on practical comprehensive DH systems was formulated, but the
case was validated for a single pipe or several branches, the validations performing on a full system are
limited. Gabrielaitiene [18] modeled a DH system in Denmark by a node method and TERMIS software
and indicated that the local discrepancies between the predicted and measured supply temperatures
were pronounced for consumers located at distant pipelines containing numerous bends and other
fittings. Mattias [19] used a simulation tool developed in MATLAB/Simulink to analyze the flow
distribution in the district heating network behavior, the results showed that the tool was a valuable
instrument to simulate and analyze the behavior of meshed district heating network.

It can be seen that the function method is mainly based on the mathematical model and the
construction of the physical model to calculate the time delay and temperature distribution of the
DH network system. However, the proposed function method is only suitable for the single-pipe
solution, which is limited by the computational cost and the complexity of the pipe network for large
DH networks. Therefore, the calculation of the time delay of the DH network system caused by
temperature change is inaccurate. The method of simulation such as MATLAB/Simulink, which also
can prove that the mathematical method used to determine the temperature distribution of the elbow
and other fittings of the long pipe is unreasonable, has a potential for simulating the temperature
distribution in the DH network system and calculating the time delay caused by the flow. However,
the establishment of the Simulink module of each node requires the basis of the mathematical model
and the flow state parameters. Some simulation research on the optimal control of the DH network
system to reduce the impact of time delay on system control, ignoring the main factors causing the
time delay of the DH network system. This paper focused on the calculation method of the time delay
of the DH network system, which was determined by establishing a CFD model. The combination of
steady-state calculation and transient calculation solves the established DH network model. Compared
with the calculation method of time delay theory in the previous articles, the relative degree of CFD
method reduces the calculation cost and breaks through the constraints of the pipeline model, which is
not only limited to a single pipe, but the time delay of the fluid through the varying diameters, bends,
and branches can also be calculated. Compared with some other simulation methods, only simple
boundary conditions need to be obtained without the operation parameters inside the pipe of the DH
network system. The DH network of Tianjin University was taken as the research object. The time
delay of the DH network obtained by using the CFD model was compared with the measured data
to verify the correctness of the model. The results show that the proposed CFD model is superior in
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calculating the time delay of the DH network. Based on the CFD model, the parameters affecting the
time delay were analyzed. The time delay of the DH network system obtained by the CFD simulation
method can be used as a reference for the optimization of a DH network system to ensure that the
operating parameters of the DH network and the heat load requirements of the heat consumers can be
matched in time.

2. DH Network System Description

The studied system is located at Tianjin University. The heat source is composed of a
ground-source heat pump and boiler, which serves more than 265600 square meters of building
area. The DH network system supplies heat to 15 consumers, which includes a library, teaching
building, laboratories and so on. Figure 1 shows the distribution network of the Tianjin University
subsystem. In this case, there is no substation and the consumer is a terminal building. The heat
source directly transfers the heat through the DH network to the terminal building. The network is
constructed of pre-insulated pipes with a total length of approximately 1.8 km. The pipe diameter
ranges from 125 mm to 600 mm. The distance between the heat consumer and the heat source is shown
in Table 1. The closest and farthest to the heat source are the heat consumer 1 and the heat consumer 5,
which are 145 m and 633 m, respectively.

Figure 1. The district heating network in Tianjin University.

Table 1. Building function and distance from the heat source about each consumer.

Consumer Building Function Distance from the Heat Source (m)

Consumer1 Information and network center 145.00
Consumer5 teaching building 44 633.00
Consumer6 library 156.00
Consumer9 laboratory building 451.10

Consumer12 teaching building 46 179.00

Considering the similarities of the building functions and the symmetry of the actual distribution
of the pipe network, five typical consumers were selected for test verification. The functions of each
consumer and the distance from the heat source are shown in Table 1.

3. Methodology

3.1. Computational Fluid Dynamics Modelling

3.1.1. CFD Model and Preliminary Settings

Since numerical simulation has unique advantages over experimental studies, such as low cost
and short cycle time, complete data can be obtained and various measured data states can be simulated
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during actual operation [20]. Fluent is a commercial software package that uses a finite volume method
to couple mass equations, momentum equations, and energy equations. The flow in the pipe is an
incompressible fluid that satisfies the general governing equation describing the state of the flow field
as a flow pattern. The basic governing equations are shown in Equations (1)–(3). A coupled solution
based on three equations of a powerful workstation can be solved. In this study, Fluent 17.0 was used
for our numerical simulation calculations. The workstation for the simulation calculation is an Asus
Z10PA-D8 2.20 GHz, 64GB of RAM and 120 GB of hard drive memory. The CPU of this workstation is
an Inter(R) Xeon(R) CPU E5-2630 v4 @ 2.20 GHz. A parallel computing technique was implemented in
ANSYS Fluent solver:
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where ρ is the density, t the time, v the velocity, p the pressure, τ the shear stress, g the gravity
acceleration, cv and cp the specific heats, T the temperature and kT the thermal conductivity.

The workflow of the model is mainly composed of the following aspects:

• The STEP AP214 format in SOLIDWORKS was used to generate simplified 2D CAD
• A structured mesh based on ICEM was generated. The maximum mesh size was defined as 30.

The minimum orthogonal quality of the mesh is 0.932 and the maximum orthogonal skewness
is 0.068

3.1.2. Setting the Fluent Solver

ANSYS 17.0 was used to generate the simplified 2D CFD model. There is no doubt that in
simulation calculations, the accuracy of 2D simulation results is worse than that of 3D simulations.
However, considering the hugeness of the DH network system, there is a high demand for simulation
cost both in terms of calculation time and computational intensity. Therefore, the system was subjected
to simulation. In order to obtain a high-quality mesh, a structural mesh was generated in the 2D CAD
model, which can easily realize the boundary fitting of the region and is suitable for calculation of fluid
and surface stress concentration. Structured meshes generate slower than unstructured meshes, but
the number of structured meshes is much smaller than that of unstructured meshes, which can reduce
computational intensiveness. The maximum mesh size was defined as 30 mm. In order to ensure the
accuracy of the model, it was intended to increase the density of the mesh at the tee junction of the
pipe. A partial view of the mesh from the heat source to the first elbow (see the red dotted ellipse area
in Figure 1) is shown in Figure 3. The total number of meshes in the calculation domain is 252,7918.

 

Figure 2. The local mesh of the CFD model.
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In order to prove the reasonableness and accuracy of the number of grids, the model needs to
be verified for grid independent. The temperature and velocity contours comparisons from the heat
source to the first elbow in five conditions of 1, 2, 2.5, 4 and 6 million are shown in Figure 3.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. Cont.
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(e) 

Figure 3. (a) Temperature contours and velocity contours under 1 million grids; (b) Temperature
contours and velocity contours under 2 million grids; (c) Temperature contours and velocity contours
under 2.5 million grids; (d) Temperature contours and velocity contours under 4 million grids; (e)
Temperature contours and velocity contours under 6 million grids.

The test results of grid independence are shown in Figure 4. As can be seen from the grid
independence results, when the number of grids reaches 2.5 million, the temperature and velocity
changes will not be obvious. The computational cost and intensity are affected by the number of grids,
and the computational cost increases as the number of grids increases. It is reasonable to have a grid
number of 2.5 million.
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Figure 4. The test results of grid independence.

In a large DH networks system, the temperature change of the supply water of the heat source
takes a period of time to affect the heat consumers. This is the time delay due to changes in the water
supply temperature. The Fluent solver was set up as a combination of steady-state calculations and
transient calculations. The steady-state calculation makes the temperature in the DH network reach a
certain value, and then the transient calculation was performed based on the steady state calculation to
prove the influence of the water supply temperature change on the time delay of the DH network. The
energy model was activated and the standard k-ε model equation was used as the turbulence model.
Compared with the RNG model suitable for rotating flow calculation, the standard k-ε model is more
suitable for solving the problem in this case. The turbulence governing equation is shown below:

∂(ρk)
∂t

+
∂(ρkui)

∂xi
=

∂

∂xj

[(
μ +

μt

σk

)
∂k
∂xj

]
+ Gk + Gb + ρε − YM (4)
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∂(ρε)

∂t
+

∂(ρεui)

∂xi
=

∂

∂xj

[(
μ +

μt

σε

)
∂k
∂xj

]
+ G1ε

ε

k
(Gk + G3εGb)− G2ερ

ε2

k
(5)

where Gk is the production term of turbulent energy k caused by average velocity gradient, Gb is the
production term of turbulent energy k caused by buoyancy, YM represents the contribution of pulsation
expansion in compressible turbulence, For incompressible fluids, Gb = YM = 0. G1ε, G2ε, G3ε, σk and σε

are empirical constants, G1ε = 1.44, G2ε=1.92, G3ε = 0.09, σk = 1.0 and σε = 1.3, ρ is fluid density, k is
turbulent kinetic energy, ε is turbulent kinetic energy dissipation rate, u is fluid relative velocity, μ is
fluid dynamic viscosity.

The SIMPLE algorithm was used as the pressure-velocity coupling method. The pressure discrete
difference format uses the standard discrete difference format. For solving the flow problem, the other
variables use the 1st upwind style. The 1st upwind is less accurate than the 2nd upwind, but it can
make the steady-state calculation easier to converge, especially for this case. In order to improve the
calculation accuracy, the 1st upwind convergence under steady-state conditions was used as the initial
condition for the 2nd upwind transient calculation. The results of the comparison of the velocity and
temperature profiles from the heat source to the first elbow are shown in Figure 5 when the momentum,
turbulent model, and energy were discretized in 2nd order upward and 1st, respectively. The results
show that it is reasonable to use the 1st upwind for steady-state calculations. The under-relaxation
factors of pressure, density, momentum, turbulent kinetic energy, and energy were 0.3, 1, 0.7, 0.8
and 0.8, respectively. All of the given time steps are iteratively solved in a separate manner until the
convergence condition was met. Two control monitors of the iterative process were defined to check
convergence: a monitor for the residuals of the iterative process for the equations solved and the surface
monitor of the outlet velocity. When the residual decreases at a value of 10-5, the simulation process
was considered to be convergent. However, the oscillation occurs when the residual is calculated to be
below 10-3. At this point, the surface monitor of the outlet velocity shows that the outlet velocity at
this time remains constant, so the calculation is considered to have reached convergence. The Fluent
17.0 solver was calculated at steady state and the number of iterations is 4000. Another major step in
CFD modeling was the establishment of boundary conditions. In the CFD model, the heat source and
the heat consumers were defined as a velocity-inlet and pressure-outlet, respectively. The parameters
of the boundary conditions were obtained from the measurements. Moreover, the wall of the pipe in
the model was defined as an adiabatic wall to ignore the heat loss in the radial direction of the pipe.

(a) 

Figure 5. Cont.
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(b) 

Figure 5. (a) Temperature contours and velocity contours in 1st order upward; (b) Temperature contours
and velocity contours in 2nd order upward.

After the steady state calculation converges, the temperature of the flow field in the model at this
time reached the input temperature of the pipe velocity-inlet. Meanwhile, the Fluent 17.0 solver was
subjected to transient calculations based on the steady-state simulation, with the temperature input of
the velocity-inlet being changed. The second-order upwind space discretization algorithm was used
for transient algorithms. Compared to first-order algorithms, second-order algorithms can achieve the
best results because they can significantly reduce interpolation errors and false-value diffusion [21,22].
The time step size of the transient solver was set to 1s and the total time of the simulation was set to
4000 s. The maximum iterations were 20. The automatically save time for Fluent transient calculation
was set to be automatically saved every 10 s. The temperature at each outlet of the DH network
will vary with the input temperature of the velocity-inlet. The automatically saved Fluent data was
read and analyzed the change of the temperature of the whole DH network system, which the time
of the automatically saved Fluent data corresponding to each outlet temperature reaching the inlet
temperature setting value to determine the time delay from the heat source to each consumer due to
the temperature variation. By this method, the time delay of each heat consumer caused by the change
in the water supply temperature of the heat source can be determined.

3.1.3. Boundary Conditions of the CFD Model

Boundary conditions need to be defined as part of the CFD model. In this case, the inlet and
outlet of the model were set as the velocity-inlet and pressure-outlet, respectively. Parameters such
as temperature and flow rate were obtained through experimental measurements and used as input
parameters to define the boundary conditions.

Temperature and flow measurements were performed at the supply pipe for the heat source and
each heat consumer. The average of the supply water temperature and flow rate at the heat source
were set as the inlet temperature and the inlet flow rate. The probe of the temperature recorder was
installed on the water supply pipe at the heat source, and the water supply temperature was measured
every 10 minutes. Similarly, the ultrasonic flowmeter was used to measure the flow rate of the water
supply pipeline at the heat source every 10 minutes. The measured water supply temperature and flow
rate at the heat source were shown in Figure 6. The average flow rate and water supply temperature at
the heat source is 1.04 m/s and 39.2°C, which were used as a boundary condition for calculating the
steady-state velocity-inlet of the CFD model. In the process of transient calculation, the velocity-inlet
temperature was defined as 40.9°C (The maximum temperature value on test day). In the CFD model,
each consumer building heating entry was considered as an outlet, and the boundary condition of
the outlet was defined as pressure-outlet. However, in an actual DH network system, the consumer
building heating entry is not an outlet that is in communication with the atmosphere but rather has
a pressure sufficient to provide hot water to the most unfavorable end of the building. This means
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that the pressure at the pressure-outlet cannot be set to 0 Pa. The outlet pressure can be obtained by
reading the pressure gauge at the consumer building heating entry. A relative pressure of 0.4 MPa
was defined as the input parameter of the pressure-outlet. The input parameters of the CFD model
boundary conditions are shown in Table 2.

Figure 6. The measured temperature and velocity at HS.

Table 2. The input parameters of the CFD model boundary conditions.

Steady State Transient

Velocity-inlet Flow rate (m/s) 1.04 1.04
Temperature (K) 314 316

Pressure-outlet Pressure (MPa) 0.4 0.4

3.2. Equivalent Pipe Diameter

In the DH network, there is a strong coupling between the influencing parameters. The time
delay of the heat consumer was determined by the combination of pipe length and pipe diameter.
The diameter of the pipe from the heat source to the heat consumer is constantly changing with
distance and is not a fixed value. In order to analyze the influence of various parameters on the time
delay, complex practical engineering problems were transformed into ideal pipeline models. Therefore,
the concept of equivalent pipe diameter (dR) was proposed.

The pipe length is the superposition of the length of the heat medium flowing from the heat source
to each consumer. The flow rate in the equivalent pipe diameter of each consumer is the flow rate to
each consumer. Since pipe diameters are constantly changing along with the flow of heat medium,
simple overlays summation is not possible. The equivalent pipe diameters (dR) are defined based on
practical frictional and local resistance. Under the same pipe length, the summation of the frictional
resistance and local resistance of the heat medium from the heat source to the consumer through all the
pipe sections is equivalent to a fixed pipe diameter of the single straight pipe, as Equation (6) shows.
The fixed pipe diameter, namely the equivalent pipe diameter, can be calculated as Equation (7), which
is derived from Equation (6):

∑n
i=1(hl,i + h f ,i) = (∑n

i=1 Li)·λR
dR

ρv2

2
(6)

dR =
(∑n

i=1 Li )·λR ·ρv2

2 × ∑n
i=1(hl,i + h f ,i)

=
(∑n

i=1 Li )·λR ·ρv2

2 × ∑n
i=1(Li· λi

di
· ρv2

i
2 + h f ,i)

(7)

where, hl is the frictional resistance (pa), h f is the local resistance (pa), L is the pipe length (m), v is the
flow rate in each pipeline (m/s), ρ is the density of heat medium (kg/m3), λ is the friction coefficient, i
is the pipe number and n is the total number of pipe sections.

The above Equation can calculate the equivalent diameter of each consumer in this case (see
Section 4.3.3), and prepare for the subsequent parameter sensitivity analysis.
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4. Results

4.1. A Solution of the CFD Model

The steady state calculation results were used as initial conditions for transient calculations. The
transient temperature change in the pipeline of the DH network system can be obtained by reading
the temperature contours. As can be seen from Figure 7, taking Consumer 1 as an example, the
temperature distribution in the pipeline ranges from 314.2 K to 315.9 K. 314.2 K is the temperature of
the velocity-inlet under steady-state calculation, while the 315.9 K is the velocity-inlet temperature
under transient simulation. Observe the change of the temperature band in the simulation result.
When the temperature at the outlet reaches 315.9 K, the corresponding time is the time delay caused
by the temperature change.

(a) 

(b) 

Figure 7. (a) The temperature of Consumer 1 at 220 s; (b) the temperature of Consumer 1 at 240 s.

In Figure 7, the results represent the temperature at the build heating entry of Consumer 1 at
220 s and 240 s. As can be seen from the change of temperature of Figure 7a, the inlet temperature of
the Consumer 1 reached 315 K at 220 s. However, from Figure 7b, we can see that the temperature
of Consumer 1 has fully reached 315.9 K (the inlet temperature setting) at 240 s. Since the model is
adiabatic and does not consider heat loss, it is considered that the time of setting temperature of the
consumer inlet temperature is due to the time delay caused by the flow. The time delay of consumer1
is 240 s. Similarly, the time delay of other heat consumers can be obtained by reading the temperature
contours of the simulation results. The time delay of other heat consumers is shown in Table 3.
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Table 3. The delay time of the heat consumer.

Consumer Time Delay (s) Distance from Heat Source (m)

1 240 145.00
2 1040 339.00
3 1720 439.70
4 2680 514.30
5 3830 633.00
6 420 156.00
7 1050 316.00
8 1150 339.60
9 1720 451.10

10 2240 534.10
11 2630 563.10
12 610 179.00
13 720 204.20
14 2090 367.80
15 3010 420.60

4.2. Model Validation

4.2.1. Measurement Data

The correctness of the CFD model with variable temperature delay was verified based on the
test data. The peak-valley method [23] was used to verify the correctness of the time delay. The
temperature at the outlet of the heat consumer changes with the change of the inlet temperature of the
heat source, and the temperature fluctuation curves of the two are consistent. The time corresponding
to the peak and valley of the water supply temperature curve of the heat source and the inlet of each
consumer was read separately. The difference in time between the peak (valley) of the heat source
and the consumer is the time delay due to the change in the water supply temperature. Therefore, the
water supply temperature of both the heat source and each of the heat consumers was measured.

A temperature recorder was installed on the water supply pipe of the heat source and the water
supply pipe at the build heating entry of each heat consumer. The temperature of the water in the pipe
was measured by the temperature probe of the temperature recorder and automatically recorded once
every ten minutes.

The hourly variation curve of water supply temperature at the HS and the consumer in one day is
shown in Figure 8. The basic shapes of the hourly temperature curves are similar. The water temperature
at the consumers changes after the water temperature changes at the heat source. The change of water
temperature in the consumer lags behind the temperature of the water supply in the heat source.

 
Figure 8. Hourly water supply temperature at HS and consumer.
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Three days of test data were selected for model validation, with a total of six temperature peaks
and six temperature valleys. The frequency statistics of the water supply temperature peak and valley
of each consumer are shown in Table 4. The weighted average equation is as follows:

ξ =
∑ ξ ∗ n

∑ n
(8)

where, ξ is the time delay of the weighted average (s), n is the frequency of the time delay, ξ is the time
delay (s).

Table 4. Frequency statistics of the time delay of consumers.

Consumer Time Delay (s) Water Temperature Valley Water Temperature Peak

210 1 0
Consumer 1 240 4 5

300 1 1
3300 1 0

Consumer 5 3600 4 4
3900 1 2
420 4 4

Consumer 6 480 2 1
600 0 1

1500 1 0
Consumer 9 1680 3 2

1800 2 4
300 3 1

Consumer 12 600 2 2
900 2 2

The average time delay of each consumer can be calculated. The calculation results show
the average time delay of each consumer: ξcon1 = 245 s ξcon5 = 3650 s, ξcon6 = 450 s, ξcon9 =

1725 s, ξcon12 = 600 s.

4.2.2. Model Verification and Error Analysis

The calculation time delay with the test data and the time delay with the CFD model are shown
in Table 5. In order to verify the accuracy of the model, relative error was introduced to compare two
methods. As seen in Table 5, the results obtained by CFD model agree well with the test data. The
maximum relative error is 7.14%. The minimum relative error is 0.29%. The correctness of the CFD
model was proved by the result of a relative error.

Table 5. Comparison of the CFD method with the peak-valley method.

Consumer
The Time Delay Calculated

by the CFD Method (s)
The Time Delay Calculated by

the Peak-Valley Method (s)
Relative Error

Consumer 1 240 245 2.08%
Consumer 5 3830 3650 4.70%
Consumer 6 420 450 7.14%
Consumer 9 1720 1725 0.29%
Consumer 12 610 600 1.64%

The reasons for the error between the CFD model and the measured data are as follows:

• The CFD model was built based on the actual size of the system. However, due to the lack of
data on some of the construction drawings, some pipelines are determined by the equivalent
replacement method. During the actual construction process, the layout of the pipe network
might end up being different from that described in the engineering data.
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• The boundary condition of the CFD model based on test results may have some small gaps with
the actual pipe network operation.

4.3. Parameter Sensitivity Analysis

4.3.1. Influencing Parameters

The time delay was defined as the time from when the inlet water temperature changes to the time
when the pipe outlet water temperature begins to change. For fixed pipe insulation characteristics, the
time delay is related to the distance of water flow and water velocity, while the distance of water flow
is related to pipe length, and water velocity is related to flow and nominal diameter. In addition, the
change in water supply temperature is another important parameter affecting the time delay. Therefore,
the time delay of water temperature caused by hot water transmission in the main pipes and branch
pipes is mainly affected by flow rate, pipe length, pipe diameter, and supply water temperature. The
influence of four parameters on the time delay was studied, respectively.

4.3.2. Flow Rate

The time delay of each heat consumer in the actual case was obtained under the condition that
the velocity-inlet is 1.04 m/s. The input flow rate at the velocity-inlet was changed to simulate under
five working conditions of 0.8, 0.9, 1.0, 1.1 and 1.2 m/s, respectively, and the time delay of each heat
consumer under five different flow rates was obtained. The time delay of each heat consumer under
five different flow rates is shown in Figure 9. As can be seen from the simulation results, the time delay
decreases as the flow rate increases. However, the time delay decreases rapidly at the beginning and
then gradually slows down. This means that the change in time delay will no longer be apparent when
the flow increases to a certain value. From the equation of resistance (see Equation (6)), it can be seen
that the resistance is proportional to the square of the flow rate, and the resistance increases rapidly
with the increase of the flow rate, which is the reason why the increase of the flow rate causes the rate
of decrease of the time delay to continuously decrease.

 
Figure 9. The time delay of each heat consumer under five different flow rates.

4.3.3. Pipe Length and Pipe Diameter

The relationship between the pipe length from the heat source to each heat consumer and the
time delay is shown in Figure 10, where the abscissa represents the increase of the pipe length, from
which it can be seen that the time delay of the heat consumer increases with the increases of pipe
length. There are, however, two distinct breaks in the curve. The reason for this phenomenon is that
the research on the relationship between the time delay of each heat consumer and the pipe length
was not carried out under the condition of the same pipe diameter. The equivalent pipe diameter of
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each heat consumer was calculated by Equations (6) and (7). The calculation results of pipe length,
equivalent pipe diameter, and flow rate are shown in Table 6.

 
Figure 10. The relationship between the pipe length and the time delay of each heat consumer.

Table 6. Correlation pipeline parameters of each consumer.

Consumer Time Delay (s) Pipe Length (m) Equivalent Pipe Diameter (mm) Flow Rate (m3/h)

1 240 145.00 159.2 38.07
2 1040 339.00 155.7 24.08
3 1720 439.70 192.4 41.80
4 2680 514.30 208.4 56.66
5 3830 633.00 231.8 69.80
6 420 156.00 289.6 126.89
7 1050 316.00 164 30.02
8 1150 339.60 174.5 33.51
9 1720 451.10 181.2 37.23
10 2240 534.10 135.1 19.82
11 2630 563.10 258.8 78.42
12 610 179 151.1 31.11
13 720 204.2 153 32.28
14 2090 367.8 232.9 82.29
15 3010 420.6 246.4 57.02

The pipe length of heat Consumer 3 is greater than that of heat Consumer 15, but the time delay
of heat Consumer 15 is greater than that of Consumer 3 because the equivalent pipe diameter of heat
Consumer 15 is greater than that of heat Consumer 3. Similarly, the heat Consumer 10 has a larger
pipe length than the heat Consumer 4, but its diameter is smaller than that of the heat Consumer 4. It
can be seen that the influencing factors of the time delay of the DH network system are the result of
the combined effect of pipe diameter and pipe length. The sensitivity analysis results of pipe length
and pipe diameter are shown in Table 7. It can be seen from Table 7 that the effect of pipe diameter on
the time delay of each heat consumer is greater than that of pipe length.

4.3.4. Supply Water Temperature

In the actual case, the water supply temperature changed from 314.2 K to 315.9 K. In order to
prove whether the time delay of each heat consumer is related to the value of water supply temperature
change, the input temperature of velocity-inlet of CFD model needs to be changed. Therefore, the
temperature of the velocity-inlet was changed from 315.9 K to 318 K for transient simulation. The two
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water supply temperatures were simulated separately under five different flow rate conditions, and
the obtained time delay of each heat consumer was shown in Figure 11a–e.

Table 7. Sensitivity analysis of pipe length and pipe diameter.

Variable
Parameters

Variation Rate of
Parameters (%)

Time Delay to Each Heat Consumer (s)

Consumer 1 Consumer 5 Consumer 6 Consumer 9 Consumer 12

d

−20 150 2530 270 1100 390
−10 180 3080 310 1380 460

0 240 3830 420 1720 610
10 280 4600 490 2060 720
20 330 5500 580 2470 850

L

−20 180 3010 320 1340 470
−10 200 3420 350 1530 520

0 240 3830 420 1720 610
10 260 4120 460 1870 670
20 280 4590 490 2060 720

 

(a) 

(b) 

Figure 11. Cont.
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(c) 

(d) 

 

(e) 

Figure 11. (a) Comparison of the time delay obtained by the two different temperature simulations
under the condition of 0.8 m/s; (b) Comparison of the time delay obtained by the two different
temperature simulations under the condition of 0.9 m/s; (c) Comparison of the time delay obtained
by the two different temperature simulations under the condition of 1.0 m/s; (d) Comparison of the
time delay obtained by the two different temperature simulations under the condition of 1.1 m/s;
(e) Comparison of the time delay obtained by the two different temperature simulations under the
condition of 1.2 m/s.
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It can be seen from the simulation results that the change of the water supply temperature has
little effect on the time delay. The time delay of each heat consumer is almost the same before and after
changing the water supply temperature for both the DH network system with large flow rate (1.2 m/s)
and the DH network system with small flow rate (0.8 m/s). However, the fitting degree of the two
temperature curves of the DH network system with a large flow rate is higher than that of the DH
network system with a small flow rate. It means that the change of water supply temperature has a
greater impact on the DH network system with a small flow rate than the DH network system with a
large flow rate. The reason for the analysis is that the inlet water temperature rises to make the water
temperature in the pipeline higher, and the high water temperature is favorable for accelerating heat
transfer. Therefore, the time delay is shortened when the inlet water temperature changes.

5. Discussion

According to the parameter sensitivity analysis, the time delay of each heat consumer is different
for the DH network system, which proves that the time delay of each heat consumer was affected by
the interaction of various influencing parameters. In order to regulate and optimize the DH network
system, the relationship between the time delay of each heat consumer and the influence parameters in
the DH network system must be considered. The CFD simulation method proposed in this paper can
calculate the time delay of the established DH system and be applied to the control operation of the
DH network system. Therefore, the analysis of the time delay of each heat consumer is very important
and meaningful for the implementation of the control strategy of the DH network system.

The water in the DH network is regarded as an incompressible fluid, and the change of flow
and pressure at the inlet can be regarded as a non-delayed response to the terminal. However, under
the influence of the combined effects of flow and heat transfer, the temperature has a certain time
delay response to the terminal, which is a dynamic response problem. This paper only analyzes
the influence parameters of time delay under the static working condition through the change of
boundary conditions. Based on the CFD model established in this paper, the dynamic response of the
DH network after temperature change will continue to be deeply analyzed in the future.

The CFD method was used to obtain the time delay of each heat consumer of the DH network
system and they can provide services for the optimization of the control strategy. However, the CFD
method was limited to computation time and intensity. The current simulation is suitable for the
small-scale DH network systems without any range limitation of temperature and flow rate. For
large-scale DH network systems, the computational cost will also increase. In addition, this method
only provides an idea to simulate the calculation of the system time delay at the time when the flow
rate and temperature at the heat source are constant. The method is limited for the calculation of the
time delay of the system where the temperature and flow rate of the heat source is constantly changing.

6. Conclusions

A model based on the CFD method to determine the time delay of the DH network was proposed.
By changing the boundary conditions of the CFD model, the influence parameters of the DH network
time delay were analyzed. The different time delay of each heat consumer is due to the combined
effect of various influencing parameters. The results show that the flow rate, pipe length and pipe
diameter have a significant impact on the time delay of the DH network system.

The increase in the operating flow rate of the DH network system can reduce the time delay of
each heat consumer. However, when the flow rate increases to a certain value, the reduction of time
delay will no longer be obvious. The time delay of the DH network system is proportional to the
change in pipe length and pipe diameter. The pipe diameter has a greater impact on the time delay of
the DH network system than the effect of the pipe length. The water supply temperature has little
effect on the time delay of the DH network system. The time delay before and after the water supply
temperature change in the DH network system is almost the same.
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In the future, the proposed method can simulate the CFD model to calculate the time delay of the
DH network system. Compared to other simulation methods and mathematical methods, the method
can quickly calculate the time delay of the DH network system under different operating parameters
by changing the boundary conditions. The relationships between the influencing parameters and the
time delay are very important for the control strategy of the DH network system. The time delay
obtained by the CFD method is of great significance for the implementation of the operation control
strategy of the DH network system and the reduction of system energy consumption. The calculation
method of time delay is potential research for the optimization control of the DH network system in
the future.
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Abstract: Future energy systems will come with a 100% share of renewable energy and high
integration of energy systems. District heating and cooling systems will be undeniable parts of the
future energy systems, as they pave the bed for high-efficiency, low cost, and clean production. District
heating systems may come into a wide range of designs in the future. Currently, most of the
world’s district heating systems are based on the third generation design while everything in this
framework is on the verge of a transition to the fourth generation. A large number of technologies
for the future district heating systems has been proposed so far, among which low-, ultralow- and
variable-temperature systems seem more of qualification. This study employs computational fluid
dynamics to make a comprehensive examination of the compatibility of regular twin-pipes with
various potential district heating schemes for future energy systems. The results show that both low-
and ultralow-temperature systems could efficiently use regular twin-pipes commonly used in the
third generation district heating systems, though the insulation of the pipe could be proportionally
strengthened based on a techno-economic trade-off. In contrast, the results show that the thermal
inertia of the pipe does not allow the variable-temperature district heating system to effectively
operate when the transmission pipeline is longer than a limited length. Therefore, a regular heat
distribution network may not be an appropriate host for a variable-temperature district heating
scheme unless decentralized heat production units come into service.

Keywords: low-temperature district heating; ultralow-temperature district heating; variable-temperature
district heating; twin-pipe; thermal-hydraulic performance; thermal inertia

1. Introduction

District heating and cooling systems will be the key elements of future smart energy systems [1].
According to [2], in a smart energy system, there must be strong synergies between the district energy
systems and other energy sectors. As such, district energy systems (including heating) show high
potential for the utilization of renewable sources, where a further certain feature of the smart energy
systems is the high integration of renewable energy [3].

Today, most of the world’s district heating systems are based on an advanced design and
characteristics so-called the third generation district heating systems [4]. Two of the main features of
the third generation district heating systems are the material/components employed and their lower
operating temperatures compared to the previous generations. Here, the supply temperature is below
100 ◦C and pressurized water is the heat carrier. The circulation is carried out by central pumps, and
medium-temperature radiators or under-floor heating are the main space heating methods. Domestic
hot water is supplied either directly by plate heat exchangers or by employing storage tanks and plate
heat exchangers [5]. Apart from the revision of the employed technologies in the heat production chain
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in order to increase the efficiency, reliability, and sustainability (bringing CHP units, biomass and
waste incineration plants, heat pumps, etc.), a revolution of the distribution/transmission components
took place for this generation of district heating systems as well. Here, the main components are
the prefabricated compact substations, the compact stainless steel plate heat exchangers, the valves,
and more importantly the pre-insulated twin-pipes buried directly into the ground while in the first
two generations, regular pipes with separate insulations for supply and return lines were used [6].

District heating technology is, however, on the verge of transition to its fourth generation where
the temperature of supply is to be as low as possible, there is a concrete integration between the district
heating system and the other energy sectors, the share of renewable energy is high, etc. [3]. Reducing
the supply temperature not only reduces the rate of losses from the system (and subsequently increases
the efficiency of supply and distribution) but also enables for further integration of low-temperature
renewable energy and waste heat sources [7]. Generally, the lower the supply temperature, yet being
sufficient to cover the demanded temperature, the more it is desirable, though it might have some
challenges as well. Properly meeting the comfort standard requirements, the risk of legionella
generation and technical/societal foundation preparation for this transition are of the main challenges
in this regards [8]. Therefore, for the fourth generation of district heating, as a necessity, a major
revision of the system components is also required to adequately address the transition challenges.

There is a large number of studies in the literature introducing and investigating new designs of
district heating systems for future energy systems. Low-temperature (LT), ultralow-temperature
(ULT), and variable-temperature (VT) district heating systems are some of the most interesting
schemes investigated over the last years. Some of the most recent works in this framework are
introduced hereunder.

Generally, the concept of LT district heating (LTDH) system offers to decrease the supply/return
temperatures to about 50–55/30–35 ◦C [9]. Nord et al. [8] comprehensively discussed the challenges
of employing LTDH systems in Norway. They concluded that the heat loss could be reduced by
lowering the supply temperature from 80 ◦C to 55 ◦C, though competitiveness of LTDH might be
decreased for the heat densities lower than 1 MWh/m. Im and Liu [10] presented a feasibility study
on the LTDH systems with bilateral heat trade model. They proved that their proposed solution can
alleviate the inefficiency arising from mismatching of heat demand and supply in the consumer side
significantly. Cai et al. [11] investigated the use of electric boilers in LTDH systems and showed that
by such a measure, i.e., a lower supply temperature and intelligent components, can improve the heat
distribution system efficiency and turn district heating into an integrated part of the future smart energy
systems. Averfalk and Werner [12] proposed a highly novel LTDH scheme where along with the lower
supply and return temperatures, the system consists of three principal changes: three-pipe distribution
networks, apartment substations, and longer thermal lengths for heat exchangers. Li et al. [13]
investigated the integration of LTDH systems with industrial parks for the utilization of low-grade
waste heat available in such sites.

In a ULT district heating (ULTDH) system, the supply and return temperatures come even to
lower ranges of about 40–45 ◦C and 25 ◦C, respectively [14]. Yang and Svendsen [15] proposed the
integration of a central heat pump and local boosters with a ULTDH system and investigated this
proposal for a low-heat-density area in Denmark. The results showed that the proposed design of
the ULTDH system has a better performance compared to the existing methods in terms of energy,
exergy, and economy due to substantial savings from the distribution heat loss. Vivian et al. [16]
evaluated the cost of heat for the end-users in ULTDH networks. It was concluded that the system is
already competitive with individual gas boilers if a local low-temperature heat source can be recovered
with minor marginal costs. Zuhlsdorf et al. [17] proposed using zeotropic mixtures for improving the
performance of booster heat pumps in ULTDH systems. Although they found the mixed working
fluids resulting in a higher investment cost, the economic performance was comparable to the pure
fluids while the mixtures showed similar performance as the pure fluids at off-design conditions.
Ommen et al. [18] analyzed the performance of ULTDH systems with utility plant and booster heat
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pumps, observing a performance improvement of 12% for the reference calculations when the system
was supplied by central heat pumps. In another work, they designed a new heat pump furnished
substation configuration for multifamily buildings in ULTDH systems, finding it energetically and
economically interesting [19]. Knudsen et al. [20] developed a model predictive control for demand
response of domestic hot water preparation in ULTDH systems.

In a VTDH system, however, the supply temperature is not stable and fluctuates between low
and high values periodically during a day to keep the heat losses as low as possible [21]. A team of
researchers in the Netherlands has continued to work on this concept. In this project, the low supply
temperature is 45 ◦C and the high supply temperature is 70 ◦C. The system employs individual heat
storage tanks for supplying domestic hot water of the end-users when working on low-temperature
supply mode [22]. Moallemi et al. [23] presented their own version of this concept using decentralized
neighborhood-scale heat storage units for a case study in Brazil and found their simulation results
interesting if not considering the effects of the dynamic operation and the thermal inertia of the pipes.
In another work, Arabkoohsar [24] investigated the use of decentralized heat pumps in a VTDH system
to keep the transmission pipeline always at an ultralow-temperature level and bring the temperature
variation in neighborhood-scale pipes.

In this study, the compatibility of twin-pipes, which are commonly used in the existing district
heating systems, with the three discussed potential future district heating schemes is thoroughly
investigated. Indeed, the objective is to see if the proposed future district heating systems are
realistically feasible with the existing twin-pipes or there should be a revision of the pipes to make them
practically implementable. For this, the thermal-hydraulic performance of such pipes is investigated
via computational fluid dynamic methods (finite volume approach) in ANSYS FLUENT software.

2. Twin-Pipes in District Heating Systems

Twin-pipes came into service when district heating technology jumped into its third generation
design from the second generation concept. This concept change comprised the extremely lower
temperatures of supply and return and a fundamental revision in the components of the system,
including the pipeline structure [25]. Figure 1 shows the schematic of a piece of a twin-pipe with its
various components marked on it. As the figure shows, in a twin-pipe, both of the supply and return
lines come into a single outer casing while efficient insulation (usually polyurethane foam—PUR)
prevents them exchanging heat to each other and the ambient.

Figure 1. Schematic of a piece of a twin-pipe.

In this work, a typical twin-pipe is considered to fulfill the investigations. Table 1 presents
information about the dimensions of different typical twin-pipes usually seen in various sections of
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a district heating pipeline including the transmission part, the street branch pipes, and the house
connection pipes. As the focus of this study is on the transmission section of the pipeline, pipe type 5
is the one investigated in this work.

Table 1. Dimensions of various twin-pipes [26].

Pipe Type

Pipe Casing

Nominal
Diameter (mm)

Outer Diameter
(mm)

Thickness
(mm)

Outer Diameter
(mm)

Thickness
(mm)

Type 1 20 26.9 2.6 125 3
Type 2 20 26.9 2.6 140 3
Type 3 65 76.1 2.9 225 3.5
Type 4 65 76.1 2.9 250 3.5
Type 5 200 219.1 4.5 560 6
Type 6 200 219.1 4.5 630 6.6

Table 2. Further information about the characteristics of the pipes and district heating medium
(i.e., water).

Table 2. Characteristics of twin-pipes and district heating flow through the pipes [26].

Component Material
Density
(kg/m3)

Specific Heat
(J/kg·K)

Thermal Conductivity
(W/m·K)

Viscosity
(kg/m·s)

Heat Carrier Water 982 4136.5 0.65 0.001
Insulation PUR 30 133 0.021 -

Pipe Steel 8030 502.5 16.27 -

Note that the thermal conductivity and density of water may change as the temperature varies,
however, this change is so small that it is considered negligible in this study.

Table 3 presents information about the three different district heating systems under evaluation in
this work.

Table 3. Characteristics of the three district heating schemes.

District Heating Type Supply Temperature (◦C) Return Temperature (◦C) Pressure (MPa)

ULTDH 45 (all the time) 25 (all the time) 1.2
LTDH 55 (all the time) 30 (all the time) 1.2
VTDH 70 (2 h a day)/45 (22 h a day) 35 (2 h a day)/25 (22 h a day) 1.2

3. Governing Equations and the Solution Method

In this section, the governing equations on the thermal and hydraulic behavior of twin-pipes and
the heat carrier (the solid and the fluid sides) are presented. Then, the numerical solution method is
explained in details.

3.1. Governing Equations

The governing equations on the motion of an incompressible flow are Reynold-Averaged
Navier–Stokes, which can be written in the following format in a Cartesian coordinate [27]:

∂ρui
∂xi

= 0, (1)

∂ui
∂t

+
∂uiuj

∂xj
= −1

ρ

∂p
∂xi

+
∂

∂xj

[
υ

(
∂ui
∂xj

+
∂uj

∂xi
− 2

3
δij

∂ul
∂xl

)]
+

∂

∂xj

(
−u′

iu
′
j

)
, (2)
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In which, ui, uj, and ul are the velocity components in the directions of i, j, and l, respectively. xi,
xj, and xl are the Cartesian coordinates, δij is the Kronecker delta function, ν and μ are the kinematic
and dynamic viscosities, and ρ is density.

The Reynolds stresses term (−u′
iu

′
j) is evaluated using Boussinesq assumption as follow:

− u′
iu

′
j = υt

(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
kδij, (3)

where, υt is turbulent viscosity. For considering the effect of turbulence the Realizable k-ε model is
used in this work. This model is based on the solution of the two heat transfer equations of turbulent
kinetic energy (k) and dissipation of turbulence energy (ε) as below [28]:

∂k
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+
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∂xj
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∂

∂xj

[(
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υt
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)
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+ C1Sε + C2
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νε
, (5)

where:

C1 = max
[

0.43,
η

η + 5

]
, η = S

k
ε

, S =
√

2SijSij. (6)

In these equations, C2 is a constant, σk and σε are turbulent Prandtl numbers for k and ε.
Also, Gk and Gb are the productions of turbulence kinetic energy due to the average velocity gradients
and buoyancy, which can be given by the following equations, respectively.

Gk = −u′
iu

′
j
∂uj

∂xi
= υtS2 (7)

Gb = βgi
υt

Prt

∂T
∂xi

(8)

where, β and gi are the coefficient of thermal expansion and the gravity acceleration component in
each direction. Prt is the turbulence Prandtl number for energy, considered as 0.85 here. As such, S is
the modulus of the mean rate-of-strain tensor, defined as:

S ≡
√

2SijSij, (9)

Sij =
1
2

(
∂uj

∂xi
+

∂ui
∂xj

)
, (10)

When the terms k and ε and calculated, the turbulent viscosity may be calculated by the
following relations:

υt = Cμ
k2

ε
, (11)

Cμ =
1

A0 + As
kU∗

ε

, (12)

U∗ ≡
√

SijSij + Ω̃ijΩ̃ij, (13)

Ω̃ij = Ωij − 2εijkωk, (14)

Ωij = Ωij − εijkωk, (15)
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where, Ωij is the mean rate of rotation observed in the moving reference frame with the angular
velocity of ωk. The rest of the parameters in the above formulation are given as follow:

A0 = 4.04, As =
√

6 cos φ, (16)

φ =
1
3

cos−1
(√

6W
)

, W =
SijSjkSki

S̃3
, S̃ =

√
SijSij, Sij =

1
2

(
∂uj

∂xi
+

∂ui
∂xj

)
, (17)

C1ε = 1.44, C2 = 1.9, σk = 1.0, σε = 1.2, (18)

The energy equation is used for calculating the rate of heat transfer as:

∂ρE
∂t

+
∂

∂xi
[ui(ρE + p)] =

∂

∂xj

(
ke f f

∂T
∂xj

)
, (19)

In which, E is the total energy, p is pressure, T is temperature and keff is the effective thermal
conductivity term given by:

ke f f = k +
cpμt

Prt
, (20)

where, cp is the specific thermal capacity.
Then, the energy flow for the solid side of the problem (the pipe body) can be written as:

∂

∂t
(ρh) +∇.(

→
v ρh) = ∇.(k∇T) + Sh, (21)

where, h is sensible enthalpy and the second term on the left-hand side represents convective energy
transfer due to rotational or translational motion of the solids. The terms on the right-hand side are the
heat flux due to conduction and volumetric heat sources within the solid (Sh), respectively.

The value of heat transfer between the wall surface and the fluid for a unit area of the wall is
calculated as:

q = h
(

Tf − Tw

)
, (22)

in which, h is the local convective heat transfer coefficient, Tf is the local fluid temperature and Tw

is the local wall temperature. The heat transfer rate for the boundary of a solid cell of the pipe is
calculated as below:

q =
ks

Δn
(Tw − Ts), (23)

where, ks is the thermal conductivity of the solid cell, Ts is the local temperature of the solid cell, and
Δn is the distance of the center of the solid cell and the wall surface.

3.2. Solution Method, Boundary Conditions, and Validation

For the simulation of the heat transfer process in this work, first, the computational space is
discretized by octagonal 3-D elements in a non-uniform grid. According to the importance of the
heat distribution along the radius of the pipe, the meshing has been done with very small elements.
Figure 2 shows the mesh grid made on a cross section of the pipe.

The boundary condition of uniform flow for the inlets and the boundary condition of static
pressure for the outlets are used. The no-slip boundary condition for the walls is also considered here.
Note that for the simulation of the flow behavior close to the wall, the standard wall function is used
which is broadly used for industrial flows.

Due to the large geometry of the problem and the high cost of the computations, in this work,
the momentum equations (Equation (2)) are considered in the governing equations only for analyzes
where the effects of turbulence are important (e.g., for calculating the average Nusselt number and
pressure drop). For the rest of the computations, energy and continuity equations assuming constant
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and uniform velocity are used only. This assumption eliminates the need for the momentum equation
and makes the effects of the turbulent fluctuations and secondary flows negligible.

Figure 2. The mesh grid on the pipe cross-section.

The simulations are accomplished based on the finite volume method within the computational
fluid dynamic model of ANSYS FLUENT.

Validation and grid sensitivity analysis:
Normally, in order to use a numerical model, one needs to first make sure about the validity of

the developed model and accomplish a mesh grid sensitivity analysis. Table 4 gives information about
the three different mesh grids considered in the simulations.

Table 4. Dimensions of mesh cells in different mesh grids.

Grid Type
Average Mesh Size (mm)

Radial Direction Longitudinal Direction

Grid A 0.02 0.08
Grid B 0.01 0.04
Grid C 0.005 0.02

Figure 3 compares the values obtained from the simulations with various mesh grid structures
(A, B, and C) for the rate of heat transfer from the twin pipes (with different nominal diameters) and
those reported by the pipe manufacturer. Therefore, not only does this figure present the results of
the sensitivity analysis on the mesh grids, but it also is a reference for the validity of the results of the
simulations. As seen, there is a very good agreement between the results obtained from the simulations
(in all the mesh grid styles) and those reported by Logstor [26]. In this figure, the graph ‘CFD results:
Grid C + Simplified Model’, which lies almost on the graph ‘CFD results: Grid C’ refers to the case
in which the momentum equation is not included in the simulations for the sake of simplification.
As seen, this simplification does not affect the accuracy of the simulations either.

Note that for all of the pipes with different diameters, their corresponding characteristics are
considered just similar to the reference cases. The supply and return temperatures are 120 ◦C and
70 ◦C, respectively.

As the pipeline length is to be quite long (10 km, here), for reducing the cost of computations,
a griding towards the length direction is required to do the computations based on that. Figure 4 shows
the effect of considering longer segments of the pipe in the calculations on the accuracy of the results.
Here, the considered parameter is the overall heat loss rate from the pipe when used for a supply
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temperature of 70 ◦C and the return temperature is 30 ◦C, the pipe is made of steel, the insulation is
Series 1, the nominal diameter of the pipe is 200 mm and the ambient temperature is 10 ◦C.

Figure 3. The mesh grid sensitivity analysis and validation of the CFD results.

Figure 4. The effect of the grid size on length direction on the accuracy of the results.

According to the figure, as the segment length increases the accuracy of the calculations drops,
however, segments up to 100 m do not affect the accuracy significantly. Here, at lower Reynolds
numbers, where the deviation is larger, the error is just about 1% (from 125.1 kW to 123.5 kW) and this
error decreases when Reynolds number goes to higher values (though super high Reynolds values
will not happen in district heating applications as the maximum velocity through the pipes is limited
to 2 m/s). Thus, for reducing the computations cost, the segment length of 100 m is considered for
meshing toward length direction of the pipe in the numerical simulations.

4. Results and Discussion

In this section, the results of the simulations carried out on the pipe in various scenarios are
presented and discussed.

Figure 5 presents the contours of temperature distribution in the radial direction of the insulations
in each of the three cases. The legends of the contours give an indication of the temperatures that the
colors represent for each case.

Figure 6 presents the profile of temperature drop in the axial direction along the supply and
return lines of the pipeline (up to 10 km) for the three different scenarios. For making these graphs,
the same ambient temperature (5 ◦C) is applied for all the three cases. As such, in order to make
a fair comparison, the same heat delivery rate (5 MW), instead of the same mass flow rate, is applied.
Naturally, for delivering the same amount of heat to the end-users, the mass flow rate of different cases
should be different (as a direct function of the temperature difference of the supply and return lines).
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Thus, the ULTDH system will result in the highest mass flow rate while the VTDH system when
working on the high-temperature supply mode makes the lowest mass flow rate. It is reminded
that the VTDH system has two operational modes. When it is on the low-temperature supply mode,
it makes a profile just the same as the ULTDH case. As seen, the highest level of temperature drop is
for the VTDH system while working on the high-temperature supply mode. It will be just about 1 ◦C
and 0.23 ◦C for the supply and return lines, respectively. However, one should note that, based on
the design of the VTDH system, this only applies for a short period of time a day, e.g., 2 h, and the
rest of the day, the temperature drop profile will be just similar to the ULTDH system. In this case,
the temperature drop values for the supply and return lines over a 10 km pipeline will be 0.33 ◦C and
0.07 ◦C, respectively. The LTDH system presents the temperature drop values of 0.52 ◦C and 0.14 ◦C as
moderate temperature drop values among the three cases.

   
a b c 

Figure 5. Contours of radial temperature distribution for the pipes through the insulations. (a) Low-
Temperature DH systems; (b) Ultralow-Temperature DH system; (c) Variable-Temperature DH system.

  
Figure 6. The temperature profile of the supply and return lines for different cases. (a) supply lines;
(b) return lines.

Figure 7 investigates the rate of temperature drop along a 10 km pipeline for the three different
cases if the same mass flow rate is applied through the pipe. Here again, the twin-pipe type 5 is
considered for all the cases, the supply/return temperatures are 45/25 ◦C, 55/30 ◦C, and 70/35 ◦C
for the ULTDH, LTDH, and VTDH systems, respectively, and the surrounding temperature is 5 ◦C.
Clearly, when the same mass flow rate is passing through a specific pipe, a higher temperature will
make a larger heat loss, and subsequently, a larger temperature drop. Thus, expectedly, the VTDH
system (in high-temperature supply mode) makes a higher temperature drop compared to the others.
Naturally, when VTDH system goes to ultralow supply mode, the same trend as the ULTDH system
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will be observed. The LTDH system results in a moderate temperature drop among the three cases
again. A similar trend is observed for the return lines as well. Comparing the values of losses in this
figure and Figure 6, one could see that the level of temperature drop in this case is lower. This is
mainly due to the fact that the maximum velocity of 2 m/s has been considered for all the three cases,
which gives a shorter time to the district heating water to exchange heat with the surrounding.

 
Figure 7. The rate of temperature fall along the pipeline for the three scenarios when the same mass
flow rate is applied. (a) supply lines (b) return lines.

Figure 8 investigates the effect of Reynolds number on the level of total heat loss through the
pipes in different cases. This includes the heat loss from the supply lines (the left panel), and the return
lines (the right panel). As expected, regardless of the Reynolds number, for the same mass flow rate,
the VTDH system while working in the high-temperature supply mode makes the higher rate of loss
while the ULTDH system results in the lowest rate of heat loss. This is true for both the supply and
return lines. On the other hand, the increase in the Reynolds number makes a growth in the rate of
loss, though this effect is not that significant.

 
Figure 8. The effect of Reynolds number on the level of heat loss through the supply and return lines
in each case. (a) supply lines; (b) return lines.

Figure 9 shows the total rate of heat loss from both of the supply and return lines along the 10 km
pipelines. This figure, indeed, gives an indication of the summation of the losses reported in the above
figure for each case. Naturally, the trends remain the same and the ULTDH system results in the lowest
rate of loss while the LTDH system presents an average level of loss and the VTDH system (when in
high-temperature supply mode) gives the highest rate of total heat loss.
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Figure 9. The effect of Reynolds number on the level of total rate of heat losses over the entire pipeline
in each case.

Figure 10 illustrates the effect of Reynolds number on the level of temperature drop for the supply
and return lines over the entire pipeline for each of the three scenarios. Again, the VTDH system while
working at the high-temperature supply mode makes the largest value of temperature drop in the
supply line while the ULTDH system makes the lowest value of temperature drop through that.

Figure 10. The effect of Reynolds number on the level of temperature drop over the entire pipeline in
each case. (a) supply lines; (b) return lines.

Figure 11 illustrates the profile of pressure for a unit meter of the pipeline for the three cases.
Here again, to make a fair comparison, the same amount of heat delivery (rather than a similar mass
flow rate) is applied to the pipes in different cases. The presented pressure drop profiles are related
to the supply lines only, as almost the same values as the supply lines are obtained for the return
lines. Note that the value of pressure drop increases proportionally as the length of the pipe increases.
The pressure drop values are important because they can represent the amount of work required for
running the booster pumps along the paths for compensating the pressure losses through the pipes.

Figure 12 shows the variation of Nusselt number for each of the three cases as a function of
Reynolds number. As seen, there is not a significant difference between different cases, neither in the
supply lines nor through the return lines.

Figure 13 presents the profile of the heat loss from the supply and return lines of each case as
a function of the angle. The right panel in the figure shows how the angle is considered, where the
upper tube is the supply line and the lower tube is the return line. According to the figure, at angle 0◦,
where the supply line is closer to the surrounding soil, the loss is at its maximum level while it gets
minimal when the angle is close to 180◦. For the return line, the trend is revers because the supply line
at angle 0◦ heats it up, and the losses get maximal when the angel goes toward 180◦. The noteworthy
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point is that the heat loss from the supply line to the return line is not considered as a loss for the
whole pipe because it remains in the system.

Figure 11. The level of pressure drop through the supply lines in each case.

 
Figure 12. The effect of Reynolds number on the Nusselt number through the pipes in each case.
(a) supply lines; (b) return lines.

  

Figure 13. The rate of heat loss from the supply and return pipes as a function of angle in each case.
(a) supply lines; (b) return lines; (c) pipe dimensions and angles.
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Figure 14 shows the effect of variation in the insulation thickness of each case on the rate of
heat losses. The considered range for the thickness of the insulation come in the form of the outer
diameter of the casing just above the outer diameter of the pipes up to an outer diameter of 870 mm.
According to the figure, although the effect of increasing the thickness of the insulation gets milder
as the thickness grows, a significant reduction in the rate of loss is seen in the lower ranges of the
outer diameter. For example, an increase of the outer diameter from 554 mm to 590 mm results in
about 20%, 18%, and 14% less heat loss from the supply lines of the VTDH system (from 150 kW to 123
kW), the LTDH system (from 110 kW to 90 kW) and ULTDH (from 85 kW to 72 kW), respectively. The
rates of improvement for the return lines are even more impressive, where for the VTDH, LTDH, and
ULTDH systems the saving rates of respectively 33%, 32%, and 30% are observed for the same amount
of insulation strengthen. The heat loss values (before and after increasing the insulation thickness)
for the whole pipe, including both supply and return lines, are 180 kW to 143 kW, 138 kW to 110 kW,
and 105 kW to 83 kW, respectively. Since the main objective of lowering the operating temperatures
in district heating systems is getting a lower rate of loss, the reinforcement of the insulations in the
transmission pipelines compared to the existing standard pipes could be highly helpful. Of course,
this needs an optimization based on techno-economic considerations to see how much it would cost
to make such a reinforcement of the insulation per meter of the pipe and how much benefit it would
make. This will, naturally, be different for various district heating schemes.

Figure 14. The effect of strengthening the insulation of pipes for various cases. (a) supply lines;
(b) return lines; (c) total.

Figure 15 shows the variation of the outlet temperature of the supply and return lines of the
VTDH system over time. The main objective is to investigate the effect of the thermal inertia of the
pipe to see if this parameter allows the system to operate as the proposers [22] and investigators [23]
of the system expect. For this, it is assumed that the system is in its ultralow-temperature supply
mode (45/25 ◦C), and then suddenly, the high-temperature supply mode starts (70/35 ◦C). Naturally,
as the operation mode changes, due to the long length of the pipe (10 km) and the limited velocity
of the flow through the pipes (2 m/s here), even if there is no external parameter affecting the flow,
it would take time to reach the outlet point. In addition, it can be seen that even if the effects of the
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thermal inertia of the pipe is neglected, the external effects cause the outlet temperature to gradually
approach the supply temperature. This will even take longer (almost double) when the effects of the
thermal inertia of the pipe are taken into account. A similar trend is observed for the return line as
well. Therefore, it is clearly seen that a VT supply could not be effectively taken for a pipeline as long
as 10 km, which is a very regular long of transmission pipeline in a district heating system.

Figure 15. The effect of thermal inertia on the outlet temperature of the Variable-temperature district
heating (VTDH) system.

Figure 16 compares the trend of variation of the outlet temperature of a VTDH system when the
length of the pipeline is 10 km and 1 km. The former is as the previous case and the latter is based
on what Arabkoohsar [24] proposed for the local use of decentralized heat pumps for increasing the
temperature from 45 ◦C to 70 ◦C, which makes the length of pipe associated with the variation of the
temperature below 1 km. For this, a complete high-temperature, ultralow-temperature supply process,
based on the given definition for this system, is accomplished. That is, the pipeline is first at 45 ◦C,
then suddenly two hours of 70 ◦C supply, followed by 2 h of 45 ◦C supply, is applied.

Figure 16. The trend of outlet temperature in a VTDH system with different pipe lengths.
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According to the figure, the outlet temperature of the long pipe gets quite disordered and kind of
unexpected while the small length of the pipe for the second case makes the desired outlet temperature
achievable after a short delay. This results in a favorable outlet temperature profile for the VTDH
system with a short length of 1 km (e.g., a street branch pipe).

5. Conclusions

This study presents a thermal-hydraulic performance analysis of regular twin-pipes in the third
generation district heating systems to investigate how they fit into the future district heating schemes.
After presenting the general thermal and hydraulic performance assessment results of such pipes
for all the three considered cases, i.e., the ULTDH, the LTDH and the VTDH systems, the effect of
changing the insulation thickness and the thermal inertia of the pipe on the performance of each of the
cases were investigated.

The results show that, expectedly, the ULTDH system shows the lowest rate of loss and
temperature drop along the pipe, where the VTDH system results in a higher rate of loss and
temperature drop when working on a high-temperature supply mode. The results show that the
twin-pipe (as they are) may fit the ULTDH and LTDH systems while there seems to be space for
strengthening the insulation of the pipes for a further reduction of the rate of losses in a cost-effective
way. This, however, requires an economic trade-off to see how much would be gained for a certain
amount of reinforcement of the insulation and how much this will increase the cost of the pipes.

On the other hand, it was shown that the concept VTDH system, as proposed in [22,23] would
never be practically applicable. This is mainly because of the effect of the thermal inertia of the pipe.
The other scheme of the VTDH system, i.e., the one proposed by Arabkoohsar [24], however, does not
suffer from this problem as this concept brings the dynamic supply temperature to the pipes close to
the end-users (below 1 km distance). Although the thermal inertia of the pipe affects the practically
achievable supply temperature of the end-users in this system as well, the effect is so small that the
system can reliably be employed by the regular existing twin-pipes.

Author Contributions: Simulations, validation of results and software tasks of this research work was carried out
by M.K. A.A. contribution was supervision of the work, interpretation of the results and writing of the manuscript.

Funding: This research received no external funding.
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Nomenclature

Parameter Explanation

Ao, C, σk, σε Turbulence model constant
gi Gravity acceleration component
h Convective heat transfer coefficient/enthalpy
k Turbulent kinetic energy
keff Effective thermal diffusivity (heat transfer coefficient)
ks Thermal conductivity of solid cell
LTDH Low-temperature district heating
Pr Prandtl number
Prt Turbulent Prandtl number
q Rate of heat transfer/loss
Tf Local fluid temperature
Tw Local wall temperature
ui, uj, ul Velocity components in the i, j and l direction
ULTDH Ultralow- temperature district heating
VTDH Variable-temperature district heating
xi, xj, xl Cartesian coordinates in the i, j and l direction
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Greek Symbols

v Kinematic viscosity
μ Dynamic viscosity
νt Turbulent viscosity
ρ Density
δij Kronecker delta function
ε Dissipation of turbulence energy
β Coefficient of thermal expansion
ω Angular velocity
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Abstract: A hydronic pavement system (HPS) is an alternative method to clear snow and ice, which
avoids the use of salt, sand, and fossil fuel in conventional snow clearance, and minimizes the risk of
accidents. The aim is to analyze the performance of different control strategies for a 35,000 m2 HPS
utilizing heat from a district heating and cooling (DHC) system. The key performance indicators
are (1) energy performance of the HPS, and (2) primary energy use, (3) electricity production and (4)
greenhouse gas (GHG) emissions from the DHC system. The methodology uses a simulation model
of the HPS and an optimization model of the DHC system. Three operational strategies are analyzed:
A reference scenario based on the current control strategy, and scenarios where the HPS is shut
down at temperatures below −10 ◦C and −5 ◦C. The study shows that the DHC return temperature
is suitable for use. By operational strategies, use during peak demand in the DHC system can be
avoided, resulting in reduced use of fossil fuel. Moreover, the energy use of the HPS could be reduced
by 10% and the local GHG emissions by 25%. The study emphasizes that the HPS may have positive
effects on global GHG emissions, as it enables electricity production from renewable resources.

Keywords: hydronic pavement system; district heating; primary energy use; energy system modeling;
greenhouse gas emissions

1. Introduction

In 1976, Sweden established the following definition for the heating of ground surfaces such as
pavement areas: “Ground heat refers to devices for raising the surface temperature in order to avoid
slipping, keeping the surface free of snow and ice or prolonging the vegetation period” [1]. Moreover,
a system of 2000 m2 was installed in downtown Klamath Falls (Oregon, USA) in 1948 [2]. It operated
for 50 years before being replaced due to external corrosion of the iron pipes [3]. The systems of today
make use of electrical, infrared or, most commonly, hydronic techniques [4,5]. A hydronic pavement
system (HPS) is a technique in which heat is transported in pipes embedded in the pavement structure
using circulating water or other liquid heat media.

HPS can utilize different energy sources, such as geothermal energy, district heating or solar, and
in some cases, it is also combined with thermal storage [6]. A review conducted by Lund and Boyd [7]
states that an area of 2,500,000 m2 world-wide is heated by HPS utilizing geothermal energy, with
required power of 130–180 W/m2 [7]. In addition, standalone solutions can be found, particularly in
airports [8–12], and bridge decks [13,14]. In Sweden, there are 400 systems utilizing district heating
as a heat source with annual use of 150–200 GWh [15]. The technique is increasingly common in
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for example Iceland, as Gunnlaugsson et al. [16] mention that systems such as HPS may utilize the
low-grade heat of district heating return water.

Pan et al. [6] state that the technology of HPS is not only suitable for melting snow and ice.
Pavements are exposed to a large amount of solar radiation, causing the pavement to reach temperatures
of 55–75 ◦C [17]. This can impair the performance of the material, as well as causing urban heat
islands [6,18]. A possible solution is to use pavements for energy harvesting [19], with pipes embedded
in the structure channeling away the heat for immediate use elsewhere or for seasonal energy storage,
to be used by a DHC system, for electrical purposes or recharging [6].

When compared to conventional snow clearance, the most common arguments in favor of using
an HPS are the avoidance of sand, of potential material damage from conventional snow clearance, and
of salt with its negative local environmental effects [20–26]. Moreover, conventional snow clearance
contributes to greater greenhouse gas (GHG) emissions than HPS [11,27], since HPS enables the use of
renewable energy, compared with the use of fossil fuel to operate heavy machinery as snow plows.
Furthermore, it is desirable to avoid heavy machinery in crowded areas, which also reduces the risk
of material damage to the pavement structure or its surroundings [1,28,29]. Crowded areas, such as
commercial streets, squares, entrances, stairs or other areas with intensive use, are suitable areas for
HPS [1]. Figure 1 displays such areas, a square and walkway, in the central parts of Linköping, Sweden,
which is the location of this study.

 
(a) 

 
(b) 

Figure 1. Pictures from the center of Linköping, Sweden. (a) A square at an outdoor temperature
of −4 ◦C with an active hydronic pavement system (HPS) in the outer perimeter, plus conventional
snow clearance and use of sand in the middle. (b) A walkway shortly after precipitation at 0 ◦C. The
positioning of the HPSs embedded pipes can be discerned when the surface starts to dry up.

The most common cause of accidents involving pedestrians, often older people, in Sweden is
slipping, with 74% caused by snow and ice formation [30]. The accidents tend to occur in central
areas [31,32] that are suitable for HPS. A study conducted in Sweden by Carlsson et al. [31] indicates
that 80% of slipping accidents could be prevented by HPS. Moreover, studies indicate that the cost
of injured pedestrians is more than four times higher than the winter maintenance. Accordingly, it
has been shown to be cost-efficient to invest more in winter maintenance in pedestrian areas from a
national perspective [32,33]. A study made by Nevalainen Henaes [27] in 2018 in Lund, Sweden, put
the estimated construction cost of an HPS at 100 EUR/m2, whilst the maintenance cost is the same
as conventional snow removal at 3 EUR/m2. The case study concludes the annual cost of slipping
accidents to be 90 EUR/m2.

A control strategy for the HPS may be used in order to balance performance criteria, environmental
criteria, and energy use [34]. Other studies have proposed ideas to minimize energy use, e.g., by stop
heating during cold sub-zero temperatures and, thus, reduce the energy use [34,35]. Moreover, there
is extensive research done to study strategies by steady-state models, as well as transient models,
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assessing energy use for different specific weather phenomena and locations [34–36], and many
studies have been done in connection to geothermal heating [5]. However, this research intends to
study a control strategy on an HPS utilizing district heating during a whole heating season using a
transient model.

The national targets of Sweden, originating from the targets of the European Council [37], state
that by 2020 GHG emissions shall be decreased by 40% (relative to 1990) and no net emissions shall
occur by 2045. By 2020, the share of renewable energy shall be 50% of total energy use, and by 2040
electricity production shall be from 100% renewable resources [38,39]. The Swedish government [38]
also stated in 2008 that fossil fuel is not to be used for heating purposes. This has led energy companies
operating DHC system to phase out fossil fuel from their production by 2030 or by 2025, as some
companies have committed to [40]. District heating utilizing the technology of combined heat and
power (CHP) plants is said to provide an opportunity to make use of energy that would otherwise be
wasted [38,39].

Studies emphasize the role of the CHP technique in the energy transition from fossil fuel to
renewable resources [41–44]. Furthermore, considering the work of reducing GHG emissions, the
potential electricity output from European CHP plants could be more than doubled [45]. On a global
level, there is a low utilization and low awareness of the benefits of DHC and there is a potential for
DHC systems to be a viable option of the future energy system [46]. However, studies also point
to the unclear role of a DHC system in a future energy system, where questions regarding surplus
electricity from intermittent sources and future access to conventional fuel as waste and biofuel are
unexplored [47]. Stankeviciute et al. [45] argue that competition regarding biomass between the
transport sector and other sectors will act as a limitation on the potential of CHP. The potential for a
reduction in global GHG emissions highly depends on whether biofuel is seen as a limited or unlimited
resource and on the alternative use of biofuel [48]. Studies also highlight potential issues where
CHP plants are unprofitable in the future Nordic market, with a prevailing trend of heat-only boilers
replacing CHP plants in DHC production [49].

Achieving low return temperatures is an important factor in obtaining an efficient DHC system,
as it may increase the heat recovery from flue gas condensation and electricity generation in the CHP
plants, as well as increasing the potential use of excess heat from industrial processes [50,51]. Moreover,
the economic value of a reduced return temperature varies between 0.05 and 0.5 EUR/MWh, ◦C [52].
The average return temperature in Swedish DHC systems is 47.2 ◦C [50]. In order to have an efficient
system, it is necessary to have as large difference as possible in the supply and return temperature [50],
and in a future fourth generation of DHC systems, the supply temperature will most likely be
reduced [53]. It will, therefore, be even more important to achieve low return temperatures, and in this
work, an HPS utilizing the return temperatures of the DHC system can make a useful contribution.

The aim of this paper is to analyze the consequences of different control strategies for an HPS
in a DHC network. The key performance indicators are (1) energy performance of the HPS, (2) the
resulting primary energy use, (3) electricity production and (4) greenhouse gas emissions from the
DHC system. The study was conducted by using a unique transient model and simulating three
scenarios for operations of the HPS. Thereafter, the results were analyzed in the DHC system settings
using an optimization model.

The main contribution of this work is the study of the environmental effects of an HPS, in terms of
local GHG emissions and the effects on a global level. Also, as a contribution, the unique simulation
model created in ANSYS software utilizing weather data of outdoor temperature, precipitation, wind,
and solar irradiance enables detailed studies on how operational strategies may contribute to more
efficient energy use.

2. Method

A framework including the development of a numerical simulation model and an optimization
model was designed for this study, presented in Figure 2. A transient simulation model of the HPS
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system was created using the software ANSYS®Workbench™ and the patch ANSYS®CFX®Release
18.0 [54]. Three scenarios are analyzed in this setup. Data collection of material and weather properties
plus boundary equations are inputs to the transient simulation model of the HPS. The simulation
results are then scaled up to a larger system area, and the time step is converted into a flexible time
division suitable for larger energy systems by using the software Converter [55]. The scenarios are then
analyzed within the scope of the DHC system using the linear optimization program MODEST [56].
Sections 2.1 and 2.2 present the software tools used in the study, while Sections 3 and 4 describes the
design of the scenario study as well as design and use of the software tools.

Figure 2. A course illustration of the framework of this study, which includes development of a
transient simulation model of the HPS, upscaling, and use of an optimization model of the district
heating and cooling (DHC) system. A general description of the software tools used is presented in
Sections 2.1 and 2.2. The design of the scenario study, inputs, and use of the software tools are presented
in Sections 3 and 4.

2.1. The Simulation Software ANSYS

The ANSYS software is an engineering simulation platform used to analyze how product designs
will behave in an operative environment. The tool ANSYS CFX used in this study is general purpose
computational fluid dynamics software capable of modeling, e.g., transient flows, heat transfer,
and thermal radiation. The governing equations in ANSYS CFX are the unsteady Navier–Stokes
equations [57] in their conservation form, which describe momentum, heat, and mass transfer. ANSYS
uses the finite element method to reach a numerical solution, by iteratively solving the equations for
each element and in so doing deriving a full picture of the flow in the model [58].

2.2. The Optimization Software MODEST

MODEST, short for “model for optimization of dynamic energy systems with time-dependent
components and boundary conditions”, is a optimization software utilizing linear programming which
was developed at Linköping University [59]. MODEST is structured according to energy flows, starting
with fuel that, via conversion and distribution, serves a demand, making it suitable for analysis of
large energy systems. The model’s objective is to minimize the system cost to supply demand [59].
Hence, the results from MODEST will represent a cost-effective production mix, which will be used to
analyze the key performance of this paper. Other results to analyze are the system’s GHG emissions,
expressed as CO2 equivalents, peak power, and primary energy use in the production mix. The strength
of MODEST is the scope for arbitrary prerequisites regarding geographical, sectoral and temporal
conditions, and energy carrier [60]. MODEST may be used to analyze different energy systems and
components, both on a local and national level. The software was mainly developed for studies
regarding DHC [59,61–63], but other studies using MODEST include the national electricity grid [64],
utilizing waste heat from industries [65,66], introducing large-scale heat pumps in DH [67] and biogas
systems [68].

MODEST has a flexible time division to depict fluctuations. A full year is depicted as several
periods reflecting seasonal, weekly, and daily dependencies [60]. The seasonal climate changes are
represented in the used time division, presented in Table 1. The months of spring, summer and
autumn are divided into periods of night and daytime to cope with the variations. Meanwhile, the
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high-use winter months are analyzed more closely, by selecting the peak power of each time period in
each month.

Table 1. A course description of the time division of a full normal year (8760 h) in model for optimization
of dynamic energy systems with time-dependent components and boundary conditions (MODEST),
with respect to seasonal, weekly, and daily dependencies.

Seasons Months Days and Hours Analyzed Peak Hours

Winter Jan–Mar, Nov–Dec

Mon–Fri 06:00–07:00 Peak day 06:00–07:00
Mon–Fri 07:00–08:00 Peak day 07:00–08:00
Mon–Fri 08:00–16:00 Peak day 08:00–16:00
Mon–Fri 16:00–22:00 Peak day 16:00–22:00
Mon–Fri 22:00–06:00 Peak day 22:00–06:00
Sat, Sun 06:00–22:00
Sat, Sun 22:00–06:00

Spring, summer, and autumn Apr–Oct

Mon–Fri 06:00–22:00
Mon–Fri 22:00–06:00
Sat, Sun 06:00–22:00
Sat, Sun 22:00–06:00

The software Converter is used to convert the data from ANSYS into the MODEST time division
in Table 1. The software was developed at the Division of Energy Systems at Linköping University.

3. The Studied Scenarios

In this study, different scenarios are analyzed with a system perspective approach. The location is
Linköping, Sweden, which has 160,000 residents and is located 200 km southwest of Stockholm. The
aim is to analyze the consequences of different control strategies for an HPS utilizing heat from a DHC
system, as visualized in Figure 3. Key performance indicators are performance and energy use of
the HPS, and the resulting primary energy use, electricity production and the GHG emissions of the
DHC system. Three scenarios for different control strategies for the HPS are analyzed, as presented in
Section 3.

Figure 3. A visualization of the scenario study with the studied HPS as a subsystem of the DHC system.
The return water of the DHC system can be utilized as a heat source for the HPS, and the hot water as
back up. Three scenarios, called R, 1 and 2, regarding control strategies of the HPS which generate
different power demands and thus energy use, are studied. The effects on the DHC system are analyzed
and the key performance indicators are input of primary energy as fuel and output of electricity and
greenhouse gas (GHG) emissions at local and global levels. Image used courtesy of ANSYS, Inc.
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The DHC system in Linköping is the third largest high-temperature system in Sweden. The
majority of the heat, cooling, and electricity production comes from CHP plants, mainly using the fuels
household waste, biomass, coal, and oil. The demand in a normal year amounts to 1700 GWh heat,
60 GWh cooling, and 400 GWh electricity.

The HPS is concentrated in the central parts of Linkoping and has a total area of 35,000 m2,
divided into nine subsystems. Each subsystem uses heat from the DHC system and is controlled by a
substation. The HPS is active during the months of Jan–Apr and Oct–Dec and is operated when the
outdoor temperature is below 4 ◦C.

Scenarios and Specifics

Three scenarios regarding the HPS system are analyzed. In order to quantify the scenarios, they
are analyzed relative to a situation with no HPS. The scenarios are:

• Scenario R: Reference scenario, business as usual
• Scenario 1: The HPS system shuts down at temperatures lower than −10 ◦C
• Scenario 2: The HPS system shuts down at temperatures lower than −5 ◦C

Scenario R is used as a reference scenario. The control strategy is to keep the temperature of the
ground surface at 2 ◦C during periods of no precipitation and at 5 ◦C in presence of precipitation, which
is done in order to minimize energy use and has previously been studied for this system [69]. This
solution is intended to use weather forecast to function properly. Scenario R is also used to compare
the simulation model to statistical data. The idea of scenarios 1 and 2 is to examine control strategies
which include shutdown periods at sub-zero temperatures, whilst still maintaining the performance
of the HPS in keeping the surface dry and non-slippery. Snowfall is most common at temperatures
around 0 ◦C, with the frequency decreasing as the outdoor temperature falls below −5 ◦C to −10 ◦C,
due to the reduced moisture content in the air as the temperature drops. Consequently, the risk of
slipperiness due to snowfall decreases as the temperature drops. This can potentially be an efficient
way of minimizing the energy needed in an HPS. However, the pickup loads to restore the surface
temperatures after a shutdown period during cold temperatures must be analyzed.

The simulation model uses hourly data on temperature, wind, solar radiation, and precipitation
collected from the Swedish Meteorological and Hydrological Institute’s (SMHI) weather station
Malmslätt in Linköping, Sweden [70]. A course compilation of the data in monthly values is presented
in Table 2.

Table 2. Weather parameters of temperature and precipitation for the studied year of 2016 and of a
normal year. The analyzed time period is the cold months of January-April and October-December,
a total of 213 days for 2016. The data is collected from Swedish Meteorological and Hydrological
Institute’s (SMHIs) weather station Malmslätt in Linköping, Sweden [70].

Temperature Unit Jan Feb Mar Apr Oct Nov Dec Total

Average temp. ◦C −5 −0.2 2.7 5.7 6.8 1.8 2.0 -
Temperature in a normal year ◦C −2.8 −3.0 0.5 5.2 7.6 2.4 −1.3 -

Hours < 4 ◦C h 652 583 504 217 69 530 486 3041
Hours < 0 ◦C h 494 346 144 51 3 223 230 1491
Precipitation

Amount of precipitation mm 26.7 11.8 20 27.6 70.8 37.7 25.6 220.2
–with temp < 0 ◦C mm 16.7 4.2 2.2 0 0 4.8 5 32.9

Precipitation in a normal year mm 41.0 27.1 33.6 34.2 46.0 52.2 46.8 280.2

4. Computational Setup and Numerical Procedure

The computational work in this study comprises two parts: the simulation model of the HPS and
the optimization model of the DHC system.
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4.1. Parameters and Properties of the HPS Simulation Model

The HPS is simulated as a transient model. A time step of 15 min is used, in order to capture the
fluctuant weather, as well as capturing the response time needed in an HPS to ensure good performance.
Fifteen minutes is also an approximate value of the HPSs cycle time. A residual error of 1.0e−4 (RMS
level) is used in this study. The model includes the parameters:

• Weather properties regarding temperature, precipitation, solar irradiation, and wind.
• Material properties regarding density, thermal conductivity, and specific heat capacity.
• Heat transfer equations regarding conductivity, convection, and radiation.
• Operational parameters.

The construction of the HPS model is illustrated in Table 3 and, along with the material properties
of the layers. Table 3 includes intervals for each value, which have been found in related literature.
The surface layer A consists of the pavement which could be asphalt or, as in this study, paving stone.
Layer B is a layer of rammed sand. The properties of layer C depend on the context of use. If the
surface is regularly exposed to heavy loads of traffic, the normal material would be asphalt, as in this
study. If the area serves as a walkway with minor loads, layer C could consist of rammed sand with
embedded plastic PEX-pipes. Lastly, in layer E, there is a bearing layer of gravel or similar. In this study,
plastic PEX-pipes have a spacing of 0.25 m. As a final note on the construction, Adl-Zarrabi et al. [28]
conclude that the thermal properties of the material and spacing of the pipes have a large influence on
the system’s performance, and the buried depth of the pipes are of less importance.

Table 3. Material properties and model setup of the studied HPS, here visualized as 1 m2. The
construction consists of five layers of different materials, where density, thermal conductivity, and
specific heat capacity are used by the software ANSYS to calculate the internal conduction occurring in
the ground layers. The values in parenthesis are intervals found in the literature. Image used courtesy
of ANSYS, Inc.

Layer Material ρ (kg/m3) λ (W/m·◦C) Cp (J/kg·◦C)

 A Pavement 2300 (1906–2450)
[71,72]

2 (0.5–3.2)
[71,73]

840 (767–2000)
[72]

B Sand 1700 (1677–1771)
[74,75]

1 (0.25–3)
[75,76]

1000 (919–1117)
[75]

C Asphalt 2100 (1906–2450)
[77]

0.75 (0.74–2.9)
[71,77]

920 (800–1853)
[77]

D PEX-plastic 925 [78] 0.35 [78] 2300 [78]

E Gravel 2100 (1928–2129)
[75]

1.5 (0.51–1.77)
[75]

1150 (1088–1307)
[75]

The final simulation model of the HPS is visualized in Figure 4. Symmetry, adiabatic conditions,
and areal conversion equations are used to reduce the model size, which thus requires less computational
power. The unstructured mesh grid used is based on proximity and curvature, containing 3936 elements.
The simulation will predict heat transfer in the X- and Y-direction, as illustrated in Figure 4. Therefore,
the boundary condition of the two surfaces in the Z-direction is set to be adiabatic. Also, symmetry is
used on the surfaces in the X-direction. The bottom boundary condition is set to an average temperature
of 9 ◦C, to reflect lower ground level in the urban area. The depth of the model is generous enough
to not influence the result. The boundary conditions at the top surface of the model are presented in
Equation (1), which includes convection, radiation, solar irradiance, and effects of precipitation. The
heat transfer occurring by conduction is calculated in the model using the properties presented in
Table 3.
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Figure 4. The final simulation model is a slip and cross-sectional part of the ground. Compared to the
illustration in Table 3, this model utilizes symmetry by cutting through the plastic pipes, and between
two pipes at the other end. The surfaces in the Z-direction are adiabatic. Also illustrated are the
boundary conditions on the top surface summarized in Equation (1), and the power applied in the
pipes, expressed as

.
qheat f lux. Image used courtesy of ANSYS, Inc.

The control strategy depends on sensors registering the temperature of the surface, Tsur f ace,
and controlling the power accordingly. As long as the outdoor temperature is below the starting
temperature, the surface temperature, Tsur f ace, is regulated relative to a set point temperature, Tset point.
The set point temperature is either 2 ◦C as a standby mode during no precipitation, or 5 ◦C in an
active mode in presence of precipitation. For example, the outdoor temperature may be −3 ◦C and
precipitation is due in a couple of hours. Then the set point temperature will be set to 5◦C well before
the upcoming precipitation and then melt the snow fall, thus, preventing snow and ice formation on
the pavement. The active mode refers to a preheat period of 4 h before precipitation and to when the
surface is dry again after the precipitation. The control strategy, analyzing the difference between the
surface temperature, Tsur f ace, and the desired set point temperature, Tset point, determines the power
applied by the HPS. The heat transfer occurring between the heat medium and the embedded pipes is
expressed as power levels in the model, seen as

.
qheat f lux in Figure 4. The levels range from 20 W/m2 to

160 W/m2, which corresponds to a range of 11 ◦C to 33 ◦C of the heat medium in the pipes. The control
strategy is illustrated in Figure 5, both for times with no precipitation and in presence of precipitation.
The HPS is only active at outdoor temperatures below 4 ◦C and the operational formula aims at keeping
the temperature of the surface, Tsur f ace, above the set point temperature by a proactive approach to
slow down the temperature drop as it approaches the set point temperature.
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(a) (b) 

Figure 5. Illustration of the control strategy used in this study. (a) The control strategy of the standby
mode, during periods with no precipitation. (b) The control strategy of the active mode, in the presence
of precipitation. This mode activates four hours before precipitation.

Equation (1) is the governing boundary condition on the top surface, including convection
radiation, precipitation, and irradiance, as illustrated in Figure 4.

.
qsur f ace(t) =

.
qirradiance −

.
qradiation −

.
qconvection −

.
qprecipitation

[
W/m2

]
, (1)

where the four parameters of the equation are described in more detail in the following Equation (2)–(5).
Equation (2) regards solar irradiance acting on the top surface.

.
qirradiance(t) = α·I(t)

[
W/m2

]
, (2)

where I(t) is the solar irradiance which are collected for Linköping from the data model STRÅNG,
which is a mesoscale model for solar radiation [79]. α is the absorptivity of the surface, which is set to
0.2 in accordance with the literature presenting a range of 0.05 to 0.35 [80].

Equation (3) regards the radiation acting on the surface.

.
qradiation(t) = σ·ε·

(
T4

sur f ace(t) − T4
ambient air(t)

)
, (3)

where σ is the Stefan-Boltzmann constant. ε is the emissivity, which is set to 0.9 in accordance with the
literature of urban surfaces ranging from 0.71 to 0.95 [81]. Tsur f ace, is the temperature of the surface,
which is measured in the simulation model. Tambient air, is assumed to be the outdoor temperature, which
is collected from the SMHIs open data and the weather station Malmslätt in Linköping, Sweden [70].

.
qconvection(t) = h(t)·

(
Tsur f ace(t) − Tambient air(t)

)
, (4)

where h is the heat transfer coefficient including Reynolds and Prandtl numbers and calculated in
accordance with Çengel et al. [82], Holman [83], and Storck et al. [84]. The heat transfer coefficient
is calculated at each time step of the simulation model and is dependent on the wind speed and
temperature measurements collected from SMHIs open data and the weather station Malmslätt in
Linköping, Sweden [70].

Equation (5) regards the precipitation, and if snowfall occurs, the snow’s sensible heat is first
calculated. Secondly, the heat required to melt the snow is calculated and lastly, a calculation is made
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of the latent heat required to keep the ground surface at a constant temperature while the remaining
precipitation is evaporated.

.
qprecipitation(t) = ρw·ns(t)·

(
cp,s·
∣∣∣0 ◦C− Tair(t)

∣∣∣+ cm + (1−ϕ)·ce
)
/t, (5)

where ρw is the density of water, which is set to be 1000 kg/m3 [82], ns is the amount of precipitation
collected from SMHI open data [70], cp,s is the specific heat capacity of snow and ice and set to
2110 J/kgK [82], cm is the melt enthalpy of water and is set to 333,700 J/kg [82], ϕ is the surface runoff
factor and is set to 0.9, which is in range of the literature ranging between 0.7 and 0.95 for urban
surfaces [85]. ce is the evaporation enthalpy of water, which is set to 2,500,000 J/kg [82]. t, is the time
step of the model, which is 900 s (15 min) in this study.

Limitations and Comments on the Model

The model does not regard the choice of heat medium and electricity use of, e.g., pumps, since
construction and use may differ significantly from one system to another. The properties stated
in Table 3 may vary depending on moisture, porosity, potential air voids, and temperature of the
material [76]. If the materials in the ground are at sub-zero temperatures, it can affect the thermal
properties and increase energy use due to moisture transport in the ground, as analyzed by Xu and
Tan [34]. However, as the HPS studied aims at drying the surface after precipitation and thereby
minimize moisture, as well as keeping the ground layers above sub-zero temperatures, these issues are
neglected in this study.

Regarding the boundary condition of the bottom surface, the surrounding ground often contains
nearby infrastructure, such as storm drains, sewers or district heating pipes, which causes the average
temperature of the ground to be higher than in rural areas. In addition to this, the HPS itself is an
influencing factor when it turns on at 4 ◦C in the autumn, whereby normal cooling can never occur.
The inertia of the ground causes the temperature to be higher lower into the ground than at the surface.

Moreover, Equations (1)–(5) represent parameters with the largest impact on HPS performance.
Other parameters, such as dew or moisture on the surface, are neglected since the HPS aims to keep
the surface warmer than the ambient air. Regarding Equation (2), the α-value of the pavement has a
large impact on the affecting solar irradiance. In urban areas the surroundings will disturb irradiance,
causing urban canyons [80] and making it difficult to assign a general α-value. When regarding
radiation in Equation (3), the ambient temperature is considered to be that of the urban environment,
as opposed to the sky temperature commonly used. However, during fully cloudy conditions the
sky temperature may also be considered as the ambient temperature [35]. When snowfall occurs, the
wind in Equation (4) acts on a surface film temperature of 0 ◦C regardless of the outdoor temperature.
Moreover, during rainfall, the film temperature is assumed to be the same as the ambient temperature.
Regarding Equation (5), the ground layers are considered to be impervious as it is desirable to keep the
surface and ground layers dry. Moreover, urban areas often suffer heavy compaction due to demands
for bearing capacity, which results in a reduced infiltration capacity [86]. Also, the temperature of
the precipitation is assumed to be the same as the ambient temperature as it hits the top surface.
The characteristics of snow vary, depending especially on whether the snow is uncompressed or
compressed, with the latter requiring more energy to melt [87]. As the HPS starts to heat the ground
four hours before predicted precipitation and aims to melt the snowflakes as they fall to the ground,
the snow is considered to be uncompressed.

According to [1] the HPS should be designed to be able to keep the ground surface temperature at
+5 ◦C when the air temperature is 5 ◦C higher than the design outdoor temperature, which is −16.6 ◦C
for Linköping, Sweden [88]. Statistically, this means that a temporary snow cover will remain for no
longer than two hours on five different occasions over a ten-year period. Statistically, snowfall of such
intensity that snow cover will remain for more than eight hours occurs once every ten years.
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4.2. Parameters and Properties of the DHC System’s Optimization Model

The DHC production in Linköping is based on the incineration plants: The Gärstad waste-fueled
CHP plant, located in the northern part of Linköping, and a mixed-fueled CHP plant located in the
central part. The system is complemented with a biomass-fueled CHP plant and a heat-only boiler
(HOB) using biomass in the nearby town of Mjölby. As a backup, there are also heat-only boilers
using oil and electricity to cover peak demand. The model of the studied DHC system is visualized
in Figure 6, and the basic input data for the utilities is presented in Table 4. The DHC system and
optimization model has been studied previously by Blomqvist et al. [89].

 

Figure 6. Schematic view of the optimization model created in MODEST representing the studied
DHC system. The model consists of fuel that is converted using combined heat and power (CHP) and
heat-only boilers (HOBs) to serve a demand of district heat, cooling, and electricity. The production
units are based on the plants Gärstad, Central and Mjölby, and standalone HOBs. Table 4 presents
technical data of the production units. The district cooling is produced by an absorption plant of 12 MW
and a compression plant of 6 MW.

The Gärstad CHP plant consists of three waste incineration boilers, illustrated as CHP 1–3, 4, and
5 in Figure 6. They are hybrid systems, with flue gas condensing and steam turbine through a gas
turbine heat recovery steam generator. CHP 1–3 has a maximum capacity of 75 MW heat, with an
additional 15 MW heat from flue gas condensing and 10 MW electricity. CHP 4 has a steam turbine
capacity of 68 MW heat, and an additional 15 MW heat from flue gas condensing and 19 MW electricity.
CHP 5 has a steam turbine capacity of 84 MW, and an additional 12 MW heat from flue gas condensing
and 21 MW electricity. The central CHP plant consists of three boilers and three steam turbines, where
two are backpressure turbines, and one combined condensing and backpressure turbine. The first
boiler is fueled with coal, with fractions of rubber. The second boiler uses heating oil. The third boiler,
with flue gas condensing, is fueled with biomass made from wood products and fractions of plastics.
The central plant can produce electricity and heat or use a direct condenser for the sole production
of heat. Cooling of the condensing turbine is achieved using water from the nearby river Stångån,
resulting in 50 GWh heat potentially being wasted in Stångån annually. The technical input data may
be seen in Table 4.
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Table 4. Production capacity and fuel use of the units in the DHC system presented in Figure 6,
including fuel, heat, and power production capacity, as well as the capacity of the flue gas condensation.

Unit Fuel
Heat 1

(MW)
Power
(MW)

Heat from Flue Gas
Condensation (MW)

Gärstad
CHP 1–3 Household waste 2 75 10 15
CHP 4 Household waste 2 68 19 15
CHP 5 Household waste 2 84 21 12

Central
CHP 1 Coal 3 83 31 -
CHP 2 Oil 154 41 -
CHP 3 Wood 4 78 32 or 22 5 20

Standalone
HOB 1 Oil 144 - -
HOB 2 Electricity 25 - -

Mjölby CHP Wood 33 10 -
HOB Wood 32.5 - -

1 Heat from steam production. 2 The annual use of household waste is limited to 1781 GWh. 3 Fuel also
contains fractions of rubber. 4 Fuel also contains fractions of plastics. 5 22 MW back-pressure power or 32 MW
condensing power.

The district cooling in the system is produced in an absorption plant with a capacity of 12 MW
cooling using heat from the DHC system and an electricity-powered compression-cooling plant with a
capacity of 6 MW cooling.

In order to calculate the local GHG emissions, the factors presented in Table 5 are used. The
locally emitted GHG is a result of the fuel use in the DHC system. The biomass consists of primary and
secondary wood fuels. The majority of household waste is organic and comes from the surrounding
region. The subsequent effects on the global GHG emissions are calculated and analyzed by using
three different factors, also presented in Table 5. The factors are of Swedish electricity mix, Nordic
electricity mix, and electricity produced by coal condensing plants. The effects on the global GHG
emissions are caused by the local changes in electricity production from the CHP plants and the use of
biomass, which is seen as a scarce resource in this study.

Table 5. Local GHG emission factors for the fuel used in the model of the DHC system. The factors
include incineration, production, and transportation. Also presented is the global GHG emission
factors used to analyze the global effects generated by changes in the local DHC system.

Local Emission
GHG Emission Factor
[90] (g CO2eq/kWh)

Global Emission
GHG Emission Factor
[91] (g CO2eq/kWh)

Household waste 143 Swedish electricity mix 36.4
Wood 1 14.5 Nordic electricity mix 97.3

Oil 297 Coal condensing production 968.6
Coal 1 340

Electricity (internal) 0
Flue gas cond. 0

1 Emission factors are weighted in order to reflect a fuel mixture used in the central plant CHP 1 (coal with fractions
of rubber) and CHP 3 (primary and secondary wood fuels with fractions of plastics).

5. Results

The results in the paper include three sections, (1) where the two models of the HPS and DHC
system will be compared to actual system performance from 2016, and (2) where the overall performance
of the HPS will be analyzed. In the third (3) section the impact of the HPS on the DHC system will
be analyzed.
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5.1. Comparing Models of the HPS and DHC System to Actual System Performance

Simulation of the HPS model is compared to annual and monthly statistical data for the winter
months, Jan–Apr and Oct–Dec 2016. In Figure 7, the result of the reference Scenario R is presented
together with the statistical data. The simulation model generates an annual difference of 2%, and a
monthly maximum difference of 10%, except during the low use months of April and October. Moreover,
the operational hours of the reference scenario are 3055 h, compared with 3041 h at temperatures below
the starting temperature of 4 ◦C, as presented in Table 2. The small difference is due to modeling issues.
The model time step of 15 min has a higher resolution than the hourly statistical data and causes parts
of an hour to count when the outdoor temperature fluctuates around the starting temperature of 4 ◦C.

 
Figure 7. Results of Scenario R compared to the statistics for the HPS from 2016. To the left, the annual
values are compared, and the active months of Jan-Apr and Oct-Dec follows. The annual value differs
by 2% and the monthly values differ within 10% except for the low use months of April and October.

The fuel use of reference Scenario R from the optimization model in MODEST is compared to
statistics as visualized in Figure 8. The total annual fuel use differs by 5%, with the optimization model
resulting in energy use of 2440 GWh and the statistics showing 2323 GWh.

 
(a) 

 
(b) 

Figure 8. Results of the reference scenario R (a) compared to the statistics for the system from 2016
(b). The annual fuel use differs 5% between the optimization model (2440 GWh) and the statistics
(2323 GWh).
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5.2. Performance of the HPS and Energy Use of the Studied Scenarios

Figure 9 shows the performance of the HPS in the studied scenarios during January and February
of 2016. The temperature of the top surface in the scenarios is displayed along with outdoor temperature
and precipitation. A rapid decrease in the surface temperature indicates precipitation, as the surface in
the simulation receives large negative power, in accordance with boundary Equation (5).

 
Figure 9. Performance, in terms of temperature at the top surface, of the HPS and the simulated
scenarios R, 1, and 2 during January and February. The outdoor temperature is presented in gray
background, and the precipitation is visualized at the secondary axis.

The energy use of scenarios R, 1 and 2 is presented in Figure 10. The annual energy use of
the studied scenarios amounts to 6.3 GWh for Scenario R, 5.6 GWh for Scenario 1, and 4.5 GWh for
Scenario 2, generating a potential energy saving of 28%. Moreover, the results correspond to an average
annual use 180 kWh/m2 for Scenario R, 161 kWh/m2 for Scenario 1, and 129 kWh/m2 for Scenario 2.

 
Figure 10. Results presenting the total energy use in 2016 of the HPS simulation for scenarios R, 1,
and 2. The annual values of each scenario are presented to the left and the active months of Jan–Apr
and Oct–Dec follow. The largest changes are seen in January and February.

A duration diagram of the HPS is presented in Figure 11. Savings are made in all the power steps,
and the average energy use ranges from 57.5 W/m2 to 49.7 W/m2, corresponding to a potential energy
saving of 14% between the scenarios. The operational hours of the scenarios differ by 500 h, ranging
from 3055 h to 2525 h.
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Figure 11. Duration diagram of the simulated scenarios R, 1, and 2. The HPS is active for 3055 h in
Scenario R with average energy use of 57.5 W/m2, 2890 h with average energy use of 54.5 W/m2 for
Scenario 1, and 2525 h, with average energy use of 49.7 W/m2 for Scenario 2.

5.3. Evaluation of the Impact the HPS Has on the DHC System

The primary energy use of the DHC system is presented in Figure 12. Household waste is the
main source, followed by biomass. Coal is needed in the peak 1000 h, and at a production level of
375 MW the HOB using biomass is needed, while oil is required once the production level exceeds
400 MW.

 
Figure 12. Duration diagram of the fuel use for production in Linköping’s DHC system, reference
Scenario R. Results of the optimization model in MODEST showing the fuel use of the DHC system
with household waste as a base, biomass, and peak fuels of coal and use of the HOBs using biomass
and oil to cover the final peak hours. Image used courtesy of MODEST.

Figure 13 shows the time of operation of the HPS and how it coincides with the demand in the
DHC system. For the reference Scenario R, the time of operation coincides with the peak demand in
the DHC system. Scenario 1 is excluded from the top days of the peak demand, approximately 50 h.
Furthermore, Scenario 2 is excluded from the top weeks, approximately 300 h.
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Figure 13. Duration diagram of the heat demand in Linköping during the studied time period of 5112 h
in Jan-Apr and Oct-Dec, with the demand of the HPS, visualized for scenarios R, 1, and 2. Scenario 1 is
excluded from the peak 50 h, and scenario 2 from the peak 300 h. Please note that the Y-axis is truncated
and starts at 150 MW.

Figure 14a presents the primary energy savings of each scenario, while Figure 14b shows the
increase in electricity production due to increased production at the CHP plants. It is worth noting
that mostly renewable resources such as biomass are used for the HPS and that electricity production
increases as the use of HPS increases.

 
(a) 

 
(b) 

Figure 14. (a) Results showing the fuel use of the DHC system productions units in order to satisfy the
demand of the HPS for each scenario. Results are presented relative to a scenario were no HPS are
used and conventional snow clearance must be used. (b) Results showing the increase in electricity
production at the CHP plants for each scenario.

Figure 15 presents the increase in local emissions and decrease in global emissions. The local
emissions increase in all scenarios, as a result of increased production in the DHC system. The local
emissions amount to 34 kgCO2, eq/m2 for Scenario R, 25 kgCO2, eq/m2 for Scenario 1, and 13 kgCO2, eq/m2

for Scenario 2. Including the operational hours of the studied system, the value could be expressed as
11 gCO2, eq/m2, h for Scenario R, 9 gCO2, eq/m2, h for Scenario 1, and 5 gCO2, eq/m2, h for Scenario 2.
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As presented in Figure 15, global emissions are reduced in all scenarios, mostly due to the increased
production of electricity in the CHP plants, as presented in Figure 14b. Moreover, reduced use of the
scarce resource of biomass has a positive impact on global GHG emissions.

 
Figure 15. Results for scenarios R, 1, and 2 showing the increase in local GHG emissions due to increased
production in the DHC systems production units, as presented in Figure 14a. Also presented, is the
positive effect and decrease of global GHG emissions, mostly due to increased electricity production in
the CHP plants, as presented in Figure 14b. The three emission factors used are presented in Table 5.
Results are presented relative to a scenario where no HPS is used and conventional snow clearance
must be used.

6. Discussion

6.1. The Scenarios and Modeling of the HPS

For scenarios 1 and 2, the heat medium should have freeze protection, or the HPS should have
an idling mode where the medium is kept above freezing and circulating in the pipes. The model is
constrained to a maximum power of 160 W/m2, which is lower than the theoretical design power for
the geographical location stated in 1976 [1], but in line with other more recent literature [7,78]. The
maximum power corresponds to 33 ◦C, which enables the use of the return water in the DHC system.
Besides being able to operate an HPS, the opportunity to decrease the return temperature can result
in a more efficient DHC system, as it increases the output of the flue gas condensation, as argued in
the introduction.

It should be noted that, overall, the studied year was warmer than a normal year. However,
January of 2016 was colder, as were October and November. For 3041 h during the studied months, the
temperature dropped below 4◦C, which is the temperature at which the HPS becomes active. In terms
of precipitation, the studied year was dryer than the normalized year. October is the only month when
the precipitation was above normal. The cold month of January, in particular, had less precipitation
than the normalized data. This is in line with the ideas of the scenario, with shutdown periods at lower
temperatures, since the air’s saturation level decreases at lower temperatures, which, in turn, reduces
the occurrence of precipitation.

The simulation model of the HPS shows good agreement with measurements. The difference
between the annual averaged model prediction and the actual performance was 2%, and the monthly
difference was below 10% for the cold winter months. A higher relative average was only found for
April and October when the system was only scarcely used. The comparison was applied to an HPS
area of 33,000m2, due to imperfect data from one subsystem at the time of the study. This is the reason
why Figure 7 shows lower energy use than reference Scenario R in Figure 10. The optimization model
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of the DHC system in MODEST resulted in an annual difference of 5% and good agreement in terms of
allocation of the primary energy sources.

6.2. Performance of the HPS

In order to analyze the performance of the HPS, it is stated that the HPS should be designed
to keep the surface temperature at +5 ◦C when the air temperature is 5 ◦C higher than the design
outdoor temperature [1]. In Figure 9, reference Scenario R indicates that it is possible to achieve this,
as the surface temperature is above 0 ◦C when the outdoor temperature is −11 ◦C. The temperature
set point in the model is 2 ◦C, but as the model includes cooling effects from wind, radiation, and
precipitation, it is possible to keep a lower temperature setting than 5 ◦C. Moreover, the air is dry at
these low temperatures and in combination with the surface temperature always being higher than the
that of the air, the risk of a slippery surface is minimized. It comes down to a choice between keeping
the surface above freezing at all times or settling for minimizing the risk of slipping, in relation to
efficient energy use.

In Figure 9, which presents the performance of the HPS, a rapid decrease in the surface temperature
indicates precipitation, as the surface in the simulation receives negative power derived from
Equation (5). The temperature increases quickly as an indication of the HPS reacting to the precipitation.
Looking more closely at Scenario 2 in January, one can see a large drop in temperature. The drop is
explained by that the system is turned off and prolonged precipitation, in the form of snow, falls when
the outdoor temperature increases from low levels. This indicates that the snow will remain on the
surface, whereas the snow will be melted in Scenario 1, as the temperature climbs above 0 ◦C. This
poses a design question of how many hours the HPS is allowed to fail and still be seen as acceptable,
which can be decided upon the desired function of the system and location. Moreover, during late
February, the large temperature variation is explained by the spring sun.

6.3. The impact of the HPS on the DHC System

The largest change in energy use between the scenarios is seen in the cold month of January, as
shown in Figure 10. In connection to the duration diagram in Figure 11, where the operational hours
of the peak power 160 W/m2 are decreasing, it is concluded that the pickup loads after shutdown
periods in scenarios 1 and 2 do not result in the HPS demanding more peak power than the reference
Scenario R. However, as presented in Figure 9, on the days around 10 January, the performance of the
scenario may enable snowfall to remain on the surface, resulting in poor performance of the HPS in
Scenario 2. This indicates that an HPS that shuts down at a temperature of −5 ◦C or lower performs
poorly but presents good energy performance values. However, Scenario 1, when the HPS shuts down
at a temperature of −10 ◦C or lower, presents good performance and also reduced the energy use of
3 W/m2 (5%) for average use or 640 MWh (10%) for annual energy use, compared to the reference
Scenario R. Moreover, Scenario 1 is excluded from the top 50 h regarding peak demand in the DHC
system, as presented in Figure 13, which in turn reduces the use of fossil fuel, as seen in Figure 14a. In
addition, Scenario 1 reduces local GHG emissions by 25% relative to the reference Scenario R. However,
Scenario 1 also results in less electricity generated at the CHP plants relative to Scenario R, leading
to less available electricity on the market. This, in turn, leads to a reduced positive effect on global
GHG emissions.

The local emissions in this study only include the use of HPS and not the alternative use of
conventional snow clearance using heavy machinery. However, the literature points to the HPS being
the more GHG efficient alternative, indicating reduced local emissions if a comparison were to be
made. The HPS generates a low value of 11 gCO2, eq/m2, h for the reference Scenario R. In a future
fossil-free DHC system, the local GHG emissions from the HPS will decrease even more.

The factor to analyze at implementation is the time it takes for the HPS to produce a sufficient
temperature at the surface to minimize the risk of slipperiness, at times when the temperature rises
from below −10 ◦C in conjunction with precipitation shortly thereafter.
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7. Conclusions

• The study indicates that the HPS is suitable for the use of return temperatures in a DHC system.
An HPS could further decrease the return temperature, thereby potentially increasing the efficiency
of the DHC system. Furthermore, in a future DHC system with lower supply temperatures, it is
also desirable to achieve lower return temperatures to maintain an efficient DHC system.

• A control strategy that shuts down the HPS at temperatures below −10 ◦C results in a 10% energy
saving, avoidance of use during the top 50 h of peak demand in the DHC system, reduced use of
fossil fuel and a 25% reduction in local GHG emissions, whilst maintaining sufficient performance
of the HPS.

• Utilizing HPS connected to a DHC system which has CHP can potentially result in increased
electricity production. This generates a positive effect and reduction on the global GHG emissions
if a coal condensing power plant is regarded as the marginal production unit in the European
electricity market. In a future fossil-free production of DHC, the generated electricity will fully
derive from renewable resources. This will improve the impact an HPS has on the GHG emissions
even further.
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Abstract: Domestic heating accounts for 64% of domestic energy usage in the UK, yet there are
currently very few viable options for low carbon residential heating. The government’s carbon plan
commits to improving the uptake of district heating connections in new build dwellings, but the
greatest carbon saving can be made through targeting traditional housing stock. This paper aims to
quantify the potential carbon and energy savings that can be made by connecting a traditional tenement
building to a district heating scheme. The study uses a transient system simulation tool (TRNSYS)
model to simulate the radiator system in a tenement block and shows that a significant benefit can
be achieved by reducing the supply temperature; however, the minimum supply temperature is
drastically limited by the building condition. Therefore, the study also critically compares the benefits
of a lower supply temperature against minor refurbishments. It was found that improving building
conditions alone could offer a 30% reduction in space heating energy consumption, while building
improvements and integration of a river source heat pump could offer almost a 70% reduction. It is
the recommendation of this study that a dwelling be improved as much as economically possible to
achieve the greatest carbon and energetic savings.

Keywords: district heating; residential; domestic; Scotland; TRNSYS; retrofit

1. Introduction

Residential energy use has changed significantly from the 19th century until now, moving from
solid fuel combustion (e.g., coal/wood stoves) to a predominantly gas heating market, which totals
64% of domestic energy usage in the UK in 2017 [1]. The Scottish government has set ambitious targets
to provide 11% of non-electrical heat demand by renewable sources by 2020, and for 35% of domestic
heat to be provided by renewable sources by 2032 [2]. The government also aims for all Scottish homes
to have an energy performance certificate (EPC) of at least band C by 2040, where “technically feasible
and cost effective” [2]. In Scotland, the greatest number of dwellings by type is tenement flats, and
more than 74% of housing stock was built pre-1982, as shown in Figure 1 [3]. This suggests, in order
to achieve Scottish government targets, the greatest focus must be on modernizing existing housing
stock, rather than new housing.
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Figure 1. Breakdown of Scottish dwelling type by (a) number and (b) year built, in 2017 [3].

Limited work has been completed to the assess the suitability of existing residential buildings
to connect to a district heating network (DHN); examples shown in [4–11]. Brand and Svendsen [6]
discuss the necessary upgrades to existing stock in order to integrate a low temperature district heating
network (LTDHN). They show that for a typical single-family, Danish house from the 1970s, small
refurbishment can allow the district heating supply temperature to drop from 78 ◦C to 67 ◦C, and
below 60 ◦C for 98% of the year. This study uses a home already connected to a DHN and compares the
energy demand between the traditional DHN and a LTDHN. The paper shows promising results with
minor investment. However, while the paper acknowledges the need for water disinfection for supply
temperatures below 60 ◦C, it is difficult to know how this will influence the overall efficiency, carbon
savings or cost. Østergaard and Svendsen [8] provide an investigation into the use of LTDHNs from
the 1930s in single family houses, a similar study to Brand and Svendsen [6]. This study considers
the influence of replacing critical radiators, and found that while 50% of the case studies could be
converted to LTDH with minor renovations, 50% would require substantial work. This work is not
directly transferable to the UK due to different building styles and weather patterns, but does, however,
show the first steps in considering options for existing housing stock.

Wang and Holmberg [11] discuss retrofitting Swedish multi-family buildings from 1965–1975
with low temperature heating and a heat recovery ventilation system (FTX ventilation). While this
discussion is limited, it does show that savings could be made on space heating—albeit with significant
renovations, which would likely be out-weighed by the significant cost of improving/installing the
DHN substation, installing the ventilation system, and improving the air tightness, as is recommended
by the paper.

Burzynski et al. [12] provide a valuable insight to space heating and domestic hot water demands
from newer tenement flats (built 2007–2010) connected to district heating schemes in the UK. The study
makes use of metered data provided by one of the big six energy providers, Scottish and Southern
Energy (SSE), to present floor area normalized energy usages for space heating and domestic hot water.
A standard heat interface unit in a UK dwelling with district heating will only measure the total heat
supplied to the property and will give no indication of the split between space heating or hot water. To
find this split, Burzynski et al. [12] first applied a regression analysis to estimate a base temperature for
heating degree days. The heat supplied on the calculated non-heating days was then assumed to be
only for hot water, giving a baseline usage which can be subtracted from the total heat for the rest of the
year to differentiate between space heating and hot water heating. The results of Burzynski et al. [12]
do not correlate with SAP 2005 or SAP 2009; this could be due to an underestimation of heating in the
methodology of the authors, which differs from the SAP method for estimating energy consumption,
however this performance gap has been well documented elsewhere [13–17]. This is a significant piece
of work for the UK district heating market, but will have limited applications to a significant majority
of housing, which does not follow the Building Regulations part L or Section 6 (Scotland). The flats in

224



Energies 2019, 12, 2603

this study have a district heating supply, but it is unclear if this has been from build or retrofitted later
(although likely from build, due to the age of the dwellings).

Ovchinnikov et al. [18] give a comparative review of low temperature heating systems with a
focus on the practicalities of the Russian building sector. In this paper, the authors discuss the merits
of being able to use smaller radiators with a higher supply temperature, before going on to discuss
the low energy efficiency of this approach. The authors mention the priority of addressing consumer
awareness of energy usage. The authors discuss the challenges and obstruction of 4G heat networks
by obsolete 3G networks. This is an interesting insight into the contrast between the challenges of
heat network integration in the UK and abroad. While the UK is installing new networks, many
other countries must consider how to best improve existing networks. The paper concludes that low
temperature heating can be used in existing Russian housing, however, significant energy efficiency
can only be achieved with vast refurbishment and building improvement. In a further paper, using an
IDA Indoor Climate and Energy (IDA ICE) tool, Ovchinnikov et al. [19] provide a dynamic model
and assessment of Russian building regulations and the feasibility of low-temperature heating for
residential buildings. The study investigates four hydronic space-heating configurations with either a
high temperature supply (75 ◦C) or low temperature supply (45 ◦C). The paper concluded that a heat
pump supply could offer good energy savings for many of the case studies and operating conditions.

Peeters et al. [20] assess heating control in residential buildings for a Belgian case study. The study
describes the current heating practice in Flanders by first summarizing previous housing surveys and
boiler conditions. This data is then used in a TRNSYS model to evaluate the efficiency of gas boiler
systems with varying levels of insulation. The case study models a terraced house with a multizone
thermostat and night set back and concludes that optimal efficiency can be achieved when a flexible
heating design is used, which is able to cope with large variations in heating load. A very similar study
was performed by Liao et al. [21] in a UK context, however this focused on non-domestic users and no
new information is provided for UK domestic dwellings.

On considering the current state of the literature, we present in this study the transient system
simulation tool (TRNSYS) models, where we consider the necessary building improvements for a
typical Scottish tenement flat to be connected to a district heating network or a low temperature district
heating network. Lowering the supply temperature of a heating system requires careful consideration
to the building condition. Therefore, we first consider and discuss the minimum supply temperature
achievable to maintain a reasonable thermal comfort level at different levels of building renovation.
The calculated minimum supply temperature is then used as the set point for the LTDH river source
heat pump loop. A parametric analysis is provided, showing the energy and carbon savings achievable
from district heating in each case study. The aims of this study are to:

1. Through dynamic computational modelling, assess the minimum radiator supply temperature
which can maintain a reasonable thermal comfort in a Scottish/UK domestic dwelling, under
various building conditions.

2. Assess the potential energy and therefore carbon reduction of implementing the minimum chosen
supply temperature.

3. Qualitatively assess the feasibility of a river source heat pump to meet the demand of
domestic heating.

The modelling tool chosen is TRNSYS. TRNSYS is a simulation environment which can be used to
extensively model HVAC and building systems, amongst other things. The user can select from a range
of pre-installed “types”, which computationally represent physical components. At each time-step, the
TRNSYS kernel feeds inputs to the different types that produce the outputs. The process is described
in further detail in the TRNSYS documentation [22,23].

2. Methodology

The methodology is as follows:
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1. Define the case study.
2. Develop a building model.
3. Assess minimum supply temperature for each case using a TRNSYS model.
4. Use chosen supply temperature to assess operability and control operation of river source

heat pump.
5. Assess energetic and carbon benefits.

2.1. Case Studies

There are many choices available to improve the energy efficiency of a dwelling. For this study,
two of the most common home improvements were chosen for consideration—double glazing and
wall insulation. The case studies are summarized in Table 1.

Table 1. Summary of case studies.

Case Number Single Glazing Double Glazing Insulation No Insulation

1 X X
2 X X
3 X X
4 X X

The chosen case study is a traditional sandstone tenement flat, a common building type in Scotland.
Tenement walls are typically solid wall, with no cavity. This makes insulation difficult, as it must
be either internal or external. External insulation is not a recommended choice as it will inevitably
change the appearance of the building. Internal insulation is possible, however, it will remove a small
amount of internal space. Internal insulation is the only feasible option and therefore is the only one
considered here. The supply temperature is varied from 60–100 ◦C to mimic a broad range of typical
DHN supply temperatures.

2.2. Building Modelling

To be of any significance, the building choice must be typical tenement housing stock; unfortunately,
due to the age of the buildings, accurate and updated plans are not publicly available. The building
layout was chosen from available plans of a typical tenement and is therefore not specific to any site
(however, many tenement buildings will follow this structure). As the plans are not updated, they
do not include any consideration to building modifications or renovations; however, as the modelled
dwellings are less than 150 m2 floor area, they can each be modelled as a single thermal zone. This
makes any error due to un-accounted for renovations likely to be insignificant.

The building geometry was produced from building plans of a typical 20th century Glasgow
tenements, shown in Figure 2. The geometry was created in Sketchup (previously Google Sketchup),
shown in Figure 3, and TRNSYS3d. TNSYS3d is a Sketchup extension which allows the construction
types to be defined in Sketchup (e.g., external wall, window, roof etc.) and then exported as a *.idf file,
which is then imported to TRNBuild, where the thermal properties of the building can be implemented.
TRNBuild produces a *.b18 file which can then be used in the TRNSYS simulation studio with Type56
multizone modelling component.
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Figure 2. Typical Glasgow tenement plans. Reproduced with permission from Glasgow City Archives.

 
Figure 3. (a) Front, (b) back, and (c) isometric view of modelled tenement.
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The single close of flats contains eight dwellings. Only one close is shown, although it is typical
for tenement blocks to have 20 to 30 closes.

The initial TRNBuild construction types chosen are shown in Table 2.

Table 2. Initial heat transfer co-efficient of TRNBuild constructions.

Construction Type Materials U Value (W/m2 K)

EXT_WALL Plasterboard
Sandstone 1.0

EXT_ROOF Plasterboard
Slate 2.5

ADJ_WALL Plasterboard
Brick 2.4

ADJ_CEILING OAK 2.4
GROUND_FLOOR 0.78

Data is not available to consider how many properties exist with original fixtures and structures,
however, the considered modifications are shown in Table 3 with thermal conductivity (U) values [24].

Table 3. Heat Transfer co-efficient for building materials.

Building Component. Thermal Conductivity (W/m2K)

Single-glazed wooden windows 5.8
Double-glazed PVC windows 1.2

Solid wall—no Insulation 1.0
Solid wall—insulated 0.18

It is assumed that the roof has been replaced since initial construction, however, since this is not
part of the upper dwellings, it is not considered with renovations.

2.3. Minimum Supply Temperature

For each dwelling, there is a minimum supply temperature of space heating, dependent on the
dwelling’s ability to retain heat and the radiator capacity. Using TRNSYS, this is determined for each
building construction case, as shown in Table 1. These temperatures are then used as a basis for the
following sections. The TRNSYS model used to determine the minimum supply temperature is shown
in Figures 4 and 5. The expanded macro shown in Figure 5 is the same for all “Flat X” macros. Radiators
in the UK are typically designed for an 82 ◦C supply and 71 ◦C return temperature and are supplied by
gas boilers. Energy and cost savings are therefore calculated against this as the base case [25].
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Figure 4. TRNSYS Simulation Model. Blue lines show cold streams, red shows hot streams and grey
shows auxiliary streams (occupancy schedules, control signals etc.).

Figure 5. Expanded TRNSYS Model macro.

The air set point temperature of the dwellings is chosen as 20 ◦C during occupied periods, based
on a generic occupancy schedule [6,26]. To maintain the set point temperature, the radiators must
balance the thermal losses from each dwelling. The energy balance used in the building model is given
in Equations (1)–(3) [27].

.
QConGain =

.
Qsur f ace +

.
Qin f il +

.
Qvent +

.
QICG +

.
QCAG +

.
QSolwin +

.
Qsolshade (1)

where
.

QConGain is the air node convective heat gain,
.

Qsur f ace is the convective surface gains,
.

Qin f il

is the infiltration gains,
.

Qvent is the ventilation gains,
.

QICG is the internal convective gains,
.

QCAG is
the convective air gains from other thermal zones,

.
QSolwin the convective solar gains from external

windows and
.

Qsolshade is the portion of convective gains from absorbed solar radiation on shading
devices. There is no mechanical ventilation and so:

.
Qvent = 0 (2)
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It is impossible to accurately determine air exchange between flats without further study, so it is
assumed to be negligible for the purpose of this investigation. Therefore

.
QCAG = 0

The heat addition from infiltration is given as

.
Qin f il =

.
Vρcp(Toutside air − Tinside air) (3)

where
.

V is the volumetric flow rate of air, ρ the air density, cp the specific heat capacity and T the
temperatures of the outside and inside air.

The radiative fraction calculations are complex and explained in detail elsewhere [27–29].

2.4. Water Source Heat Pump Design

The heat supply technology chosen is a river source heat pump, due to Glasgow’s large resource
of river water. This is designed to operate by extracting 3 ◦C from the supply river water and deliver it
to the main water. Although there are examples of water source heat pumps being able to condition
water streams to 80 ◦C, WSHPs are typically only rated by manufacturers to 60/65 ◦C. For this reason,
the heat pump is designed to condition the load stream to 60 ◦C. The load stream is then supplied with
auxiliary heat from a gas boiler until it reaches the design supply temperature. No consideration is
given to parasitic electrical load in the COP calculations (e.g., the electricity required to pump water to
the heat pump). Figure 6 shows the adjusted TRNSYS model.

Figure 6. TRNSYS model used for heat pump supply modelling.

Figures 7 and 8 show the daily average temperature and cross-sectional flow of the River Clyde
at Daldowie (NS 67154 61642). There are currently no limitations imposed by the local authority on
heat extraction, however, for operational reasons the heat pump is controlled to extract 3 ◦C from the
abstracted river flow and to switch offwhen the return flow to the river falls below 2 ◦C. This sets a
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lower operating temperature of 5 ◦C on the abstracted river stream. When the heat pump is off, the
radiator loop is conditioned to the set point by the gas boilers only. A simple proportional controller is
used for the purposes of this study, but a more sophisticated control system could make it possible to
store heat prior to the river dropping below 5 ◦C.

 
Figure 7. Average daily River Clyde water temperature at Daldowie for 2017.

 

Figure 8. River Clyde average daily volumetric flow at Daldowie for 2017.

2.5. Radiator Loop

The radiator circuit is a closed loop feed, going from a small buffer tank to the radiator system
and then back to the tank. The intermediate components shown in Figure 5 control the supply rates
and pressure in the loop. Each dwelling is designed with 5kW of radiator capacity, which is typical of
this dwelling type. From radiator sizing guidelines, this is undersized for the property—a common
problem in UK housing.
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2.6. Carbon Benefits

A standard carbon calculation is used to determine the carbon footprint of two energy systems.
The first system is where the entire thermal load is met by a gas boiler. It is assumed that a condensing
boiler is used with an efficiency of 90% [30,31]. The second system uses the heat pump to initially heat
the water to 60 ◦C, and then uses a gas boiler to reach the set point temperature.

3. Results

3.1. Minimum Supply Temperature

Table 4 shows the average percentage of timesteps where the heating system could not maintain the
set point temperature. Figures 9–12 show the percentage of timesteps where the zone air temperature
fell below 19 ◦C. Figure 13 shows the heating power across the sample year.

Table 4. Average percent of timesteps below 19 ◦C across all dwellings.

Average % of Timesteps below 19 ◦C

Supply Temperature (◦C)
Case

Case 1 Case 2 Case 3 Case 4

60 88.7 49.0 37.0 30.7
65 81.7 39.7 27.0 20.9
70 72.9 30.6 18.2 13.0
75 61.0 22.0 11.3 7.4
80 47.7 14.9 6.5 3.8
85 34.7 9.2 3.2 1.7
90 22.4 5.2 1.3 0.5
95 12.9 2.8 0.4 0.1

100 7.6 1.4 0.1 0.0

 

Figure 9. Case 1: no insulation and single glazing.

232



Energies 2019, 12, 2603

 

Figure 10. Case 2: no insulation and double glazing.

 

Figure 11. Case 3: insulation with single glazing.
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Figure 12. Case 4: insulation and double glazing.

 
Figure 13. Case by case comparison of heating power demand at 80 ◦C.

3.2. Carbon and Energy Savings

The following tables show the computational results from modelling the gas boiler and heat pump
energy usage at each case study. Table 5 shows the minimum achievable supply temperature chosen
from Section 3.1, which is then used as the set point temperature for the modelled radiator supply.
Table 6 shows the energy usage and saving when space heating is met only by the gas boiler for the
base case of 80 ◦C supply and for the chosen minimum. Table 7 shows the electricity and gas usage
when the space heating is met by the river source heat pump and supplemented by gas boilers. Table 8
shows the equivalent carbon emissions for each case. All tables show results for the full block of flats.
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Table 5. Minimum supply temperature.

Minimum Temperature

Case 1 80
Case 2 75
Case 3 70
Case 4 65

Table 6. Gas boiler energy usage.

Gas Boiler Energy Usage (MWh)

80 ◦C Minimum Saving

Case 1 271 271 0
Case 2 249 234 15
Case 3 227 219 8
Case 4 154 150 4

Table 7. Boiler and heat pump energy usage.

Boiler and Heat Pump Energy Usage (MWh)

80 ◦C Supply Temperature Minimum Supply Temperature
Saving

Gas Electricity Total Gas Electricity Total

Case 1 161 41 202 161 41 202 0
Case 2 145 37.3 182.3 133 41.7 174.7 7.6
Case 3 132 36 168 120 33 153 15
Case 4 75.4 32.5 107.9 51 36.8 87.8 20.1

Table 8. Carbon emissions.

Carbon Emissions (ton CO2e)

Boiler Boiler and Heat Pump
Saving

80 ◦C Minimum Saving 80 ◦C Minimum

Case 1 55.284 55.284 0 44.447 44.447 0
Case 2 50.796 47.736 3.06 40.1359 38.9331 1.2028
Case 3 46.308 44.676 1.632 37.116 33.819 3.297
Case 4 31.416 30.6 0.816 24.5791 21.9 2.68

The carbon emissions are based on the 2018 UK government conversion factor; 1 kWh electricity
is 0.283 kg CO2e and 1 kWh natural gas is 0.204 kg CO2e [32].

4. Discussion

4.1. Minimum Supply Temperature

Figures 9–12 show the percentage of time steps with non-zero control signal that are below 19 ◦C.
The minimum supply temperature is chosen as the point where the system can meet approximately
80% of the demand. The additional 20% needed can be met through thermal storage; these demand
side management techniques are well documented elsewhere and therefore not considered here. For
dwellings with no insulation or double glazing, this does not drop significantly until the supply
temperature reaches 85 ◦C (a typical operating temperature of domestic radiators in the UK). For
smaller district heating networks, the supply temperature is often kept below 80 ◦C to allow the use
of polyethylene or polybutylene pipes in the distribution network; these pipes can only cope with
a maximum of 90 ◦C flow for short periods of time [25]. If thermal losses in the distribution system
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are considered, the temperature in the network will exceed 90 ◦C for a significant duration, meaning
pre-insulated steel carrier pipes will likely be needed. This greatly increases the project costs. An
alternative is to operate the network at a lower temperature, in order to minimize capital cost through
the use of polymer piping and supplement the conditioned stream from a pre-existing heating system
within the dwelling. This would add costs only to the end user, which is not preferable. Given the
financial significance of dwelling connections to the network economic model, it is not recommended
to adopt this approach. It can therefore be concluded that, for dwellings that are poorly insulated with
low quality windows, internal improvements must be made before connection to a district heating
network becomes a viable option.

When the dwelling has been fitted with insulation but no double glazing, a 70 ◦C flow can, on
average, meet the heating demand for over 80% of the year. On addition of double glazing, a 65 ◦C
flow can meet demand for around 79% of the year – largely similar to Case 3 with a 70 ◦C flow. Double
glazing without insulation (Case 2) can only reach 78% of demand at 75 ◦C. As is to be expected,
the lowest supply temperature is achievable with double glazing and insulation. The addition of
insulation offers a 36.1% improvement on air temperature maintenance, while the addition of double
glazing offers only 28.3% improvement in Case 1. Case 4 (both insulation and double glazing) offers a
39% improvement in Case 1, but only a 3% improvement in Case 2. It is therefore clear that, while
the greatest improvement is with double glazing and insulation, the improvement by the double
glazing is only marginal. The choice of double glazing should be considered based on the economic or
carbon case.

4.2. Water Source Heat Pump Supply

In the sample year (2017), the average daily river Clyde temperature falls below 5 ◦C for 16% of
the year. On these days, heating is supplied entirely from the gas boilers. For UK tenements, this
necessitates a reliance on the gas boilers during this period; the boilers cannot be removed from the
dwellings. While this is common in the UK, the dependence on gas can be phased out with improved
thermal storage and demand side management.

For Case 1 (no insulation, single glazing), the supply temperature could not be reduced and so
remained at 80 ◦C. When the water source heat pump is used with the gas boiler, a 25% reduction in
energy and 20% carbon saving can be achieved.

From Table 7, it is clear that a reduction in total energy usage does not relate to a linear reduction
in electricity to the heat pump. This is because the return temperature from the radiators is typically
above the heating set point of the heat pump (60 ◦C), meaning that the heat pump is used to heat the
radiator loop initially, but not continuously, during heating.

5. Conclusions

The UK faces challenges to decarbonize the domestic heating sector, but has few choices to do
this. The best options will offer significant carbon benefits and be competitively priced to the current
heating market. This work has presented a dynamic transient system simulation tool model of a typical
tenement flat in the UK, one of the most common dwelling types. From this work, the following
conclusions can be drawn:

The minimum supply temperature of domestic radiator systems, and therefore district heating
schemes supplying tenement buildings, is strongly dependent on the building condition. Wall
insulation can be difficult to install in solid wall tenement blocks but can yield a 16% energy saving
on space heating per year, without lowering the supply temperature. Double glazing had less of an
impact in this study but may be more significant in buildings with a greater window to wall ratio.

Tenement blocks in poor condition are unlikely to be able to connect to a district heating scheme,
due to the high supply temperatures giving rise to a significant cost of carrier pipes.
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In cases where no supply temperature reduction is feasible, energy and carbon savings can still be
made from integrating low carbon technology. In Case 1 with heat pump supply at an 80 ◦C set point,
energy consumption was reduced by 25% and the carbon footprint by 20%.

When building conditions permit, supply temperature can be reduced to around 65 ◦C and could
yield almost a 70% reduction in space heating.

While there are currently no restrictions in Scotland on river heat abstraction, this is heavily
dependent on the local laws.

6. Future Work

This work is presented as the start of a conversation around district heating connections for
traditional housing in the UK. For this work to progress:

A substantial building condition survey of UK housing stock is needed to afford a better
appreciation of the potential of low temperature heating.

Greater government incentive must be offered for privately owned dwellings to decarbonize heating.
Further minimum supply temperature studies of other dwelling types are needed, potentially

offering a tool for developers to easily assess the minimum feasible supply temperature for
retrofitted projects.
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Abstract: The pervasive and increasing deployment of smart meters allows collecting a huge amount
of fine-grained energy data in different urban scenarios. The analysis of such data is challenging
and opening up a variety of interesting and new research issues across energy and computer science
research areas. The key role of computer scientists is providing energy researchers and practitioners
with cutting-edge and scalable analytics engines to effectively support their daily research activities,
hence fostering and leveraging data-driven approaches. This paper presents SPEC, a scalable and
distributed engine to predict building-specific power consumption. SPEC addresses the full analytic
stack and exploits a data stream approach over sliding time windows to train a prediction model
tailored to each building. The model allows us to predict the upcoming power consumption at a time
instant in the near future. SPEC integrates different machine learning approaches, specifically ridge
regression, artificial neural networks, and random forest regression, to predict fine-grained values
of power consumption, and a classification model, the random forest classifier, to forecast a coarse
consumption level. SPEC exploits state-of-the-art distributed computing frameworks to address the
big data challenges in harvesting energy data: the current implementation runs on Apache Spark,
the most widespread high-performance data-processing platform, and can natively scale to huge
datasets. As a case study, SPEC has been tested on real data of an heating distribution network
and power consumption data collected in a major Italian city. Experimental results demonstrate the
effectiveness of SPEC to forecast both fine-grained values and coarse levels of power consumption
of buildings.

Keywords: big data frameworks; data mining algorithms; machine learning; energy consumption
forecast; data streams analysis

1. Introduction

In the last few years, an increasing number of smart meters has been deployed in smart city
environments to monitor energy consumption in buildings. As a result, the collected data have
increased at an exceptional rate, so that energy-related data are becoming big data. The plenitude
of data provides a favorable circumstance to face valuable challenges and add intelligence in
energy-related contexts. The knowledge discovery process applied to energy data can reveal hidden
and actionable models and patterns, such as those characterising and predicting energy consumption,
for different stakeholders, from energy managers, to analysts, and consumers.

In the last decades of the past century, data mining proved to be a valid solution for finding
implicit, unknown, and useful information from very large datasets. The most popular data mining
tasks include correlation analysis (e.g., association rules), prediction (e.g., classification, regression),
and grouping similar data (e.g., clustering). Turning to the energy domain, the association rule mining
and clustering allow unsupervised energy data exploration useful for summarizing usage patterns,
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while prediction algorithms enable energy consumption forecasting, which, in turn, paves the way for
optimising heating distribution networks.

To effectively mine large collections of energy data, state-of-the-art data mining algorithms
have often required crucial limitations to be addressed, such as those represented by computational
resources. To this aim, scalable solutions have been devised in recent years, including wide-spread
big data frameworks like Apache Hadoop [1], and Apache Spark [2]. However, the fast changing
pace of the evolution of such distributed-computing technologies introduces two sources of problems:
(i) on the one hand, they are not mature enough to be applied on a generic domain and still require
some form of fine-tuning to fit the specific scenario; (ii) on the other hand, it is difficult to find suitable
professional profiles trained on the latest advancements of such platforms. The proposed solution
tries to accommodate the needs of energy experts and energy-provider companies of extracting data
insights by exploiting machine-learning solutions which have much less stringent requirements on the
professional skills of the data analysts.

The exploitation of big data platforms on energy-related data is of primary importance to extract
useful, actionable, and previosuly unknown knowledge from data as well as to forecast future energy
consumption. Thus, the analysis of energy data opens up a variety of interesting research issues
across two research communities: energy and computer science. To design effective analytics tools,
a considerable interaction between an energy scientist and a computer scientist is needed, with the
former being mainly responsible for defining the end-goals and the assessment of extracted knowledge.
Furthermore, a stronger involvement in the algorithm definition phase is beneficial to enrich the
algorithm itself with domain-expert knowledge, such as physical laws and event models. The computer
scientist tackles the task of selecting the right software platform, designing and developing efficient
and effective algorithms, selecting the optimal analytic techniques to achieve the end-goals, with the
right trade-off between quality of results and processing time or resources.

From the energy scientist’s point of view, a lot of research efforts should be devoted to analyzing,
characterizing and understanding energy-related data to effectively support different interested users
in the decision-making process, from energy managers and analysts, to end-users living in buildings.
Different research challenges can be addressed, whose results have a great potential to influence the
overall energy balance of our communities. From the computer scientist’s point of view, most of the
technologies and algorithms related to big data processing and analytics have to be tailored to the
specific features of the energy domain, such as heterogeneous sources and formats, variable data
distributions, different abstraction levels, both fine and coarse grained, to effectively and efficiently
support the knowledge extraction process.

This paper presents SPEC, a Scalable Predictor of PowEr Consumption. It provides a data mining
engine for predicting the future power consumption over sliding time windows, specific to each
building under exam. Different regression techniques and a classification method have been integrated
into SPEC to build a model aimed at predicting the fine-grained power consumption at a time instant
in the near future (i.e., with a limited time horizon): artificial neural networks, random forest regressor
and ridge regression. furthermore, SPEC also includes the random forest classifier to forecast a
power consumption level, instead of the fine-grained value. Each prediction model is tightly tailored
to the specific building efficiency, by being trained only on power consumption historical data of
the selected building. The SPEC methodology builds upon state-of-the-art distributed-computing
solutions, namely, Apache Spark, which allows us to quickly analyze very large data collections.
As a case study, SPEC has been validated on thermal power consumption collected in a major city
in the North of Italy. Energy data have been enriched with meteorological open data. Experimental
results, obtained on 12 buildings monitored every roughly five minutes for one year, demonstrate
the effectiveness of the proposed methodology in predicting fine-grained power consumption with a
limited average error and a good accuracy.

This paper is organized as follows. We first present the most used distributed and parallel
frameworks, then the paper contribution is detailed. Next the description of the main building blocks
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of the SPEC engine is presented followed by the discussion of the experimental results yielded by the
SPEC engine on real thermal power data. After the comparison of our approach with related works,
we draw conclusions and presents future work.

2. Distributed Frameworks

The recent explosion in size of sensor-provided datasets has required the development of
new distributed and parallel big data approaches, often replicated inside cloud-based services
(e.g., platform-as-a-service tools) [3]. In recent years, two frameworks have emerged: MapReduce [4],
as a programming paradigm, whose most popular implementation is provided by the Apache Hadoop
platform, and Apache Spark [2], a more real-time data-processing solution with improved performance.
Both solutions allow programmers to focus on data-processing issues, disregarding low-level details
of the physical data replication and distribution over a cluster of machines, and the corresponding
network coordination. The first big data approach to crunch huge datasets was the MapReduce [4]
paradigm proposed by Google and then implemented in various software solutions, whose most
popular is Apache Hadoop. MapReduce exploits data locality by moving the algorithm to the data
instead of bringing the data to the algorithm, hence allowing each node of the distributed cluster to
process local data only. To this aim, a proper storage system was developed, the Hadoop distributed file
system (HDFS), which is probably the most widespread big data storage solution now, being compliant
with almost all analytics software solutions.

More recently, the Apache Spark [2] framework has been developed. Apache Spark is a general
purpose in-memory distributed platform supporting many development languages. Although it
maintains full compatibility with the MapReduce paradigm, it overcomes MapReduce limitations and
has become the favorite platform for large-scale data analytics, by enabling distributed data caching
within the nodes main memory, and reducing slow disk access.

Thanks to the availability of such distributed platforms, different libraries provide many
open-sourced algorithms for machine learning. Mahout [5], designed for Hadoop, is among the
most widespread ones. It contains implementations in the data mining areas such as algorithms to
address the cluster analysis, classification, and to support recommendation systems. All the current
implementations are based on Hadoop MapReduce and has been exploited to support different data
warehousing applications [6,7]. MLlib [8], instead, is the Machine Learning library developed on
Spark, and it is rapidly growing both in development and adoption (e.g., network traffic analysis [9],
social networks [10]).

3. Contribution of This Work

The aim of this work is to provide to energy scientists a scalable engine to predict fine-grained
power consumptions tailored to each specific building under exam. The proposed engine, named
SPEC, is customized to efficiently manage energy data, and includes different data mining algorithms
to forecast both real and categorical values of power consumption. Furthermore, self-evaluation
metrics are included to help the domain experts in assessing the quality of the results obtained.
SPEC is built upon state-of-the-art distributed-computing solutions: the current implementation
exploits Apache Spark and is able to effectively scale to huge data collections. SPEC is designed to be
helpful in various energy-related applications, such as heating and electricity consumptions. As a case
study, the proposed engine has been validated to forecast heating consumption every five minutes on
12 buildings.

To analyze the robustness of the proposed engine, it has been tested in two peculiar conditions:
(i) from 6:00 a.m. to 10:00 p.m., which includes both transient states with peak values and steady states
with more stable consumption values, and (ii) from 5:00 p.m. to 10:00 p.m. with only the steady-state
phase. As expected, the forecasting activity in the former case is more challenging.

The energy scientist can successfully exploit this engine without specific algorithm-related
knowledge, by setting only the energy-relevant parameters to reach her goals. No development
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of ad-hoc procedures in a specific programming language is required. For example, energy scientists
can choose between fine-grained (every five minutes) or coarse-grained (e.g., hour/day/week)
measurement periods, they can select the best metrics to evaluate the results, and the corresponding
time frame of interest (e.g., the complete day versus specific hours of the day). In addition to the
simple exploitation of the proposed engine, knowing in advance the expected power consumption
on a per-building basis can provide interesting knowledge to the energy providers, that can devise
proper strategies to efficiently satisfy the energy demand for each building as well as for the overall
network. Finally, predicting the power consumption allows both a more accurate energy network
sizing, hence providing a more reliable provisioning service, and a more informed energy usage by
end-users (customers), who can be encouraged with specific rewards to apply ad-hoc strategies to
reduce power consumption during the transient phases, when the energy peak demand is critical
to satisfy.

4. Related Work

Recently, energy-related data have gained traction as the focus of many machine-learning-enabled
analysis. The wide diffusion of smart and tiny sensor devices has been throughly exploited to monitor
indoor and outdoor environmental parameters supporting the collection of a large volume of measures
with temporal and spatial information. The knowledge extraction process applied on these data
collections discover an interesting subset of actionable knowledge to effectively support the decision
making process of facility managers.

Many research contributions on energy-related data have been carried out for: (i) identifying the
main factors that increase energy consumption (e.g., floors and room orientation [11], location [12],
weather [13]); (ii) characterizing consumption profiles among different users [12,14]; (iii) supporting
data visualization and warning notification [15]; (iv) efficient storing and retrieval operations based on
NoSQL databases [16];

A parallel research effort has been devoted to designing and developing systems providing
innovative and widespread analytics services based on big data technologies. General purpose
solutions [17] have been proposed together with specific techniques tailored to a given application
domain, such as thermal energy consumption [18], residential energy use [19], renewable energy [20],
air pollution levels [21].

In [22], various big data services based on a Hadoop large-scale energy-distribution platform have
been analyzed. Authors conclude that most services goal is the energy efficiency improvement and the
cost cut in heating maintenance and consumption. Other approaches contribute with algorithmic and
technological solutions, such as clustering techniques and association rule mining: in these works, big
data mining techniques are exploited both for prediction from historical data and for data exploration.

Similarly, different combinations of such techniques have also been successfully exploited
in other domains, e.g., for scaling network data characterization [23], and for social network
data exploration [10].

Addressing the wider energy-data management field, in [24,25] two different platforms and
infrastructures for managing building-specific data from different smart-city sources are presented.
In [26,27] different GIS-enabled frameworks for modelling urban district energy consumption are
presented, with the former [26] applied in New York city, and the latter [27] in a North-western Italian
city. However, they do not focus on energy consumption prediction but on classifying energy intensity
in buildings [26] and estimating space heating [27].

Focusing on the energy forecasting techniques, in [28], a predictor of energy consumption in
buildings is proposed, consisting of four building blocks, from data acquisition to performance
evaluation. In [29], a thermal-load forecast approach combining multiple data-driven methods is
presented, with experimental results on the next-day hourly load forecast.

In [30] a prediction model for district energy consumption in medium (mothly) and long terms
(yearly) is presented, based on an ensamble of three different data-mining techniques. In [31] two
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data-driven thermal-load forecasting models are compared, one based on support vector machines,
and another with two nonlinear autoregressive exogenous recurrent neural networks. In [32], two
heating distribution network substations in Changchun, China, were analyzed by means of data mining
techniques. As a result, six operating states are identified in each heating season. Finally, in [33]
the predictions of three energy consumption linear models are compared on two Swedish cities.
Forecasts target the next-day prediction and not the specific building prediction model. Overall,
current state-of-the-art works do not address specifically the large-scale challenges while keeping focus
on the fine-grained data-driven forecasts.

Similarly, research efforts have been devoted to characterizing energy consumption at a large
scale [34,35] as well as energy efficiency based on real consumption data [6] or estimated data [36,37].
The study presented in [34] exploits a NoSQL technology to support the collection, storing and
analysis of large volumes of energy-related data. In [34], a datawarehouse-style solution targeting
KPI computation based on the leading NoSQL database MongoDB [38] has been proposed, exploiting
the map-reduce approach. The proposed indicators consider the energy consumption during specific
outdoor conditions (temperature range) to characterize the energy consumption of single buildings and
groups of buildings in the same neighborhood. As a further step, a more advanced KPI computation
approach is presented in [6]. The work in [6] presented the energy signature analysis (ESA) system.
It is based on a big data methodology exploiting the map-reduce paradigm. It is able to characterize
the building’s energy efficiency through the energy signature. The latter estimates the total heat loss
coefficient of a building and it is computed by a linear regression of the power used for heating on
the difference between the internal temperature and the external temperature. The building signature
has been exploited to compute two KPIs: “(i) The intra-building KPI to compare latest observations
with past energy demand in the same conditions, for example in a similar outdoor temperature and
indoor temperature; and (ii) the inter-building KPI to rank the overall building performance with
respect to nearby and similarly characterized buildings by considering spatial co-location, building
size, and usage patterns (e.g., residential, office, public building)”. In [39] an engine exploiting
unsupervised machine learning approaches (clustering) and association rule mining is used to explore
energy consumption in buildings.

Differently from the previously-mentioned research papers [6,34,35,39,40], the current work
presents an engine based on scalable machine learning approaches to forecast fine-grained power
consumption. The previously-cited works focus on diverse targets and proposed different analytics
approaches. They also describe a significantly dissimilar architecture, wheres the datawarehouse
design is the same. In particular, no state-of-the-art solution provides a large-scale prediction with
a fine-grained five minute resolution for each building. Specifically, the target of [34,39] is the
characterization of the power consumption and the focus of [6] is the energy efficiency characterization,
to define a building ranking, whereas the present paper targets the predicting of sliding-windows
power consumption. Furthermore, the methodologies proposed in [6,34] exploit the map-reduce
paradigm, while this work exploits the more advanced and high-performing Apache Spark framework;
and the approach proposed in [35] does not include the forecasting data mining techniques exploited
by the currently proposed methodology.

First attempts towards the prediction of fine-grained energy/power consumption over a sliding
window have been proposed in [41,42]. The current paper significantly extends the study in [41]
by (i) providing a new algorithm to perform the regression task (i.e., the ridge regression model);
(ii) including a new analytics method (i.e., classification approach) to address the prediction of power
consumption labels through the random forest classifier; (iii) adapting the prediction models to a longer
time frame, including the first hours of the morning when a large number of energy consumption
spikes occur; (iv) introducing new and longer prediction horizons; (v) adding an exploitation use case
of the proposed approach, based on a real-world district heating network, and (vi) providing a more
in-depth and extensive experimental validation (almost three-fold expansion in experimental results).
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5. The SPEC Engine

SPEC is a distributed analytics engine aimed at predicting fine-grained power consumption.
Its architecture is presented in Figure 1 and consists of different components, each addressing one
of the main steps of the knowledge-extraction process. The scope of the current paper is to discuss
SPEC performance and usage in the context of thermal energy consumption. To this aim, the dataset
under analysis consists of thermal energy consumption data, collected every five minute from a large
number of smart meters deployed in 12 buildings. As proposed in [34], energy data are enriched
with meteorological information, collected from open-data web services [43]. Added meteorological
information includes temperature, relative humidity, precipitation, wind direction, UV index ,
solar radiation and atmospheric pressure, as defined and provided by [43]. The data collection
and integration component is in charge of collecting energy consumption data and integrating
meteorological information with the right temporal and geographical correlation. Since the focus is
on thermal energy consumption in residential and office buildings, only measurements of the winter
season are considered.

The other SPEC components are presented in the next subsections.

Figure 1. The scalable predictor of power consumption (SPEC) architecture.

5.1. Data Preprocessing

The knowledge extraction process is a multi-step process typically starting with a preprocessing
phase, whose aim is to smooth the effect of possibly unreliable measurements. SPEC preprocessing
component provides three features which have been proved to be crucial in real-world sensor-provided
energy data: (i) outlier detection and removal, (ii) missing value handling, and (iii) data normalization.

Outlier detection and removal. An outlier is a measurement that lies outside the expected range
of values. It may occur either when the collected value does not fit the model under study or when
faulty sensors provide unacceptable measurements for the phenomenon under analysis.

To detect outliers SPEC integrates the leverage measure. It is a coefficient based on the
Mahalanobis distance to define whether a power consumption measurement (Xi) is different from
the others. For each observation Xi, SPEC computes the leverage as proposed in [44], as provided
in Equation (1):

Hi = Mahalanobis2(Xi) +
1
N

, (1)
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where N is the number of power consumption measurements, and the Mahalanobis distance, in our
study, is computed as provided in Equation (2):

Mahalanobis(Xi) =

√
(Xi − mean(E))2

∑j(Xj − mean(E))2 , (2)

where mean(E) is the mean of all energy samples, while ∑j(Xj − mean(E))2 is the the total square
difference between all samples in energy consumption and their mean. Only the observations Xi
with a leverage value Hi greater than the CutO f f threshold are processed in the next analytics step.
The CutO f f threshold value is computed as provided in Equation (3):

CutO f f =
2(K + 1)

N
, (3)

where K is the number of variables under analysis.
Missing value handling. Many strategies are available to address missing values. SPEC selects

different approaches for different attributes, in particular for contextual data sources, such as unreliable
weather data providers: (i) replacement with the daily average value or (ii) replacement with the hourly
average value computed in the corresponding time of the previous week. The choice is mainly driven
by the physical meaning of each attribute. Specifically, strategy (i) is exploited for rain precipitation
and wind direction attributes, while strategy (ii) is applied to solar radiation and UV index attributes.

Data normalization is an important task required when differences in scale and measurement
unit exist in the data under analysis. Specifically, the normalization technique allows preserving the
original data distribution without affecting the relevance of the analytics results. SPEC integrates
two normalization techniques: min-max and z-score. The typical state-of-the-practice approach is to
iteratively perform different analysis sessions with different data normalization techniques to identify
the strategy yielding better results.

5.2. Data Analysis

The core of the knowledge extraction process in SPEC consists of three building blocks: (i) data
stream processing, (ii) prediction analysis, and (iii) prediction validation.

5.2.1. Data Stream Processing

In the buildings under analysis, a large volume of energy data is continuously collected since
power consumption is monitored roughly every five. Due to the high volume of collected data,
the SPEC engine performs the prediction over a sliding time window. Specifically, when a new power
consumption measurement is collected from a building, a sliding window over its historical data
stream is considered. This window contains a snapshot of the latest power consumption values of the
building, together with correlated meteorological data. The time window size is a parameter (wlength)
to be chosen depending on the temporal context of interest for the analysis: with short time windows,
the evaluation is almost in real-time of the building’s consumption is performed based only on very
recent measurements; instead, a very large time window includes many historical measurements.

5.2.2. Prediction Analysis

Many data mining algorithms are available for prediction purposes. Depending on the nature
of the variable to predict, we can identify two broad classes of approaches: if we wish to predict
future power consumption measurements as numerical values, then we focus on regression techniques;
otherwise, if the prediction were a consumption level (such as high, mid, low), then a classification
approach able to predict categorical values is required. SPEC addresses both requests by providing
three regression techniques and a classification algorithm.
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The prediction analysis component consists of two steps: (i) model building and (ii) prediction
task. In (i) a model for the data under analysis is built by analyzing past power consumption together
with meteorological data. Then the model is exploited to forecast the upcoming power consumption
in (ii). Among the techniques available to our purposes there are regression-based methods, decision
trees, naive Bayes approaches, neural networks, and support vector machines. Each technique employs
different learning algorithms to build models from historical data. In SPEC a new data model is
created for each time window. To self-assess the performance of the proposed prediction models,
data are split into training and test sets. The former is used to build the model, whereas the latter to
assess its quality.

For the regression purposes, i.e., the prediction of a real value of power consumption,
SPEC provides the following techniques: ridge regression (RR), random forest regression (RFR),
and artificial neural networks (ANN). While the latter two techniques have been widely and
successfully exploited in many different applications , the former was included to provide better
insights to the energy-provider company. The selected techniques are briefly presented in the following,
specifically focusing on the Apache Spark implementation.

Ridge regression (RR) builds a model based on the linear dependency among data under analysis.
Given a set of input features expressed through a n-dimensional vector x = [x1, . . . , xn] ∈ IRn and
a target variable y ∈ IR representing the objective of the prediction, the algorithm builds a regression
model with L2-regularization using stochastic gradient descent that provides a good estimation of the
value of y.

Random forest regressor (RFR) is an ensemble learning method that can be used for regression.
Given a training set with known predictions, a group (forest) of decision trees is created as a model.
The forest approach reduces the risk of overfitting. In MLlib [8], the RFR algorithm creates different
trees during the training phase by generating randomness and minimizing overfitting. The randomness
is introduced by (i) performing N sub-sampling of the training set (i.e., bootstrapping), (ii) considering
different random subsets of input variables. Thus, a parallel execution of the training step is possible.
During the application of the model, the single class labels produced by each tree are aggregated and
a global result is computed. Labels are replaced by real values in case of regression problems.

The building of each decision tree is a top-down process: an attribute test condition is chosen at
each step so that it best splits the records. To this aim, the Gini index can be exploited. Each node in the
tree represents a test on an attribute, being each branch, descending from a node, a range of possible
values for that attribute. Leaves represent values of the target attribute. This allows to partition the
sample space depending on the test conditions of the different attributes at each node.

To generate a prediction, the tree is visited top-down, following the tests in each node,
and branching down to a resulting leaf.

Artificial neural networks (ANN) exploited in SPEC are multi-layer networks without restrictions
(the source code has been downloaded from https://github.com/yannart/Scala-Neural-Network).
They include an input layer, n hidden layers, and an output layer. Each node in a layer takes as
input a weighted sum of the outputs of all the nodes in the previous layer, and it applies a nonlinear
activation function to the weighted input. The network is trained with back-propagation and learns
by iteratively processing the set of training data records: weights in the network nodes are backward
updated to minimize the mean squared prediction error.

Among the available techniques suited to the classification problem (i.e., the prediction of
a categorical value such as a range of values of power consumption) SPEC provides the random forest
classifier (RFC).

The random forest classifier (RFR) is a technique very similar to the random forest regressor. It is
an ensemble learning method based on a pool of trees. Differently from the regressor, the predictions
are categorical, such as high, mid, or low energy consumption levels. Each level can be associated
to a specific range of real consumption values. There is virtually no limit in the number of different
categorical values, however, such techniques typically work well with a low number of classes
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(i.e., different predicted categories), in the order of tens at most. They are useful because often it is not
the precise real value to be of interest, but its level in terms of meaningfulness for the phenomena under
study. Hopefully, grouping contiguous values into the same level (i.e., discretization into category),
helps in improving accuracy results. Technically, the difference with the regressor is in the the final
predicted value, which cannot be computed as the average of the single tree predictions, but a majority
voting approach is used: the category voted by the largest number of trees is selected as the final result
of the forest classifier.

5.2.3. Prediction Validation

This component evaluates the ability of the SPEC engine to correctly predict the energy
consumption of a building. To this aim, SPEC integrates three metrics to evaluate the quality
of regression-based models and one metric for the classification-based models: (i) mean absolute
percentage error (MAPE), (ii) weighted absolute percentage error (WAPE), and (iii) symmetric mean
absolute percentage error (SMAPE), whose formulas are reported in the following, are the regression
metrics, whereas the accuracy is used for the classification model. Accuracy is the ratio of the correct
predictions with respect to the overall number of predictions. The metrics are provided in the following
Equations (4)–(6).

MAPE =
100%

n

n

∑
i=1

∣∣∣∣ Ai − Pi
Ai

∣∣∣∣ (4)

WAPE = 100% · ∑n
i=1 |Ai − Pi|

∑n
i=1 Ai

(5)

SMAPE =
100%

n

n

∑
i=1

|Ai − Pi|
|Ai|+ |Pi| (6)

In all formulas, Ai is the actual energy consumption at time ti while Pi is the corresponding
predicted value.

MAPE, or mean absolute percentage deviation (MAPD), can evaluate a predictor quality. However,
since MAPE is a percentage, it might be less suitable for energy predictions because of its sensitivity
to low absolute values: given the same absolute error, MAPE may be very large in presence of low
consumption values, while it might hide errors when the absolute consumption is very high. The WAPE
and SMAPE metrics have been proposed to address this issue. WAPE suffers from not having a specific
meaning as an error on the single prediction but only on all the forecasts, while SMAPE is able to
correctly model the prediction error for each forecast individually. The only drawback of SMAPE
is that it is not symmetric. Thus, overestimated forecasts and underestimated forecasts do not have
the same impact. Specifically, for the same value of prediction error, the underestimated forecast
has a greater impact on the overall SMAPE value. Since each metric has benefits and drawbacks,
SPEC provides them all to allow the energy analyst to select the best one for her goals.

6. Experimental Results

We tested the efficiency of SPEC by performing different experimental sessions on a real dataset,
including power consumption data collected from 12 residential buildings. Measurements are collected
over a full winter period in Italy, from October 15th to April 15th. Energy data have been enriched
with meteorological information collected from the weather underground web service (the weather
underground web service gathers meteorological data from personal weather stations (PWS) registered
by users) [43].

The experiments reported in the paper target a subset of the overall district heating buildings,
specifically those buildings for which the full historical datasets of real-world data measurements
were available.
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The datasets have been stored in a Hadoop cluster available at our University, based on the
Cloudera Distribution of Apache Hadoop, version 6.1.0. All experiments have been performed on
our cluster, which has 8 worker nodes, and runs Apache Hadoop 3.0.0 and Spark 2.4. The current
implementation of SPEC is a project developed in Scala exploiting the Apache Spark framework.

Input variables are: time, date, temperature, humidity, precipitations, pressure, dew point,
wind direction, and energy consumption, in the configured time window. The target of the prediction
task is the upcoming energy consumption in the near future. For the results reported in this study,
the SPEC engine configuration featured the normalization and outlier detection through the min-Max
technique and the Leverage approach, respectively; the time window size (wlength) has been set
to three samples (i.e., roughly 15 min). A parameter grid search has been performed to identify
values for algorithm parameters. To configure the ridge regression algorithm in MLlib, the following
parameters have been set: intercept = false, numIterations = 100, regParam = 0.01, stepSize = 1.0.
For both the Random Forest Regressor and Classifier in MLlib, the parameters were: numTrees = 20,
featureSubsetStrategy = all, impurity = variance, maxDepth = 4, maxBins = 100. The ANN regressor
has been used with perceptronInputNum = 9 and neuronLayerNum = Array [10, 2, 1].

Experimental results targeted the five minute prediction capability. To this aim, we evaluated the
prediction error for all algorithms and all buildings separately. The prediction error has been computed
as the averaged error of all predictions in the whole (winter) period. To perform the prediction
task we considered two different time frames: (i) the complete day, from 6:00 a.m. to 10:00 p.m.;
(ii) the afternoon/evening only, from 5:00 p.m. to 10:00 p.m. The former time frame includes both
transient and steady-state phases, thus the prediction is more challenging: values were characterized
by large variability and spikes. The second time frame includes typical steady-state phases, with more
stable consumption values, hence the prediction task is expected to be easier.

Tables 1–3 report the MAPE, WAPE, SMAPE values for each monitored building obtained through
the ridge regression (RR), artificial neural networks (ANN), and the Random Forest Regression (RFR)
models respectively. Tables 1–3 focus on the 5–10 p.m. time frame, whereas Tables 4–6 report results of
the whole day.

All three regression models yield good results by analyzing consumption values in the 5–10 p.m.
time frame. Both RR and ANN models present limited errors: ANN has a MAPE of 6–19%, a WAPE of
6–10%, and a SMAPE of 3–5% as reported in Table 2. Such results are very similar to the ones yielded
by RR in Table 1). Also the performances of RFR are quite good, although slightly worse than both
RR and ANN models: it has a MAPE of 9–20%, a WAPE of 9–14%, and a SMAPE of 5–7% as reported
in Table 3).

As expected, errors yielded by SPEC models worsen when the prediction task is performed for
the whole day. As shown in Tables 4–6, on average ANN models reach the best results, with an average
prediction error lower than both RR and RFR. Results of RFR are better than RR, although slightly
worse than ANN.

Table 1. Prediction error for each building: ridge regression model, time frame: 5–10 p.m.

Building MAPE WAPE SMAPE

B1 10.4% 8.5% 4.0%
B2 6.4% 6.3% 3.1%
B3 10.1% 8.4% 4.1%
B4 18.9% 9.9% 4.9%
B5 9.1% 7.9% 3.7%
B6 7.9% 7.7% 3.6%
B7 9.1% 7.3% 3.6%
B8 6.4% 6.5% 3.1%
B9 15.7% 8.6% 4.2%

B10 12.6% 9.0% 4.3%
B11 15.2% 9.9% 4.9%
B12 12.4% 9.2% 4.4%
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Table 2. Prediction error for each building: artificial neural network model, time frame: 5–10 p.m.

Building MAPE WAPE SMAPE

B1 13.5% 11.8% 6.0%
B2 7.1% 7.0% 3.5%
B3 12.8% 10.7% 5.5%
B4 20.4% 12.8% 6.6%
B5 9.9% 9.4% 4.6%
B6 7.4% 7.1% 3.7%
B7 11.0% 9.7% 5.0%
B8 7.7% 7.9% 3.9%
B9 18.6% 12.9% 6.7%

B10 15.9% 12.4% 6.4%
B11 16.9% 12.1% 6.2%
B12 12.7% 10.5% 5.2%

Table 3. Prediction error for each building: random forest regression model, time frame: 5–10 p.m.

Building MAPE WAPE SMAPE

B1 13.3% 11.5% 5.6%
B2 10.4% 10.3% 5.1%
B3 13.3% 11.2% 5.6%
B4 19.8% 11.1% 5.8%
B5 11.2% 10.5% 5.2%
B6 12.2% 12.0% 5.9%
B7 11.5% 9.6% 4.7%
B8 9.3% 9.4% 4.6%
B9 19.0% 11.9% 6.1%

B10 14.6% 11.3% 5.6%
B11 19.3% 13.4% 6.5%
B12 16.9% 13.9% 7.0%

Table 4. Prediction error for each building: ridge regression model, time frame: 6 a.m–10 p.m.

Building MAPE WAPE SMAPE

B1 26.7% 10.1% 9.8%
B2 25.5% 16.8% 8.1%
B3 21.5% 20.6% 8.1%
B4 42.8% 31.1% 13.8%
B5 22.2% 16.3% 8.0%
B6 24.3% 16.9% 9.0%
B7 23.8% 20.4% 9.7%
B8 31.2% 31.8% 14.0%
B9 28.6% 23.8% 10.9%

B10 21.8% 22.2% 10.0%
B11 30.1% 26.2% 11.9%
B12 24.8% 19.9% 9.6%
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Table 5. Prediction error for each building: artificial neural network model, time frame: 6 a.m–10 p.m.

Building MAPE WAPE SMAPE

B1 21.4% 11.3% 6.0%
B2 21.0% 9.6% 4.8%
B3 13.7% 10.9% 5.4%
B4 31.9% 15.2% 7.2%
B5 18.9% 10.0% 5.0%
B6 17.9% 9.9% 5.4%
B7 17.4% 11.0% 5.4%
B8 16.4% 14.1% 6.4%
B9 20.6% 12.2% 5.9%

B10 11.9% 10.4% 5.1%
B11 23.7% 15.2% 7.5%
B12 20.6% 11.4% 5.6%

Table 6. Prediction error for each building: random forest regression model, time frame: 6 a.m–10 p.m.

Building MAPE WAPE SMAPE

B1 22.9% 13.5% 7.3%
B2 23.9% 10.9% 5.6%
B3 16.6% 16.5% 7.5%
B4 32.7% 17.0% 7.9%
B5 20.9% 11.5% 5.9%
B6 23.0% 12.3% 6.8%
B7 18.0% 12.0% 6.0%
B8 17.2% 16.5% 7.3%
B9 21.6% 13.0% 6.3%

B10 13.2% 11.7% 5.9%
B11 23.5% 15.1% 7.5%
B12 20.3% 13.5% 6.7%

Since the ANN model yielded the lowest errors and on average achieved better results than both
RR and RFR on all time frames (i.e., 6 a.m.–10 p.m. and 5–10 p.m.), we analyzed in more details the
error trend yielded by ANN in a given day for a representative building, as reported in Figure 2.
Building no. 7 is selected as representatives because its consumption time series include multiple
peaks. In all cases, the ANN models are able to predict values following the trend of the actual time
series, although the error significantly increases for peaks in energy consumption, such as during the
early morning (e.g., 7–8 a.m).

Figure 2. Building 7: detailed results for 24 h of continuous five minute predictions.
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We experimentally evaluated the performance of the random forest classifier provided by SPEC.
To perform the categorical classification task, the power consumption values per unit of volume have
been discretized in six fixed-size bins as in [39]: two bins until 15.5 KW/m3 (off until 0.05 KW/m3,
low until 15.5 KW/m3), a bin each 10 KW/m3 for values until 35.5 (medium consumption until
25.5, high consumption until 35.5) and an additional bin for values exceeding 35.5 KW/m3. Table 7
reports the accuracy yielded on the 12 buildings under analysis for both the complete day and
afternoon/evening time frames. In both cases the classifier achieved good accuracy values: they are in
the range from 81–91% when analyzing all collected values (6 a.m.–10 p.m.), and in the range 89–98%
(except for building no. 1) on the afternoon/evening time frame.

Table 7. Accuracy for each building: random forest classification model.

Building
Time Frame Time Frame

6:00 a.m.–10:00 p.m. 5:00 p.m.–10:00 p.m.

B1 81% 77%
B2 91% 98%
B3 91% 93%
B4 85% 95%
B5 88% 94%
B6 88% 94%
B7 84% 93%
B8 85% 98%
B9 87% 93%

B10 89% 97%
B11 85% 89%
B12 88% 89%

Regarding the prediction horizon, we analyze the performance in terms of MAPE, WAPE,
and SMAPE of the top-performing approach, i.e., ANN, with longer prediction horizons, specifically
30, 45, and 60 min, as reported in Table 8. The selected 5 buildings are those presenting no missing
values, hence not requiring any pre-processing. Such results are compared with two naive techniques:
(NAIVE 1) previous-value predictor and (NAIVE 2) same-time previous-day predictor.

Improvements in terms of prediction error reduction of the artificial neural network model over
the two selected naive approaches for a 30-min prediction horizon in the time frame 6 a.m.–10 p.m.
are reported in Table 9. The results for prediction horizons of 45 and 60 min are reported in
Tables 10 and 11 respectively.

The proposed approach always yields to better predictions (i.e., with lower errors) with respect to
the NAIVE 2 approach. Similar results are also reported with respect to NAIVE 1 apart from a single
exception (SMAPE for building B2). Improvements for building B1 are higher with respect to NAIVE 1
and lower with respect to NAIVE 2, whereas the converse is true for the remaining buildings. This is
due to the different usage pattern of residential versus office/public buildings.

Table 8. Artificial neural network model prediction errors for different horizon lenghts: 30, 45,
and 60 min; time frame: 6 a.m.–10 p.m.

MAPE (%) WAPE (%) SMAPE (%)

Horizon
(minutes)

30 45 60 30 45 60 30 45 60

B1 8.3 9.1 8.3 8.3 8.8 8.3 4.1 4.3 4.1

B2 18.8 17.6 18.3 19.4 19.4 20.0 8.7 8.5 8.9

B3 10.1 9.6 9.9 9.9 8.9 9.8 4.9 4.6 4.9

B4 8.1 8.0 7.8 8.0 78̇ 7.9 3.8 3.7 3.8

B5 11.7 12.5 11.8 11.3 11.4 11.2 5.4 5.6 5.4
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Table 9. Improvement in terms of prediction error reduction of the Artificial Neural Network model
over naive approaches for a 30-min prediction horizon; time frame: 6 a.m–10 p.m.

Building
NAIVE 1 NAIVE 2

MAPE (%) WAPE (%) SMAPE (%) MAPE (%) WAPE (%) SMAPE (%)

B1 12.8 15.0 5.9 2.2 1.8 1.9

B2 3.8 4.3 −0.7 13.4 14.7 4.3

B3 2.1 1.1 0.3 13.8 13.9 5.5

B4 1.8 1.4 1.2 14.4 13.7 6.0

B5 1.3 2.5 0.9 11.9 13.1 4.5

Table 10. Improvement in terms of prediction error reduction of the artificial neural network model
over naive approaches for a 45-min prediction horizon; time frame: 6 a.m–10 p.m.

Building
NAIVE 1 NAIVE 2

MAPE (%) WAPE (%) SMAPE (%) MAPE (%) WAPE (%) SMAPE (%)

B1 7.7 10.1 3.7 2.9 2.0 1.3

B2 4.9 8.7 1.2 13.5 14.5 4.3

B3 1.0 4.1 0.8 12.0 12.7 4.9

B4 1.4 3.5 0.8 10.0 9.2 4.1

B5 2.4 5.1 1.3 8.7 7.2 2.5

Table 11. Improvement in terms of prediction error reduction of the artificial neural network model
over naive approaches for a 60-min prediction horizon; time frame: 6 a.m–10 p.m.

Building
NAIVE 1 NAIVE 2

MAPE (%) WAPE (%) SMAPE (%) MAPE (%) WAPE (%) SMAPE (%)

B1 12.8 15.0 5.9 2.2 1.8 1.7

B2 6.1 8.7 1.4 11.8 12.8 3.8

B3 2.7 6.0 1.6 13.4 13.3 5.2

B4 1.5 3.0 0.8 10.1 9.2 4.4

B5 2.0 3.5 0.9 5.4 5.6 2.0

Considering the performance of the ANN model on longer prediction horizons, we notice that
errors for 30, 45, and 60 min are lower than five minute forecasts. If the energy provider operations can
benefit from a 5-min prediction horizon, this is proved to be a more challenging task than 30–60 min
horizons. Changing the prediction horizon from 30 to 60 min does not affect significantly the error rates.

Statistical significance of the difference in the values in Tables 9–11 have been computed with the
Student t-test for the MAPE metric. Bold values indicate that the t-test has been passed for a p-value
of 0.05. We notice that improvements reported for the 60-min horizon are statistically significant for
all buildings, and they would be significant also for lower p-values, such as 0.01. On the contrary,
the shorter the horizon, the less significant the improvements: for the 45-min horizon, only three
buildings out of five pass the t-test with p-value 0.05, whereas all 5 would pass the t-test for p-value
0.10. For the 30-min horizon, again three out of five buildings pass the t-test with p-value 0.05, however
the remaining two buildings would require a p-value larger than 0.10.

Finally, we present a sample of how the proposed work could be exploited in a real-world
district-heating distribution network. The goal of the solution is to be a tool directly available to energy
experts and energy-providing company management to support their decisions in the strategic design
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and expansion plan of the district heating networks, besides the day-to-day operations. In Figure 3,
a district map of building consumption levels with real experimental data is presented for two different
days, December 8th in Figure 3a and December 9th in Figure 3b. Each of the five consumption
levels is a percentage range of the top consumption among the overall population for that day,
and it is associated with a color from green (0–20%) to red (80–100%). The aim is to analyze the
total consumption of each neighborhood in the district under exam, hence grouping together the
single buildings but keeping a fine-grained spatial resolution. While such a map can be produced
for any prediction horizon, the presented results describe a whole day consumption, considering
that December 8th is a national holiday. Specific patterns emerge for residential versus office/public
buildings; for instance, the two neighborhoods at the top-centre of the map had opposite behaviors:
the lower one is green (0–20%) during the national holiday (Figure 3a) and red (80–100%) on the
next day (Figure 3b), and indeed it is a neighborhood of office buildings. On the contrary, the upper
neighborhood is red (80–100%) during the national holiday (Figure 3a), and light green (20–40%)
during the next day, hence showing the behavior of a residential building with most people working
out of home.

(a) December 8th (b) December 9th

Figure 3. Total consumption of the buildings in the monitored district, grouped by neighborhood.

The map reported in Figure 4 similarly provides the average consumption per m3, hence being
useful to estimate the energy efficiency of the buildings. It is interesting to note that during the national
holiday, even if the previously analyzed office neighborhood was green (0–20%) in total consumption
(Figure 3a), it is orange (60–80%) in average consumption (Figure 4a), hence being poorly efficient
when using low total energy. On the contrary, it has a very high energy efficiency on December 9th
(Figure 4b) with a light-green level (20–40%), when it is a top consuming neighborhood (red level
80–100%, (Figure 3b).

(a) December 8th (b) December 9th

Figure 4. Average consumption per m3 of the buildings in the monitored district, grouped
by neighborhood.
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7. Conclusions and Future Works

In this paper we presented the SPEC (Scalable Predictor of PowEr Consumption) engine to
predict power consumption at large scale. SPEC addresses the full analytic stack and exploits a data
stream approach over sliding time windows to train a prediction model tailored to each building.
It integrates a wide range of algorithms to perform the prediction task both in terms of regression
and classification.

Experimental results, achieved on real data, demonstrate the potential of the proposed approach
in generating accurate prediction model. On average by considering both time frames (complete day
versus only few hours, i.e., transient and steady state phases versus only steady state) the ANN model
outperforms the others with a lower prediction error. These results are promising and demonstrate
the potential of the proposed methodology in addressing the cumbersome task of predicting power
consumption over a sliding window.

Currently, we are extending the current version of the architecture towards a cross-building model
to perform more accurate fine grained value predictions. Furthermore, we are working on enriching
the prediction models with physical model knowledge, to yield better performance in correspondence
of power consumption peaks. Furthermore, we are tailoring the SPEC engine to other energy-related
applications, such as electricity applications.
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