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1. Introduction and Scope

The situation in which a component or structure is maintained at high temperature under the
action of cyclic thermal and/or mechanical loadings represents, perhaps, one of the most demanding
engineering applications—if not, in fact, the most demanding one. Examples can be found in many
industrial fields, such as automotive (cylinder head, engine, disk brakes), steel-making (hot rolling),
machining (milling, turning), aerospace (turbine blades), and fire protection systems (fire doors).

The presence of high temperatures usually induces some amount of material plasticity or creep
deformation in the most stressed regions of the structure. Plasticity, if combined with the action of
cyclic loading variation, may lead to low-cycle fatigue (LCF) failure.

In order to estimate the component fatigue life in such demanding operative condition, it is often
necessary to characterize the high-temperature material behavior under cyclic loading, in terms, for
example, of cyclic stress–strain response, strain hardening or softening, creep behavior, experimental
fatigue strength under isothermal and/or non-isothermal conditions. Moreover, it is also necessary
to develop a reliable structural durability approach that is able to include experimental results in
numerical and/or predictive models (e.g., plasticity models, fatigue strength curves).

The choice of the most appropriate material model to be used in simulations, or even calibrating
the model to experimental data, often represents the most critical step in the whole design approach.
Experimental techniques and modeling have to be properly managed to guarantee the reliability of the
estimated fatigue life.

2. Contributions

As a part of this Special Issue, researchers were invited to submit their innovative research papers
aimed at providing a state-of-the-art knowledge on the topic of metal plasticity, creep deformation
and fatigue strength of metals operating at high temperatures, with emphasis on both experimental
characterization and numerical modeling of material behavior. A total of eleven research papers were
published [1–11].

Problems correlated with the creep phenomenon have been investigated in [1,2]. The paper by
Liu et al. [1] presents an explicit fatigue-creep model which develops one formulation that covers the
full range of conditions: from pure fatigue, to creep-fatigue up to pure creep. Kloc et al. [2] study a
complex phenomenological creep model with particular attention focused on transient effects in the
creep behavior of the Sanicro 25 steel.

In the paper by Aigner et al. [3] a model based on the
√

area concept proposed by Murakami is
extended to elevated temperature by introducing an additional exponent.

Poulain et al. [4] examine the dependence and interaction between the effect of pressurized water
reactors environment, strain rate and shape of loading waveform on the LCF resistance of a 304L steel
in terms of stress-strain response, crack growth, fatigue life and fracture surfaces morphology.

Metals 2020, 10, 326; doi:10.3390/met10030326 www.mdpi.com/journal/metals1
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Thermo-mechanical fatigue (TMF) is studied in [5–7]. The paper written by Szmytka et al. [5]
provides an overview of a TMF design protocol through the analysis of the specific case of a cylinder
head, which summarizes the studies led by the authors over the last five years. Four typical issues in
high-temperature design—loading identification, aging and constitutive models, TMF criteria, and
validation tests—are addressed and critically analyzed, while some improvements are proposed. In [6],
Wagner et al. work on the identification of a criterion for crack initiation to provide the basis for a
nondestructive quality control of TMF-loaded porous components with improved statistical safety.
The paper by Ghodrat et al. [7] presents an adapted version of Paris’ fatigue crack-growth law where
cyclic plastic strains at the crack tip are considered as the parameter that controls crack growth. Finally,
it is found that the modified Paris’ law is able to assess TMF lifetimes of spheroidal graphite iron
(SGI) very well for all constraint levels with a single set of parameters. Crack initiation life models are
studied in [8], where three approaches (one based on Weibull distributed crack initiation life, the other
two based on probabilistic Schmid factor) are presented.

The effect of ageing temperature, initial stress levels and pre-strains on the stress-relaxation ageing
behavior of aluminium alloy AA7150-T7751 are investigated through a series of experiments and
presented in the work of Cai et al. [9]. The authors discuss a stress relaxation constitutive model with
the ability to reproduce stress relaxation curves under different process conditions. The paper by
Testa et al. [10] describes a model to estimate the yield stress at different strain rates and temperatures
for metals with body-centered-cubic (bcc) structure. Srnec Novak et al. [11] develop a new isotropic
model to describe the cyclic hardening/softening plasticity behavior of metals. The proposed model
is described with three parameters which were calibrated based on LCF experimental data of CuAg
alloy. An improvement is observed with respect to another nonlinear isotropic model generally used
in the literature.

Papers in this Special Issue addressed different types of material, from stainless steel studied
by [1,2,4,10], to aluminum alloys investigated by [3,6,9], Ni-based supper alloy in [8], spheroidal
graphite iron by [7], and copper alloy discussed in [11].

The developed constitutive methods have, in most cases, been compared to experimental data
obtained with tensile tests [3], fatigue tests [3,4,8], TMF tests [6,7], creep tests [2], and stress relaxation,
aging tests presented in [9].

3. Conclusions

This Special Issue presents a collection of research articles covering the relevant topics in the
field of metals plasticity, creep and fatigue at high temperature. As Guest Editors, we hope that these
articles may be useful to scientists working in this field to deepen or widen their research.

Acknowledgments: As Guest Editors, we thank all authors who contributed to this Special Issue with high-quality
manuscripts that shared results of their research activities. Thanks to Assistant Editor Kinsee Guo for his valuable
and inexhaustible support during the preparation of this issue, and thanks also to all staffmembers of Metals
Editorial Office for their management and practical support in the publication process of this issue.

Conflicts of Interest: The authors declare no conflict of interest.
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a colleague, a friend.
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Abstract: Automotive industry faces numerous evolutions regarding environment regulations and
parts reliability. Through the specific case of a cylinder head, actual and forthcoming challenges
for low-cycle and thermal–mechanical fatigue design in an industrial context are presented. With a
description of current design approaches and highlighting limitations, this work focuses on variable
loadings, constitutive models and their interaction with the environment, fatigue criteria, and structure
validations, the four major steps to meet a reliable design. The need to carry out extended experimental
databases for different complexity levels is emphasized to provide a better understanding of loadings
and their impact on the strength of materials and structures, as well as the production of more
physically-based models that are easier to identify and lead to higher levels of reliability in the
thermal–mechanical design process.

Keywords: thermal–mechanical fatigue; probabilistic design; constitutive models; fatigue criterion;
experimental set-ups

1. Introduction

In the automotive industry, fatigue-critical parts most of the time exhibit complex geometries and
severe mechanical environments. They are subject to loads from various sources that systematically
show high levels of randomness. These structures are usually designed for enduring a vehicle
usage described as “standard” (thus designating the mean conditions of use plus some standard
deviations) as well as for a prescribed number of exceptional or accidental events. The largest car
manufacturers produce several million vehicles per year and it is therefore necessary to guarantee
a high level of reliability for each of the components (engine, suspensions, etc.) to avoid any risk
of mechanical failures. The automotive market is also highly competitive and manufacturers are
compelled to optimize the produced parts by constantly seeking the best balance between mass, cost,
mechanical resistance, and production times. These constraints then reduce drastically the number
of design options. For instance, Engine component development requires multiple optimizations for
combustion strategies and emission control systems. At the same time, the applied thermal loads
become increasingly severe in terms of maximum temperatures and spatial thermal gradients. These
loading conditions lead to the use of materials often at the edge of their capacity and make these parts
subject to significant risks of damage by thermal–mechanical fatigue (TMF) [1,2].

For about 20 years, the automotive industry has thus contributed to the development of numerous
calculation methods and test protocols to determine the service life of automotive structures subject to

Metals 2019, 9, 794; doi:10.3390/met9070794 www.mdpi.com/journal/metals4



Metals 2019, 9, 794

coupled thermal–mechanical loadings. They commonly focused on the relevant analysis of boundary
conditions and mainly on the continuous improvement of non-linear constitutive models and fatigue
criteria. At the heart of the developed methods, there are several fundamental hypotheses that have
been put forward for the automotive industry by Constantinescu and co-workers [3] and have since
been taken up by several authors [4–8]. A total decoupling between behavior and damage evolution is
thus first of all assumed. Viscoplastic shakedown at each point of the structure is then guessed after
only a few loading cycles the stabilized hysteresis loop is usually taken as a reference to characterize
the damage per cycle. A fatigue criterion based on the density of energy dissipated per stabilized cycle
is then commonly used [9]. Figure 1 summarizes common protocols for cylinder heads and emphasizes
(in red) on assumptions that tend to simplify the mechanical problem and to jeopardize the reliability
of the fatigue lifetime estimation. These drawbacks, that will be detailed, become a real concern
as operating temperatures increase and design constraints become more severe. Moreover, recent
evolutions in engines due to new usages or regulations induce the employment of different materials
and processes for which common methods are therefore inefficient or lead to very conservative designs.

Figure 1. Global strategy for thermal–mechanical fatigue (TMF) design protocols and main weakness
(in red) with focus on the fire deck as the main critical zone for TMF (CAD is for Computer Aided
Design and CFD is for Computed Fluid Dynamics).

In order to deal with these limitations and improve design processes, car manufacturers, and
more particularly Groupe PSA, have regularly investigated model and methods evolutions since

5
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Constantinescu and co-workers developed the first protocol against TMF for automotive parts,
beneficiating a better understanding of the structure behavior, enhanced computational capacities,
and novel experimental investigation techniques. This article aims therefore at providing a complete
upgrade of the TMF design protocol based on studies led by the authors during the last 5 years
and of the upcoming challenges mainly through the example of the cylinder head. As depicted in
Figure 1, four steps of design—loading identification, aging and constitutive models, TMF criteria, and
validation tests—will be addressed, criticized, and improvements will be proposed.

Research on TMF resistance has most often focused on deterministic methods to ensure the strength
of structures subjected to thermal and mechanical coupled loads. However, fatigue is a probabilistic
phenomenon by nature: manufacturing processes, geometric tolerances, or operating conditions are
some examples of variability sources while estimating the lifetime expectancy of an industrial structure.
Car usage, even if it is limited by its pure performance, is unique because of the types of used roads, the
weather conditions or even its driver’s behavior. As a result, thermal–mechanical loads applied to a
cylinder head, an exhaust manifold or a piston become probabilistic while the intrinsic fatigue strength
of the structure itself is variable (machining, process, distribution of foundry defects). A complete
protocol for analyzing the risk of failure of a structure subject to TMF has been developed by some
of the authors based on the Strength-Stress Interference Method [10]. In this method, a detailed
analysis of vehicle use, through measurements and customer surveys, is carried out to measure the
thermal–mechanical loads variability while numerical methods link a succession of macroscopic loads
(engine speed and torque) to a local damage in TMF. We will here quickly come back to this method
and stress the importance of considering variable amplitude loadings, particularly for aluminum alloys
used for cylinder heads, which are sensitive to thermal aging. We will therefore focus on the impact of
this type of method while considering the influence of aging as part of a design protocol.

In a second time, constitutive models using inspired-by-physic equations relying on dislocations
densities are proposed as a substitute to usual phenomenological model. Main objectives are to cope
with a wide variety of loading conditions (temperature, strain rates, and amplitudes) and to facilitate
model parameters identification. Micro-crack growth laws and defects population are also introduced
in fatigue criterion in place of simple crack initiation lifetime estimation, once again to deal with
variable amplitude loading. The impact of such evolutions on the fatigue design protocol is then
evaluated and discussed. The reliability of these two latter elements is indeed presented as crucial
for proposing non-linear damage accumulation strategies, more appropriate for probabilistic design
protocols, particularly when dealing with material exhibiting thermal aging. Simplified methods
for numerical integration of such models leading to a more flexible use of complex equations are
jointly presented.

Finally, a specific attention is dedicated to an experimental set-up based on a simplified but
representative structure (single cylinder head), half the way from specimens to real industrial structures.
They reproduce the complexity of real loadings on structures for which the strain and stress analyses are
far easier and could quickly lead both to geometries and models improvements. Example of comparison
between models and experiment is detailed to underline the previously discussed evolutions.

2. Materials

Cylinder heads are nowadays mainly produced by die casting from aluminum alloys containing
silicon, magnesium, and often copper due to their high strength to weight ratio, high thermal
conductivity, good casting properties as well as machinability. These alloys are widely used and
strengthened by precipitation (T7 heat treatment). Copper can be often added in different amounts in
order to enhance alloys properties, especially thermal stabilities. Two primary cast aluminum alloys
are mentioned in this article: an AlSi7Cu0.5Mg0.3 and an AlSi7Cu3.5Mg0.1, close to A356 and A319
alloys respectively.

The design protocol used today has been established for AlSi7Cu0.5Mg0.3 T7 aluminum
alloy that is widely used for Groupe PSA cylinder heads [11]. Such components can experience

6
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operating temperatures that can exceed 250 ◦C in some critical areas and thus the precipitation
treatment temperature. implying that over-aging occurs during service. As seen on Figure 2, these
high-temperature incursions cause changes in nature and morphology of hardening precipitation
population and consequently the alloys mechanical behavior, resulting in a loss of strength and of
fatigue resistance. Vickers microhardness tests are commonly used to represent the effect of thermal
aging. Here, samples of material are exposed to different temperature levels for different periods of
time. The hardness is then measured inside dendrites (about 20 measurement points per test condition)
and an average value is obtained. Figure 3a,d represent these values as a function of temperature
and exposure time for the two considered alloys, while typical morphologies of precipitates in T7
and overaged conditions are shown in Figure 3b,c and Figure 3e,f for alloys AlSi7Cu0.5Mg0.3 and
AlSi7Cu3.5Mg0.1 respectively. A complete description of microstructure is given in [12].

Figure 2. (a) Temperature map on the cylinder head fire deck. (b) Electron Backscatter Diffraction
(EBSD) Inverse pole figure showing the grain microstructure in the inter-valve bridge. (c) Alloy
AlSiCu0.5Mg0.3 T7, initial hardening precipitates microstructure, (d) AlSi7Cu3.5Mg0.1 T7, initial
hardening precipitates microstructure.

Figure 3. Alloy AlSi7Cu0.5Mg0.3-T7: (a) Microhardness evolution with heat treatment time and
temperature; (b) TEM dark field image of semi-coherent precipitates in initial condition, negative
contrast (both image plane and thin foil plane normal directions close to [001] (Al) zone axis); (c) TEM
bright field image of incoherent precipitates in over-aged condition. Alloy AlSi7Cu3.5Mg0.1 T7: (d)
Microhardness evolution with heat treatment time and temperature; (e) TEM dark field image of
semi-coherent precipitates in initial condition, negative contrast (both image plane and thin foil plane
normal directions close to [001] (Al) zone axis); (f) TEM bright field image of stable precipitates in
over-aged condition treated at 300 ◦C.

Hardening precipitate populations in T7 condition are composed of thin, semi coherent precipitates
with morphologies depending on the Cu amount in the alloy. For AlSi7Cu0.5Mg0.3, lath and rod-shaped
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precipitates, from β and Q precipitates families are observed and shown in Figure 3b in edge view.
With addition of Cu, hardening precipitates are plate shaped θ family with semi coherent θ′ precipitate
in T7 condition, as shown in Figure 3e in side view. With aging, these precipitates evolve to their relative
coarse and stable forms, as presented in Figure 3c,f. The effect of Cu composition on the nature and
morphologies of hardening precipitates induce significant evolutions of the aging process, as shown
in Figure 3a,d. While the stabilized overaged state is almost insensitive to temperature in the alloy
AlSi7Cu0.5Mg0.3, this state strongly depends on aging temperature for the AlSi7Cu3.5Mg0.1 alloy.

Its mechanical behavior and the evolution of its mechanical characteristics then explicitly depends
on the thermal history, which has a significant influence on the cylinder head design. Finally, the impact
on the lifetime analysis is considerable and must be considered in the design protocol. In the light of
these elements, it seems obvious that the precise analysis of the loads on the structure to be designed
becomes a central point of TMF life analysis methods.

Meanwhile, the lost foam casting process was recently introduced [13] to reduce the processing
cost while opening new opportunities for geometry optimization. However, the slower cooling
rates during solidification process combined with partial contaminations of liquid aluminum by
foam sublimation-induced gas result in coarser microstructures and larger porosity as presented for
an AlSi7Cu0.5Mg0.3 alloy on Figure 4. This Figure compares the microstructures obtained by die
and lost foam casting. Without necessarily quantitatively analyzing the microstructures—perfectly
representative of the processes—the size of the secondary inter-dendritic spaces appears considerably
larger for lost foam casting material. This coarser microstructure is accompanied by the presence
of large shrinkage pores. It then seems obvious that such microstructures will have a deleterious
impact on the lifetime of the structures, even though the chemical composition of the alloys is the same.
The methods commonly used to describe fatigue strength can only be challenged, confronted with
these new materials to be improved.

Figure 4. A356-T7 alloy microstructure for die casting (a) and lost foam casting (b).

3. Loadings Characterization and Its Impact on the Design Process

Developments of TMF design protocol have mainly been achieved within a deterministic
framework where loading is well-known and controlled. To put it differently, design loading is
chosen to be severe to cover both the majority of loading cases and to reduce the time required
for validation tests. The immediate consequence of this choice is the very conservative design of
cylinder heads that are too fatigue-resistant for almost all cases of use, expensive and not optimized as
underlined on Figure 1. Car usage induces however a very wide variety of loading conditions, implying
several degrees of damage and should thus be treated within a necessarily probabilistic framework.
In order to reach an optimal design with regard to fatigue lifetime for an automotive component while
guaranteeing a high and quantified level of reliability, it is therefore generally necessary to develop
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numerical and experimental tools to measure the variability of the severity of use. Combined with
a precise knowledge of the variability of the mechanical strength of all the parts produced, it then
calculates a failure risk that leads to a probabilistic design of the structures while optimizing both
cost and mass. This kind of protocol was introduced in 2013 for thermal–mechanical cylinder head
fatigue [10], then extended to exhaust manifolds and finally to brake discs [14].

Precise knowledge of loading and its statistical variability must then become the core of any
design protocol. One of the central points, in addition to having the most accurate behavior and
fatigue models, is thus the analysis and understanding of the random loads to which the structure to
be designed is subjected. Estimating the variability of use of an automotive part used in uncontrolled
situations by a very diverse population of customers is however a complex task. It is then essential to
carry out as many measurements as possible in order to estimate the different moments of the observed
probability densities assigned to the different loading conditions. A detailed description of the methods
used to build this experimental database is given in [10]. The first step consists in obtaining reliable
information on drivers’ driving habits by using statistical studies-surveys-on a fairly large panel of
representative drivers of the overall customer population. The use of the vehicle can thus be easily
categorized by the type of used road (as “highway”, “road”, “city”, and “mountain” [15]). These
first categories can then be modulated by the vehicle load or any other parameter likely to modify
the fatigue behavior of the component under study. The result is a finite number of elementary life
situations. Surveys must then be regularly repeated to estimate, for each of the users, the percentage
of time or the number of kilometers that correspond to each of these life situations and thus obtain
a statistical measure of the variability in the use of the vehicle. This step makes it possible to build
representative usage sequences. It is then a question of quantifying the loading amplitude for each
usage and then the damage they cause to the structure according to the severity of the customer’s use.

In order to answer to this problem, vehicles are equipped with sensors to be subsequently
used either by professional drivers on calibrated paths representative of the identified life situations.
A database containing the temporal monitoring of the vehicle’s use is then collected. TMF damage to
the cylinder head results from the temporal variation in its temperature field and the thermal gradient
created during this variation both on the surface and in the core of the material. Depending on the
severity of the thermal–mechanical loading, the local behavior in the structure exhibits non-linearities
related to viscoplasticity, which makes it impossible to quickly convert the imposed global loading
into a local loading for the most TMF critical area. The second step in the analysis of load sequences
variability then relies on signal processing for a variable wisely chosen to characterize the severity of
loading at the local level. The thermal–mechanical stresses for the engine are controlled in the first
order by the thermal exchanges with the combustion gases. The surface heat flux on the fire deck is
therefore naturally chosen as a measure of the severity for the cylinder head.

Figure 5 shows an example of the time evolution of the heat flow for the cylinder head. These
raw signals cannot be used directly to characterize the overall severity of a time recording. Indeed,
they are too noisy to be introduced as boundary conditions for a finite element calculation to compute
the local damage. A simplifying treatment must be carried out to consider them as a succession of
elementary loading cycles. The elementary load is a simplified signal (often symmetrical, linear per
part, and parameterized) calibrated for finite element computation. Signal processing therefore focuses
on displaying sequences corresponding to heating, high temperature dwell times, cooling and then
cold temperature dwell times, taking care to measure as accurately as possible the transition rates and
duration of holding times, which are decisive parameters for describing the viscous behavior for the
material. Figure 5 also shows the result of such signal processing, which must integrate the inertial
effects of the component, the thermal properties of the materials and the sensitivities of the mechanical
response to such loads. We then obtain here loading cycle sequences representative of the use of the
cylinder head. This raises the question of how to use this statistical data and how to integrate it in a
way that is relevant to the design protocol
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Figure 5. Evolution of thermal flux on cylinder head fire deck with time and signal processing for TMF
design analysis.

A strong hypothesis makes each cycle as independent and thus eliminates the influence of the
loading order. Each cycle is treated as stabilized and can then be directly related to a damage quantum.
At first glance, this hypothesis seems conservative because it cancels out the cumulative plasticity
effect which, on a volume element, tends to make it less severe in terms of damage to cycles of low
amplitudes following very severe cycles of amplitudes. This also has the advantage of easily generating
loading sequences to be used during design without having to worry about the history. If it is validated
on some cylinder heads where the variability of the load remains moderate and the thermal aging
evolution quite simple [10], it can be questioned in the case of significant local gradients or very high
variabilities of the load. This protocol also raises questions when it comes to designing structures with
constituent material subjected to thermal aging and when the latter presents distinct overaged states as
a function of the history of thermal loading.

In this case, coupling strategies between aging and mechanical behavior will have to be developed.
Two simple examples are then proposed in an illustrative form in Figure 6. This step requires in any
case a relevant consideration of aging within the mechanical behavior modelling itself, for which some
possibilities will be given in the following section. The relevant definition of the loading sequences
to be introduced in such numerical methods also remains a largely open question: if effective signal
processing is available, it is necessary to consider the statistical representativeness of the sequences
and their link with the calculation of local damage. This step will be a key point for improvement in
methods in the coming years.
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Figure 6. Coupling strategies: some possibilities.

4. Constitutive Models and Aging Conditions

The commonly used design protocol and particularly the way over-aging is considered in the
constitutive model, was defined for AlSi7Cu0.5Mg0.3 T7 aluminum alloy that was widely used for
PSA cylinder heads [11]. To evaluate the relevance of a constitutive model and establish its choice, it is
mandatory here to re-examine thermal aging. Operating temperatures for cylinder heads fire decks can
exceed 250 ◦C in critical areas and for specific loading conditions, a thermal state that can thus exceed
the precipitation heat treatment temperature and induce over-aging of precipitates during service,
a problem that has received attention in high temperature components [16]. This gives rise to a loss in
strength and thus fatigue resistance that is often simply hinted by a drop in local microhardness as
easily observed on Figure 3 [17]. For AlSi7Mg0.3 T7, exposure to high temperature during a sufficiently
long time results in a micro-hardness that is almost insensitive to maximum temperature. The design
protocol therefore usually considers two different constitutive behavior models—more precisely two
parameter sets for the same model—for low and high temperature areas in components as exposed in
Figure 1. A viscoplastic Chaboche-type model is most of the time chose to represent the aluminum
alloy mechanical evolution [18]. Parameters are identified for T7 condition from cyclic hardening
tests [19] and the corresponding model is used for simulate low temperature areas. Another set of
parameters is then identified for an asymptotic over-aging condition and is used for high temperature
areas. Figure 7b highlights the zone corresponding to each identified behavior for a specific cylinder
head experiencing severe loading conditions. This procedure may yield conservative predictions
of fatigue life depending upon alloy composition or thermo-mechanical fatigue loading conditions.
However, it seems limited in the context of random loading sequences and particularly when the
stabilized aging state is intrinsically dependent on the temperature history.

A detailed investigation of over-aging conditions and variation in composition has been done
during the last ten years [12,17,20]. It combines micro-hardness measurements that are rather sensitive
to precipitation conditions and transmission electron microscopy (TEM) to measure precipitate
distribution parameters at micro-scale: nature of precipitates, size and volume fraction. Figure 3
illustrates the variation of micro-hardness with temperature and duration of exposure for alloy
AlSi7Cu0.5Mg0.3 T7 and AlSi7Cu3.5Mg0.1 T7 (Figure 3a,d). The initial microstructure and after long
time over-aging at high temperatures are shown in Figure 3b,c for alloy AlSi7Cu0.5Mg0.3 T7 and
Figure 3e,f for alloy AlSi7Cu3.5Mg0.1 T7. A complete description of microstructure evolution is given
in [12].
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Figure 7. Alloy AlSi7Cu0.5Mg0.3-T7. Detail analysis of aging of a simplified structure of cylinder
head submitted to a full thermal load (a) thermal map in the inter-valve bridge. (b) Temperature
areas and aging conditions considered in historical design protocol. The blue area corresponds to low
temperature area where initial aging conditions is used, the red one to high temperature area where an
asymptotic over-aging conditions is used. (c) Microhardness gradient predicted in inter-valve bridge
after 10,000 thermal cycles. (d) Comparison between experiment (symbols) and simulated (solid curve)
microhardness gradient along a half of the inter-valve bridge. The location of microhardness analysis is
presented in (c).

From this microstructure study, specific over-aging conditions are chosen (for different times and
temperatures) and for each condition, the tensile and cyclic stress–strain behavior is characterized at
different temperatures. This investigation highlights that micro-hardness can be used as a generalized
variable to characterize the thermal aging on both tensile and cyclic yield strength. A microstructural
model has thus been developed to predict micro-hardness evolution as a function of exposure time
and temperature. The modeled curves are compared with isothermal data in Figure 3a,d, underlying a
good correlation.

Once this has been established and the microstructural model validated, it becomes clear
that conventional constitutive models cannot accurately reproduce such behavior without clear
improvement. An alternative is to move towards microstructure-sensitive models, able to cope
with complex thermal aging evolutions. and to establish the link between microstructure variations
quantified from TEM observations. The global scheme of this modeling is detailed in Figure 8 and
distinguishes between isotropic and kinematic hardening as Chaboche-type model at macroscopic
level. As a first contribution to isotropic hardening, this mean-field model uses dislocation density as
an internal variable, and it considers dislocation multiplication and dynamic recovery as proposed by
Kocks and Estrin [21–23]. The basic Equation is:

dρ = dγp
1
b

[1
L
− yρ

]
(1)

where ρ is stored dislocation density, b Burgers vector, dγp shear strain increment, L slip distance
and y annihilation distance. Static recovery is easily introduced and this type of model formalism
with adapted equations was previously shown to be very effective for stainless steels used in exhaust
manifolds [24]. In over-aged aluminum, alloys precipitates are non-shearable: dislocations by-pass
precipitates by Orowan mechanism and leave loops around them. Equations similar to Equation (1)
could be used for the variation of loops density at precipitates and special care is taken of cyclic slip
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reversibility due to the presence of the loops [25,26]. This mechanism causes additional contributions
to isotropic and kinematic hardening, σppt and σkin respectively. The first one varies as the inverse of
the distance between precipitates λppt, the second one increases as the precipitate volume fraction fppt,
the height of precipitate hppt, and the number of Orowan’s loops n [27,28].

Figure 8. Global scheme for the proposed constitutive model.

A reduced and optimized database combining tensile and cyclic hardening tests [19] with specific
observations is proposed. The model parameters are identified from initial and extreme overaged
conditions by combining physical constants from literature, average microstructure parameters from
TEM observations, and optimized values from experimental database. The model can then be used on
a range of alloy compositions and over-aging conditions while keeping almost the entire parameter
set initially identified [26]. A few examples, revealing excellent matches between simulation and
experiments, are given in Figure 9. The crucial point is to evaluate the real impact of long-term
operation on a cylinder head and the differences between the established design procedure and the
proposition relying on the real aging conditions. Instead of using a complete engine, a simplified
structure described as single-cylinder specimen and detailed in Section 6, is tested under a cyclic
thermal load with constant amplitude. Figure 7a illustrates the thermal map of the inter-valve bridge
where TMF cracks can occur. We recall that Figure 7b shows the two areas defined in the usual
design procedure, corresponding to the application of initial T7 constitutive model and long-term
overaged condition.

Figure 9. Comparison between experiment (empty symbols) and simulated (solid curve) cyclic
stress–strain response obtained for three aging conditions of AlSi7Cu0.5Mg0.3 alloy with a unique
identification for our model. Stresses are normalized for confidentiality reasons.

Our microstructural model is first used to predict the micro-hardness for the chosen component
and Figure 7c shows the gradient obtained by post-processing of the thermal map. Figure 7d finally
shows the comparison between the micro-hardness model predictions and experimental measurements
and highlight that model predictions are quite accurate. A major result obtained here is that the
hardness in the TMF critical area is proven to be significantly higher than assumed in the current
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design procedure, with an immediate over-aged condition. Let us now focus more specifically on the
structure local behavior and its influence on the lifetime estimation for alloy AlSi7Cu0.5Mg0.3

Figure 10 shows the hysteresis strain-stress loops assumed in the design procedure and estimated
combining hardness model and cyclic stress strain data for established and proposed models.
The current design process yields a dissipated plastic energy, here qualitatively represented as
the area of the hysteresis loop and used as cyclic damage indicator as proposed by Constantinescu
et al. [3], about twice higher which results in a lifetime smaller within a factor of 5. This clearly shows
the gain in lifetime prediction that can be achieved using a more realistic estimate of over-aging under
service conditions as shown in Table 1.

Figure 10. Stress–plastic strain hysteresis loops in critical area for representative aging and asymptotic
over-aging conditions, highlighting significative differences between established and proposed model.

Table 1. Effect of aging conditions used for simulating high-temperature areas on dissipated plastic
energy and lifetime.

Condition
Inelastic Dissipated Energy Densities per

Stabilized Cycle (mJ/mm3)
Lifetime in Cycles

Representative aging 0.20 27,250
Fully aged 0.38 4750

Once this observation has been made, the bases exist for applying this metallurgical model to
loads of variable amplitudes that are much more realistic in terms of actual use. By defining the
most statistically representative loading sequences and estimating the associated hardness changes,
the estimated lifetime gains could be substantial and allow a more efficient optimization of the
cylinder heads.

5. Fatigue Criteria Evolutions

Fatigue criteria are then the last item in design protocols that can be adapted and improved by
considering more realistic loading sequences and variable amplitudes. Fatigue data are most of the
time obtained on over-aged materials to ensure stable mechanical behavior. However, progressive
aging coupled with variable amplitude loading may lead, in the future, to an evolution of fatigue
tests protocols and analyses to propose proper fatigue damage estimation throughout robust fatigue
criterion. Therefore, in the following we will focus on a proposition on the formalism of models
without specifically addressing the theme of thermal aging.

Until recently, and as previously mentioned, one of the main hypotheses commonly used in the
automotive industry in TMF design was the decoupling between behavior and damage. Viscoplastic
shakedown at each point of the structure is thus assumed after a few loading cycles and it is the
“stabilized” cycle that then serves as a reference to characterize the cyclic damage. Constantinescu and
co-workers [3] made the choice, based on previous work [9,29], to propose a fatigue criterion relying
on the energy density dissipated per stabilized cycle. This choice often leads to quite correct estimation
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of fatigue lifetime if damage is governed by micro-cracks behavior at the microstructure scale [30].
Despite the recognized ability of this type of criterion to provide a good estimate of fatigue life under a
given cyclic load at constant amplitude, Figure 11 reveals for the AlSi7Cu3.5Mg0.1 aluminum alloy
a significant dispersion on the correlation between the experimental life and that estimated by the
criterion with an average deviation of 41%.

Figure 11. Dispersion observed on aluminum alloys Low-Cycle Fatigue criterion.

Fatigue resistance is a naturally dispersed property for metallic materials and the analysis of
the previous Figure 11 obviously does not make it possible to decide on the origin of the observed
dispersion ( inadequate choice of the criterion mathematical form or damage variable, influence of
the material heterogeneities, etc.) and it is maybe simply too ambitious to want to combine under
the same formalism and with only two adjustment parameters tests carried out over wide ranges
of temperatures and strain amplitude. Indeed, it seems very difficult to characterize the robustness
of such criteria without a more detailed analysis of damage mechanisms at the microstructure scale
and by mixing experimental and numerical approaches to better understand the physical origin of
dispersion. It is also crucial to note that the formalism commonly used and recalled above is not only
unable to describe dispersion -and therefore unsuitable for probabilistic design approaches- but also
unable to efficiently consider variable amplitude loading. It then appears necessary to build a criterion
formalism explicitly incorporating microstructural defect statistics suspected of being responsible
for the initiation and micro-propagation mechanisms for foundry metal fatigue: such formalism can
easily be integrated into a probabilistic framework but can above all allow a progressive evolution
of the damage linked to loads of variable amplitude. Foundry alloys indeed systematically display
microstructural heterogeneities which are the consequence of interactions between alloy elements
during casting and cooling phases. Aluminum alloys alloyed with silicon, magnesium and copper
thus contain many intermetallic compounds [31,32] with size and shape that vary according to the
cooling rate of the alloy [33,34].

The complexity of the castings as well as the parameters of the processes controlling the cooling
rates can also generate shrinkage or pores [35]. These different elements are randomly distributed
in the material with particular statistical distributions of size and shape. The study of their role in
fatigue damage has often been studied in the high cycle fatigue regime [36–41] and it seems relevant
to evaluate their role in the case of TMF which is generally synonymous with generalized plasticity.
Shadan Tabibian and co-worker’s work on aluminum alloys obtained by lost foam casting has recently
opened up reflection on the role of defects in TMF damage mechanisms and introduced a formalism
to take into account of the defect population statistics in the basic evaluation of the fatigue lifetime
variability [42]. The main idea developed here is therefore to consider some populations in the material
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as initial defects, seen as notches from which fatigue damage would develop on a microstructural scale
before causing ruin on an engineer’s scale as proposed by Charkaluk. A full 3D characterization of the
microstructure through X-ray tomography [43] can then be performed in order to measure the size and
shape distribution of pores in a Representative Elementary Volume as seen on Figure 12.

Figure 12. Example of pore detection by X-ray tomography for the studied AlSi7Cu0.5Mg0.3 lost foam
cast alloy and pore population ranked by size and sphericity.

A quantitative description of the pore population can be obtained through the measurement of their
Feret diameter and sphericity, which could reveal the presence of gassing porosities for lost foam casting
processes which are nearly not observed in standard die casting processes. The largest and sharpest
pores have to be accurately observed as they play an important part in the fatigue process by acting
as crack initiation zone. The pores size distributions could then be introduced in the computational
approach used to design engine parts against TMF. Under a basic assumption of growth equation
of pores from an initial size a0 to a final size a f at N f characterizing a macroscopic crack initiation
(a 2 mm-long crack is usually considered here), a fatigue criterion can be developed under a probabilistic
form as proposed by [42] but with an improved formalism regarding the micro-propagation model.
Different variable can here be taken as the driving forces for micro-crack-propagation, as proposed
by [30,44–47]. The proposition can be summed up in the following improved form of the fatigue
criterion:

Nf =
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where wd and we denotes respectively inelastic and elastic dissipated energy densities per stabilized
cycle, and k1, n1, k2, and n2 are material constants. a is a random variable that consists in the observed
statistical distribution of pore size in the tested volume and finally to the risk of finding a pore of
a given size. The observed then analyzed volumes are however often of different sizes from those
of fatigue specimens. Statistical treatments then correct the observed distribution in order to and to
become independent of the size of the observed areas [48]. Corrected pore size distribution can be
directly integrated in the semi-probabilistic fatigue criterion as probability of occurrence while material
parameters are identified from the standard macroscopic low-cycle fatigue and TMF experiments.
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This criterion better reflects the effects of mean stresses, which are very important for uniaxial fatigue
tests as well as for crack propagation tests, especially under conditions where plasticity is widespread.
The particular mathematical form of Equation (2) forbids a conventional lifetime analysis. The number
of cycles to failure is therefore linked to an energy density couple and a defect-size distribution.
When crack propagation is investigated on laboratory specimens, a direct access to the parameters is
possible. In other cases, the simple numerical identification of the parameters of such a model is quite
complex because no analytical description is possible. While experimental data are missing, treatment
is then carried out for classes of pore size. For a given pore size and for a given set of parameters
(k1; n1; k2; n2), the estimated lifetime is easily calculated. A histogram and a complete distribution of
the number of cycles to failure are then obtained. For a given experimental couple

(
wd; we

)
, the number

of cycles to failure with the highest probability is then finally compared to the experimental lifetime.
A least-squares optimization is then performed to obtain the most relevant parameter set.

Lifetime prediction results can then be compared with laboratory specimens. Following this
simple principle, good matching is obtained between estimated and experimental lifetimes as seen on
Figure 13. A micro-propagation crack growth law, closer to physics, therefore makes it possible to
obtain a more realistic estimate of the fatigue lifetime scattering and certainly more in line with the
experiment [42]. A formalism that introduces both micro-propagation cracks growth law with driving
forces composed from macroscopic energies combined with statistics of microstructural features
taken as initial defects yields promising results. The introduction of the role of microstructure in
damage evolution seems unavoidable for foundry materials, but the proposed protocol is most of
time faced with the difficulty of obtaining reliable experimental results. It therefore seems mandatory,
in view of these initial results, to add crack propagation tests on SEN-type specimens [30,47–50] to
have access to reliable laws and to carry out test campaigns systematically proposing repetitions of
one or more tests to obtain first estimates, even partial, of the effective fatigue lifetime scattering
of the couple material/process to be evaluated. In the case of materials sensitive to thermal aging,
the choice of relevant tests to be carried out is all the more crucial, as is the need to have a large
database. The development of strategies to maximize the information obtained on fatigue resistance by
minimizing the number of tests to be performed remains an important challenge for the coming years.

Figure 13. Computed lifetimes vs experimental lifetimes in number of cycles to failure for an
AlSi7Cu3.5Mg0.1 alloy.

The use of micro-propagation laws also opens the way to a new formalism for criteria and
introduces a notion that until now has often been set aside from design protocols for TMF: non-linear
accumulation of damage. For the sake of simplicity, the accumulation of damage is generally described
by Miner’s rule [51] without considering the role of the loading history. This hypothesis, which is
often conservative, is also perfectly adapted to the standard formalism of the criteria. A propagation
law, because it incorporates an initial crack size and varies the propagation rate according to the crack
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size, is more suitable for estimating the historical effects of loading and also variations related to
thermal aging. However, it has the major drawback, for a design process that has to be the fastest as
possible, of having to compute more loading cycles. The analyses of a realistic sequence of loading
cycles as seen on Figure 5 however undoubtedly underlines the real need to change the paradigm
from a hypothesis of almost systematic structural shakedown under a single type of loading cycle,
assumed representative and involving a linear accumulation of damage, to longer evolutions based on
statistically representative sequences and non-linear cumulative damage. It will then be a question
of estimating as well as possible the sequences of cycles to be analyzed in a compromise to be found
between the computation times and the confidence given to the estimation of the mechanical resistance

6. From Experimental Specimens to Real Structures: A Validation Strategy

The validation strategy of an industrial structure submitted to thermal–mechanical loads is usually
basic. Constitutive models and fatigue criterion are validated on laboratory specimen with tests
close to the ones that are used to identify their parameters [2,48]. These tests, due to their ease of
implementation, deeply simplify real structural loading conditions. Thermal gradients, which are
most often responsible for TMF damage, are suppressed in order to provide a stress/strain direct
analysis. When these gradients become very severe and when variable amplitude loadings existence
is well-established, it is mandatory to include them in an objective comparison of material/process
solutions. Final tests on real structure are also performed but due, to their difficult analyses, are
unsuitable to really optimize models.

In these cases, it becomes necessary to build specimens closer to the structure to be designed and
therefore often more complex in terms of geometry and loading conditions. In the automotive world,
a first solution has been proposed by Constantinescu and his co-authors [3]: a clamped heated specimen
that reproduces loading conditions observed on a cylinder head but with gradients often too severe.
The last part of the validation strategy against TMF for cylinder heads uses an experimental analysis
of a “single-cylinder” specimen as seen on Figure 14 which provides loading conditions as close as
possible to the structure ones while respecting both the microstructure and the surface roughness in the
critical zone. A blowtorch is used to heat the fire deck and is first designed to reproduce the thermal
loading generated by the engine start and stop. The single-cylinder stands in front of the blowtorch
during the heating phase then draw aside from the blowtorch to reproduce a natural cooling (like a real
cylinder head, the specimen is cooled by a dedicated water circuit maintained at 20 ◦C). During cooling,
Damage evolution on the surface is monitored thank to a camera that detects cracks macroscopic
initiation. To correctly reproduce real cylinder heads rigidity, the single-cylinder specimen includes
seats and valves guides both shrink-fitted on the structure. A support is added to represent the real
interface with cylinder block. In order to evaluate the representativeness of the thermal loadings,
welded thermocouples carry out a real-time thermal loading control.

Figure 14. Single-cylinder specimens and experimental set-up with blowtorch heating.
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By controlling the blowtorch power, it could be possible to modulate the loading amplitude
but so far unfortunately impossible to apply complex sequences of variable loadings. However,
the set-up evaluates the evolution of the macroscopic damage on the structure, and then, thanks to a
comprehensive finite element model, to validate the design strategy, including constitutive models and
damage approaches. The numerical part of the validation strategy is based on the sequence described
in Figure 1. All the improvements that have been previously proposed can be easily integrated into
this protocol.

The first step of the calculation is a transient thermal analysis performed by Abaqus as seen
on Figure 15, corresponding to the heating and cooling phases of the test on the single-cylinder.
The calculation is adapted to fits with the experimental temperature measurements. As previously
stressed, an accurate temperature field during a cycle is mandatory to analyze thermal aging and then
to obtain the correct mechanicals stresses. As presented in Section 4, the maximum temperature field
during heating determines the aging condition of the structure. Then, material properties are updated
for each integration point. The mechanical calculation considers the evolution of the temperature
field during the loading cycle as boundary conditions (weak coupling) to obtain the structure local
mechanical evolution: a complete shakedown is usually observed after 3 to 10 loading cycles at constant
temperature amplitude.

Figure 15. Single-cylinder specimen thermal computation and thermal gradient localization.

Finally, a TMF criterion is applied to estimate the lifetime of the component and detect the critical
zones as seen on Figure 16. These results highlight that the value of the dissipated energy density is of
course dependent on the mesh size. It is therefore mandatory to adjust the probability of finding pores
taken as initiation defects in an element volume Vc to obtain reliable results when using our proposed
formalism for fatigue criteria. More precisely, one must compute the probability of the presence of at
least one pore of a given size in the critical volume Vc (as explained in [49]) and estimate the associated
lifetime using Equation (2). This method, applied on AlSi7Cu3.5Mg0.1 single cylinder specimens,
provides encouraging results as highlighted on Figure 17. A good estimation of the lifetime mean
value is obtained and a first approximation of the standard deviation could also be underlined.
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Figure 16. Damage localization for different kind of meshes.

Figure 17. Comparison between experimental results (fatigue crack initiation on single-cylinder
specimens represented by diamonds) and the foreseen scattering for fatigue lifetime.

Finally, it is crucial to underline that the use of elasto-viscoplastic constitutive models combining
specific equations such as those presented above, induces a major difficulty for finite element analyses.
Such complex models are usually not integrated in industrial solvers as Abaqus which however offer
to code a user model. This step requires the necessary complex writing of a numerical integration
scheme, widely documented in the literature [52] and already applied for physically-based models in
the automotive industry [19,53]. The integration procedures are based on a fully implicit integration
scheme associated with a radial return, which has been proved unconditionally stable and faster for
temperature dependent yield limit and viscous flow. Different schemes could then be used with strong
differences in complexity, time computation and precision [54]. If in the past, it was mandatory to write
and then code the entire integration scheme in this case, generally including the calculation and then
the inversion of a Jacobian matrix, tools are now available to facilitate this step and thus facilitate access
to the use of more advanced constitutive models such as MFRONT [55] or Zset [56]. This simplification
of numerical integration is a major step in facilitating the use of more reliable models that are essential
for representing complex loads with variable amplitudes.

7. Conclusions

Since the late 1990s, the automotive industry has developed design protocols against
thermomechanical fatigue for engine parts. These protocols were based on design and validation loads,
generally identical, and deliberately chosen as severe to ensure the necessary safety margins and avoid
any failure in use. These protocols make it difficult to optimize the designed structures and tend to
provide a high level of conservatism.

The improvement of knowledge on foundry materials, coupled with the possibility of making
measurements more and more easily and the increase in the capacity of computing means, opens the
way to probabilistic design protocols. The latter make it possible to evaluate a risk of failure but above
all to introduce, in the protocols, the necessarily random nature of car loads. This point is thus the key
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to new design protocols and above all the gateway to many model improvements, which will allow a
real optimization of the designed structures and therefore a net decrease in conservatism. Figure 18
summarize the proposed improvements made to well-established TMF design protocol.

Figure 18. Summary of design protocol improvements (in green) and questions still to be answered (in
blue). (CAD is for Computer Aided Design and CFD is for Computed Fluid Dynamics).

At the origin of the reconsideration of the usual protocols, we underlined the introduction of
aluminum alloys richer in copper and therefore better adapted to the increasing temperatures of
use. These materials have a different sensitivity to thermal aging than those observed on previous
alloys with a dependence of the over-aged state on the aging temperature. This observation directly
challenges the computation strategies based on the definition of two different stable metallurgical
zones from the beginning of the calculation. In addition, it also fails to use a very severe design cycle
that will then induce a high and unacceptable level of conservatism to achieve true optimization
for the cylinder head. The precise analysis of automotive loads also highlights their high variability
with thermal and mechanical amplitudes that are often lower than those used in conventional design
protocols. We therefore proposed to establish loading sequences statistically representative of actual
use based on complete measurements of the various usage situations and signal processing appropriate
for thermomechanical fatigue.

Considering the reality of the thermal and mechanical loadings and their variability necessary
modifies the way of designing structures against thermomechanical fatigue. The use of simplifying

21



Metals 2019, 9, 794

assumptions to consider the behavior of aluminum alloys and their over-aging is now incompatible
with the need to produce reliable and robust design protocols. In fact, the in-depth analysis of loading
conditions and the development of models that are as close to physical reality as possible for both
behavior and damage are nowadays indispensable ways of ensuring reliable fatigue design.

We therefore proposed an original solution to model the behavior of aluminum alloys using a
metallurgical model linking microhardness to the thermal aging condition. By introducing a dislocation
density as an internal variable in the constitutive model and using an adapted experimental database,
we propose a reliable constitutive model that successfully reproduces the alloy behavior for many aging
conditions without increasing the number of parameters to be identified and by introducing physical
constants from the literature, the evolution of which with temperature is well known. This model
is perfectly adapted to loads of variable amplitudes while the associated numerical strategy still
needs to be refined and in particular the strength of the coupling to be introduced to obtain the best
compromise between the accuracy of the results and the duration of the calculation. In a complementary
way and once again to follow behaviors that evolve over different amplitude cycles, we propose
to introduce fatigue criteria once again related to the physics of damage. Based on the probability
of finding pores of different sizes in a given volume, we introduce a probabilistic criterion based
on a micro-propagation model. This proposal is perfectly in line with the variable nature of the
load and allows the thermomechanical problem to be dealt with by means of an accumulation of
non-linear damage.

Examining these results with the search of an always better knowledge of thermal loads and the
possibility of implementing more complex tests also pave the way for "structure" type tests, which are
proving to be essential in future design strategies. At the heart of the digital strategy, these will first of
all validate and fault models and then necessarily make them evolve. These models will then make
it possible, in a virtuous loop, to improve experimental protocols in order to produce more reliable
and instructive tests. By concentrating all the richness of the real loads in a single test, the way also
opens up to the systematic study of experiential lifetime scattering, essential for probabilistic design.
These tests can also lead to systematic optimization of cylinder heads, in line with the real usage of
these structures.

The search for intermediate specimens between the industrial structure subjected to often complex
use constraints and the simple volume element of the fatigue specimen will therefore undoubtedly
constitute a field of research in the coming years, accelerated by the emergence of experimental
techniques for fatigue such as image correlation or infrared thermography. Today, it is a necessary step
to improve constitutive models and fatigue criteria while accessing to a fully integrated consideration
of the role of microstructure in thermo-mechanical fatigue damage mechanisms.

Finally, it is necessary to stress that all these developments will have to be accompanied by
appropriate numerical strategies. If computing powers tend to increase regularly, it seems illusory to
think that numerical models will see their degree of freedom increase forever. Digital development
will have to be more agile and adapted to design protocols evolutions: considering more variability
sources and introducing more physics in models must be accompanied with reasoned calculations
with limited size and that are really useful to design processes.
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Abstract: In automotive cylinder heads, thermomechanical fatigue (TMF) leads to crack initiation
within the critical loaded sections. This effect becomes even more relevant in lost foam cast cylinder
heads since its system-dependent porosity shows a significant influence on the lifetime under TMF
loading. This work covers the identification of a criterion for crack initiation in order to provide
the basis for an effective quality control with improved statistical safety by nondestructive testing.
Specimens extracted from lost foam cylinder heads were investigated by uniaxial TMF tests, X-ray
micro computer tomography (μCT), and scanning electron microscopy (SEM). Due to pore analyses
on a global and local scale, it is concluded that pore networks are crucial for crack initiation. Thus,
a tool for computation of pore accumulations from μCT data containing interaction criteria by
Murakami was developed in order to assess the crack origin. The consideration of pore accumulations
significantly improves the predictive accuracy compared to the consideration of single pores.

Keywords: aluminum-silicon cylinder head; lost foam; pore accumulation; pore distribution;
thermomechanical fatigue; X-ray micro computer tomography

1. Introduction

In automotive engine components such as cylinder heads, aluminum alloys are widely spread due
to their good mechanical and physical properties, along with suitable manufacturing characteristics
and the excellent suitability for lightweight design [1]. In cylinder heads, temperature cycles
(engine start-stop, full load, partial load) in combination with high temperature gradients lead
to thermomechanical fatigue (TMF). The result is crack initiation within the critical section on the
combustion chamber side [2] and integrated exhaust manifolds. In the past, the thermomechanical
fatigue behavior of cylinder heads was investigated in detail [2,3].

Cylinder heads are increasingly manufactured by lost foam rather than gravity die casting due to
process cost reduction, geometry optimization, and consumption control [4,5]. However, the result of
systemic lower cooling rates is a coarser microstructure as well as an increase in number, size, and
volume fraction of pores [6,7]. Besides rather spherical gas pores, the solidification of the melt causes
extensive shrinkage pores with small sphericities [7] associated with high stress intensities. A few
studies [7,8] deal with the 3D in situ analysis of the crack initiation and growth caused by shrinkage
pores in lost foam cast components. The TMF life of lost foam cast cylinder heads can be assessed by
using energy based damage models with additional consideration of the local damage [5]. There is a
significant variation of the lifetime of identically loaded sections on the combustion chamber side of
cylinder heads. It is well studied that the interaction of defects plays an important role with regard to
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crack initiation [9–11]. Due to the presence of large pore numbers and extensive shrinkage pores, the
interaction might be the main reason for lifetime variation.

It is common to use statistical methods to evaluate pore distributions because of their suitability for
volume extrapolation [12,13]. Romano et al. [14] worked on the statistical evaluation of single defects
within additive manufactured parts using exponential and extreme value distributions. Furthermore,
extreme value models for estimating defect size in clean steels were developed for multiple types of
large inclusions [15]. In the past, many authors studied the influence of material defects on the LCF
lifetime and the fatigue limit in the HCF regime. Charkaluk et al. [16] determined a lifetime probability
density function from a probability density function of defects using a growth law. Rödling et al. [17]
investigated the influence of critical non-metallic inclusions in high-strength steels on HCF design
properties by means of statistics of extremes. Regarding an aluminum alloy, doubling the initial defect
diameter causes an approximate 30% decrease in run-out stress [18]. These studies [17,18] underlie the
recognition that, when defects become the fracture origin, crack initiation occurs at the largest defect or
the critical combination of defects within the volume [9].

However, there exists a strong need to systematically and effectively qualify large sample sizes
of TMF-loaded lost foam cast components for industrial applications, by means of nondestructive
testing instead of time-consuming and cost-intensive destructive testing. The application of X-ray
micro computer tomography (μCT) enables the nondestructive detection of defects within the volume
of components, even inside inaccessible sections. The detection of defects by μCT requires a significant
difference in density to the surrounding material and is limited by the resolution of the μCT system. In
this study, the application of μCT is well suited as the porosities in lost foam cast components have
many times larger expansions than the resolution of the used μCT system (10 μm).

The aim of this work is the identification of a criterion for crack initiation based on μCT defect
data. Due to the presence of large pore networks caused by the lost foam casting process, defect
interaction criteria by Murakami [9] are used. Subsequently, a correlation between the criterion for
crack initiation and the lifetime has to be derived in order to assess the lifetime variation of cylinder
heads as a function of the variation of the criterion in specimen geometry.

An extensive experimental program comprising TMF testing, scanning electron microscopy
(SEM) of the fracture surface, and μCT scans before and after TMF testing is conducted. On a global
scale, the pore volume fraction and number of pores are analyzed. On a local scale, the characteristic
parameters of single pores are statistically evaluated by means of probability distributions. A tool for
the computation of pore accumulations is developed in order to assess the crack origin.

2. Materials and Methods

2.1. Material

Lost foam cast cylinder heads were taken from the series process to consider the actual present
casting conditions and the resulting quality of the material. The cylinder heads are manufactured
from the precipitation-hardening aluminum-silicon alloy AlSi7MgCu0.5 with heat treatment T5.
The specimens were extracted from the region between the intake and exhaust port of the cylinder
heads (Figure 1) to consider the influence of the lost foam casting process on the lifetime under TMF
loading. Thus, the specimens have small dimensions. The total specimen length is 80 mm, while the
mount and test diameter read 10 mm and 7 mm, respectively.

 

Figure 1. Specimen extraction.
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2.2. TMF Tests

Strain controlled uniaxial TMF tests were performed with a servo-hydraulic test rig (MTS Systems
GmbH, Berlin, Germany). For strain measurement a high-temperature extensometer with a gauge
length of 12 mm was used. The strain control was realized by the software MTS 793 (software version
5.9, MTS Systems GmbH, Berlin, Germany). The heating of the specimen was conducted by a 10 kW
high-frequency generator and an induction coil. In order to be able to perform TMF tests with small
specimens (Section 2.1), the induction coil consists of two pipes: an outer water-cooled pipe and an
inner compressed air pipe with nozzles for air transportation to the specimen. A flattened thermocouple
(type K) with 0.1 mm thickness was used for temperature measurement (Figure 2). The test procedure
and temperature control were realized by the software LabVIEW (software version 2014, National
Instruments Germany GmbH, Munich, Germany).

(a) (b) 

Figure 2. (a) Thermomechanical fatigue (TMF) test setup. (b) Induction coil with outer water-cooled
pipe and inner compressed air pipe with nozzles for air transportation to the specimen.

Twenty-one TMF tests of specimens extracted from two batches were performed with a minimum
temperature of 50 ◦C and two different maximum temperatures (225 ◦C and 250 ◦C) with heating and
cooling rates of 5 ◦C/s using a triangle shaped signal. Three mechanical strain range values Δεmech,1,
Δεmech,2, and Δεmech,3 were applied based on the engine service conditions. The strains are scaled with
respect to Δεmech,2 according to Δεmech,1 = 1.2 Δεmech,2 and Δεmech,3 = 0.8 Δεmech,2. The maximum
mechanical strain of each cycle was defined as εmech,max = 0. A hold time of 60 s was applied at the
maximum temperature in order to cover a worst case automotive usage profile with regard to creep
damage, i.e., during the TMF tests the specimen is exposed to the same amount of creep damage as the
cylinder head under worst case service conditions. The TMF tests were carried out in out-of-phase
(OP) mode, i.e., with a phase shift of 180◦ between the thermal and mechanical strain (Figure 3).

Tmax = 250 °C, 1.2 Δεmech,2 (6 TMF tests) 
Tmax = 250 °C, 1.0 Δεmech,2 (5 TMF tests) 
Tmax = 250 °C, 0.8 Δεmech,2 (5 TMF tests) 
Tmax = 225 °C, 1.0 Δεmech,2 (5 TMF tests) 
Tmin = 50 °C  
dT/dt = 5 °C/s  
εmech,max = 0  
thold = 60 s  

Figure 3. Loading conditions of performed TMF tests.
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2.3. Microstructure Analyses

After TMF testing, the fracture surfaces were investigated by SEM (Carl Zeiss AG, Oberkochen,
Germany) in order to identify the crack origin of each specimen. All fracture surfaces show striations
(Figure 4a), and fracture propagation lines are detected near material defects. Figure 4a shows freely
solidified surfaces which occur due to shrinkage of the material during the casting process and result
in shrinkage pores. The system-dependent, slow cooling rate of the lost foam casting process increases
the trend to the evolution of freely solidified surfaces and thus shrinkage pores.

 
(a) (b) 

Figure 4. (a) Crack origin detected by scanning electron microscopy (SEM); (b) Crack-initiating pore
detected by X-ray micro computer tomography (μCT).

μCT scans with a resolution of 10 μm were performed by means of a X-ray inspection system
(GE Sensing & Inspection Technologies GmbH, Wunstorf, Germany) before and after the TMF tests.
The μCT scan before TMF testing was performed across the entire gauge length of the specimen to
consider all material defects, including pores open to the specimen surface. Moreover, the pore volume
fraction and the number of pores within the volume were determined. The scan after TMF testing
focused on the fracture area. For μCT data analysis the software VGSTUDIO MAX (software version
2.2, Volume Graphics GmbH, Heidelberg, Germany) was used. The volumes before and after TMF
testing were virtually overlapped. In order to achieve this, both volumes were manually positioned
to each other by aligning the surfaces of conspicuous pores, followed by an automatic alignment of
both volumes by the evaluation software. Subsequently, the fracture surfaces scanned by SEM and
μCT were visually compared. The crack-initiating pores were detected in the μCT scan looking on the
location of the actual crack origin, i.e., freely solidified surfaces, detected by SEM (Figure 4b) [19].

Additionally, all pores located on the fracture surface were detected by the following method:
after the described virtual overlap of the volumes before and after TMF testing, some pores detected in
the μCT scan before TMF testing did not touch the fracture surface, even though SEM investigations
obviously showed that they are located on the fracture surface. It is assumed that this small shift
between the pores and the fracture surface is caused by the plastic deformation of the material close
to the fracture surface during the TMF test. In order to consider these pores the smallest distance of
each pore to the fracture surface was computed. All pores closer than 50 μm to the fracture surface
were defined as pores on the fracture surface. The value of 50 μm (five times the scan resolution) was
visually adjusted. By means of this procedure, the influence of inner pores on the crack initiation
behavior can be evaluated.
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3. Experimental Results

3.1. TMF Tests

In Figure 5, the relation between the mechanical strain range (scaled) and lifetime (number of
cycles to a stress drop of 20%) is shown for all TMF tests performed. There is no influence of the batch on
the lifetime. However, the lifetime increases with increasing maximum temperature. There are lower
maximum stresses, but a larger plastic strain range with increasing temperature. Thus, it is assumed
that the maximum stresses have a greater influence on the lifetime than the plastic strain range.

 

Figure 5. Relation between mechanical strain range (scaled) and lifetime for all TMF tests performed.

Figure 6 provides the cyclic hardening–softening curves and the stress–strain hystereses of cycle
N = 500 for the performed TMF tests with a mechanical strain range of Δεmech = 1.2 Δεmech,2 and a
maximum temperature of Tmax = 250 ◦C. All stresses are scaled to the mean stress range Δσ2 at half
number of cycles to failure for the TMF tests with a mechanical strain range of Δεmech,2. Each TMF
test shows a positive mean stress due to out-of-phase loading. The nominal maximum and minimum
stresses of each cycle decrease with increasing cycle number due to ageing effects. The nominal
maximum and minimum stresses lie within a scatter band of 10% and the lifetime varies from about
500 to 1000 cycles (Figure 6a). Additionally, the shape and area of the stress–strain hystereses as
well as the stress relaxation during the hold time are almost identical (Figure 6b). Thus, there is no
appreciable influence of the nominal maximum and minimum stresses as well as the characteristics of
the stress–strain hystereses on the lifetime.
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(a) (b) 

Figure 6. Performed TMF tests with Δεmech = 1.2 Δεmech,2 and Tmax = 250 ◦C: (a) Cyclic
hardening-softening curves; (b) Stress–strain hystereses of cycle N = 500.

3.2. Microstructure Results

SEM investigations of the fracture surface showed that, in all specimens, cracks initiate from
macro-scale porosities. Thus, there is no influence of the applied mechanical strain range (Δεmech,1,
Δεmech,2 and Δεmech,3) and the maximum temperature (225 ◦C and 250 ◦C) on the type of crack initiation.
Except for a few specimens where cracks initiate from an extensive single pore (Figure 4), mostly a pore
network consisting of several pores was identified at the crack origin. It is assumed that adjacent pores
coalesce during a few cycles and therefore act as crack initiator. In most specimens, pore networks
consist of shrinkage pores, but also a combination of shrinkage and gas pores was detected at the
crack origin (Figure 7a). The crack-initiating pores and pore networks have a large projected area
perpendicular to loading direction and a small distance to the specimen surface. The latter observation
may be caused by higher stress intensities of pores near to the specimen surface compared to pores
within the material [9].

  
(a) (b) 

Figure 7. Fracture surface scanned by μCT: (a) Discontiguous crack-initiating pores (crack origin
detected by SEM, specimen No. 09); (b) Exclusively pores on the fracture surface. (specimen No. 01).
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Additionally, the influence of inner pores on the crack initiation behavior was evaluated by
analyzing the pores on the fracture surface (Section 2.3). A combination of shrinkage and gas pores is
present on the fracture surface (Figure 7b). Shrinkage pores are assumed to be more crucial for crack
initiation due to their lower sphericity and larger projected area perpendicular to the loading direction.

The above observations indicate that extensive single pores and pore networks caused by the low
cooling rate of the lost foam casting process are crucial for crack initiation. It is concluded that fatigue
damage is the predominant failure mode compared to creep damage as large pores cause high stress
intensities under cyclic loading, intensified by their interaction.

3.3. Pore Analysis on a Global Scale

Figure 8 shows the pore volume fractionφVol and the number of pores npores with a maximum Feret
diameter dFeret,max > 100 μm over the lifetime (number of cycles to a stress drop of 20%). The maximum
Feret diameter dFeret,max is equal to the diameter of the outer sphere of the pore. There is a trend
towards lower lifetimes for higher pore volume fractions, as consistently observed under each test
condition. The second batch shows a higher average pore volume fraction (1.17%) than the first
batch (0.99%). The number of pores within the scanned volume does not correlate with the lifetime.
The second batch shows a lower average number of pores (1489) than the first batch (2150). Thus, the
second batch contains fewer but larger defects caused by the casting process of the cylinder heads.

  
(a) (b) 

Figure 8. Global pore parameters vs. lifetime: (a) Pore volume fraction; (b) Number of pores with a
maximum Feret diameter larger than 100 μm.

3.4. Pore Analysis on a Local Scale

Two characteristic parameters of single pores are considered: the maximum Feret diameter of the
pore dFeret,max (Section 3.3) and the projected area of the pore to the plane perpendicular to loading
direction Aproj (Figure 9). Both parameters were derived from the μCT scans. It should be noted that
by using dFeret,max and Aproj, the shape and orientation of the pore are not taken into account. Though
the evaluation software provides the sphericity of the pore, there is no available information about the
orientation of the pore.

32



Metals 2019, 9, 821

  

(a) (b) 

Figure 9. Characteristic parameters of single pores: (a) dFeret,max; (b) Aproj.

For the statistical evaluation of the characteristic parameters, the exponential distribution is
used [14] because of the presence of many small pores and less and less larger pores regarding the size
of dFeret,max and Aproj. The exponential distribution is well suited to rank the actual crack-initiating
pores detected by SEM as well as the pores on the fracture surface in the totality of pores within the
volume. The equation for the exponential distribution is as follows:

dFeret,max,i = − ln(1− Pi) and Aproj,i = − ln(1− Pi) (1)

Pi is the probability that the characteristic parameters are lower than the value of the corresponding
dFeret,max,i and Aproj,i.

In Figure 10, dFeret,max and Aproj are shown in the probability plot of the exponential distribution
for specimens which were TMF tested at 1.2 Δεmech,2 and Tmax = 250 ◦C. For both dFeret,max and Aproj,
the data lie approximately on a straight line, thus demonstrating the suitability of the exponential
distribution. The data of the four specimens in Figure 10 are hardly discernable. It is concluded that
there is no correlation between the course of the probability distribution of dFeret,max and Aproj with the
lifetime. Furthermore, the crack-initiating pores detected by SEM are marked with crosses. Notably,
the actual crack-initiating pores of each specimen are not the pores with the largest dFeret,max and Aproj.

Additionally, Figure 11 depicts the characteristic parameter Aproj of pores located on the fracture
surface (Section 2.3) in the probability plot of the exponential distribution. For several specimens the
pores with the largest Aproj within the entire volume lie on the fracture surface (e.g., specimen No. 01,
Figure 11a). On the other hand, there are some specimens where pores with the largest Aproj within
the entire volume do not lie on the fracture surface (e.g., specimen No. 07, Figure 11b). The same
observations are made for the characteristic parameter dFeret,max.

These investigations show that a proper criterion for crack initiation cannot be identified by
exclusively studying single pores. There are two explanations for this observation: firstly, pores
are present as pore networks, coalesce during a few cycles, and therefore act as crack initiator (see
Section 3.2); secondly, shrinkage pores have discontiguous structures and therefore cannot be detected
as one single pore by μCT. For these reasons, the sum of the projected areas Aproj of discontiguous
single pores at the crack origins detected by SEM and μCT (Figure 7a) is used as the projected area
Aproj,sum of the crack origin. All available projected areas Aproj,sum are plotted in the probability plot of
the logit distribution (Figure 12) [17]. The equation for the logit distribution is:

Aproj,sum,i =

√
3
π
· ln

(
Pi

1− Pi

)
(2)

Since almost all data points lie within the 90% confidence region, the application of pore
accumulations is considered appropriate.
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(a) (b) 

Figure 10. Characteristic parameters in probability plot of exponential distribution for specimens
which were TMF tested at 1.2 Δεmech,2 and Tmax = 250 ◦C—crack-initiating pores detected by SEM are
shown by the crosses. (a) dFeret,max; (b) Aproj.

  

(a) (b) 

Figure 11. Aproj in probability plot of exponential distribution—pores within the entire volume (blue)
and exclusively on the fracture surface (black). (a) Specimen No. 01; (b) Specimen No. 07.
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Figure 12. Sum of Aproj of discontiguous single pores at crack origins detected by SEM and μCT in
probability plot of logit distribution for all available specimens.

4. Computation of Pore Accumulations

4.1. Method of Computation

In order to assess the actual crack origin, a tool for the computation of pore accumulations was
developed with the software MATLAB (software version R2015a, The MathWorks GmbH, Ismaning,
Germany). For each pore, all surrounding pores within a defined inspection volume were detected.
The inspection volume was defined in cylinder coordinates by riv in radial direction, ϕiv in angular
direction, and ziv in axial direction (Figure 13b). In order to reach the best crack origin assessment by
the computation of pore accumulations, different sizes of the inspection volume were manually tested
(0.25 mm to 1 mm in radial direction, 10◦ to 30◦ in angular direction and 0.1 mm to 1 mm in axial
direction). The tested sizes of the inspection volume were derived from the size of the crack origins
detected by SEM. Additionally, the SEM investigations of the fracture surfaces showed that in all
cases, crack initiation occurred near the specimen surface (see Section 3.2). Therefore, only inspection
volumes touching the specimen surface were considered.

The projected areas Aproj of the collected pores were summed up to Aproj,acc for each inspection
volume. Subsequently, the pore accumulations were sorted in descending order. The pore accumulation
with the largest computed Aproj,acc is marked green. The crack-initiating pore accumulation is marked
red. All crack-initiating pores detected by SEM lie within the inspection volume of the corresponding
pore accumulation. The projected areas are presented as area equivalent circles (Figure 13).
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(a) (b) 

Figure 13. (a) Computed pore accumulations in terms of Aproj for specimen No. 04; (b) Detail view of
the crack-initiating pore accumulation including crack-initiating pores detected by SEM (top) and the
pore accumulation with the largest computed Aproj,acc,Mur (bottom).

Additionally, the described procedure is expanded using interaction criteria by Murakami [9]:
for two pores having a smaller distance between each other than the diameter of the smaller one an
additional pore is generated between the two pores (Figure 13). This method is based on the theory that
the section between the pores can be interpreted as initial crack because two adjacent pores coalesce
during a few cycles.

It should be noted that the provided method is based on the projected areas of the pores. Therefore,
different pore shapes and orientations with their resulting higher stress intensities are not considered.
Using the developed tool, spherical pores are evaluated as more and flat pores less dangerous than
they are in reality.

4.2. Results of Computation of Pore Accumulations

In order to provide a measure for the suitability of computing pore accumulations with respect to
assessing the actual crack origin, the computed pore accumulations are sorted in descending order
according to the size of their accumulated projected areas Aproj,acc. From this ranking, the placement
of the actual crack-initiating pore accumulation detected by SEM is determined (Table 1, column
“Aproj,acc”). On the other hand, the single pores are sorted in descending order according to the size
of their projected areas Aproj. From this ranking, the placement of the largest actual crack-initiating
pore detected by SEM is determined (Table 1, right column). Comparing the computation of pore
accumulations with the exclusive consideration of single pores, a smaller number indicates a better
placement and thus a better predictive accuracy of crack origins. The approach with the best placement
is marked grey for each specimen. Number ‘1′ means that the actual crack origin is exactly matched.
(Table 1).

For most specimens, the computation of pore accumulations is suitable for crack origin assessment
because it improves the predictive accuracy compared to the exclusive consideration of single pores.
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However, for two specimens (No. 07 and 08) the tool failed. There is no significant improvement of
the results by the consideration of interaction pores by Murakami (Table 1, column “Aproj,acc,Mur”).
A possible reason for that is the much larger projected area of the accumulated pores compared to
the area between the pores. The inspection volume providing the optimal results has the dimensions
riv = 1 mm, ϕiv = 15◦, ziv = 0.5 mm.

Table 1. Evaluation of the suitability of computing pore accumulations for crack origin assessment (a
smaller number indicates a better placement and thus a better predictive accuracy of crack origins;
number ‘1′ means that the actual crack origin is exactly matched).

Specimen
No.

Pore Accumulations Single Pores

Placement of Crack-Initiating Pore
Accumulation in the Descending Order
of the Computed Pore Accumulations

Placement of Largest Crack-Initiating
Pore Detected by SEM in the

Descending Order of Single Pores
Aproj,acc Aproj,acc,Mur

01 1 1 < 2
02 6 5 < 6
04 3 3 < 79
06 7 9 < 37
07 32 35 > 8
08 2 4 > 1
09 26 12 < 149
10 4 4 < 25
11 4 6 < 6

5. Conclusions

The aim of this work was the identification of a criterion for crack initiation in order to provide
the basis for a nondestructive quality control of TMF loaded porous components with improved
statistical safety. TMF tests under realistic service conditions were performed on specimens extracted
from automotive cylinder heads manufactured by lost foam casting. By performing μCT scans before
and after the TMF tests, as well as comparing the fracture surfaces from SEM and μCT scans, the
characteristics of crack-initiating pores were detected. Several characteristic pore parameters on the
global and local scale were statistically examined in order to identify their influence on lifetime
and crack initiation. Furthermore, a tool for computation of pore accumulations was developed.
The following main conclusions can be drawn:

1. The positive mean stress in the TMF tests is caused by the out-of-phase loading condition and
cyclic softening by ageing of the material.

2. Large shrinkage and gas pores, caused by the lost foam production process, are crucial for
crack initiation.

3. Crack-initiating pores and pore networks have a small distance to the specimen surface and a
large projected area to the plane perpendicular to loading direction.

4. On a global scale, the pore volume fraction and number of pores do not correlate with the lifetime.
5. On a local scale, statistical evaluation of single pores implied that pore accumulations are crucial

for crack initiation.
6. For most specimens, the computation of pore accumulations is suitable for crack origin

assessment because it improves the predictive accuracy compared to the exclusive consideration
of single pores.

7. There is no further improvement of the predictive accuracy by consideration of interaction of
pores by Murakami [9] because the projected area of the accumulated pores is much larger than
the area between the pores.
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A criterion for crack initiation in lost foam cast cylinder heads consisting of the application of
pore accumulations under consideration of pore interaction was found. Applying the developed tool
for the computation of pore accumulations to μCT scans of lost foam cast components enables the
early-stage assessment of critical sections within the material. In industrial applications, the statistical
power can be improved because of time-saving and cost-effective nondestructive testing (application
of μCT) instead of time-consuming and cost-intensive destructive testing (application of TMF tests).

Even though, for most specimens, the computation of pore accumulations provides a better
predictive accuracy of crack origins compared to the consideration of single pores, it can still be
improved. A possible way is expanding the pore accumulation tool with the consideration of the
edge distance of pores [10] since pores near to the specimen surface have higher stress intensities
than pores within the material [9]. Furthermore, even though SEM investigations showed that crack
initiation occurred near the specimen surface, it is planned to extend the applied inspection volume
to the entire cross-section of the specimen to consider the possible influence of inner pores on crack
initiation. Subsequently, a correlation between the final criterion and the lifetime can be derived in
order to assess the lifetime variation of cylinder heads as a function of the variation of the criterion.
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Abstract: In previous work on the thermo-mechanical fatigue (TMF) of compacted graphite iron
(CGI), lifetimes measured under total constraint were confirmed analytically by numerical integration
of Paris’ crack-growth law. In current work, the results for CGI are further validated for spheroidal
cast iron (SGI), while TMF tests at different constraint levels were additionally performed. The Paris
crack-growth law is found to require a different CParis parameter value per distinct constraint level,
indicating that Paris’ law does not capture all physical backgrounds of TMF crack growth, such as the
effect of constraint level. An adapted version of Paris’ law is developed, designated as the local strain
model. The new model considers cyclic plastic strains at the crack tip to control crack growth and is
found to predict TMF lifetimes of SGI very well for all constraint levels with a single set of parameters.
This includes not only full constraint but also over and partial constraint conditions, as encountered
in diesel engine service conditions. The local strain model considers the crack tip to experience
a distinct sharpening and blunting stage during each TMF cycle, with separate contributions to
crack-tip plasticity, originating from cyclic bulk stresses in the sharpening stage and cyclic plastic
bulk strains in the blunting stage.

Keywords: thermo-mechanical fatigue; spheroidal cast iron; partial constraint; crack growth models;
crack-tip cyclic plasticity; crack-tip blunting and sharpening

1. Introduction

Cast iron finds widespread application in the automotive industry. Spheroidal (or nodular) cast
iron is a grade of cast iron frequently used in engine components. It is often preferred over flake and
compacted cast irons for load-bearing applications. Higher strength of spheroidal cast iron stems from
the spheroidal shape of graphite particles. However, the spheroidal shape of the graphite particles also
leads to lower thermal conductivity. In SiMo spheroidal cast iron, silicon and molybdenum are added
to the material to compensate for the lower thermal conductivity by providing strength to the material
at high temperatures.

As a result of sequential start-up and shutdown, these engine components are subjected to
repeated thermal cycling, resulting in a phenomenon known as thermo-mechanical fatigue (TMF).
The extent of resulting TMF damage depends on the amount of constraint during the thermal expansion.
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This constraint emanates from the spatial temperature gradients that develop in the material during
start-up and shutdown.

For the manufacturers of engine components, it is imperative to predict the thermo-mechanical
fatigue lifetime of these components under the constraint conditions during service. Various approaches
are available for TMF lifetime prediction as summarized by Gocmez et al. [1]. According to this reference,
three main types of models can be distinguished: (i) phenomenological models, (ii) cumulative damage
models, and (iii) crack-growth models.

Rémy et al. [2] successfully calculated lifetimes under high cycle fatigue for a powder metallurgy
(PM) material containing defects, using the hypothesis that a defect can be considered a crack.
To calculate the high cycle fatigue (HCF) lifetime, they employed Paris’ fatigue crack-growth equation,
which describes the crack-growth rate (da/dN) as a function of the stress intensity range (ΔK), taking a
representative dimension of particles as the initial crack size.

Fatigue-crack initiation and growth in graphitic cast irons is largely affected by the presence
of graphite particles. Because of the likely fast initiation of TMF cracks in cast irons as a result
of delamination at the graphite–metal interface, Ghodrat et al. [3–5] evaluated TMF lifetime using
a crack-growth model, and they proved that, in tension, the graphite particles can be considered
as internal notches or defects, from which TMF cracks start to grow during the very first TMF
cycles. In the presence of an external notch, the notch depth can be considered as the initial crack
length. The mechanical graphite/matrix interaction of CGI is demonstrated by Ghodrat and Kestens [6],
showing a weak mechanical bonding. This was confirmed by a recent work [7], studying the mechanical
behavior of the graphite/matrix interface for cycling load conditions at room temperature, for three
types of cast iron, including spheroidal cast iron. The measured macroscopic cyclic stress–strain
behavior was validated using both micromechanical calculations with the finite element method
(FEM) and microstructural strain measurements by digital image correlation (DIC). De-bonding of the
graphite/matrix interface was found to develop during the initial load cycles, resulting in an interface
free of bonding forces. Consistently, both the FEM calculations and the DIC observations showed
a pronounced increase in strain levels at the graphite particle boundaries. Therefore, the results of
Reference [7] confirmed that graphite particles can be considered as internal notches, as also argued in
the current work.

Despite the fact that TMF loading is often a case of low cycle fatigue involving bulk cyclic
plasticity, Ghodrat et al. [3] proved the applicability of the Paris’ crack-growth law in successfully
predicting the TMF lifetime of compacted graphite iron (CGI) under total constraint conditions,
although the Paris law is based on a linear elastic fracture mechanics (LEFM) approach, which ignores
low cycle fatigue conditions. However, total constraint conditions are rarely encountered in service.
A fracture-mechanical approach, capable of determining TMF lifetime under any possible constraint
condition, is lacking. Considering the diesel engine background of this research, this work focuses on
out-of-phase TMF loading, signifying that there is a 180◦ phase difference between temperature and
mechanical cycling.

This work aims to understand and model crack growth in spheroidal cast iron for any TMF
constraint condition. To this purpose, TMF tests were performed at different constraint levels, and
results were analyzed using two fatigue crack-growth models. Both models were developed using the
same set of experimental results, with their backgrounds covered in Section 3.

It is acknowledged that, apart from TMF constraint levels, other factors also influence TMF
lifetime, most notably high temperature effects such as creep and oxidation. However, the additional
variation of test conditions identifying high temperature effects, such as using prolonged holding
times [5], was considered to be beyond the scope of this research.

2. Experimental Set-Up and Methods

This section covers details about the materials used, as well as the experimental set-up, and
specifies the definition of test conditions.
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2.1. Material and Specimens

The material under investigation for this study was a type of SiMo spheroidal graphite cast
iron, also known as ductile cast iron, with a ferritic matrix, and Si and Mo as the major alloying
elements. The microstructure of the material under investigation is represented in Figure 1, showing
graphite nodules with an average size of 30 μm ± 8 μm. The chemical composition is listed in Table 1.
The coefficient α of linear thermal expansion of the material was obtained by measurements of the
strain during heating from 50 to 550 ◦C in free expansion. By plotting the axial strain measured as
a function of temperature, linear expansion was observed, of which the slope, α, was found to be
13.6× 10−6 ◦C−1.

 
Figure 1. Typical microstructure of the material under consideration.

Table 1. Chemical composition (in wt%) of the spheroidal cast iron under consideration.

C Si Mo Mn S P Fe

3.40 4.20 0.80 0.50 0.05 0.02 Balance

Cylindrical dog bone-shaped specimens were used for TMF testing. A sharp circumferential
notch was machined in the center of the gauge section of some of the samples, using a lath and a sharp
chisel. The machined notch depth used for each TMF test is reported in Table 2. The geometrical
specifications of the sample and notch are given in Figure 2. A dedicated extensometer with a gauge
length of 12 mm was used to measure the total strain (extensometer model 632.53 F14, MTS systems,
Eden Prairie, MN, USA).

Table 2. Typical values for thermo-mechanical (TMF) crack-growth parameters for all TMF tests
performed, with calculated lifetimes according to the local stress model (Paris), with the CParis

coefficient based on units for da
dn and ΔK of m(cycle)−1 and MPa m0.5, respectively.

γ (%) ao (mm) Z (1)
Experimental Values

Local Stress Model Calculations
(Paris’ Law)

S (2) (MPa) N10
(2) (–) Δemech (%) NΔK

(2) (–) Cparis m (–)

125
0.15 3 836 ± 3% 29 ± 41%

0.84
24 ± 12%

9.0 × 10−11 3.580.40 2 808 ± 3% 8 ± 0% 8 ± 12%

100
0.03 6 718 ± 1% 157 ± 55%

0.67
287 ± 4%

8.5 × 10−11 3.580.15 3 772 ± 3% 48 ± 23% 41 ± 10%
0.40 2 710 ± 2% 13 ± 8% 14 ± 7%

75
0.15 3 654 ± 4% 168 ± 19%

0.51
193 ± 16%

3.3 × 10−11 3.580.40 2 631 ± 0% 56 ± 7% 55 ± 0%

50
0.15 3 480 ± 2% 803 ± 28%

0.34
990 ± 8%

1.8 × 10−11 3.580.40 4 480 ± 7% 284 ± 20% 276 ± 21%
0.60 3 453 ± 2% 244 ± 14% 144 ± 7%

(1) Number of replicate tests; (2) standard deviation (SD), given as a percentage of the average value.
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γ (  
Δ

Figure 2. Geometry of thermo-mechanical fatigue (TMF) dog-bone specimen for (a) the case of
unnotched (smooth) specimens, and (b) for circumferentially notched specimens with notch depth of
0.2 mm (as example) and a 0.04-mm notch-tip radius (dimensions are given in mm).

2.2. Experimental Set-up

A TMF test set-up, capable of independently imposing temperature and strain profiles on the
specimen, was employed for TMF testing identical to the set-up that was as used by Ghodrat et al.
For a detailed description of the TMF test set-up, the reader is referred to this previous work [3,4].

The material was subjected to temperature cycling between minimum and maximum values of
50 ◦C and 550 ◦C, respectively. Holding times of 30 and 140 s were applied at maximum and minimum
temperatures, respectively, whereas the heating and cooling rates were 7 and 6 ◦C·s−1, respectively.
Out-of-phase TMF tests were performed at the following constraint levels: 125% (over constraint),
100% (total constraint), 75% (partial constraint), and 50% (partial constraint). The definition of the
constraint levels is given in Section 2.4. It is acknowledged that 100% is the maximum theoretical
constraint level possible, as a result of a thermal mismatch, in product service situations. However, the
enforced 125% constraint level, enabled by using a TMF test machine, was chosen to broaden the range
of TMF conditions, so as to model TMF crack-growth parameters more accurately. As a bonus, the
125% constraint TMF tests have the advantage of short lifetimes, i.e., short testing times.

The total strain (directly measured by the extensometer) was controlled in order to realize the
abovementioned constraint values. Figure 3 shows the schematic input temperature and total strain
profiles for different constraint conditions. Figure 4 presents the controlled temperature and strain
profiles of a conducted 75% constraint TMF test, together with resulting cycling out-of-phase stress
levels. Figure 5 exhibits typical resulting hysteresis loops, for the lowest (50%) and highest (125%)
constraint levels tested, demonstrating that a stable regime sets in already after the first few loops.
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Figure 3. Temperature and total strain profiles for the out-of-phase TMF tests. For all constraint levels,
temperature was varied from 50 ◦C to 550 ◦C in 70 s, and from 550 ◦C to 50 ◦C in 80 s. Holding times of
30 s and 80 s were introduced at 550 ◦C and 50 ◦C, respectively.

 
Figure 4. A typical tested TMF test stress–strain response for a 75% TMF test constraint level as
an example.
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(a) (b) 

Figure 5. Strain hysteresis loops obtained from TMF tests performed on samples with a notch depth of
0.15 mm (a) at 50% partial constraint, and (b) at 125% total constraint. Total strain is defined as zero at
room temperature. N depicts the number of TMF cycles.

2.3. The Necessity and Relevance of Using Notched Specimens

In order to shorten the tests and improve the statistical relevance of the data, the test program
necessarily employed specimens with various machined notch depths. In our previous work [3], it
was found that the average TMF lifetimes were calculated by taking the notch depth values as initial
fatigue crack length [3], which resulted in an accurate match between calculated and experimental
TMF lifetimes. Moreover, for unnotched (smooth) specimens, taking the average graphite particle
size as initial crack length for the numerical lifetime calculations also produced good results, which
indicated the general validity of the initial crack length concept. The quick crack initiation was also
microscopically confirmed in recent work on TMF of CGI [8]. The principle of initial crack lengths is
adopted in the current research on SGI, the results of which are discussed in Section 4.

The use of various notch depths is essential to determine the crack-growth model parameters.
For instance, a model with two unknown model parameters needs at least two distinct boundary
conditions to determine the model parameters. Different notch depths (i.e., initial crack lengths)
produce distinct TMF lifetimes and can, therefore, provide the necessary boundary conditions to
find the crack-growth model parameters. Also, with known model parameters, i.e., from notched
specimens, TMF lifetimes of smooth specimens can be calculated by taking the average graphite
particle size as initial crack length. This strategy is especially valuable for less severe (i.e., realistic) TMF
conditions, since a TMF test for a smooth specimen typically requires a testing time of several weeks.

2.4. TMF Test Constraint Levels and TMF Lifetime

The following constraint test conditions were applied in this work: (i) partial constraint, (ii) total
constraint, and (iii) over-constraint. The amount of constraint can be defined as the amount of thermal
strain (eth) that is converted into mechanical strain (emech), according to Equation (1). It is noted that e
and S are respectively used for bulk strain and bulk stress levels, while ε and σ are used respectively
for local strain and stress values, at the crack-tip level. The mechanical strain is defined as

emech = −γ·eth, (1)

where γ is the amount of constraint. The range of values for γ for the aforementioned constraint
conditions are 0 < γ < 1 (partial constraint), γ = 1 (total constraint), and γ > 1 (over-constraint) [9].

Thus, the thermal strain is partially, totally, or excessively converted into mechanical strain under
partial, total, or over-constraint conditions respectively.
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For a uniaxial case, the total strain (etotal), as could be measured by an extensometer, can be
obtained by making use of the Equations (1)–(3), resulting in Equation (4).

etotal = eth + emech (2)

where eth can be calculated using the values for the coefficient of thermal expansion (α) and the
temperature difference (ΔT) (see Equation (3)).

eth = α·ΔT (3)

From Equations (1)–(3), the following relationship is obtained between total strain, amount of
constraint, and temperature (Equation (4)):

etotal = (1− γ)αΔT (4)

The amount of constraint (γ) is commonly also designated as a percentage, for instance, a situation
of total constraint (γ = 1) is equivalently denoted as 100% constraint.

The experimentally determined TMF lifetimes are denoted as N10, signifying the number of cycles
at which σmax drops by 10% relative to the maximum value; the reason for having this criterion was
explained in Appendix C of Reference [4].

3. TMF Crack-Growth Models

This work studies the influence of TMF constraint levels on TMF lifetime using two crack-growth
models. Both models consider cyclic damage at the crack-tip level to control crack growth. The first
model is based on Paris’ fatigue crack-growth law and was successfully used in earlier work on CGI [3].
The second model is developed as an extension of the first model by considering the effect of TMF
constraint levels on a more fundamental level. As argued subsequently, these models are designated
as the local stress (or Paris’ law) model and the local strain model, respectively. The term local refers to
the crack tip, either sharp or blunt.

3.1. The Local Stress Crack-Growth Model

The Paris law equation establishes a relationship between the crack-growth rate da
dN and a

fracture-mechanical parameter, the stress-intensity range ΔK (see Equation (5)).

da
dN

= CParis(ΔK)m, (5)

where a is the crack size, N is the number of load cycles, while coefficient CParis and exponent m are
material-dependent parameters. Since stress intensity characterizes the stress distribution ahead of a
crack tip, the Paris model can also be designated as the local stress model.

3.1.1. Calculating TMF Lifetime by Numerical Integration (Local Stress Model)

The cyclic lifetime NΔK is obtained from Equation (5) by performing numerical integration by
incrementing the crack size with small steps of, e.g., 0.001 mm. It is assumed that a crack initiates
immediately from the machined notch or from a graphite particle in the case of an un-notched specimen.
Assuming specific values for the Paris parameters CParis and m, the number of cycles is calculated
as needed for the first 0.001 mm of crack growth around the entire circumference of the specimen.
This process is repeated for subsequent steps of 0.001 mm, adjusting ΔK in each step in accordance
with the increased crack length, until a final crack length value. The chosen final crack length for the
iteration process is 2 mm, but this value was not found to be critical for the calculated number of cycles
to failure. As shown in Section 4, relatively high TMF crack growth rates are found for crack length
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values above 1 mm, i.e., the final crack growth stage does not represent a significant portion of the
TMF lifetime.

For smooth specimens, the average size of graphite particles (30 μm) is considered as the initial
crack size. For notched specimens, the cracks originate from the graphite particle location at or near
the notch tip. Thus, the effective initial crack length in the case of notched specimens is constituted by
the size of the notch. For calculating ΔK, the K solution for mode I loading in a cylindrical specimen
with a circumferential crack, reported in Reference [10], is used (see Equation (6)).

KI = S
√
πa

1(
1− a

r

) 3
2

(
1.122− 1.302

a
r
+ 0.988

(a
r

)2
− 0.308

(a
r

)3
)
, (6)

where r is the radius of the gauge length of the cylindrical test specimen, and S is the nominal (bulk)
stress level. To account for crack closure during compression, ΔK was assumed equal to Kmax in earlier
work [3,4,6]. However, a more detailed analysis of test results shows that most of TMF lifetime is
consumed during an initial crack extension of about 0.3–0.5 mm (originating from the machined notch).
In this situation, i.e., for short cracks growing from the notch, the effect of crack closure is reported to
be limited [11–13]. This indicates that the crack-tip stress intensity range (i.e., ΔK = Kmax −Kmin) is
more suitable to characterize TMF crack growth of cast iron.

Furthermore, to simplify calculations, the maximum stress range (ΔS) developed during each
TMF test was taken to calculate ΔK. The coefficient CParis and exponent m are considered as model
parameters that are fitted to experimental data, whereby only one specific set of values is accepted as
best fit for all notch depths employed at a particular constraint level. For a more detailed description
regarding the Paris law calculations, the reader is referred to References [3,4,6,10].

3.2. The Local Strain Crack-Growth Model

In Section 4.1, it is discussed that the local stress model, previously used successfully for CGI, also
predicts TMF lifetimes for SGI well. However, each TMF constraint level tested for SGI required an
adaption of the CParis parameter value to match calculated and experimental results. The variation in
CParis values discounts the general applicability of the local stress model and inspired the development
of a local strain crack-growth model.

To better capture the effect of constraint levels on TMF lifetimes, an improvement of the local
stress model is proposed. From the literature, the acknowledged strain-life approach considers cyclic
bulk strains to govern low cycle fatigue (LCF) lifetimes, with a combined role for cyclic bulk elastic
strains and cyclic bulk plastic strains. For instance, the strain-life approach was used successfully to
model the fatigue behavior of three types of metal alloys, with a good match between modeled and
experimental results, with cycles to failure ranging from 103 to 107 cycles [14]. In the present work, the
original strain-life approach is the point of departure to develop a crack-growth model based on local
strains, i.e., strains acting at the crack-tip level, and assumed to originate from cyclic bulk strains.

A crack-growth model based on both cyclic bulk elasticity and cyclic bulk plasticity suggests
a mechanism to be controlled by a combined LEFM and elastic plastic fracture mechanics (EPFM)
damage mechanism. During each TMF cycle, the crack tip blunts during tensioning and sharpens
again during compressing. Therefore, the crack tip can be considered to experience a distinct sharp
stage and blunt stage during each TMF cycle. It is hypothesized that, during the sharp stage, an
LEFM damage mechanism is active, while, during the blunt stage, an EPFM damage mechanism
takes over. Most notably, the blunting mechanism can be associated with the EPFM concept of
crack-tip opening displacement (CTOD). In References [15–17], a model for TMF-lifetime prediction
was developed based on a crack-growth law, with the CTOD as main controlling parameter, signifying
the relevance of blunting during TMF. However, a sharpening mechanism was not implemented in the
referred models. The blunting and sharpening approach proposed here justifies a TMF crack-growth
model involving subsequently applying LEFM and EPFM approaches, with a cumulative effect.
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The blunting/sharpening concept is employed to translate bulk cyclic strains to local cyclic plastic
strains, with separate mechanisms acting during the sharp and blunt stages of the crack tip. As a result,
the local strain crack-growth model involves an unconventional combination of LEFM and EPFM.

3.2.1. The Blunting and Sharpening Mechanisms

Figure 6 shows a typical series of measured TMF (100% constraint tested example) hysteresis
loops, combined with a sketch of an ideal elastic–plastic TMF hysteresis loop i.e., points A–B–C–D.
As an example, a machined notch of 0.15 mm is illustrated, from which a TMF crack extends by about
0.2 mm, creating a crack length of 0.35 mm.

Figure 6. Development of bulk and local plasticity during the different stages of a TMF hysteresis loop.
Note: For clarity, strain levels at the crack tip and notch root are illustrated in terms of dimensions of
the resulting plastic zones. It is recognized that this representation is valid schematically only.

Starting at point A (550 ◦C), the tip of a TMF crack is sharp due to high compressive bulk
stress levels, and pronounced plastic deformation in the bulk material during compression is present.
Along path A→ B, i.e., during the cooling phase, the sharp TMF crack tip is loaded toward a high
bulk tensile stress level, where crack-tip plasticity is considered to develop according LEFM principles.
Subsequently, along path B→ C, the plastic deformation of the bulk material surrounding the crack
tip blunts the crack tip, transforming the relatively sharp crack tip (point B) into a blunt crack tip
(point C). The plastic bulk strain produced along path B→ C causes a crack-tip strain development not
related to the previously formed LEFM crack-tip plasticity (path A→ B). At point C of the hysteresis
loop, the total crack-tip strain is considered a superposition of the two independent contributions
discussed above.

Following path C→ D→ A, i.e., heating up to 550 ◦C, the blunt crack tip is sharpened again due
to the development of both high compressive stresses and pronounced compressive bulk plasticity.
After reaching point A, the blunt crack transforms into a sharp crack again, as a starting point for the
next TMF cycle.
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3.2.2. Modeling Local Cyclic Plastic Strains for the Sharp and Blunt Crack Stage

A new model is proposed that incorporates the following elements: (i) applying the renowned
strain-life approach from bulk material to the crack tip, (ii) applying the local stress model (Paris), and
(iii) the assumed blunting/sharpening concept associated with the LEFM and EPFM mechanisms.

In the strain-life approach [12,14], cyclic bulk strain levels characterize the fatigue lifetime. For this,
both the cyclic plastic bulk strain and the cyclic elastic bulk strain are taken into account. This constitutes
the total cyclic bulk strain as a characterizing parameter and, therefore, could be referred to as the total
strain-life approach. However, in practice, the model is usually concisely referred to as the strain-life
approach, i.e., the term “total” is omitted.

The area surrounding the crack tip is not an isolated region, but is an integral part of the adjacent
bulk material. A crack tip experiences a level of cyclic plasticity that is related to that in the surrounding
bulk material. Therefore, a crack-growth model should involve a parameter related to cyclic bulk
plasticity. In addition, the strain-life approach also incorporates cyclic bulk elastic strain as a parameter
controlling fatigue lifetime. A crack-growth model should, therefore, also include a parameter reflecting
the effect of bulk elasticity.

The local strain crack-growth model is developed respecting the aspects mentioned above.
Where the strain-life approach is based on cyclic bulk strains, this crack-growth model is based on
cyclic plastic strains at the crack-tip level. A polynomial relation is postulated, which relates the
crack-growth rate (da/dN) to the cyclic crack-tip plastic strain (Δεpl sum), i.e.,

da
dN

= B
(
Δεpl sum

)m
, (7)

where B and m represent material-related constants.
The crack-tip cyclic plastic strain Δεpl sum is considered to be the superposition of the cyclic

crack-tip plastic strain developing during the sharp crack stage of the TMF cycle (Δεpl sharp), and that
developing subsequently during the blunt crack stage of the TMF cycle (Δεpl blunt), i.e.,

Δεpl sum = Δεpl sharp + Δεpl blunt. (8)

The local cyclic plastic strain originating from the blunt crack stage, (Δεpl blunt), is considered to
be related straightforwardly to the cyclic plastic bulk strain, (Δepl bulk), as mentioned before. A blunt
crack can also be perceived as a highly loaded notch, for which a strain concentration factor can be
used to define the notch root strain level. Even in the case of full bulk plasticity, the principle of
strain concentrations is documented to be still relevant [18]. Therefore, a strain concentration factor
(Kε) is used for estimating the cyclic crack-tip plastic strain, (Δεpl blunt), during the blunt crack stage
(see Equation (10)). For clarity, it is mentioned that the cyclic plastic bulk strain, (Δepl bulk), is taken
straightforwardly as the width of the stabilized hysteresis loop at a zero-stress level (see Figure 4).

The local cyclic plastic strain contribution for the sharp crack stage (Δεpl sharp) is hypothesized to
be related to the stress intensity range (ΔK ), i.e., the cyclic stress distribution ahead of the sharp crack
tip is assumed to also characterize the cyclic strain distribution, within the plastic zone. The value
of Δεpl sharp should be considered a characteristic (or average) cyclic plastic strain near the crack tip,
affecting TMF crack growth. Its value is assumed to be linearly related to ΔK using a proportionality
factor A (see Equation (9)).

To summarize, in the local strain model, crack growth is controlled by cyclic plasticity at the
crack-tip level (Δεpl sum), with its value being a superposition of the local cyclic plasticities produced
during the sequence of the sharp stage and the subsequent blunt stage of each TMF cycle, i.e., Δεpl sharp
and Δεpl blunt, respectively. The sharp crack-stage contribution is related to cyclic bulk elasticity, while
the blunt crack-stage contribution originates from cyclic bulk plasticity. Therefore, the strain-life
approach and the local strain model share the same controlling cyclic bulk parameters.
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The new local strain model is built-up with the following model equations:

Δεpl sharp = A× ΔK , i.e., based on LEFM; (9)

Δεpl blunt = Kε × Δepl bulk , i.e., based on EPFM. (10)

Combining Equations (7)–(10) gives the overall representation of the local strain crack-growth
model as follows:

da
dN

= B
(
Δεpl sum

)m
= B

(
Δεpl sharp + Δεpl blunt

)m
= B

(
A× ΔK + Kε × Δepl bulk

)m
. (11)

It can be seen from Equation (11) that the local strain model implicitly incorporates a role for the
local stress model (see Equation (5)). For instance, at a 50% constraint level, the amount of cyclic bulk
plasticity is negligible (Δepl bulk ≈ 0) and, therefore, the local stress model and the local strain model
coincide, i.e.,

da
dN

= CParis(ΔK)m = B (A× ΔK)m. (12)

For a 50% constraint level, the local stress model parameter CParis, and the local strain parameter
combination B Am should match, which is covered in Section 4.3.

In Equations (7)–(12), the local cyclic plastic strains produced during the sharp and blunt crack tip
stage are represented by Δεpl sharp (m/m) and Δεpl blunt (m/m), respectively. The total local cyclic plastic
strain produced during each TMF cycle is Δεpl sum (m/m), the cyclic plastic bulk strain is Δepl bulk (m/m),
the crack length is a (m), the number of TMF cycles elapsed is N and the stress intensity range is ΔK
(MPa

√
m ), defined in Section 3.1.1. The units of the local strain model parameters A, B, and m can be

deduced from Equations (9) and (11).

3.2.3. Calculating TMF Lifetime by Numerical Integration (Local Strain Model)

For the local strain model, TMF lifetimes are calculated numerically in a similar manner as
described for the local stress-based model. Assuming specific values for the model parameters B, A,
Kε, and m, the number of cycles is calculated for the first 0.001 mm of crack extension around the entire
circumference of the specimen (see Equations (7) and (11)). This process is repeated for subsequent
steps of 0.001 mm, adjusting the values of Δεpl sharp in each step in accordance with the increased crack
length (the value of Δεpl blunt is constant). Summing the results of all steps gives the total number of
cycles to failure, NΔεpl sum A detailed account of all calculations and model parameters involved is given
in Appendix A.

4. Results and Discussion

The results of the TMF tests performed are listed in Tables 2 and 3, with calculated lifetimes
using the local stress and local strain crack-growth models, respectively. The tables share the same
underlying experimental data, but Table 2 is organized around the constraint level (first column), while
Table 3 is structured around the machined notch depth (first column). From the experimental results,
a clear decrease in TMF lifetimes is found for higher constraint levels (see Table 2) and larger notch
depth values (see Table 3).

In the following sections, it is presented that, by using notched specimens, both local stress and
local strain crack-growth models are found to predict TMF lifetimes well for SGI, for all constraint
levels tested, within a short testing time and with reduced scatter, while still being representative for
TMF behavior of unnotched specimens. The local stress model does not directly address the effect
of cyclic bulk plasticity, but accounts for the effect of bulk plasticity by adjusting the values of the
(elastic) local stress model parameters. Therefore, the local stress model can be considered useful
as a straightforward method to predict TMF lifetimes for a certain TMF constraint level, but does
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not identify or quantify the underlying contribution of cyclic bulk plasticity as is done in the local
strain model.

Table 3. Values for TMF crack-growth parameters for all TMF tests performed, with calculated lifetimes
based on the local strain model.

ao;Kε Z (1) S ± SD (2) Δepl bulk N10 ± SD (2)
NΔεpl sum ±

SD (2) Δ (3) Δεpl sum
(4) REPFM

(5) ΔKao

(mm);(–) (%) (–) MPa (%) (–) (–) (%) (%) (–) MPa
√

m

0.03;
1.35

125 - 836 0.37 - 73 - 0.77 0.27
0.49 0.64 9.1

100 6 718 ± 3% 0.26 157 ± 56% 170 ± 7% +8 0.59 0.24
0.35 0.60 7.9

75 - 654 0.10 - 636 - 0.35 0.21
0.14 0.39 7.1

50 - 490 0.05 - 2478 - 0.20 0.16
0.07 0.30 5.4

0.15;
1.80

125 3 836 ± 3% 0.37 29 ± 42% 26 ± 7% −9 1.28 0.62
0.66 0.51 21

100 3 772 ± 3% 0.23 48 ± 22% 56 ± 8% +17 0.99 0.58
0.41 0.42 19

75 3 654 ± 4% 0.10 168 ± 19% 183 ± 13% +9 0.67 0.49
0.18 0.27 16

50 3 490 ± 2% 0.05 803 ± 28% 656 ± 7% −18 0.45 0.36
0.09 0.20 12

0.40;
2.90

125 2 808 ± 3% 0.40 8 ± 0.5% 7 ± 6% −18 2.15 1.03
1.13 0.52 34

100 2 710 ± 2% 0.25 13 ± 11% 16 ± 5% +26 1.61 0.90
0.71 0.44 30

75 2 631 ± 0% 0.05 56 ± 6% 83 ± 0% +49 0.93 0.80
0.13 0.13 27

50 4 480 ± 7% 0.02 284 ± 56% 256 ± 19% −10 0.68 0.61
0.07 0.07 20

(1) Number of replicate tests; (2) standard deviation (SD), given as a percentage of the average value; (3) relative
difference of the calculate lifetime (local strain model), with the experimental lifetime; (4) superscripts and subscripts
are the calculated local cyclic plastic ranges for the sharp and blunt crack stages, i.e., Δεpl sharp and Δεpl blunt,
respectively. The values represent calculated results for the initial crack length ao. (5) Example: For ao = 0.15 mm,
in 100% constraint, values of Δεpl sharp = 0.58% and Δεpl blunt = 0.41% are calculated (see Appendix A). Therefore,
Δεpl sum = (0.58 + 0.41) = 0.99%. REPFM = 0.41/0.99 = 0.42. Note: The italic and underlined fonts, for the “smooth”
specimens, are based on calculations only, using the values of cyclic bulk stress/strain ranges of the 0.15 notched
experiments, in order to estimate TMF test conditions, for tests not actually performed.

4.1. Results of the Local Stress Crack-Growth Model

Results for the local stress crack-growth model (i.e., Paris), are presented in Table 2 and Figure 7.
A good match between experimental results (N10) and calculated results (NΔK) is found. For smooth
specimens (i.e., without machined notch), the average graphite particle size of 30 μm was taken as
initial crack length.

Figure 7. TMF lifetimes calculated according to both the local stress model and local strain model, as a
function of constraint level.
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As a starting point, the values of the model parameters CParis and m were roughly estimated,
using a straightforward method (see Appendix B). Subsequently, the values of CParis and m were
implemented in the numerical procedure, with values of CParis and m further optimized, to match
calculated and measured TMF lifetimes. A uniform value was found for the local stress parameter
m = 3.58, for all constraint levels. However, the values of CParis needed to be adjusted per constraint
level. Therefore, this approach does not completely capture the influence of the constraint level on
TMF lifetimes. For instance, at a 50% constraint level and a 125% constraint level, the constant CParis
increased by a factor of five, from a value of 1.8 × 10−11 to a value of 9.0 × 10−11. A clarification for the
increase of CParis at higher constraint levels is given in Section 4.3.

4.2. Results of the Local Strain Crack-Growth Model

Results for the local strain crack-growth model are presented in Table 3 and Figures 7 and 8,
revealing a good match between measured and calculated lifetimes for all constraint levels using a
fixed set of three model parameters. For smooth specimens (i.e., without machined notch), the average
graphite particle size of 30 μm was taken as initial crack length. Model parameter m was copied from
the local stress model, signifying the coherence between two approaches.

Figure 8. TMF lifetimes plotted as a function of Δεpl sum−0.2 , with Δεpl sum−0.2 being the cumulative
local cyclic plastic strain at the crack tip (i.e., Δεpl sum), calculated according to the local strain model
for a crack length extension of 0.2 mm (ahead of the start crack length, i.e., ahead of the machined
notch depth).

The values of model parameters A and B were initially estimated using assumptions explained in
Appendix C. Using the estimated values as a starting point, the parameter values of A and B were
optimized in the numerical lifetime model to match the experimental results. Values of A = 3.00 × 10−4

and B = 62.0 were found to give the best results.
An estimated value for the fourth model parameter, the strain concentration factor Kε, would

ideally be found using Neuber’s Equation (12).

KσKε = K2
t . (13)

In Neuber’s equation, Kσ and Kε represent the ratios of the local notch stress/strain levels and the
remote nominal stress/strain levels, respectively. The symbol Kt represents the stress concentration
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factor, for a pure elastic case, having a value depending on notch depth and notch root radius. In view
of the extended bulk plasticity, during TMF, the value of Kσ is likely to approach unity (Kσ ≈ 1), and
Kε would equal K2

t . A problem, however, is that the radius of the blunt crack is not known and Kt,
therefore, cannot be determined analytically. Apart from depending on the (unknown) blunt crack-tip
radius, the value of Kt also depends on the notch depth and, for small notch depths (i.e., smooth
specimens), a value Kt ≈ 1 is reasonable to assume, i.e., Kε ≈ 1 also. Implementing a value Kε = 1 in the
numerical calculations for smooth specimens already gave a reasonable match between calculated
and measured lifetimes. However, a value of Kε = 1.35 was found to give the best match for smooth
specimens. For notched specimens, the value of Kε can be expected to rise, since Kt increases with
notch depth, and, according to Neuber’s equation, Kε would also increase. For notch depths of 0.15
and 0.40 mm, implementing values for Kε of 1.85 and 2.80, respectively, proved to give the best match
between calculated and measured TMF lifetimes.

In the recent work of Besel and Breitbarth [19], plastic zone strain levels were quantified using
finite element calculations and digital image correlation techniques. From this work, it was recognized
that strain values vary within the plastic zone of a crack tip, with the highest values near the crack tip.
In this respect, the value of Δεpl sum (Equation (8)) should be interpreted as an average (or representative)
crack-tip plastic strain range, controlling TMF crack growth. However, the levels of local strain at
distinct ΔK values (see Table 3) were found to be of the same order of magnitude as reported in the
literature for metals [19,20]. It is acknowledged that TMF lifetimes are also successfully determined as
a function of plastic CTOD, with TMF crack growth rates found to be approximately linear with plastic
CTOD values [15–17]. Both the plastic CTOD parameter and the Δεpl sum parameter (used in Equation
(7)) characterize a degree of cyclic plasticity at the crack tip. The plastic CTOD is defined for one
specific position, being the exact location of the crack tip (this also holds for its associated plastic strain).
However, Δεpl sum (Equations (7) and (8)) constitutes a more averaged level of plasticity, within the
crack-tip plastic zone as a whole. Considering the different backgrounds of the plastic CTOD parameter
and the Δεpl sum parameters, their role in controlling crack growth cannot be compared directly.

Figure 7 gives a straightforward and useful overview on how TMF lifetimes are affected by
constraint levels. However, constraint levels are not the direct physical TMF damaging mechanism, but
constitute boundary conditions. Representing TMF lifetimes as a function of the crack-tip cyclic plastic
strain (Δεpl sum) should give more fundamental information about the TMF crack-growth mechanism.
However, Δεpl sum is a crack-tip parameter, increasing in value during crack growth and, therefore,
complicating a straightforward characterization. From the numerical results, the development of crack
length with the number of elapsed cycles is known, revealing that 80% of TMF lifetime is consumed
during a limited crack extension of only 0.4–0.5 mm. Also, the early stage of crack growth should be
associated with low crack-growth rates. In other words, the values of Δεpl.sum, present during the early
stage of crack growth, dominate the overall TMF lifetimes.

Figure 8 is an alternative of Figure 7, with TMF lifetimes given as a function of a newly defined
crack-tip parameter, designated as Δεpl sum−0.2. The new crack-tip parameter (Δεpl sum−0.2) represents
the total local cyclic plastic strain (Δεpl sum), as calculated to be present at a crack extension of
0.2 mm (i.e., ahead of the machined notch). According to Figure 8, the TMF lifetimes can be well
approximated by a polynomial function of Δεpl sum−0.2, qualifying the Δεpl sum−0.2 crack-tip parameter
as a representative condition during crack growth, apparently able to characterize TMF lifetimes. In the
final paragraph of Appendix A, an example for calculating the value of Δεpl sum−0.2 is given.

4.3. Comparing the Local Stress and the Local Strain Models

In previous sections, it was observed that for SGI both the local stress and the local strain models
predict TMF lifetimes well, for all constraint levels under consideration. The good match for the local
strain model can be ascribed to its incorporated Δεpl blunt parameter, which is a function of cyclic bulk
plasticity. In contrast, the local stress model (Paris) does not contain a dedicated parameter involving
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cyclic bulk plasticity; however, paradoxically, it is still capable of predicting satisfactory TMF lifetimes
for all constraint levels. The reasoning below can shed some light on this paradox.

In general, fatigue lifetime largely depends on the initial crack-growth rate, since the first phase
of crack growth is slow and, thus, consumes most part of fatigue lifetime. In this study, the initial
crack-growth rates in the local stress model (Paris) and the local strain model were found to be of the
same order of magnitude. Therefore, the two models produced comparable calculated TMF lifetimes.
The local stress model adjusts the initial crack-growth rate by choosing the CParis parameter such that
calculated results match experimental results. Therefore, the variation of CParis for different levels of
constraint does not have a physical background, but only expresses the effect of constraint on TMF
lifetime. In contrast, the local strain model captures the effect of the constraint level on TMF lifetime
with a clear physical parameter, i.e., the local cyclic plastic strain at the crack-tip level (Δεpl sum).

The local stress model and the local strain models are, in principle, developed separately.
Consequently, the values of the parameters of both models are also determined independently, without
obvious interrelation. However, in the case of the 50% constraint TMF tests, the near lack of cyclic
bulk plasticity observed enabled a direct comparison between both models, as discussed before in
Section 3.2.2, considering Equation (12). Using the values found for the local strain model parameters
A, B, and m, the parameter combination (B Am) constitutes a value of 1.51 × 10−11. For the 50% TMF
constraint levels, the local stress model parameter CParis is determined to assume a value of 1.80 × 10−11.
Therefore, for the 50% TMF constraint level, both models predict a TMF crack growth rate of the same
order of magnitude, validating the coinciding of both models (for 50% constraint levels).

4.4. The Balance between LEFM and EPFM Mechanisms during TMF (Local Strain Model)

As covered in Section 3.2, the local strain crack-growth model is based on a cyclic
blunting/sharpening mechanism of the crack tip during each TMF cycle. As a result, in the local
strain approach, crack growth originates from contributions produced separately during the sharp and
blunt crack-tip stages. These separate crack-growth contributions are based on distinct principles of
LEFM (sharp stage) and EPFM (blunt stage), and originate from cyclic bulk elasticity and cyclic bulk
plasticity, respectively.

The separate roles of LEFM and EPFM during TMF can be quantified by considering the ratio of
Δεpl blunt and Δεpl sum for each TMF condition tested, reflecting the contribution of the blunt crack stage
to the overall TMF lifetime. This strain ratio, Δεpl blunt/Δεpl sum, is designated as REPFM. An REPFM

value of unity indicates the case that TMF is dominated by EPFM crack-growth mechanisms, while a
zero value reflects domination by the LEFM mechanism.

Table 3 shows REPFM for all TMF tests performed. With constraint levels increasing from 50%
to 125%, REPFM was found to consistently increase, ranging from a value of 0.10 to 0.64, respectively.
Clearly, an EPFM mechanism gradually takes over TMF crack growth at higher constraint levels due
to the associated increased cyclic plastic bulk strain levels. However, it is striking that, even at the
maximum 125% constraint level (with only a few cycles to failure), according to the local strain model,
TMF is still controlled considerably by an LEFM crack-growth contribution and the associated cyclic
bulk elasticity. The considerable role of LEFM, found for pronounced TMF conditions, contradicts the
classical Manson–Coffin relationship approach, where LCF/TMF is predominantly attributed to cyclic
bulk plasticity [12,18].

Considering Equations (9) and (11), at increased notch depths (i.e., longer initial crack lengths), the
related higher initial ΔK values would suggest a transition toward the sharp crack stage mechanism
(increase in Δεpl sharp). However, on average, per distinct constraint level, similar values for the REPFM

parameter were found for all notch depths. For instance, for the 125% TMF constraint tests, for notch
depths of 0.03 mm, 0.15 mm, and 0.40 mm, respective REPFM values of 0.64, 0.51, and 0.52 were found
(see Table 3). The REPFM ≈ 0.5 values found for both the 0.15-mm and 0.40-mm notches reflect similar
roles for the blunt and sharp crack stages, independent of notch depth. It can be reasoned that, with
an increase in notch depth, not only does the value of the initial ΔK level increases (i.e., sharp crack
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stage), but the strain concentration Kε also becomes larger (i.e., blunt crack stage, increase in Δεpl blunt;
see Equation (11)). The increases in both ΔK and Kε with notch depth are probably in balance, keeping
the sharp and blunt crack stage contributions in equilibrium independent of notch depth.

5. Summary and Conclusions

In the present paper, the lifetime was measured and numerically calculated in thermo-mechanical
fatigue (TMF) tests under various constraint levels on spheroidal graphite cast iron (SGI) with
temperatures cycling between 50 and 550 ◦C. The tested constraint levels were employed to predict
TMF lifetimes more in line with actual service conditions of heavy-duty diesel engines.

For SGI, the fracture mechanical Paris law approach worked well to predict lifetimes for all TMF
constraint levels. However, a different CParis parameter value was found for each TMF constraint level.
Therefore, this approach does not completely capture the influence of the constraint level on TMF
lifetimes. As this model is based on cyclic crack-tip stress distributions (characterized by ΔK), the Paris
model was addressed as the local stress approach.

A second crack-growth model was proposed here, based on cyclic plastic strains at the crack-tip
level. This model, which was labeled the local strain model, was found to predict TMF lifetimes well
for all constraint levels, using a fixed set of four model parameters. The local strain model postulates
a cyclic blunting and sharpening of the crack tip during each TMF cycle, involving contributions of
both linear elastic fracture mechanics (LEFM) and elastic plastic fracture mechanics (EPFM) principles.
The LEFM contribution is associated with the stress intensity range (ΔK) and, therefore, is largely
controlled by cyclic elastic bulk deformation (i.e., cyclic bulk stress levels). The EPFM contribution is
related directly to cyclic plastic bulk strain levels. This means that, in the local strain model, crack
growth is induced by both cyclic bulk elasticity (LEFM) and cyclic bulk plasticity (EPFM). Therefore,
the local strain crack-growth model and the established strain-life approach share TMF-controlling bulk
parameters, demonstrating a coherence between the local strain model and the established strain-life
approach. The coherence, however, is weakened for high TMF constraint levels, where the local
strain model still involves a considerable role for cyclic bulk stress levels (contradicting the strain-life
approach).

Although both the local stress model and the local strain model predict TMF lifetimes satisfactorily,
the local strain model can be considered to have a clear physical basis, being the local cyclic plastic
strain at the crack tip (Δεpl sum). In contrast, the local stress model can be considered a useful fitting
method for a distinct TMF constraint level, but it does not physically account for the effect of constraint
levels. The local cyclic plastic strain, as calculated to be present 0.2 mm ahead of the initial crack length
(i.e., the machined notch depths), was found to be a suitable characterizing parameter to determine
TMF lifetimes.
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Abbreviations and Symbols

a TMF crack length
A Proportionality constant, linking ΔK to cyclic (sharp) crack-tip plasticity; see Equation (9)
α Coefficient of thermal expansion
ao Depth of a machined notch, also being the assumed initial crack length
B Proportionality constant in the local strain crack-growth model; see Equation (7)

C1
A combination of parameters in the analytical solution for TMF lifetime, for crack growth according
to local stress model (i.e., Paris’ law)

CParis Proportionality constant in the local stress crack-growth law (i.e., Paris’ law); see Equation (5)
C2 see C1

CGI Compacted graphite iron
CTE Coefficient of thermal expansion
da/dN TMF crack-growth rate
etotal Bulk strain, as measured by the extensometer (i.e., total strain)
emech Bulk strain, resulting from stress (i.e., mechanical strain)
eth Bulk strain, resulting from thermal expansion (i.e., thermal strain)
Δepl bulk Cyclic plastic bulk strain, i.e., the width of the hysteresis loop

Δεpl sharp
Local cyclic plastic strain at the crack tip, produced during the sharp crack stage of the local strain
model; see Equation (9) (mechanical strain)

Δεpl blunt
Local cyclic plastic strain at the crack tip, produced during the blunt crack stage of the local strain
model; see Equation (10) (mechanical strain)

Δεpl sum The cumulative local cyclic plastic strain at the crack tip; see Equation (8) (mechanical strain)

Δεpl sum(ao)
The value of Δεpl sum at the initial crack length ao, being the depth of the machined notch (a similar
notation is used for initial values of Δεpl sharp and Δεpl blunt)

Δεpl sum−0.2 The value of Δεplsum, at a crack length of (ao + 0.2 mm), characterizing TMF lifetime
EPFM Elastic plastic fracture mechanics
REPFM The relative contribution on TMF of the blunt crack stage (local strain crack-growth model)
γ Relative degree of thermal constraint during a TMF test
Kε Strain concentration factor (local strain/nominal strain)
Kt Geometrical stress concentration factor (defined for elastic strains only)
Kσ Stress concentration factor (local stress/nominal stress)
Kmin Minimum value of the stress concentration factor during TMF
Kmax Maximum value of the stress concentration factor during TMF
ΔK Stress-intensity range = (Kmax − Kmin)

ΔKao

Initial stress-intensity range, with the machined notched depth (ao) taken as initial crack length. For
unnotched specimens, the average graphite particle size is taken as initial crack length.

ΔKΔa=0.2 The value of ΔK, at a crack length of (ao + 0.2 mm)

LCF Low cycle fatigue
LEFM Linear elastic fracture mechanics
N10 Number of cycles at a 10% load drop in a TMF test (i.e., experimental cycles to failure)

NΔK
Number of TMF cycles to failure, calculated by numerical integration of the local stress
crack-growth model (i.e., Paris’ law)

NΔK−an.
Number of TMF cycles to failure, given by the analytical solution of the local stress crack-growth
model (i.e., Paris’ law)

ΔN Number of TMF cycles elapsed

NΔεpl sum

Number of TMF cycles to failure, calculated by numerical integration of the local strain
crack-growth model

r Radius of the cylindrical gauge length of the TMF test specimen
S Bulk stress
ΔS Nominal (bulk) stress range
SGI Spheroidal graphite iron
SiMo Cast iron with silicon and molybdenum as major alloying elements
ΔT TMF cycle temperature range
TMF Thermo-mechanical fatigue
Z Number of replicate TMF tests
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Appendix A. Example Calculations of TMF Lifetimes, Using the Local Strain Model

Example Calculation for 100% Constraint TMF Test Results, for a 0.15-mm Machined Notch

Averaging TMF test results of three replicate tests (Z = 3) resulted in a representative (measured) bulk cyclic
stress level ΔS of 772 MPa, and a representative measured bulk cyclic plastic strain level (Δepl bulk) of 0.23%.

At the crack-tip level, the value of the total local cyclic plastic strain (Δεpl sum) is calculated below to be
0.99% This result consists of two contributions, being the cyclic crack-tip plastic strain for the sharp crack stage
(Δεpl sharp) and the (additional) cyclic crack-tip plastic strain developed during the blunt crack stage (Δεpl blunt).
These two contributions are calculated below under (i) and (ii), respectively.

i. The initial value of ΔK value (ΔKao ) is calculated according to Equation (6), i.e., ΔKao =
F(ao/r)·ΔS

√
πao considering the notch depth as initial crack length (i.e., 0.15 mm), resulting in ΔKao =

F(0.15/3)·772· √π·0.00015 = 19.17 MPa
√

m (see Table 3). Using Equation (9), Δεpl sharp = A × ΔK, and,
using the determined value of constant A= 3× 10−4, Δεpl sharp = A×ΔK = 3× 10−4 × 19.2× 100% = 0.58%.
It should be noted that the value of A is taken as a constant for all TMF tests performed.

ii. Using Equation (10), Δεpl blunt = Kε × Δepl bulk , with a value of Kε = 1.80 and Δebulk = 0.23% results in
Δεpl blunt = 1.80 × 0.23 = 0.41%. It should be noted that the value of Kε = 1.80 is identical for all TMF
tests performed using a 0.15-mm notch depth. Superposition of contributions (i) and (ii), according to
Equation (8), gives

Δεpl sum = Δεpl sharp + Δεpl blunt = 0.58 + 0.41 = 0.99%, (A1)

which is reported as

Δεpl sum
Δεpl sharp

Δεpl blunt
i.e. 0.99 0.58

0.41. (A2)

The initial value of Δεpl sum of 0.99%, according to Equation (7) (or Equation (11)), using values of local
strain-model constants B and m of 62 and 3.58, respectively, gives an initial crack-growth rate.

da
dN

= B
(
Δεpl sum

)m
= 62× (0.0099)3.58 = 4.14× 10 −6 m

cycle
. (A3)

It should be noted that the local strain model constants B and m are identical for all TMF lifetimes calculations,
being 62 and 3.58, respectively.

For subsequent discrete steps of 0.001 mm of crack growth, the number of cycles is calculated needed to
cover this growth. For instance, for the first iteration step, covering a crack length interval from 0.150 to 0.151 mm,
the following is found:

Δa
ΔN

= 4.13× 10 −6 m
cycle

or ΔN =
Δa

4.13× 10 −6 with Δa = 10−6 m, ΔN = 0.242 cycle / 0.001 mm. (A4)

Due to the small step size, the results of the second calculated iteration step, being the crack-length increment
from 0.151 to 0.152, are almost similar to those of the first step.

Adding the ΔN values of all iteration steps gives a numerically calculated TMF lifetime NΔεpl sum of 56 cycles.
As an example, the situation of the iteration step 0.2 mm ahead of the machined notch tip is considered, i.e.,

from a crack length of 0.350 mm to 0.351 mm. In this step, due to the longer crack, the value of ΔK raised to a
value of 30.31 MPa

√
m leads to a value of

Δεpl sharp = A× ΔK = 3× 10−4 × 30.31× 100% = 0.91%. (A5)

The blunt crack-stage contribution (Δεpl blunt) is independent of crack length, i.e., 0.41%, as calculated above
under (ii). Therefore, at a crack length a = 0.35 mm, the local cyclic plastic strain (Δεpl sum) can be reported
as 1.32 0.91

0.41 . The new crack-growth rate is calculated as 1.27×10 −5 m/cycle, while the increment from 0.350 mm
to 0.351 mm consumes a number of cycles ΔN = 0.079 cycle/0.001 mm.

The calculation for a specific crack extension of 0.2 mm was chosen because, in this case, the value of Δεpl sum
also constitutes the value of Δεpl sum−0.2, as discussed in Section 4.2. The value of Δεpl sum−0.2 = 1.32% can also be
observed for label J in Figure 8.

Appendix B. Initial Estimation of the Local Stress Model Parameters

The Local Stress Model Parameters

Considering the local stress model, da
dN = CParis(ΔK)m (Equation (5)), the preliminary values for the

parameters CParis and m are evaluated by considering an estimation of the analytical solution of the local stress
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crack-growth law. As simplification, the geometrical function F
(

ao
r

)
, as defined in Equation (6), is taken as a

constant value, being the initial value for a crack length equal to the machined notch depth. The analytical solution,
with the bulk stress range (ΔS) given in MPa, can now be derived from Paris’ law, and is also reported in the
literature [12].

NΔK−an. =
1

C1C2

[(
a f

)C2 − (ao)
C2

]
with C1 =

[
Cparis(π)

1
2 m

]{
F
(ao

r

)
·ΔS

}m
;C2 =

(
1− 1

2
m
)
. (A6)

Using the 50% constraint test results for 0.15-mm and 0.40-mm notched specimens, experimental results
are summarized below. The 50% constraint test results are chosen specifically, because, at 50% constraint, the
experiments showed a virtual absence of cyclic bulk plasticity, typical for Paris fatigue crack growth behavior.

0.15-mm machined notch: (ΔS)0.15 = 490 MPa, (N10)0.15 = 803 cycles, F
(

0.15
3

)
= 1.144.

0.40-mm machined notch: (ΔS)0.40 = 480 MPa, (N10)0.40 = 284 cycles, F
(

0.40
3

)
= 1.196.

Implementing the experimental lifetimes in the analytical solution (Equation (A6)) is achieved by equating
the ratio of experimental lifetimes with the ratio of the analytical lifetimes, as shown below for the 0.15-mm and
0.40-mm machined notches, respectively.

(N10)0.15

(N10)0.40
=

(NΔK−an.)0.15

(NΔK−an.)0.40
. (A7)

For the analytical solution, the effect of the final crack length (af) can be omitted, since the slow crack growth
at initial crack length (ao) dominates the TMF lifetime, which results in the following:

(N10)0.15
(N10)0.40

=
(F( 0.40

3 )(ΔS)0.40)
m

(F( 0.15
3 )(ΔS)0.15)

m · [−0.15 ](1−
1
2 m)

[−0.40](1−
1
2 m)

,

2.827 = (1.024)m × (0.375)(1−
1
2 m),

log(2.827) = log (1.024)m + log(0.375)(1−
1
2 m),

0.451 = m× log(1.024) +
(
1− 1

2 m
)
× log(0.375),

= 0.010m − 0.426 + 0.213m,
resulting in the estimation m = 3.932.
The estimated value of CParis is found by substituting the estimated value of m = 3.932 in Equation (A6), using

the experimental results of the 0.15-mm notch, being (ΔS)0.15= 490 MPa, (N10)0.15 = 803 cycles and F
(

0.15
3

)
= 1.144.

C1 =
[
Cparis(π)

1
2 m

]{
F
(

ao
r

)
·ΔS

}m
= Cparis × 9.493× {1.144× 490}3.932 = 6.095× 1011 ×CParis;

C2 =
(
1− 1

2 m
)
= −0.966;

NΔK−an. =
1

C1C2

[(
a f

)C2 − (ao)
C2

]
≈ 1

C1C2

[
− (ao)

C2
]
↔ C1 = 1

NΔK−an. ·C2

[
− (ao)

C2
]
;

With C1 = 6.095×1011×CParis; C2 = −0.966 ; ao = 0.00015 m, and NΔK−an. = 803 cycles yields : 6.095× 1011×
CParis =

−1
803 − 0.966 [0.00015]−0.966 ↔ CParis = 1.05× 10−11.

The estimated values of CParis = 1.05 × 10−11 and m = 3.932 were implemented as initial values in the
numerical lifetime calculation for the 50% constraint experiments, as discussed in Section 3.1. By adjusting the
parameter values incrementally (i.e., by trial and error), the numerical lifetime results were found to match all
experimental results optimally for parameter values CParis = 1.80× 10−11 and m = 3.58.

Appendix C. Initial Estimation of the Local Strain Model Parameters

As discussed in Section 3.2.2, in the local strain model the crack-growth rate is given by

da
dN

= B
(
A× ΔK + Kε × Δepl bulk

)m
. (A8)

Preliminary values for the parameters A and B were evaluated by considering the local strain model to be
equivalent to the local stress model, for the case of 50% constraint. Also, it was hypothesized that ratios of lifetimes
found reflect ratios of initial crack-growth rates, since initial crack-growth rates can be expected to dominate
TMF lifetimes.

Considering 50% and 100% constraint tests for 0.15 mm-notched specimens, the following can be found:
50% constraint case (0.15-mm notch): (N10)0.15 = 803 cycles, (ΔK)50% = 12.0 MPa

√
m (see Table 3);

100% constraint case (0.15-mm notch): (N10)0.15 = 48 cycles, (ΔK)100% = 19.0 MPa
√

m and
(
Δepl bulk

)
100%

=

0.0023 (m/m) (see Table 3);
( da

dN )50%

( da
dN )100%

= 48
803 = 6.00 × 10−2 =

B (A×ΔK50%)
m

B (A×ΔK100%+·Δepl bulk, 100%)
m =

(A×ΔK50%)
m

(A×ΔK100%+·Δepl bulk, 100%)
m . To summarize, with

(ΔK)50% = 12.0 MPa
√

m, (ΔK)100% = 19.0 MPa
√

m , and
(
Δepl bulk

)
100%

= 0.0023 (m/m) and m = 3.58, a value

for parameter A is estimated as 3.16× 10−4. The value of parameter B is estimated by considering the local stress
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and local strain models to coincide for the 50% constraint level, as is discussed in Section 4.3 i.e. (CParis)50% =

BAm. With values of (CParis)50%= 1.80× 10−11, parameter A = 3.16× 10−4 and parameter m = 3.58, the value of
parameter B is estimated as 61.2.

The provisionally estimated values of A = 3.16× 10−4 and B = 61.2 were implemented as initial values in
the numerical lifetime calculation for the 50% constraint experiments, as discussed in Section 3.2.3. By gradually
adjusting these estimated parameter values of A and B (i.e., by trial and error), the numerical lifetime results were
found to match all experimental results optimally for parameter values A = 3.00× 10−4 and B = 62.0. Therefore,
the estimated and final values found for parameters A and B are in good agreement.
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Abstract: This paper contributes to the effect of elevated temperature on the fatigue strength of
common aluminum cast alloys EN AC-46200 and EN AC-45500. The examination covers both
static as well as cyclic fatigue investigations to study the damage mechanism of the as-cast and
post-heat-treated alloys. The investigated fracture surfaces suggest a change in crack origin at
elevated temperature of 150 ◦C. At room temperature, most fatigue tests reveal shrinkage-based
micro pores as their crack initiation, whereas large slipping areas occur at elevated temperature.
Finally, a modified

√
area-based fatigue strength model for elevated temperatures is proposed.

The original
√

area model was developed by Murakami and uses the square root of the projected
area of fatigue fracture-initiating defects to correlate with the fatigue strength at room temperature.
The adopted concept reveals a proper fit for the fatigue assessment of cast Al-Si materials at elevated
temperatures; in detail, the slope of the original model according to Murakami should be decreased
at higher temperatures as the spatial extent of casting imperfections becomes less dominant at
elevated temperatures. This goes along with the increased long crack threshold at higher operating
temperature conditions.

Keywords: aluminum cast; fatigue strength; defects; hardness; tensile tests; elevated temperature

1. Introduction

Aluminum cast parts enable the manufacturing of quite complex geometries, due to their sound
castability [1]. Furthermore, the investigated alloys also feature a proper fatigue strength; hence the
achievement of lightweight design goals is additionally supported [2]. Therefore, Al-Si cast alloys
are commonly used materials for automotive engine components, as reported in [3–6]. However,
the manufacturing process, as well as the subsequent heat treatments, must be considered as they
possess distinctive impacts on the resulting mechanical properties [7–9]. As such cast aluminum
components are also exposed to elevated temperatures during service, the characterization of the
material properties under these conditions is inevitable. Hence, the material properties of Al-Si cast
alloys are investigated under elevated temperatures in a preliminary study [10]. This work extends
the investigations from Garb et al. [10] by means of sampling positions, the statistical evaluation
of fatigue fracture-initiating inhomogeneities and a defect-based fatigue strength model at elevated
temperature of 150 ◦C, which was chosen in this study to reflect typical service conditions [11].
Another study [12] proposed the estimation of fatigue life under enhanced temperatures from tensile
test results. Yet, increased temperatures significantly influence the microstructure as well as the fatigue
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lifetime [13,14]. The corresponding investigated sampling position parts can inherit different local
microstructures due to the varying local cooling conditions. Therefore, the inhomogeneities and their
statistically distribution regarding shape and spatial extent differ from each sample position to another.
Tiryakioǧlu proposed in [15] that fatigue-initiating defect sizes in aluminum cast material can be
properly described by Gumbel [16], see Equation (1) or the Generalized Extreme Value distribution [17],
see Equation (2).

G(deq) = exp
[
−exp

(
−deq − λ

δ

)]
(1)

With G(deq) being the cumulative distribution function of the Gumbel distribution, its course is
characterized by the distribution parameters λ and δ, also referred to as location and scale parameter.

P(deq) = exp

{
−

[
1 + ξ

(
deq − μ

σ

)− 1
ξ

]}
(2)

Furthermore, P(deq) equals the cumulative distribution function of the Generalized Extreme Value
distribution depending on the equivalent circle diameter deq, the location μ, the scale σ and the shape
parameter ξ. Furthermore, it was shown that the fatigue strength in the finite life region can be assessed
by linking the cumulative probability density of fracture-initiating defect size distribution with the
Paris-Erdoǧan equation for stable crack growth [18]. Due to the fact that the focus of this work is
the fatigue strength assessment of Al-Si cast materials in the long-life fatigue region, Murakami’s√

area concept is used, see [19]. Hereby, the author in [19] stated that in the presence of extrinsic
heterogeneities, such as flaws, the fatigue strength correlates well with the size of those defects.
The spatial extent of the fatigue fracture-initiating defects is characterized by he square root of defect
projection area

√
area, whereby the area is projected onto the plane perpendicular to the direction of

maximum stress. A summary of this procedure is additionally given in [20]. The
√

area is used as
the size parameter of fatigue fracture-initiating flaws, due to the sound correlation with the maximal
stress intensity factor at the crack tip Kmax, see [20]. Murakami’s approach is based on the material
and defect location dependent coefficient C1, the material constants C2 and m, as well as on the Vickers
hardness HV, see Equation (3).

σf ,1E7 = C1 · (HV + C2)√
area1/(2·m)

(3)

Murakami proposed the exponent m of the defect size to possess a constant value of 3,
which revealed sound results for preliminary studies [21]. Furthermore, Murakami estimated the
material and defect location coefficient C1 as 1.43 for surface and 1.56 for subsurface cracks and the
material dependent parameter C2 to possess a constant value of 120 by applying the least squares
method [19].

To assess the fatigue strength for operating conditions, this paper focuses on the influence of
elevated temperature on the mechanical properties of two Al-Si cast materials, namely EN AC-46200
and EN AC-45500. Both tensile tests to assess the quasi-static properties as well as fatigue tests are
performed at room and at elevated temperature to assess an advanced fatigue strength model based
on the

√
area-approach by Murakami [19,20]. In summary, this paper scientifically contributes with

the following working packages:

• Investigation of the fatigue strength of Al-Si cast materials at an elevated temperature of 150 ◦C
• Assessment of statistically defect distribution regarding spatial extent and shape
• Investigation of damage mechanisms at enhanced operating temperatures
• Evaluation of the material constants C1, C2 and m of Murakami’s

√
area concept for

elevated temperatures
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2. Materials and Methods

2.1. Materials

The examined materials are two Al-Si cast alloys with Strontium (Sr) as eutectic modifier and
post-heat treatments to obtain T5 and T6 condition, see previously performed studies [10,22,23].
The T5 heat treatment consists of a quenching process and subsequent artificial aging whereas
the T6 heat treatment usually involves three stages; the solution treatment at high temperatures,
the quenching, and the age hardening process [24]. A summary of the T6 heat-treatment procedure
and its impact on the resulting mechanical properties, depending on the chemical composition of
the alloy and the exposure temperature and time, is given in [25]. The specimens are taken from
gravity casted crankcases (CC) and cylinder-heads (CH) from varying positions (denoted as Pos #1 to
Pos #3) exhibiting different local cooling conditions and therefore a variation in microstructure such
as secondary dendrite arm spacing (sDAS) and micro pore size distribution. The nominal chemical
composition of the investigated alloys is given in Table 1. The eutectic modifier Sr acts as micro alloying
element and is measured in the ppm-range in the final cast material condition.

Table 1. Nominal chemical composition of the investigated cast alloys in weight percent.

Alloy Si [%] Cu [%] Fe [%] Mn [%] Mg [%] Ti [%] Al [-]

EN AC-46200 7.5–8.5 2.0–3.5 0.8 0.15–0.65 0.05–0.55 0.25 balance
EN AC-45500 6.5–7.5 0.2-0.7 0.25 0.15 5 0.45 0.20 balance

In addition, an overview of the component’s material specifications is listed in Table 2.

Table 2. Material specifications.

Part Position Alloy Modifier Heat Treatment sDAS [μm]

CH Pos #1 EN AC-46200 Sr T5 24 ± 4.8
CC Pos #2 EN AC-46200 Sr T6 30 ± 7.3
CC Pos #3 EN AC-46200 Sr T6 72 ± 24.9
CH Pos #1 EN AC-45500 Sr T6 27 ± 6.6

2.2. sDAS and Metallographic Analysis

The sDAS is evaluated by means of a procedure proposed by [26], referred to as measurement
method D. Hereby, metallographic specimens are taken out at the very sample positions and prepared
by polishing. Afterwards, the specimens are investigated by digital optical microscopy. The secondary
dendrite arm spacing is then calculated invoking the number of secondary arms along one side of
a primary arm, such that dendrite asymmetry does not affect this method. This procedure is used,
as it provides the most accurate estimation of secondary dendrite arm spacing, according to [26].
The investigation of metallographic sections in the testing region proposes a similar secondary
dendrite arm spacing of Pos #1 for both alloys. The investigation of metallographic parameters in Pos
#2 proposes a slightly enhanced local sDAS of 30 μm, regarding the values of Pos #1. The evaluated
sDAS in sampling position Pos #3 is significantly higher though, due to lower cooling conditions
compared to Pos #1 and #2, see [27]. The hardness measurements are conducted by means of a system
of the type Zwick ZHU 2.5 TS1S (Ulm, Germany) and the metallographic samples are prepared by
means of a Buehler BETA and a Struers CitPress system.

2.3. Quasi-Static and Fatigue Testing

The evaluation of the quasi-static material properties is carried out for room and elevated
temperature, see [28] and [29] respectively. Each test series contains a minimum number of three
specimens to statistically assess quasi-static properties. All tensile specimens and are conducted
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strain-controlled at a strain rate of 3.6 × 10−3 1/s with a gauge length of l0 = 25 mm, using an
extensometer. Both the tensile tests and the fatigue tests are conducted at a hydraulic Instron Schenk
testing system. To additionally evaluate both the fatigue strength and yield strength of the investigated
materials not only at room but also at the ET of 150 ◦C, an Instron SFL 3119-400 Series temperature
controlled chamber (Darmstadt, Germany) is used. The tensile test specimen geometry is displayed in
Figure 1.
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Figure 1. Tensile test specimen geometry in units of millimetre.

2.4. X-ray Computed Tomography

The investigated samples possess a low density and a small specimen diameter. Thus,
the non-destructive investigation of selected specimens is carried out by a Phoenix/X-ray Nanotom
180, enabling a resolution of just 5 μm voxel-size, such that extrinsic flaws with a spatial extent of
about 15 μm can be evaluated properly.

3. Results

3.1. Tensile Tests

Preliminary studies [30] stated that the fatigue resistance correlates linearly with the quasi-static
material properties as the ultimate tensile strength (UTS) or the yield stress (YS) at corresponding
temperatures. Furthermore, it is well known that exposure of Al-Si cast material at enhanced
temperature leads to a significant decrease of the fatigue resistance [14]. Therefore, quasi-static
tensile tests are not only conducted at room temperature, but also at an elevated temperature of 150 ◦C,
using a heat chamber. An overview of the quasi-static test results is provided in Table 3.

Table 3. Results of quasi-static tensile tests.

Abbreviation Temperature UTS [MPa] YS [MPa] A [%]

EN AC-46200 Pos #2 RT 326 277 1.58
EN AC-46200 Pos #2 ET 265 245 2.96
EN AC-46200 Pos #3 RT 208 207 0.18
EN AC-46200 Pos #3 ET 187 187 0.19
EN AC-46200 Pos #1 RT 287 198 2.31
EN AC-46200 Pos #1 ET 234 184 5.25
EN AC-45500 Pos #1 RT 334 273 6.78
EN AC-45500 Pos #1 ET 259 233 9.55

EN AC-45500 Pos #1 reveals the highest UTS with 334 MPa at room temperature. In addition,
EN AC-45500 Pos #1 also possesses the highest fracture elongation values A at room and elevated
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temperature. As listed in Table 3, the fracture elongation increases if tested at elevated compared to
room temperature.

The results confirm preliminary studies [31], which proposed a function of the ascending
elongation with increasing testing temperature. Yet, the authors in [31] do not register a significant
increase of A below 270 ◦C. Another study [32] shows a strong increase of the elongation at fracture
only for testing temperatures above 300 ◦C testing temperature. However, the test results observed
in this study propose an increased fracture elongation already at 150 ◦C for the examined alloys,
see Figure 2. Figure 2 displays representative tensile test results for the varying sampling positions at
room and elevated temperature. Furthermore, representative microstructures at the very specimen
locations are illustrated in detail in Figure 3.

Figure 2. Representative tensile test curves at RT and ET.

Figure 3. Microstructure at the investigated sample positions.

On the other hand, the yield strength in general decreases at elevated temperature, as listed in
Table 3. The mean reduction of the UTS from room to elevated temperature is approximately 17%.
This goes along with preliminary studies in [31–33].
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3.2. Hardness Measurements

As stated in [34,35] the quasi-static material properties such as the yield strength exhibit a basic
coherence with the macrohardness. Also, the investigation of the position depending hardness is from
significance to set up Murakami’s

√
area model [19] in a uniform way for the investigated specimen

series. Therefore, Vickers hardness measurements are executed at room temperature in line with [36]
applying a testing force of 3 kp. A preliminary study [37] describes a linear relationship of Al-Zn-Mg
alloys between the Vickers hardness HV and the flow stress. In [38] it is also stated that the Brinell
hardness BHN corresponds well to the YS for both A356 and A357 alloys. In [39] an evaluation of
models for hardness-yield strength relationships is presented. Drouzy and Richard [40] presented
a quite simple linear ratio between the YS and the Brinell hardness BHN of underaged Al-Si alloys.
However, it is also shown that the YS-BHN relationship of Al-Si alloys can be rather described by
a hysteresis, which shows a significantly higher slope in the underaged region than the proposed
relationship from [40]. Murakami’s

√
area model takes the local Vickers hardness HV into account,

as it relates well to the fatigue strength [20]. Therefore, the local hardness for the sample positions
must be investigated not only at room but also at elevated temperatures.

To estimate the hardness at an elevated temperature, a linear fit, using the least square
method, between the measured hardness and calculated yield strength, is carried out, see Figure 4.
The evaluated slope of the fit is almost two times the proposed value of approximately 2.85 from [40].
Each test series contains a minimum number of three tensile specimens and three hardness tests at the
corresponding position to tone down outlier values. Subsequently, the yield strength of tensile tests at
elevated temperatures is re-inserted in the estimated YS-HV fit, to estimate the Vickers hardness at
elevated temperatures.

Figure 4. Evaluated correlation between Vickers hardness and Yield strength for Al-Si castings.

3.3. Fatigue Tests

The fatigue tests are conducted under alternating tension-compression testing. This deduces
a load stress ratio, lower load level to upper load level, of R = −1. Therefore, the mean stress is
equal to zero. All fatigue tests are executed at a hydraulic testing machine with a testing frequency of
30 Hz until either specimen burst failure or run out at 1×107 load cycles. In line with the quasi-static
tests, the fatigue tests at elevated temperature are performed using a heat chamber. The fatigue
resistance in the finite life region is statistically evaluated by means of the ASTM E 739 standard [41].
This methodology assumes a constant variance in the finite life region. Furthermore, the fatigue
data in the run out region is statistically investigated based on the arcsin

√
p methodology, see [42].

This procedure approximates the probabilities of survival in the long-life region by a arcsin
√

p function
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and is a proven methodology to statistically estimate the mean value and standard deviation of the
fatigue strength and likewise minimum life, see [43]. As proposed in [44], the slope k2 of the run out
region is assumed to be five times the slope k1 in the finite life region. This assumption is also verified
in [45–47]. All fatigue data has been normalized by the UTS at room temperature of EN AC-46200 -Pos
#2, evaluated to 326 MPa, see Table 3.

The tests are performed until a total number of 1×107 load cycles, because preliminary studies
showed defect correlated specimen failure in the HCF region between 1×106 and 1×107 load cycles,
see [3,48,49]. All evaluated S/N-curves are displayed including the 10 and 90 % probability of survival
scatter band. The statistical evaluation of scatter bands in the run out region is conducted by means
of the arcsin

√
p methodology [42,43]. The evaluated fatigue strength data for each sample position

as well as the scatter band in the run out region is listed in Table 4. In Figure 5 the S/N-curve of
EN AC-45500 with T6 heat treatment at Pos #1 at room and at elevated temperature is displayed.
While the slope k1 is almost identical for RT and ET, the number of cycles ND for the transition region
rises with increased testing temperature from approximately 1×106 to about 4.27×106 load cycles.
The investigated fatigue strength of EN AC-46200 with T5 heat treatment at Pos #1 states also a similar
k1 at room temperature, see Figure 6. On the other hand, the high-cycle fatigue strength at 1×107

load cycles σf ,1×107 significantly decreases by about 21 % at 150 ◦C. The investigation of the fatigue
strength from EN AC-46200 with T6 heat treatment at Pos #2 assumes a slightly shallower S/N-curve
at elevated temperature, represented by the slope in the finite life region k1. Furthermore, the transition
point ND rises to 1.75 × 106 load cycles, with a decrease of about 7% in fatigue strength σf ,1×107 , as seen
in Figure 7. Finally, EN AC-46200 with T6 heat treatment at Pos #3 shows a significant shallower slope
in the finite life region k1, while the evaluated fatigue resistance σf ,1E7 decreases only by 2% at 150 ◦C
testing temperature, see Figure 8. It must be pointed out that the depicted minor reduction of the
fatigue strength in Pos #3 is within the scatter band of the S/N-curves.
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Figure 5. S/N-curves of EN AC-45500 T6 Pos #1 at RT and ET.
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Figure 6. S/N-curves of EN AC-46200 T5 Pos #1 at RT and ET.
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Figure 7. S/N-curves of EN AC-46200 T5 Pos #2 at RT and ET.

Table 4. Fatigue test results at room and elevated temperature.

Abbreviation Temperature σ1×107,norm ND k1
1
Ts

EN AC-46200 Pos#2 RT 0.245 5.71 × 105 3.58 1.256
EN AC-46200 Pos#2 ET 0.241 1.75 × 106 5.85 1.391
EN AC-46200 Pos#3 RT 0.176 3.92 × 106 5.13 1.278
EN AC-46200 Pos#3 ET 0.172 2.68 × 106 6.41 1.210
EN AC-46200 Pos#1 RT 0.332 5.29 × 105 7.40 1.147
EN AC-46200 Pos#1 ET 0.244 6.16 × 106 10.65 1.115
EN AC-45500 Pos#1 RT 0.348 9.99 × 105 6.22 1.140
EN AC-45500 Pos#1 ET 0.291 4.27 × 106 7.48 1.206
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Figure 8. S/N-curves of EN AC-46200 T5 Pos #3 at RT and ET.

To investigate the fracture-initiating defects, it is from utmost importance to analyze all tested
specimens either by means of digital microscope as well as by SEM. The detected crack-initiating
flaws are characterized by means of geometrical parameters such as the square root of the effective
defect area. In line with the procedure proposed in [20], the size of fatigue fracture-initiating defects is
characterized by the square root of the projected area of the flaw, perpendicular to the load direction.
This methodology is displayed in Figure 9 using the example of a fracture-initiating heterogeneity at
Pos #3. Furthermore, to characterize not only the fracture-initiating defects by means of fractography,
selected specimens are investigated non-destructively with X-ray computed tomography (XCT).
This methodology supports the holistic characterization of the defect population respectively its
spatial extent and is further described in [22,48].

100 μm

area

√
area

area

Figure 9. Defect size measurement methodology and representative fracture-initiating micropore
at Pos#3.

Figures 9 and 10 show a fracture surface with a crack origin at a micro pore. At room temperature,
all tested EN AC-46200 specimens initiate from a such micro pores. On the other hand, Figure 11
displays a different cause of failure. At ET, the stress intensity is enhanced in the defect-near area while
the activation energy of slip-planes decreases due to the increased operating temperature. Therefore,
specimens tested at a higher temperature activate a different failure mechanism.
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20 μm

Figure 10. Representative fracture-initiating micropore at Pos#2.

50 μm

Figure 11. Representative fracture-initiating slipplane at Pos#1.

Some specimens would reveal a crack initiation right at the surface along with crack propagation
at large slip bands. Nevertheless, some investigated specimens revealed mixed defect mechanisms of
micro pores and large slipping areas. At the latter ones, the crack initiates at an intrinsic inhomogeneity
and possesses a stable crack growth as with increasing crack length, the stress intensity rises near the
crack tip. If the stress intensity factor and the activation energy based on the thermal energy reach
a certain threshold, the crack starts to slip over a slip-band area during one single load-cycle and
therefore significantly increases the crack growth. As a result, the remaining fatigue strength is reduced
compared to an arbitrary defect with a similar

√
area.
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As the fractography results show, this failure mechanism occurs especially at EN AC-46200 T5
and EN AC-45500 T6, where a major part of the specimens at Pos #1 inherit a slip-band-induced failure.
It must be noted that EN AC-45500 T6 Pos #1 even shows a slip-band-like failure mechanism also
at room temperature. In Figure 12, the different damage mechanism fractions of the corresponding
positions and alloys are displayed.

Figure 12. Comparison of the crack-initiating failures at RT and ET.

As proposed by [50] either Gumbel or GEV distributions are applicable for fatigue-initiating
defects. The distribution parameters are evaluated by means of a maximum likelihood method,
as presented in [51].

φ =
1
n

n

∑
i=1

deq,i

dmax,i
(4)

The probability of occurrence of an arbitrary deq, based on the cumulative density function of
the GEV-fit for each sampling position is displayed in Figure 13. The probability of occurrence of a
deq of 200 μm is less than 10% for sampling positions #1 and #2, whereas at Pos #3 the probability of
occurrence for the same equivalent diameter possesses a value of just above 97%.

The cumulative density function of the distribution is computed by means of Equation 2, using the
equivalent circle diameter (deq) from the most critical defects, whereas ξ is denoted as the shape σ

the scale and μ the location parameter. The equivalent circle diameter deq of one flaw can easily be
derived by multiplying

√
area with the factor 2√

π
. The ratio of the equivalent circle diameter deq to

the maximum diameter dmax describes the shape φ of the crack-initiating pores [52], see Equation (4).
The shape factor φ therefore ranges between zero and one, indicating the roundness of a crack-initiating
pore. The lower φ, the more complexly shaped is the defect. Thus, a circle-shaped flaw would possess
a shape factor φ = 1. The shape of representative defects with varying sphericity is presented in detail
in [53].

Both the evaluated distribution parameters as well as the mean shape of the defects are listed in
Table 5. The investigation of the different fracture-initiating defect sizes proposes a significant different
micro pore size distribution at Pos #3, in line with the increased local sDAS. The mean shape φ of the
flaws in Pos #3 also reckon them to possess a more spherical shape.
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Figure 13. Probability of occurrence of fracture-initiating defects.

Table 5. GEV-fit parameters based on evaluated deq of fracture-initiating defects.

Abbreviation ξ σ μ φ

EN AC-46200 Pos #1 0.03 39.03 104.60 0.52
EN AC-46200 Pos #2 −0.12 29.83 85.10 0.48
EN AC-46200 Pos #3 −0.19 168.57 444.88 0.60
EN AC-45500 Pos #1 0.06 14.50 36.08 0.49

3.4. Fatigue Assessment Model

To assess the fatigue strength of Al-Si alloys incorporating manufacturing process-based
inhomogeneities, a defect size-based material model is set up. The main causes of failure, evaluated in
both EN AC-46200 Pos #1 an EN AC-45500 Pos #1, are basically not based on micro pores. Therefore,
the defect-based material model from Murakami [19] is mainly set up for EN AC-46200 Pos #2 and
Pos #3 as herein the main failure cause can be assigned to micro porosity. However, specimens with
defect correlated crack initiation from Pos #1 of both alloys are also displayed in the adopted material
model, see Figure 14. A parameter set, containing the stress amplitude at 1×107 load cycles σ

f ,1×107

of run-outs, the stress amplitude σa and number of load cycles N of tests in the finite life region, as well
as the corresponding defect size

√
area are required. To increase the applicable data a power-function

like projection method for specimens failed in the finite life region is executed. This method is suitable
to increase the data points in the run out region of N = 1×107 without significant falsification of the
scatter band in the HCF region 1/Ts, see [21].

The original data from Murakami [19] proposes a coefficient of m = 3 for the exponent of the
defect size. The parameters C1 and C2 are material dependent constants. This approach provides
reasonable defect-based material models for Al-Si alloys at room temperature. However, the exponent
of the defect size can vary at elevated temperatures, as it represents the slope of the material model.
Therefore, the coefficient m is not further considered to be a constant, see Equation (5).

σ1E7 = C1,T · (HV + C2,T)√
area1/(2·mT)

(5)

This model is supplied with all parameter sets depending on their alloy, position, and testing
temperature. Furthermore, the hardness of the corresponding positions at elevated temperature
is estimated based on the experimentally evaluated yield strength, as discussed in Section 3.2.
Next, the parameters C1,T and C2,T as well as the slope mT are estimated applying a non-linear

72



Metals 2018, 8, 1033

solver, using the least square method. The evaluated parameters maintain a slope of mT = 3.02 for
specimens tested at room temperature, which agrees with the proposed constant of m = 3 in the
original model, see Equation (3). However, the data at elevated temperature leads to a change of the
slope value. The least square method proposes a coefficient of mT = 4.05 for specimens tested at an
elevated temperature of 150 ◦C. The defect-based material model for elevated temperatures with the
90 and 10% probability scatter bands is displayed in Figure 14. The defect correlated fatigue strength
is restricted by two major limits. On the one hand, the upper boundary is set by the fatigue strength of
near defect-free material where the area of the crack-initiating inhomogeneities tends to zero. On the
other hand, the lower boundary is determined by huge defects, such that the stress intensity factor
along the internal crack meets the long crack threshold ΔKth,lc, see Equation (6).

ΔKth,lc = YΔσ1E7

√
π
√

area (6)

Figure 14. Defect correlated fatigue lifetime model with evaluated coefficient m at elevated temperature.

Preliminary studies [54–56] revealed that ΔKth,lc rises in line with increasing testing temperature,
until a critical temperature is met. This results from an increased plastic zone in front of the crack tip.
The size of the monotonic plastic zone can be estimated by Irwin’s estimation, based on the YS of the
material, see Equation (7) [57].

rpl =
K2

πYS2 (7)

The relationship proposed by Irwin applies for a monotonic plastic zone with no crack
closure occurring [58]. To evaluate the cyclic plastic zone, incorporating crack closure effects, K is
superimposed by ΔKe f f , such that:

Δrpl =
ΔK2

e f f

π4YS2 (8)

As the YS decreases with elevated testing temperature at an average of 10.7%, the size of the cyclic
plastic zone Δrpl therefore rises by 25.4%, see Equation (8). Hence, the plastic-induced crack closure
effects significantly increase, in line with the extended plastic zone [59–61], resulting in an elevated
long crack threshold ΔKth,lc at higher temperatures. As a result, defects with large spatial extent
do not affect the fatigue strength at elevated temperatures as significantly as for room temperatures,

73



Metals 2018, 8, 1033

see Equation (6). The increased slope of the defect-based material model, represented by the coefficient
mT , thus is deduced by increased ΔKth,lc at elevated temperatures.

4. Discussion

In this paper, fatigue strength, hardness and quasi-static tests are executed at both RT and an ET
of 150 ◦C. The investigated materials are different Al-Si alloys with subsequent T5 or T6 heat treatment
and varying local solidification times, leading to locally adjusted microstructural features, such as
secondary dendrite arm spacing and micropore distribution. Furthermore, fractographic analysis is
conducted to evaluate the fracture-initiating defects and their spatial extent. To consider the decreasing
hardness at elevated temperature, a linear relation between the yield strength and Vickers hardness is
evaluated to establish a link between room- and elevated temperature data. The hardness at elevated
temperatures is subsequently estimated based on quasi-static test results at 150 ◦C testing temperature,
using the evaluated YS-HV relationship displayed in Figure 4. The investigation of the fatigue strength
at elevated temperature reveals a significant decrease of 21% for specimen Pos #1 of both observed
alloys in respect to the fatigue strength at room temperature. The evaluation of fatigue strength
at elevated temperature at specimen Pos #2 and Pos #3 revealed a minor decrease of 2%, though.
The tensile test data at elevated temperature reveals an overall increase of elongation at fracture of
about 65%, as well as a decrease of Young’s modulus of about 4%, due to elevated dislocation mobility.
The specimen positions inherit major differences in fatigue fracture-initiating defects, as the statistical
evaluation of flaw sizes states. This is mainly caused by the local significantly varying cooling rates
between the sample positions and results in a broad spectrum of fatigue fracture-initiating material
heterogeneities. Hence, the commonly used

√
area fatigue strength assessment model proposed by

Murakami can be invoked as basic fatigue assessment strategy. The extended model, introduced
in this paper, takes a modified and temperature dependent slope value of mT ≈ 4 into account to
properly assess the fatigue strength in the long-life region at elevated temperatures, see Equation (5).

As shown in Figure 15, the proposed fatigue assessment model is compared with the normalized
experimental results. The model for elevated temperatures properly meets the experimental fatigue
lifetime data. The scatter band and the mean value are statistically estimated, approaching the
methodology from [41]. The statistically evaluation of the fatigue assessment model reveals a
comparably minor scatter band 1/Tm of 1.18.

Figure 15. Validation of the
√

area model for elevated temperatures.
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5. Conclusions

Based on the conducted research work and assessed results, the following conclusions can
be drawn:

• The statistically evaluated fatigue strength of all tested alloys drops when being exposed at
elevated temperatures compared to fatigue lifetime at room temperature.

• A significant change in damage mechanism at elevated temperatures is observed. A major part of
the specimens taken from both EN AC-46200 Pos #1, as well as EN AC-45500 Pos #1, maintain
slipping areas as crack origins.

• While the original
√

area model proposed by Murakami provides a sound fit for room temperature
with a slope of m = 3, the slope changes at elevated temperature. The estimated slope mT ≈ 4
suggests an increased long crack threshold at elevated temperature, caused by more pronounced
plasticity-induced crack closure effects. Therefore, the impact of increasing defect sizes on the
anticipated fatigue resistance generally declines at elevated temperatures.

• Comparing the fatigue strength of the introduced extension of Murakami’s model for higher
operating temperatures, the experiments reveal a proper relationship. The mean value of the
suggested model turns out to be slightly conservative.

Subsequent work focuses on the validation of the proposed model for further elevated temperature
values incorporating additional fatigue tests. Moreover, the yield strength versus hardness relationship
may be investigated in more detail at higher temperatures by additional testing series. Finally,
near defect-free material must be experimentally analyzed in terms of fatigue strength at elevated
temperatures to define the very upper boundary of the defect-based material model most accurately.
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Abbreviations

The following abbreviations are used in this manuscript:

RT Room temperature
ET Elevated temperature
λ Location parameter of the Gumbel distribution
δ Scale parameter of the Gumbel distribution
GEV Generalized Extreme Value distribution
ξ, σ, μ Shape, scale, and location parameter of the GEV
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σf ,1×107 Long-life fatigue strength amplitude at 1×107 load cycles
Δσ1×107 Long-life fatigue strength range at 1×107 load cycles
σa Fatigue strength amplitude
HV Vickers hardness
C1, C2,m Constants of the

√
area approach by Murakami

sDAS Secondary dendrite arm spacing
YS Yield strength
UTS Ultimate tensile strength
HCF High-cycle fatigue
E Young’s modulus
A Fracture elongation
ND Number of load cycles at transition knee point of S/N-curve
N Number of load cycles until failure
k1 Slope in the finite life region of S/N-curve
TS Scatter band of S/N-curve in the HCF region
BHN Brinell hardness number
SEM Scanning-electron-microscopy
XCT X-ray computed tomography
deq Equivalent circle diameter
dmax Maximal spatial extent of an inhomogeneity
φ Shape factor
n Number of defects
C1,T , C2,T ,mT Parameters of the extended

√
area approach for elevated temperatures

K Stress intensity factor
Kmax Maximal stress intensity factor
ΔKth,lc Long crack threshold
ΔKe f f Effective crack threshold
Y Geometry factor
Δrpl Cyclic plastic zone
rpl Monotonic plastic zone
Tm Scatter band of the validation of the fatigue assessment model
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12. Özdeş, H.; Tiryakioğlu, M. On estimating high-cycle fatigue life of cast Al-Si-Mg-(Cu) alloys from tensile
test results. Mater. Sci. Eng. A 2017, 688, 9–15. [CrossRef]

13. Ceschini, L.; Morri, A.; Toschi, S.; Seifeddine, S. Room and high temperature fatigue behaviour of the
A354 and C355 (Al–Si–Cu–Mg) alloys: Role of microstructure and heat treatment. Mater. Sci. Eng. A 2016,
653, 129–138. [CrossRef]
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Abstract: In this paper, the low cycle fatigue resistance of a 304L austenitic stainless steel in a
simulated pressurized water reactor (PWR) primary water environment has been investigated by
paying a special attention to the interplay between environmentally-assisted cracking mechanisms,
strain rate, and loading waveshape. More precisely, one of the prime interests of this research work is
related to the consideration of complex waveshape signals that are more representative of solicitations
encountered by real components. A detailed analysis of stress-strain relation, surface damage, and
crack growth provides a preliminary ranking of the severity of complex, variable strain rate signals
with respect to triangular, constant strain-rate signals associated with environmental effects in air or
in PWR water. Furthermore, as the fatigue lives in PWR water environment are mainly controlled by
crack propagation, the crack growth rates derived from striation spacing measurement and estimated
from interrupted tests have been carefully examined and analyzed using the strain intensity factor
range ΔKε. It is confirmed that the most severe signal with regards to fatigue life also induces the
highest crack growth enhancement. Additionally two characteristic parameters, namely a threshold
strain εth* and a time T*, corresponding to the duration of the effective exposure of the open cracks to
PWR environment have been introduced. It is shown that the T* parameter properly accounts for the
differences in environmentally-assisted growth rates as a function of waveshape.

Keywords: stainless steel; environmentally-assisted cracking

1. Introduction

The aging management of nuclear power plants is one of the main challenges for the energy
stakeholders worldwide in the coming years. In particular, the potential damage induced by corrosion
and environmentally-assisted cracking needs to be more thoroughly investigated in order to assess the
residual structural integrity of the components. In the case of pressurized water reactors (PWR), water
is used both as a nuclear reaction moderator and as a heat carrier medium. In order to maintain the
water in a liquid state throughout the entire primary circuit, a pressure of about 140 bars is applied
while its temperature varies between 290 and 350 ◦C. This water, with a definite and controlled
chemistry, represents the PWR medium. Additionally, the primary circuit pipings, commonly made
of austenitic stainless steel, are subjected to complex thermomechanical loadings in the low-cycle
fatigue domain, due to numerous operating transients, in conjunction with this exposure to the
PWR environment.

Metals 2019, 9, 197; doi:10.3390/met9020197 www.mdpi.com/journal/metals80
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The design against fatigue of components in nuclear power plants is fundamentally based on
the fatigue life established in air at room temperature. Different transposition factors are thereafter
applied to these data so as to account for the respective influence of different parameters which mainly
are the scale effects, the material variability, the load history, the surface finish, etc. In recent years,
nuclear safety and inspection authorities have paid a special attention to environmental effects, and
more precisely to the influence of the PWR environment on fatigue damage. In this context, among the
various factors controlling the fatigue life in PWR medium, strain rate is extremely important. Indeed,
most of the environmentally-assisted cracking mechanisms are time-dependent and, therefore, depend
to some extent on the exposure duration [1–4]. Nevertheless, one cannot exclude complex interactions
between the environmental exposure duration and the load signal waveform to account for damage
mechanisms at the crack tip.

Additionally, in conventional fatigue testing, simple input signal shapes, such as triangular or
saw-tooth signals, are used. In such cases, the strain rate is easily controlled and kept constant during
a large part of the load period. Typically, strain-control triangular signals are commonly applied to
establish the data required in design codes. However, especially when investigating the very low strain
rate domain, saw-tooth signals with a slow loading rate and a fast unloading rate are also considered
in order to reduce the test duration, by assessing that the fatigue lives are only dependent of the rising
load part duration [2–4]. However, this type of loading does not fully account for the actual loading
conditions in industrial components. For instance, in PWR, the Safety Injection System (SIS) is used in
case of incident to introduce boron-containing cold water under high pressure to moderate the nuclear
reaction and ensure a proper cooling of the reactor core.

The signal shown in Figure 1 corresponds to the resulting mechanical loading imposed on the
pipes of primary circuit when using the SIS circuit. It can be seen that the strain rate continuously
varies during the fatigue cycle. Thus, the first part of the signal corresponds to the injection of cold
water (20 ◦C) into the primary circuit. The component is then rapidly stressed in tension because the
material shrinks. Thereafter, the hot water (300 ◦C) normally circulating in the primary circuit causes a
further expansion which results into a compressive deformation. Finally, the temperature becomes
homogeneous when recovering equilibrium conditions. The evolution of the mechanical deformation
resulting from such thermal loading can be used as a loading signal in isothermal tests in simulated
PWR environment. This signal will be denoted in the following as the SIS A signal.

Figure 1. Variation of strain and stress during one cycle of the SIS A signal.

Therefore, it seems important to investigate the effect of such a more complex and representative
signal shape on the fatigue resistance in PWR medium, in order to assess the conservatism of the
design rules. In particular, in comparison with triangular signals, it can be expected that such complex
loadings, with a varying strain rate during one loading period, will not only affect the cyclic stress-strain
behavior, in relation with dynamic strain aging (DSA), but also the exposure of the crack tip to the
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medium and subsequently influence the fatigue damage and the crack growth rates [5], through
interactions between elementary processes of deformation and damage. Typically, DSA can introduce
strain localization [6–8], which, in turn, can modify the action of the corrosive medium.

With this aim, the influence of strain rate and SIS complex loading signal shape on the LCF
resistance in PWR environment of a 304L austenitic stainless steel is addressed in the present paper.
More precisely, the material cyclic stress-strain (CSS) behavior and fatigue lives with complex signals
were first determined in PWR medium and then compared to data obtained using triangular signals
in the same environment, but also to data obtained in air in similar loading conditions at total strain
amplitude of 0.6%. Furthermore, previous studies have shown that in the PWR environment the
initiation stage is very short [9]. This is the reason why a special attention has been paid here to a fine
analysis of the propagation stage, by combining measurements of striation spacing with crack growth
data derived from interrupted tests, using a methodology explained in [9]. The objective is to identify
a parameter that can account for the crack growth behavior under different strain rates and loading
signals. While this work is a part of a more comprehensive study, encompassing the examination of
the effect of surface finishing, only results obtained on polished samples are considered here for the
sake of clarity. The aspects peculiar to the ground surface finishing, which is also representative of
some actual surface conditions in a component, were addressed in another paper [9].

2. Experimental Conditions

2.1. Material and Specimens

The material used in this study is a 304L austenitic stainless steel from a 30 mm thick plate
elaborated by Creusot Loire Industries (CLI, Creusot, France). It was obtained by rolling and
subjected to a solution-treatment at 1100 ◦C before being water-quenched. Its chemical composition is
(in weight %): C-0.029, Si-0.37, Mn-1.86, P-0.029, S-0.004, Ni-10.0, Cr-18.00, Mo-0.04, N-0.056, and Fe
balance. The grain size is about 80 μm.

The tensile properties of this specific cast have been determined in a previous study [10]. The
results are given in Table 1. Additional information about the cyclic stress-strain behavior and low-cycle
fatigue resistance as a function of temperature and environment can be found in [11–14].

Table 1. Tensile properties of the CLI cast 304L stainless steel.

L Direction T Direction

20 ◦C 300 ◦C 20 ◦C 300 ◦C

Yield strength
σy 0.2 (MPa) 214 130 224 133

Ultimate Tensile strength (MPa) 592 414 593 409
Tensile Elongation A% 57 39 57 39

Reduction in section area Z% 84 78 81 75

Fatigue specimens are machined with the loading axis parallel to the rolling direction of the plate.
The gauge length is 13.5 mm and the diameter is 9 mm. The surface of the fatigue samples were
thereafter mirror-polished by mechanical polishing down to 1 μm grade diamond paste. The specimen
geometry and tensile mechanical properties were described in more details elsewhere [9]. In addition,
flanges were machined on both specimen shoulders in order to fix the strain measurement system
described in the next section, which requires a calibration to relate the elongation applied between
flanges to the strain amplitude targeted in the gauge length.

2.2. Test Procedures

LCF testing were performed in air at 300 ◦C using an electromechanical INSTRON 1362 machine
(Instron, Norwood, MA, USA). For tests in simulated PWR primary water environment, a MTS (MTS,
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Eden Prairie, MN, USA) servohydraulic loadframe equipped with a pressure vessel which enables a
maximum pressure of 140 bars and a temperature of 300 ◦C was used (Figure 2a). The simulated PWR
water environment is characterized by:

- Dissolved oxygen content: lower than 0.01 ppm;
- Hydrogen: 25–35 cc (STP)/kg PWR water;
- Cl and F: lower than 0.05 ppm;
- B: ~1000 ppm (adjusted by boric acid additions);
- Li: quantity needed for adjustment of pH (~2 ppm);
- PH: [7–10]; and
- Conductivity: 2–40 μS/cm.

  
(a) (b) 

Figure 2. PWR test rig (a) general view of the autoclave and loadframe, and (b) close view of the
specimen equipped with LVDT sensors for strain control.

These conditions are controlled in a loop and the PWR water is introduced in the pressure vessel
mounted on the loadframe.

Push-pull tests (Rε = −1, where Rε denotes the ratio between the minimum and the maximum
strain) were performed under total axial strain control with a total strain amplitude of ±0.6%. Strain
was controlled using two linear variable differential transformers (LVDT, RDP LIN 56, DP Electronics
Ltd., Wolverhampton, UK) measuring the displacement between flanges placed on specimen shoulders
as shown in Figure 2b. This remote control of deformation requires a prior calibration to relate the
displacement imposed at the level of the flanges via the LVDT sensor and the deformation on the
gauge length of the testpiece.

Reference tests were conducted with a triangular waveshape at different strain rates. Additional
tests were also performed using complex signals noted SIS A and SIS B.

The SIS A signal is representative of the loading conditions induced by water mixture in a tee
junction as presented in the introduction. As shown in Figure 3a, this SIS A signal, with a total period
of 840 s, can be divided in five elementary segments (Figure 3a) characterized by a duration and a
mean strain rate as listed in Table 2. Four segments are characterized by a positive strain rate and a
strain range corresponding to one quarter of the total strain range while the last segment corresponds
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to the unloading part of the fatigue cycle, associated with a negative strain rate. Since the strain range
is identical but the strain rate is varying, the duration of the segments varies too.

 
(a) (b) 

 
(c) 

Figure 3. Presentation of the complex signals (a) SIS A, (b) SIS B, and (c) comparison of the two signals
with the stress response.

Table 2. Description of the five elementary segments composing the SIS A signal.

Segment 1 Segment 2 Negative Strain Rate Segment 3 Segment 4

Duration (s) 10 10 40 140 640
Mean strain rate (s−1) 3.00 × 10−4 3.00 × 10−4 3.00 × 10−4 1.88 × 10−5 4.84 × 10−6

In order to examine in more details, the influence of this loading signal and in particular of the
slowest part (segment 4), different combinations of these elementary segments have been considered in
previous studies [15–17]. The results indicated that the signals where the longest segment 4 is applied
in tension, that means with a positive deformation, are more damaging than the signals where this
slow strain rate segment is applied in the compressive part of the cycle, that means with a negative
deformation [12]. In the present study, only the so-called SIS B signal, presented in Figure 3b, will be
considered in addition to the SIS A signal. The comparison presented in Figure 3c with the associated
stress response indicates that one of the major differences between the two signals resides in the
duration of the cycle part with a positive strain, which is much larger in the case of the SIS B signal.

As it has been previously pointed out [9], the passage of the moving rod within the autoclave
along with an efficient sealing are delicate to ensure without friction along the load axis. Since the load
cell is located outside the autoclave, such frictions may slightly disrupt the measurement of the load.

84



Metals 2019, 9, 197

This can explain some discrepancies in the stress amplitudes between tests performed in air and in
PWR simulated environment. However, it must be kept in mind that the value of the applied strain
amplitude is not affected and is the same in air and in PWR environment. To analyze the effect of the
loading signal on the stress response, the results from tests conducted in the air environment can be
considered as the more reliable.

Tests were conducted to failure or intentionally interrupted after selected number of cycles in
order to assess the damage in terms of crack density, crack depth and crack front shape. For the first
type of tests, the fatigue life, noted N5, corresponds here to the number of cycles required to detect a
decrease of 5% in the quasi-stabilized cyclic stress response. This criterion was selected principally in
order to be consistent with existing internal databases. However, it must be noted that, given the 9
mm diameter of the specimen, the number of cycles to conduct the specimen to failure can be slightly
superior of 100 to 1000 cycles, depending on the loading conditions. For the second type of tests,
namely interrupted tests, after the achievement of requested LCF cycles at 300 ◦C, the specimens were
fatigued to failure in air at room temperature under stress-control (Rσ = 0.2, where Rσ denotes the
ratio between minimum and maximum stress) at high frequency (10 Hz). The main objective of this
last step is twofold: the first one is to achieve failure as rapidly as possible, the second one is to prevent
any damage on fracture surfaces prior to observations by applying a positive stress ratio. A stress
amplitude of Δσ/2 = 100 MPa was first applied until failure or 6 × 106 cycles at most. When necessary,
this amplitude was then increased to Δσ/2 = 120 MPa. SEM analyses of the fracture surfaces were
finally conducted. Differences in fracture surfaces morphology in LCF and HCF periods allows then to
provide data of both the crack depth and the crack front shape of the largest cracks as a function of the
number of cycles applied during the LCF nominal solicitations.

3. Results

3.1. Influence of Strain Rate and/or Complex Loading on Cyclic Behavior and Fatigue Life in Air

Figure 4 presents the variation of the cyclic peak stress as a function of the number of cycles for
the loading conditions considered in air. It is worth noticing that the estimated duration of tests to
failure using complex signals with a long period was so high in this environmental condition that it
was decided to interrupt the tests after 1350 cycles. Moreover, the presence of a Portevin-Le Chatelier
effect was noticed during the slowest strain rate part (segment 4) of both SIS signals. Concerning the
tests using standard triangular waveshape, those performed at the intermediate and the highest strain
rates were conducted until failure while the one carried out at the slowest strain rate was stopped
before failure, after 2500 cycles, because of the very long duration of the test in such condition. For
triangular waveshape tested specimens, the analysis of the peak stress response indicates a shift of the
peak hardening towards higher number of cycles when the strain rate is reduced and more generally
an increase in the cyclic stress response associated with DSA. The intrinsic effect of the strain rate on
fatigue life and behavior has been previously shown by de Baglion [11] on the basis of experiments
performed in vacuum on the same material. Indeed, the results obtained in air are already influenced
by interactions between fatigue and environmental effects [18].

It can be observed from Figure 4 that the stresses associated with the SIS A signal are close to
the ones recorded using a triangular signal with a strain rate of 1 × 10−4 s−1, while the SIS B signal
induces a cyclic stress response similar to the one observed with a triangular signal at 1 × 10−5 s−1.
The DSA phenomenon, in term of enhanced cyclic hardening, is thus particularly effective when the
positive slow strain rate is applied in tension, i.e., with a positive deformation. This result is, however,
not in agreement with the findings reported in [3] which indicate no difference in peak hardening in
light water reactor (LWR) environment.
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Figure 4. Peak stress as a function of the number of cycles in air with triangular signals at different
strain rates and with SIS A and SIS B signals.

Samples from interrupted tests were fatigued to failure under load control at high frequency.
The residual number of cycles to failure, NR, can be considered as a damage indicator, using the
assumption that, for a same stress amplitude during HCF loading, the lower the Nr value, the higher
the damage extend after the 1350 initial LCF cycles. The values reported in Table 3 indicate a higher
damage induced by the SIS B signal. The fracture surfaces were then carefully examined, with a special
attention to the initiation area as exemplified in Figure 5. The damage has been quantitatively assessed
by determining the maximum crack depth, the surface crack length of this main crack and the total
cracked area on the fracture surface. These results, reported in Table 3, confirm the enhanced damaging
effect of the SIS B signal, regardless of the parameter under consideration. Additionally, it should be
mentioned that the crack shape features generated under these complex waveshapes are not much
different from those of cracks produced using triangular signals with a constant strain rate of 1 × 10−4

and 1 × 10−5 s−1. On that basis and due to the limited number of data obtained under complex signals,
it will be assumed in the following that the variation of the crack aspect ratio during the propagation
in the case of complex signals is the same than in the case of these two triangular signals [9].

Table 3. Quantitative damage measurements for tests in air interrupted after 1350 cycles with SIS A
and SIS B signals.

Signal NR (Cycles) Maximum Crack Depth (μm) Surface Crack Length (μm) Cracked Area (μm2)

SIS A 2,163,000 92 305 0.20
SIS B 654,600 129 580 0.26

Since no data from tests interrupted at 1350 cycles were available for triangular signals, the
maximum crack depths measured after 1350 cycles for SIS signals are compared in Figure 6 to
macroscopic crack growth laws established for triangular signals [9] on the basis of interrupted
tests. The curves presented are obtained by fitting all the data from tests to failure and interrupted test
by integrating a Paris law-type crack growth equation as explained in [9]. It is thus confirmed that
while the crack depth by applying the SIS A signal is nearly similar to that obtained with crack growth
laws associated to various strain rates, the crack depth for the SIS B signal is significantly higher.

Additional views at higher magnification of the fracture surfaces are presented in Figure 7 for SIS
A and in Figure 8 for SIS B. It can be seen that the general aspect of these surfaces is similar, with the
formation of large planar facets reminiscent of those observed under a triangular signal with a strain
rate of 1 × 10−5 s−1. In addition, striations can be distinguished at small crack depth. However, it has
to be noticed that since the variation in striation spacing covered during 1350 cycles is too narrow,
these data will not be considered in the following.
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Figure 5. Fracture surfaces with details of the initiation area in test in air at Δεt/2 = 0.6% interrupted
after 1350 cycles using the (a) SIS A signal and (b) SIS B signal.

 
Figure 6. Crack depth as a function of the number of cycles derived from interrupted tests for different
loading conditions, namely, triangular signals with different strain rates, SIS A, and SIS B signals in air.

Figure 7. SEM observations of the fracture surfaces produced in air using the SIS A signal.
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Figure 8. SEM observations of the fracture surfaces produced in air using the SIS B signal.

3.2. Influence of Strain Rate and/or Complex Loading on Cyclic Behavior and Fatigue Life in the
PWR Environment

Figure 9 presents the peak stress versus the number of cycles for different loading conditions
(triangular signals with different strain rates and complex signals) in the PWR environment. By
comparing with the data presented in Figure 4, it can be seen that for a given triangular signal, the
peak stress is nearly the same while the fatigue life is significantly lower in PWR. As regards complex
signals, in the case of the SIS B signal, the stress response is extremely similar to the one observed
in air while with SIS A signal a significant discrepancy is noticed. However, as pointed out before,
the load measurement via a load cell which is placed outside the pressure vessel during the tests in
PWR medium can be affected by the frictions along the loading rod, in particular at slow strain rate.
Nevertheless, it is worth noticing that the applied strain amplitude is not affected.

 
Figure 9. Peak stress as a function of the number of cycles with triangular signals at different strain
rates and with SIS A and SIS B signals in the PWR environment.

Apart from this discrepancy, the cyclic stress response generated by SIS signals is intermediate
between those obtained using triangular signals at 1 × 10−4 and 1 × 10−5 s−1, confirming the
observations in air.
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The fatigue lives determined in PWR environment using complex signals are N5 = 1200 cycles
for SIS A and N5 = 440 cycles for SIS B. Therefore, the longer fatigue life obtained with the SIS A
signal seems consistent when compared with the results in air presented in the previous section and
indicating a less extend of damage with the SIS A signal. These trends are furthermore in agreement
with similar data previously obtained on a different grade of 304L [12,17], even though the fatigue
resistance of these two alloys are different.

In order to grain a deeper insight into the influence of the strain rate and load signal on the
development of fatigue damage, additional tests interrupted in the early stage of the fatigue life have
been carried out in this environment. The conditions and the corresponding results are given in Table 4.

Table 4. Quantitative damage measurements from interrupted tests with SIS A and SIS B signals in the
PWR environment.

Signal NLCF (Cycles) NR (Cycles) Maximum Crack Depth (μm) Surface Crack Length (μm) Cracked Area (μm2)

SIS A
300 6,858,800

(+1,045,800 *) 69 0.10 0.02

600 472,400 360 0.75 0.23
SIS B 300 483,200 362 0.59 0.18

For the test interrupted after 300 cycles with the SIS A signal, since no failure was achieved after
6,858,800 cycles under a load amplitude of 100 MPa, the stress amplitude has been raised to a value
of 120 MPa (indicated by *); 1,045,800 additional cycles were still required at this higher amplitude
to achieve failure, which is indicative of a lower extend of damage introduced during the initial
300 cycles in this loading condition. General views of the corresponding fracture surfaces are presented
in Figure 10. It is first noticed that the number of initiation sites is lower using complex signals than
with triangular signals. Damage has been quantified further by using the same parameters than in air.
The comparison after 300 cycles once again indicates a higher damage induced by SIS B with respect
to SIS A, regardless of the characteristic damage parameter under consideration. Apart from a lower
value of the cracked area, the damage after 300 cycles using SIS B signal is actually close to the one
obtained after 600 cycles with SIS A.

When comparing the results on crack depth as a function of the number of cycles as reported
in Figure 11, it can be seen that the damage generated by SIS A signal is in between the damage
corresponding to a triangular signal with a strain rate of 4 × 10−3 and 1 × 10−5 s−1 while the SIS B
generated damage is similar to that of the triangular signal with a strain rate of 1 × 10−4 s−1. A similar
ranking of the severity of the different signals is obtained by considering the cracked area. These
observations suggest the following ranking in terms of severity:

DSISB ∼ D10−4 > D10−5 > DSISA > D4×10−3

where D represents the damage as characterized by the crack depth or the cracked area and the
subscript the type of signal or the strain rate in the case of triangular signals.

This analysis confirms that in PWR environment the fatigue damage induced by the SIS B signal
is more important than with SIS A signal. It is thus determined that, more than the average strain rate,
the location in the signal of slow strain rate segments is a key parameter.
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Figure 10. Fracture surfaces and details of the initiation zone obtained from interrupted tests in PWR
environment (a) SIS A, 300 cycles, (b) SIS A, 600 cycles, and (c) SIS B, 300 cycles.

 
Figure 11. Comparison of the measured crack depths during interrupted tests for different
loading conditions.
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4. Discussion and Analysis

4.1. Analysis of the Propagation Stage

The general aspect of the fracture surfaces of specimens using SIS A and SIS B signals in the
PWR environment is presented in Figure 12. Similarly to that observed in the air environment, the
surfaces produced by SIS A and SIS B signals in PWR medium are extremely close to each other
and not much different from the surfaces obtained by using a triangular signal at a strain rate of
1 × 10−5 s−1, all exhibiting a planar aspect. With such complex signals, striations can, however, be
observed at smaller crack depths and the corresponding cracked areas are larger. Accordingly, striation
spacing measurements can, therefore, be plotted in Figure 13 as a function of the strain intensity factor

ΔKε [9,19,20]: ΔKε = F(a, b)× Δεt × (π× a)
1
2 , where a is the crack depth, b the surface length, and

F(a,b) is a geometrical correction factor as defined in linear fracture mechanics. Indeed, as detailed in a
previous paper [9], it was shown that the growth of the main crack during LCF in air as in simulated
PWR conditions is properly accounted for by the use of the strain intensity factor range ΔKε as a crack
driving force parameter, according to the original proposal of Kamaya [20]. Moreover, in PWR water,
the striation spacing can be equated to the average crack growth rate per cycle, which is not the case in
air at 300 ◦C [9]. One can notice that the spacing with SIS B is larger than with SIS A signal, indicating
a higher growth rate. In fact, the spacings measured for SIS A signal are similar to those obtained
with a triangular signal at a strain rate of 1 × 10−4 s−1 or 1 × 10−5 s−1 while the spacings associated
with SIS B signal are the largest. This suggests that the differences in damage or fatigue life might be
attributed to the initiation and micro-propagation stages. In addition, the two slopes characteristics
of crack growth curves established for triangular signals cannot be clearly identified in the case of
SIS A and SIS B signals. The fatigue lives of specimen tested in simulated PWR environment can be
estimated on the basis of these data as it has been previously done for tests carried out using triangular
signals [9], by integrating the corresponding da/dN = C × ΔKε

m power-law equation between an
initial crack length of 20 μm and a final crack length of 3 mm. The results are given in Table 5. It can be
noticed that the agreement between calculation and experimental data is fair. This supports the fact
that striation spacing actually corresponds to the crack advance during one cycle for these complex
signals also in the PWR environment.
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(a) 

 

(b) 

Figure 12. Fracture surfaces from interrupted tests in PWR environment (a) SIS A and (b) SIS B. The
dotted lines correspond with the crack front at the transition between LCF and HCF loadings.
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Figure 13. Striation spacing as a function of the strain intensity factor range ΔKε for different signals in
PWR environment.

Table 5. Estimated fatigue lives as compared to experimental data for fatigue testing with SIS A and
SIS B signals in PWR environment (The value of C is determined for da/dN expressed in m/cycle and
ΔKε in m1/2).

Fatigue Crack Growth Law Parameters
Np (20 μm to 3 mm) (Cycles) N5 (Cycles)

C M

SIS A 12 1.96 952 1200
SIS B 0.84 1.54 452 440

4.2. Analysis of the Influence of the Signal Shape on Fatigue Crack Growth in a PWR Environment

The results obtained in vacuum have evidenced an intrinsic effect of strain rate which induces
higher crack growth rates and a reduction in fatigue lives when the strain rate decreases [12]. In a
PWR environment, the growth rates and consequently the fatigue lives are additionally conditioned
by the action of environmentally-assisted fatigue crack growth mechanisms. Thus, decreasing the
strain rate from 4 × 10−3 s−1 to 1 × 10−4 s−1 in vacuum induces a life reduction by a ratio equal to
1.3, while this ratio is equal to 3.2 in the PWR environment. Such an enhanced environmental effect at
slow strain rate can be at least partly attributed to a longer exposure of the crack tip to PWR water [21].
However, isolating the respective influence of the numerous factors controlling the growth rate is
made particularly difficult by the fact that the variation of certain parameters, such as strain amplitude
or strain rate not only affects the exposure duration, but also the intrinsic response of the material as
previously discussed. The situation is even more complicated when considering complex signals since
the strain rate varies during one cycle. The next section constitutes a first attempt to tackle this issue.

In order to evidence a possible time-controlled crack growth regime, different authors [22–24]
have proposed to relate the crack advance during one cycle to the rise time TR, i.e., the duration
of the part of the loading cycle characterized by a positive strain rate. This type of approach was
originally applied by Shack and Kassner [25] to account for fatigue behavior of stainless steels in LWR
environments. The use of the TR parameter was justified by considering that environment affects
crack propagation only when the crack is opening, that means during the rising strain part (

.
ε > 0)

of the fatigue cycle. This was supported by the results of tests performed under saw-tooth signals in
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BWR environment. In Figure 14, the growth rates estimated from striation spacings, are plotted as
a function of the TR parameter for selected values of the strain intensity factor range ΔKε calculated
as indicated in [24], from data obtained with triangular signals at different strain rates (4 × 10−3,
1 × 10−4, 1 × 10−5 s−1) and total strain amplitudes (0.3 and 0.6%). It can be seen that at low ΔKε

value, the crack growth rates increase as the TR value is increased up to TR~175 s. Beyond this value,
a saturation in the crack growth enhancement is noticed. Such a saturation is almost immediately
reached at high ΔKε value. It is noteworthy that, when considering triangular signals, the different
times are always proportional. As a consequence the ranking of the different signals in terms of crack
growth enhancement will be independent of the part of the signal considered for the definition of
T*. Additionally, the TR parameter cannot account for the differences observed in crack growth rates
between SIS A and SIS B signals since its value, calculated on the same straining segments, is identical
in both cases.

Figure 14. Fatigue crack growth rates as a function of the TR parameter for selected ΔKε values.

Therefore, in the present study, a different approach in identifying a characteristic time, noted T*,
was developed in order to account for the influence of PWR environment under complex signals. The
T* parameter is here considered to represent the time during one fatigue cycle where environment is
actually affecting the crack growth process. In a first step, it is assumed that the effective environment
action takes place only during the rising straining part of the cycle. However, from the work by
Tsutumi et al. [2] this time would depend on a threshold strain εth that would control the interactions
between crack tip deformation and environmental effects. Indeed, they have performed tests in PWR
environment on a 316NG stainless steel by using complex signals consisting in different combinations
of fast and slow loading stages during one fatigue cycle. Their results [2] indicate that under a certain
threshold in terms of strain noted εth, deforming the material with a slow or a fast strain rate has no
effect on growth rates as well as on fatigue lives. For a value of the total strain amplitude of 0.6%, this
εth threshold value is equal to −0.2% while it is equal to 0% when the strain amplitude is reduced to
0.3%. Thus, the environment would enhance the crack growth rate only when ε > εth.

However, applying this value to the data collected in the present study does not provide a proper
description of the crack growth rates as a function of strain rate and load signal. This is the reason why
it was decided to apply an inverse method in order to identify the value of the strain threshold εth*
and the characteristic time T* pertaining to the experimental conditions (material, load signal, etc.).
Indeed, as shown in Figure 15, a small variation in the εth* value close to 0 has a very large impact
in terms of relative values on the corresponding T* in the case of the SIS A signal which is in any
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case small, while the much larger value associated with SIS B is almost unaffected by a such a small
variation in the εth* value. This value was tuned by a “trail-and-error” procedure and finally identified
as: εth* = −0.0065%. In the following, crack growth rate and fatigue life data will be analyzed along
this εth

* value and associated T* values. In Figure 16 the crack growth rates measured at selected
values of ΔKε are plotted as a function of the T* parameter. It can be seen that while the tendency
already noticed with the TR parameter for triangular signals is still observed, the data corresponding
to SIS A and SIS B signals become consistent with this type of analysis using T*, which means higher
crack growth rates with SIS B than with SIS A signal for a given value of ΔKε. More importantly, this
diagram suggests that the environmentally-induced fatigue crack growth enhancement is controlled
by the T* parameter, in relation with the exposure of the crack tip to the PWR environment, until this
enhancement achieves a kind of saturation with a plateau for T* > 50 s.

 
(a) 

 

(b) 

Figure 15. Representation of the T* time in the SIS A and in SIS B signals.
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Figure 16. Fatigue crack growth rates plotted as a function of the T* parameter for selected ΔKε values.

This characteristic time defined by the T* parameter can furthermore be considered to analyze the
fatigue lives in PWR environment under different loading conditions. Such an analysis is performed
in Figure 17 where the fatigue lives obtained for triangular and SIS signals appear to be well ordered
with the variation in T* values, i.e., the longer T*, the lower the life. Moreover, consistently to what
was noticed on crack growth rate data, a significant decay in fatigue resistance is noticed for T* < 50 s
while the fatigue life remains almost unaffected at higher values.

Figure 17. Fatigue lives in the PWR environment as a function of the T* parameter.

Hence it has been shown that the use of the characteristic time T* accounts for the differences
noticed in fatigue lives and crack growth rates between both SIS A and SIS B signals, which is not the
case when considering other characteristic times, like the cycle period or the total time spent in tension
loading TR, which are identical for both SIS signals. By its present definition, the characteristic time T*
is similar to the one proposed by Tsutsumi et al. [2] in the case of slow-fast-fast (SFF) and fast-slow-fast
(FSF) signals tested on 316NG steel. This differs, however, by the value of the deformation threshold
εth*, which could be due to differences in the stress-strain behaviors of these alloys and/or in their
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susceptibility to the PWR environment effects. Thus, the effective time T* during which the material
is exposed to environmental effects has been defined from a deformation threshold εth* which has
been identified at −0.0065% of strain. This finding is consistent with observations by Vormwald
and Seeger [26] who have shown that under large-scale yielding conditions, the crack opening can
actually be connected to a deformation threshold located in the negative strain part of the cycle. Thus,
experimental measurements of this opening deformation would be necessary to further assess the
signification of this εth* parameter which has been fitted to experimental data so far. Furthermore, it
is here assumed in a first analysis that this εth* threshold does not depend on the strain amplitude
because of the limited data at different amplitudes.

Finally, a saturation in environmental effects has been noticed on fatigue lives as on growth rates
for T* > 50 s (Figures 16 and 17). This response in terms of crack growth rates and fatigue lives might be
related to a saturation of one of the sequential elementary steps involved in environmentally-assisted
crack growth [27], namely transport to the crack tip, adsorption, surface reactions and repassivation,
absorption of atoms produced by surface reactions, and diffusion. Critical experiments are still required
to gain further insights into the kinetics of these different processes.

5. Summary and Conclusions

In this study, the influence of complex load signals (SIS A and SIS B) on the LCF resistance of
a 304L austenitic stainless steel has been investigated in relation with the occurrence of the strain
rate variations during the loading cycle, with a special attention paid to environmental effects by
comparing damage observed in air and in a simulated PWR water environment.

In particular, the analysis of the LCF tests using both SIS signals has evidenced differences in the
stress-strain behavior engendered by the two signals. Indeed, as evidenced under triangular signals,
dynamic strain ageing intervenes at low strain rates, and as a consequence influences the stress-strain
response depending on the signal considered. A classification of the severity of the different signals
has furthermore been established on the basis of the fatigue life results and detailed observations of the
cracking features on the samples. More particularly, it is shown that the SIS B signal is more damaging
than SIS A in air and in PWR environment. Additionally, striation spacing measurements indicate that
this is mainly due to higher fatigue crack growth rates.

As what more specifically concerns the interplay between intrinsic strain-rate effects and
time-dependent mechanisms during environmentally-assisted cracking in PWR environment, a
threshold strain (εth* = −0.0065%) has been identified. Below this threshold, it is assumed that cracks
are not fully opened, so that the PWR environment cannot affect the growth process. Reciprocally, a
characteristic time T*, corresponding to the duration where environment effectively assists the growth
of open cracks has been introduced. It is then shown that the large difference in the T* values between
SIS A and SIS B signals indeed accounts for the difference noticed in growth rates and consequently in
fatigue lives in accordance with the effect of strain rate. Furthermore, it is shown that for T* values
lower than 50 s, the crack growth enhancement is proportional to the T* value, while a saturation in
environmental assistance is noticed above 50 s.

Further studies will aim in elucidating the environmentally-assisted cracking mechanisms
controlling these effects and precise the signification of the T* characteristic time.
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Abstract: This work presents a new isotropic model to describe the cyclic hardening/softening
plasticity behavior of metals. The model requires three parameters to be evaluated experimentally.
The physical behavior of each parameter is explained by sensitivity analysis. Compared to the Voce
model, the proposed isotropic model has one more parameter, which may provide a better fit to the
experimental data. For the new model, the incremental plasticity equation is also derived; this allows
the model to be implemented in finite element codes, and in combination with kinematic models
(Armstrong and Frederick, Chaboche), if the material cyclic hardening/softening evolution needs to
be described numerically. As an example, the proposed model is applied to the case of a cyclically
loaded copper alloy. An error analysis confirms a significant improvement with respect to the usual
Voce formulation. Finally, a numerical algorithm is developed to implement the proposed isotropic
model, currently not available in finite element codes, and to make a comparison with other cyclic
plasticity models in the case of uniaxial stress and strain-controlled loading.

Keywords: cyclic plasticity; kinematic model; isotropic model; hardening/softening

1. Introduction

Thanks to their favorable combination of mechanical and thermal properties, metals are widely
employed in industrial applications in which components are subjected to high thermo-mechanical
loadings. During the component’s service life, high temperatures combined with high mechanical
stresses may induce in the component a plastic deformation, even only locally. If thermo-mechanical
loadings also vary cyclically, the resulting cyclic elasto-plastic response may lead to some kind of
fatigue damage. To perform a durability assessment, it is often advantageous to use a numerical
approach based on the finite element (FE) method. The accuracy of results depends significantly on
the capability of the material model, in the numerical code, to describe the cyclic plasticity behavior of
the material, as it is observed experimentally.

A noteworthy example—considered in this work—is the case of copper alloys used in components
of steel making plants (e.g., mold for continuous steel casting, anode for electric arc furnace, etc.) [1,2].
The material model in FE model needs to be calibrated on experimental cyclic plasticity data, which for
copper alloys are rarely available in the literature. In [3], parameters for nonlinear kinematic and
isotropic plasticity models were obtained for pure copper and CuCrZr alloys at a temperature range
of between 20 ◦C and 550 ◦C. Cyclic hardening behavior of pure copper was studied in [4] but only
limited to low-cycle fatigue curves. In a recent experimental study on CuAg0.1 [5], the identification
of material parameters was performed with specific attention to nonlinear kinematic and isotropic
models (Armstrong and Frederick, Chaboche and Voce), as generally they are already available in most
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common commercial finite element codes. While the kinematic model provided a quite precise fitting,
the isotropic model (Voce) seemed less capable of following the softening trend of the CuAg0.1 alloy [5].
In fact, as it will be shown, the “S-shaped” curves characterizing the exponential law governing the
Voce model hardly fitted the trend of experimental data, making the determination of the speed of
stabilization fairly inaccurate. This aspect was already observed by [6,7] in the case of different types
of steels. Neither the method—proposed in [8]—for changing the hardening modulus in the kinematic
part, nor that proposed in [9] where the hardening model is obtained by superimposing several parts of
kinematic and isotropic hardening, seem to solve the matter, as both appear only suitable for materials
(like stainless steel) for which the hardening evolution depends on strain range. A possible way to
capture more precisely a cyclic hardening/softening trend is that of superimposing two or more Voce
models, as proposed in [10].

As the ability of plasticity models to accurately represent the material behavior plays an important
role in numerical simulations and could have a direct influence on the accuracy of results, the aim of
this work is to develop a new isotropic model that is able to replicate better the softening evolution of
the copper alloy here investigated.

2. Materials and Methods

2.1. Experimental Testing

The experimental results of low-cycle fatigue (LCF) tests described in [5] are considered in this
work. To characterize the cyclic stress-strain behavior and the fatigue strength of CuAg0.1 alloy
(classified in ASTM B 124 standard [11]) at room and high temperature, strain-controlled tests with
fully reversed (Rε = −1) triangular waveform at a strain rate of 0.01 s−1 were performed at three
temperature levels (20 ◦C, 250 ◦C, 300 ◦C). However, only data at room temperature will be considered
from now on.

2.2. Kinematic and Isotropic Plasticity Models: Theoretical Background

Plasticity is characterized by the irreversible straining that occurs once a certain level of stress
is reached. If plastic strains are assumed to develop independently of time, several theories are
available to characterize the response of materials. Plasticity theory distinguishes three main aspects:
yield criterion, flow rule and material (hardening) models [12–17].

The yield criterion determines the stress level at which yielding occurs. In this work, the von Mises
yield criterion is considered and the following expression of the plastic potential f is introduced [12–14]:

f =

√
3
2
(σ′ −X′) : (σ′ −X′) −R− σ0 = 0 (1)

where σ′ is the deviatoric stress tensor, X′ is the deviatoric part of the back stress, R is the drag stress
and σ0 is the initial yield stress (bold symbols indicate tensors).

Once yielding occurs, a flow rule is needed to relate stresses and plastic strains. In the literature,
several flow rules are available, nevertheless in the following the associated flow is adopted, in which
the plastic flow is connected or associated with the yield criterion [12–17]:

dεpl = dλ
∂ f
∂σ

(2)

The direction of the plastic strain increment dεpl depends on both the plastic multiplier dλ
(non-negative scalar) and the plastic potential, which determine the amount and the direction of plastic
straining, respectively.

Finally, hardening models (kinematic and isotropic) describe the change of yield surface as a
function of plastic strain.
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2.2.1. Kinematic Material Model

It is experimentally observed in metals under cyclic loading that the center of the yield surface
moves in the direction of the plastic flow (the Bauschinger effect) [17]. A kinematic model captures the
aforementioned effect, since it assumes that under a progressive yielding, the yield surface translates
in the stress space, maintaining a constant size [12,15–17]. The translation of the yield surface center is
described by the back stress X.

Different kinematic models have been developed to relate the increment of the back stress dX with
the plastic strain εpl and usually also with the accumulated plastic strain dεpl,acc = (2/3dεpl:dεpl)1/2.
For uniaxial loading dεpl,acc = dεpl [15].

The Prager model assumes that X is proportional to the plastic strain increment [12–17]:

dX =
2
3

Cdεpl (3)

where C is the hardening modulus. Armstrong and Frederick’s (AF) nonlinear model adds a recall
term to Equation (3):

dX =
2
3

Cdεpl − γXdεpl,acc (4)

where γ is the non-linear recovery parameter that defines the rate at which the hardening modulus starts
to decrease as the plastic strain develops. Finally, the Chaboche model is obtained by superimposing
several AF models [8]:

X =
3∑

i=1

XidXi =
2
3

Cidεpl − γiXidεpl,acc (5)

2.2.2. Isotropic Material Model

The isotropic model assumes that, at any stage of loading, the center of the yield surface remains
at the origin and the surface expands homotetically in size as plastic strain develops. Very often,
a nonlinear isotropic model (known also as the Voce model [18]) is adopted. Expansion of the yield
surface is described with the change of drag stress R [12–15]:

R = R∞
[
1− exp

(
−bεpl,acc

)]
(6)

where b is the speed of stabilization and R∞ is the stabilized stress. Parameter R∞ can be positive
or negative representing either cyclic hardening (R∞ > 0) or softening (R∞ < 0), respectively.
Differentiation of Equation (6) gives [3–15]:

dR = b(R∞ −R)dεpl,acc (7)

Furthermore, the evolution of R can also be interpreted as the relative change of the maximum
stress σmax,i in the Nth cycle with respect to the maximum stress in the first (σmax,1) and in the stabilized
(σmax,s) cycle [12–14]:

σmax,i − σmax,1

σmax,s − σmax,1
≈ R

R∞
= 1− exp

(
−bεpl,acc

)
(8)

In case of strain-controlled loading, the plastic strain range per cycle Δεpl is approximately
constant and the plastic strain accumulated after N cycles becomes [12,14]:

εpl,acc ≈ 2ΔεplN (9)

Figure 1 plots Equation (8) for different values of b and versus the accumulated plastic strain on a
log scale. As can be noticed, by increasing the speed of stabilization the curve shifts to the left, while its
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“S-shape” remains essentially unaffected. In other words, a material with a higher value of b reaches its
stabilized condition at a lower value of εpl,acc (i.e., in a smaller number of cycles).

ε

b=
b=
b=
b=
b=

i
σ

σ
σ

σ
− −

b

Figure 1. Plot of Equation (8) for different values of b parameter.

As with the kinematic model, also two or more Voce models can be superimposed, as proposed
in [10]. Such a procedure requires a higher number of parameters to be estimated (minimum
four: two parameters, b1 and b2, controlling the speed of stabilization and two others, R∞,1 and R∞,2,
defining the stress saturation). While the sum R∞ =R∞,1 +R∞,2 clearly identifies the total saturated stress,
the two components R∞,1 and R∞,2, taken individually, seem not to have a so evident physical meaning.
The same observation holds true for parameter b in the original Voce model. If the model is described
by more than one b, its physical meaning (i.e., speed of stabilization) seems to be lost, especially when
one parameter is much bigger than the other (i.e., b1 >> b2). This observation is even more evident once
the accelerated technique is adopted [19], in which the speed of stabilization is fictitiously increased.
Generally, this approach is particularly suitable when dealing with computationally demanding
simulations, i.e., in circumstances when small plastic strains occur during loading and a material
model needs a huge number of cycles to reach a complete stabilization.

Finally, kinematic and isotropic models need to be jointly used if both the Bauschinger effect and
the cyclic hardening/softening are to be simulated numerically.

2.2.3. Material Model Calibration

After having determined the static parameters (Young’s modulus and yield stress) as suggested
in [12], kinematic variables were evaluated on experimental stabilized cycles at various strain
amplitudes. This approach ensures that the estimated variables are suitable for being used over a wide
range of strain amplitudes. Details on the estimation procedure (Young’s modulus, yield stress and
kinematic variables) is given in [5,20,21].

Figure 2 compares the simulated cycles (only kinematic model) with the first and stabilized
experimental cycles, for εa = 0.5%. For the considered material, the Armstrong and Frederick kinematic
model (parameters C, γ) is selected, as it yields a better agreement with experiments, than does the
Chaboche model (see [5]). For the first simulated cycle, the initial values of Young’s modulus and the
yield stress are assumed. As can be noticed, the model stabilizes in the first two cycles and agrees
fairly well with the experimental cycle. In addition, Figure 2 also depicts the stabilized stress-strain
cycle (black solid line) obtained with the stabilized parameters (Es, σ0*). The change from the first cycle
to the stabilized one confirms a softening behavior for the material.
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ε 

σ 

E
E

Figure 2. Comparison between simulated and experimental (first and stabilized) cycle.

Nonlinear isotropic parameters were then estimated according to Voce model. The maximum
stress σmax was measured for each stress-strain cycle. As the CuAg0.1 alloy never saturates completely,
the stabilized stress σmax,s does not approach any asymptote and its value was then established by a
conventional criterion, which considered the maximum stress at half the number of cycles to failure.
The procedure was repeated for each strain amplitude. According to Equation (8), the saturation stress
R∞ was determined as:

R∞ = σmax, s − σmax,1 (10)

In this case, R∞ < 0, i.e., material exhibits softening (see also Figure 2). The speed of stabilization b
was identified by fitting Equation (8) to experiments. Figure 3 compares the isotropic model curve
and experiments for εa = 0.5%. A satisfactory correlation is obtained, particularly at the smallest and
the largest values of accumulated plastic strain (i.e., at the first and saturated cycle, respectively).
Other than that, the model follows a trend that deviates significantly from that followed by experimental
data. A similar inconsistency was also observed for other strain amplitudes. The aim to improve the
fitting accuracy then motivates the attempt to modify the evolution rule of R in a new isotropic model,
described in the next paragraph.

ε

ε

i
σ

σ
σ

σ
− −

Figure 3. Experimental data for εa = 0.5% (markers) fitted by the isotropic model.

3. Proposed Isotropic Model

As previously observed, experimental results obtained for CuAg0.1 alloy do not fit perfectly well
with the “S-shape” curve of the exponential law proposed by Voce. With the aim to get an improved
fitting with experiments, a new model described by the following equation is thus proposed:

R = R∞
εs

pl,acc

a + εs
pl,acc

(11)
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in which a, s are material parameters that control the rate of cyclic hardening or softening. The proposed
expression has a physical basis being it able to capture the two limiting cases: R = 0 for εpl,acc→0 and R
= R∞ for εpl,acc→∞. Differentiation of Equation (11) gives the incremental relationship:

dR =

[
s

R
εpl,acc

(
1− R

R∞

)]
dεpl,acc (12)

Similarly, to the Voce model, the evolution of R can be described by the relative change of
maximum stress in each cycle:

σmax,i − σmax,1

σmax,s − σmax,1
≈ R

R∞
=

εs
pl,acc

a + εs
pl,acc

(13)

Fitting of Equation (13) to experimental data yields the values of a and s parameters. The estimation
procedure to evaluate the saturation stress R∞ remains unchanged.

Figure 4 displays a sensitivity analysis of Equation (13), which is helpful to clarify the physical
meaning of parameters a and s. At increasing values of a (keeping s constant), the speed of stabilization
diminishes and the curve shifts to the right. In other words, a bigger amount of accumulated plastic
strain is needed to reach the stabilized condition, see Figure 4a. By contrast, the exponent s (keeping
a constant) controls the “slope” of the increasing portion of the curve (i.e., higher values of s give a
steeper average slope), see Figure 4b.

  
(a) (b) 

ε

a=
a=
a=
a=
a=

i
σ

σ
σ

σ
− −

s
a

ε

s=
s=
s=
s=
s=

a
s

i
σ

σ
σ

σ
− −

Figure 4. The sensitivity of the proposed Equation (10) to parameters (a) a and (b) s.

Please note that limiting values exist for both parameters. For example, no cyclic
hardening/softening would actually occur if a becomes either infinite (for which R = 0 for any
s) or zero (for which R = R∞ from the first cycle). A similar behavior also occurs when s = 0, for which
R = R∞/(a + 1) (in the example of Figure 4, R � 0.667R∞). When s increases to infinite, R = 0 for
εpl,acc < 1, R = R∞ for εpl,acc > 1 and R = R∞/(a + 1) for εpl,acc = 1.

4. Results and Discussion

The nonlinear kinematic model is able to capture quite accurately the first and the stabilized
cycle, if the initial and stabilized static parameters are adopted, respectively, see Figure 2. However,
the combined (kinematic and isotropic) model is needed, if the cyclic softening evolution of CuAg0.1
alloy has to be considered. It is then of interest to discuss in more detail on the results obtained with
both the Voce and the new isotropic model proposed in this work.

4.1. Stress-Strain Behavior: Isotropic Model (Voce)

The solid lines in Figure 5 show how Equation (8) fits the cyclic data for εa = 0.3%, 0.5% and 0.7%.
The corresponding three estimated values of b are reported in Table 1 (along with the values estimated
for other strain amplitudes). As it can be noticed, in all three cases examined the fitting curve does not
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match experimental data perfectly. In fact, experiments follow a quite smoother trend with respect to
the “S-shaped” curve given by the exponential expression in Equation (8). On the other hand, it was
already observed and shown in Figure 1 that the speed of stabilization b only makes the S-curve shift
horizontally, without changing its shape.

 
(a) 

 
(b) 

 
(c) 

i
σ

σ
σ

σ
− −

ε

ε

Δ

i
σ

σ
σ

σ
− −

ε

ε

Δ
i

σ
σ

σ
σ

− −

ε

ε

Δ

Figure 5. Isotropic model for different strain amplitudes ((a) εa = 0.3%, (b) εa = 0.5% and (c) εa = 0.7%);
Voce model (red solid line) and proposed model (blue dashed line). Residual Δe is also reported.
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Table 1. Isotropic parameters identified from experimental data for the Voce and proposed models.
Goodness-of-fit examined in terms of sum of squares of residuals (SSE) for each model and
strain amplitude.

Strain Amplitude Material Parameters Error Index (SSE)

εa R∞ (MPa)
Voce Proposed

Voce Proposed
b a s

0.15% −56 1.307 0.514 0.923 1.914 1.601
0.175% −71 1.197 0.491 0.978 0.654 0.455

0.2% −80 3.145 0.316 0.778 0.464 0.063
0.3% −84 3.620 0.223 0.802 0.338 0.022
0.4% −83 4.488 0.179 0.855 0.292 0.016
0.5% −52 2.871 0.234 0.893 0.269 0.014
0.6% −52 2.581 0.290 0.853 0.298 0.019
0.7% −69 4.208 0.101 1.203 0.069 0.017

Single values R∞,ave
1 ball

1 aall
1 sall

1
3.401 1.766−68 2.352 0.199 0.965

1 parameters ball, aall and sall are estimated from all experimental data merged together (whereas R∞,ave is the
average over all strain values).
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Figure 6. Isotropic model for different strain amplitudes ((a) εa = 0.3%, (b) εa = 0.5% and (c) εa = 0.7%)
calculated with ball, aall and sall parameters; Voce model (red solid line) and proposed model (blue
dashed line). Residual Δe is also reported.
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Different values of b and R∞ characterize cycles with different strain amplitude values, see Table 1.
This may represent a drawback, if commercial finite element codes have to be used, as they generally
permit only one single value of the isotropic parameters to be input. On the other hand, a component
may be subjected to a certain loading condition, for which the resulting plastic strain spans over a
relatively wide range. A possible compromise for solving this issue could be to take an average value
R∞,ave and to identify a single value ball by fitting Equation (8) to all the experimental data gathered
together (see the last row in Table 1), as it was done in Figure 11 in [5]. A comparison between the
fitted curve calculated with ball and the experimental data is presented in Figure 6. As expected,
this “averaging” procedure makes the fitting even worse with respect to the previous case.

4.2. Stress-Strain Behavior: Proposed Isotropic Model

Figure 5 also compares the proposed model (blue dashed line) with the same experimental data
(εa = 0.3%, 0.5% and 0.7%) considered previously for the Voce model. It is apparent how Equation (13)
yields a more precise fitting with experiments.

Also for this model, a range of values for a (0.101÷0.514) and s (0.802÷1.203) characterize cycles
with different strain amplitudes, see Table 1. Therefore, similarly to the case of Voce model, single values
of aall, sall were estimated by fitting Equation (13) to all the experimental data gathered together. Table 1
then lists the values of a, s for each strain amplitude, as well as the “averages” aall, sall (see the last row).
A comparison is presented in Figure 6. Even now, as it was for the previous comparison, for all three
amplitudes examined the new isotropic model is far closer to experiments than Voce model is.

For the proposed model is not yet possible to prescribe a range of a and s values of general validity,
as it would be desirable to have additional data from other materials.

4.3. Error Analysis

The previous comparison—clearly more qualitative—can be made more quantitative by the use
of suitable error metrics through which the deviation of each model from experimental data can be
quantified and compared.

Residual (Δe) and sum of squares of residuals (SSE) are used to measure the deviation between
model and experiments. The residual provides a “local” measure of fitting at each point, whereas the
SSE index gives a “global” measure of fitting. The residual measures the difference for each experimental
point used in model calibration and it is defined as [22]:

Δe = yexp, i − yVoce, i and Δe = yexp, i − yprop, i for i = 1, 2 . . . n (14)

where:

yexp, i =
σmax, i − σmax,1

σmax, s − σmax,1
; yVoce, i = 1− exp

(
−bεpl,acc, i

)
; yprop, i =

εs
pl,acc, i

a + εs
pl,acc, i

(15)

Symbol n denotes the number of experimental points used in calibration.
The bottom graph in Figures 5 and 6 show the values of residuals for both isotropic models,

at three different strain amplitudes (εa = 0.3%, 0.5%, 0.7%). Figure 5 refers to specific values (b, a, s) for
the three amplitudes; Figure 6 refers to the “average” parameters (ball, aall, sall), calculated as explained
before. The residuals Δe are plotted on the vertical axis while the accumulated plastic strain, which is
an independent variable, is plotted on the horizontal axis. In all considered cases, residual Δe obtained
with the proposed model is significantly smaller with respect to Voce model. The maximum percentage
residual for the considered strain amplitudes varies over a range of 44–51% and 5–18%, respectively,
for the Voce and the proposed models.
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To provide a single index value that quantifies the model accuracy for each strain amplitude,
the sum of squares of residuals is also calculated [22]:

SSE =
n∑

i=1

(
yexp, i − yVoce, i

)2
; SSE =

n∑
i=1

(
yexp, i − yprop, i

)2
(16)

Values of SSE, calculated for each strain amplitude, are listed in Table 1. Both models give the
biggest SSE for εa = 0.15% and εa = 0.175%. These large values can be explained by considering that at
those small strain amplitudes, the CuAg0.1 alloy showed a slight hardening in the first 5–10 cycles,
after which softening occurred, as observed in [5]. Such a small hardening at the beginning of loading
gives an increment of the maximum stress σmax,i with respect to the initial value σmax,1. A positive
difference σmax,i–σmax,1 results and thus a negative ratio in the left-hand side of Equations(8) and (13)
appears. As Equations (8) and (13) are always positive and bounded by two horizontal asymptotes
at both tails, such an initial hardening cannot be captured correctly and inevitably a small error is
introduced in the fitting. At other strain amplitudes (0.2–07%), the proposed model gives from 75% up
to 94% lower values of SSE with respect to the Voce model, see Table 1.

As expected, see Table 2, the fitting curves obtained by the parameters (ball, aall, sall) are slightly
less accurate than those obtained by the parameters (b, a, s) in Table 1 that were specifically calibrated
for each strain amplitude. Nevertheless, it can be noticed that the proposed model always provides
considerably better results in terms of SSE with respect to Voce model.

Table 2. Evaluation of fitted curves obtained with both models and calculated with ball, aall and sall.

Strain Amplitude Error Index (SSE)

εa Voce Proposed

0.3% 0.493 0.080
0.5% 0.289 0.021
0.7% 0.340 0.094

4.4. Combined Armstrong-Frederick with Proposed Isotropic Model: Stress-Strain Evolution

A numerical algorithm is developed, see Appendix A, to implement the combined kinematic and
proposed isotropic plasticity model, in the case of uniaxial stress and strain-controlled loading.

Figure 7 displays the stress-strain evolution at the 100th cycle for strain amplitude εa = 0.5%.
Although the difference between the three curves is relatively small, the proposed model fits more
precisely the experimental stress-strain curve.

ε 

σ 

ε

Figure 7. Stress-strain evolution of 100th cycle for strain amplitude εa = 0.5%, comparison between
experiments, combined model with Voce and with proposed isotropic models.
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As a final remark, the cyclic hardening/softening evolution described with Equations (6) and (11)
only depends on the accumulated plastic strain, but not on the plastic strain amplitude. This implies
that all experimental data should collapse into one single curve independently on the imposed
strain amplitude. On the other hand, the literature reports examples of materials—e.g., 316 stainless
steel [12–14], nickel base superalloy [23] and 42CrMo4 steel [7]—for which the isotropic behavior
depends on the strain amplitude. For the CuAg0.1 alloy considered in this work, such a dependence
is not so evident, but cannot be excluded at all. Therefore, a further analysis in that sense would
be desirable.

5. Conclusions

In this work, a new isotropic model is proposed for describing the cyclic hardening/softening
behavior of metals. The model is an attempt to overcome the poor fitting observed in Voce isotropic
model, when calibrated on experimental cyclic data of a CuAg0.1 alloy. Strain-controlled cyclic test
data at different strain amplitudes, carried out in a recent study published by the authors, are used
as a benchmark. Experimental data were used for identifying parameters of non-linear kinematic
(Armstrong and Frederick, Chaboche) and isotropic (Voce) models. The calibration identified the
one-pair kinematic model as the closest to experiments. By contrast, a poor agreement was observed
when fitting the isotropic Voce model. The discrepancy is attributed to the fact that experiments follow
a smoother trend with respect to the “S-shaped” curve defined by the exponential expression of Voce
model equation. In fact, the Voce model is described by two parameters, i.e., the stabilized stress R∞
and the speed of stabilization b, the latter only shifting the curve horizontally, while keeping the curve
shape unaffected.

An improved isotropic model, aimed at providing a better fit with experimental data, is then
proposed and calibrated to the same experimental data. In addition to the stabilized stress R∞ also
present in Voce model, the proposed model is governed by two parameters a, s, which both control the
speed of stabilization and the shape of the hardening/softening evolution curve. An error analysis on
calibration results confirms that the proposed model is much closer to experiments than Voce model in
all cases examined.

The proposed isotropic model, when combined with the kinematic one, seems to better fit the
experimental stress-strain curves than the Voce model combined with the same kinematic part. This
permits the cyclic hardening/softening evolution of the material to be described quite accurately.

Finally, a numerical algorithm is developed to implement the combined kinematic and proposed
isotropic plasticity model, in the case of uniaxial stress and strain-controlled loading. The framework
of the presented algorithm permits convergence to be always achieved with low computational cost.
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Appendix A

A numerical algorithm is developed to implement the proposed model, currently not available in
numerical codes. The algorithm applies to the case of uniaxial stress and strain-controlled loading
(constant strain range) and it permits a comparison between the combined models (kinematic-Voce
and kinematic-proposed model) and experimental data.

Figure A1 sketches the block diagram of the numerical algorithm. The calculation starts by
defining the strain range Δε = 2εa, the strain increment dε and the number of cycles Nf to be simulated.
The number of iterations nε is obtained dividing 2ΔεNf by dε.
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The stress increment is computed based on the strain increment assuming that the stress-strain
relation is completely elastic. The elastic stress predictor σel is then evaluated simply adding to σi
the stress increment dσ. In the same iteration, the actual yield stress σ∗0 remains unchanged and the
plastic strain is set to be zero. If the elastic stress predictor indicates that yield stress has been exceeded
(von Mises yield criterion is adopted), the increment becomes elasto-plastic. Consequently, the plastic
strain increment dεpl has to be calculated by adopting a flow rule. For von Mises criterion, the plastic
multiplier dλ corresponds to the increment of plastic strain; for uniaxial loading the accumulated
plastic strain increment dεpl,acc is equal to dεpl [15] and therefore the accumulated plastic strain can be
evaluated accordingly. Finally, the (i + 1)th value of stress is determined by taking into account the
contribution of the back stress X and of the drag stress R (kinematic and isotropic) with Equations (4)
and (11), respectively.
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Figure A1. Calculation of stress-strain evolution considering uniaxial case with combined nonlinear
kinematic and proposed isotopic models.
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Abstract: Age forming is an advanced manufacture technology for forming large aluminum panels.
Temperature, initial stress level and pre-strains have a great effect on the formability and performance.
The stress relaxation aging behavior of AA7150-T7751 under different temperatures, initial stress
levels and pre-strains was studied through stress relaxation tests, tensile tests and TEM observations.
The results show that the formability can be improved with the increase of temperature, initial
stress levels and pre-strains. Deformation mechanisms during stress relaxation of the material were
analyzed on the basis of creep stress exponent and apparent activation energy. The aging precipitates
of the studied alloy were not sensitive to the age forming conditions, but drastically coarsened at
over aging temperature, which decreased the mechanical properties. In addition, the relationship
between stress relaxation behavior and aging strengthening is discussed. Based on the dislocation
theory and the modified Arrhenius equation, a stress relaxation constitutive equation considering the
initial mobile dislocation density and temperature dependent activation energy was established. This
model can predict very well the stress relaxation behavior under various temperature, stress level
and pre-strain conditions, with an average error of 2%.

Keywords: stress relaxation aging behavior; pre-strain; initial stress levels; temperature; constitutive
modelling; AA7150-T7751

1. Introduction

Age forming (AF) technology was conceived in the 1970s by Textron Aerostructures to produce
components with high strength and complex curvatures in the aeronautical industry [1]. The
fundamental operational mechanism is based on stress relaxation and/or the creep phenomenon
occurring during the course of artificial aging. Currently, the technology has been successfully applied
to the upper wing of Airbus A340/A380 air planes and the upper wing skins of Gulfstreams [2,3].
Zhan et al. [4] and Zheng [5] outlined several important process parameters that affect the quality and
precision of age forming, including aging time, aging temperature and initial stress level. Moreover, a
simulation regarding the deformation behavior and mechanical property evolution of materials in age

Metals 2019, 9, 1215; doi:10.3390/met9111215 www.mdpi.com/journal/metals113
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forming relies on the establishment of a unified constitutive equation on the basic of deformation and
strengthening mechanism. Therefore, in order to realize the precise manufacturing of components, it is
necessary to understand the comprehensive influence of process parameters and initial states on age
forming so as to come up with an accurate prediction model.

Previous studies on the evolution of shape and properties in the age forming process have been
carried out by simulating the creep phenomenon. Mostly, recent studies have outlined that when the
work-piece is enforced to conform to the shape of the tool by atmospheric pressure acting on its upper
surface, stress relaxation is the main phenomenon in the age forming process of the wing plate [6].
Stress relaxation of aluminum alloys at a certain temperature and initial stress is generally attributed to
increased creep deformation. The power-low equations describe a function of steady-state creep rate
on stress, temperature and grain diameter in pure metals [6]. However, for aluminum alloys, the grain
structure and average size are not significantly altered, since the aging temperature is much lower
than the recrystallization temperature [7,8]. Therefore, the subsequent studies on stress relaxation of
aluminum alloys focused on stress, temperature. Considering the dislocation hardening, Kowalewski
et al. [9] set creep damage constitutive equations to describe creep damage. Ho K C et al. [10] developed
this and considered the solute hardening and aging hardening in the creep process. Their equations
model the primary and secondary creep stage well. On this basis, Zhan et al. [11] further described
the static and dynamic recovery effects in creep process by introducing relative dislocation density.
Subsequently, this macro-micro modeling method based on the hardening and softening mechanism
was generalized. Zhang et al. [12] and Ma et al. [13] extended the equation to a wider stress and
temperature range and characterized the microscopic factors (precipitate size, volume fraction and
aspect ratio) in more detail. Zheng et al. [14] established a deformation constitution model of the
stress relaxation. Although the forms of the characteristic equation in their models of precipitates
were different, the precipitated strengthening effect is introduced into the model by contributing to
the yield strength of the material. However, Xu [7] et al. showed that a minor role was played by the
precipitate size in the steady-state creep mechanism. Therefore, the physical relationship between the
characteristics of precipitates and the strain rate in the process of stress relaxation still needs further
study. Additionally, according to the Orowan equation, strain is a function of mobile dislocation
density and its velocity; therefore, considering the evolution of mobile dislocation density, rather than
total dislocation density, would be more suitable for physical mechanisms in the establishment of a
stress relaxation model [15,16].

7150 Al alloy is a common application material of AF technology, the precipitate sequence of which
can be summarized as: Solid solution→Guinier–Preston zones (GP zones)→Metastable η′ → Stable η

(MgZn2) [17]. Since its development, its retrogression and re-aging treatment (RRA, commonly called
T77 or T7751 temper) has been favored by the aerospace manufacturing industry due to its excellent
resultant mechanical properties, which have been shown to not only guarantee the strength of a T6
temper, but also to offer the corrosion resistance of a T76 temper [18,19]. In this paper, AA7150-T7751,
whose average grain size is generally more than 100 μm [20], was used as the experimental material
to simulate the stress relaxation process on the relaxation testing machine. The control-variable
method was used to explore the influence of the stress relaxation and age hardening at the initial
stress level, aging temperature, pre-strain levels and the microstructure through TEM observation. The
physical mechanism of stress relaxation behavior was investigated, and eventually, based on Orowan
mechanism, a stress relaxation aging constitutive model AA7150-t7751 was initiated. It was evident
that it accurately predicted different initial pre-strain levels, as well as complex thermal-mechanical
conditions, and provided an essential theoretical basis for accurate prediction of spring-back in age
forming and precision forming manufacturing.
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2. Experiment

2.1. Material and Sample Preparation

In this study, the experiments were conducted on a commercial high-strength AA7150 whose
chemical composition is listed in Table 1. Samples were machined into a dog-bone-shaped pattern with
a parallel length of 50 mm along the rolling direction, whose specific geometry and dimensions are
shown in Figure 1. The samples underwent a solution treatment at 470 ◦C for 1 h, water quenching for
1–2 min, natural aging for 2 days after pre-strain of 2% and 24 h of heat treatment at 120 ◦C. Afterward,
retrogression and re-aging (RRA) heat treatment was conducted, where the samples were subjected to
retrogression at 190 ◦C for 30 min and the re-aging treatment at 120 ◦C for 24 h. The samples were
lastly air-cooled.

Table 1. Main compositional elements of AA7150-T7751, wt.%.

Zn Mg Cu Mn Fe Si Ni Cr Ti Al

6.23 2.88 1.58 0.31 0.15 0.048 <0.01 0.16 0.025 Bal

Figure 1. Specimen geometry (dimensions are in mm).

2.2. Experimental Procedure

To study the influence of different temperatures, initial stress levels, aging time, and pre-strains
on the stress relaxation behavior of state AA7150-t7751, SRA experiments formulated as displayed
in Table 2 were performed on RMT-D5, electronic stress relaxation testing machine. The sample was
heated up to a certain temperature with a heating rate of 5 ◦C/min and then loaded to the predetermined
stress level under a quasi-static condition with a loading rate of 15 N/s. After a period of aging, the
sample was unloaded and cooled to room temperature inside the furnace. The aged samples were
subjected to uniaxial tensile tests on a CMT-5105 test machine and the yield strengths were obtained as
0.2% offset yield stress. The tests were performed at room temperature with a strain rate of 7 × 10−4

s−1. The microstructural evolution was characterized in detail by transmission electron microscopy
(TEM). Slices for TEM observation were cut from the specimens and ground to about 70~120 μm in
thickness and then punched out from the above slices to get foil discs of 3 mm in diameter. Finally,
these foil discs were twin-jet electro-polished with a Struers TenuPol-5 machine using a mixture of 275
mL nitric acid and 825 mL methanol at −25 ◦C to further thinning down up to 40–60 nm. TEM images
were acquired on a Titan G2 60–300 transmission electron microscope operated at 300 kV.

Table 2. Stress relaxation aging experiments of the AA7150-T7751.

Case ID Pre-Stain (%) Aging Stress (MPa) Aging Temperature (◦C) Aging Time (h)

1 0 300 120/140/145/150/170 16
2 0 200/250/300/350/400 140 16
3 0/3/6 300 140 16
4 0 300 140 0/1/8/16
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3. Results

3.1. Stress Relaxation Behavior of AA7150 under Different Temperatures

Figure 2 shows the stress relaxation behavior of AA7150 under different temperatures (120 ◦C, 140
◦C, 145 ◦C, 150 ◦C and 170 ◦C). The stress relaxation curves under different temperatures are similar
to the logarithmic-function curve, as shown in Figure 2a. A sharp stress drop period is observed at
the start of the experiment, lasting about 1~1.5 h. After that, the stress declines at a slow rate, but no
relaxation limit appears. Stress relaxation rate curves are used to characterize the stress relaxation
resistance in the SRA process, as shown in Figure 2b. The stress relaxation rate curves of different
temperatures also experience a steep drop at first and then transited to a stage in which relaxation
rate gradually approaches zero. Interestingly, the stress relaxation curve at 170 ◦C shows an unusual
phenomenon, which intersects the curves at 140 ◦C, 145 ◦C and 150 ◦C, as shown in Figure 2b. The
aging time corresponding to the three intersections is about 0.52 h, 0.62 h and 0.98 h, respectively.
Figure 2c represents the stress relaxation rate at different temperatures,

.
ε120 <

.
ε170 <

.
ε140 <

.
ε145 <

.
ε150

within 1 h. After that, the higher the temperature is, the more the stress relaxation rate is. This unique
phenomenon can be explained by the different mechanisms of SRA under 170 ◦C, which will be
discussed in detail in Section 4.1. Relaxation efficiency is a measure of relaxation capacity and can be
expressed by residual stress ratio:

ϕ =
σt

σi
(1)

where σi and σt are the initial stress and the residual stress at a specific time. Higher temperature
results in higher residual stress ratios at 16 h. These are 13.23%, 22.22%, 24.93%, 27.48%, and 38.70%
respectively. This proves that temperature has a positive effect on stress relaxation.

Figure 2. (a) Stress relaxation curves; (b) a partial enlargement of (a); (c) stress relaxation rate curves
for 16 h under 120 ◦C, 140 ◦C, 145 ◦C, 150 ◦C and 170 ◦C, respectively.
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3.2. Stress Relaxation Behavior of AA7150 under Different Initial Stress Levels

According to the experimental case 2 in Table 2, the effects of different initial stress levels (200, 250,
300, 350 and 400 MPa) on the stress relaxation behavior of AA7150 with non-pre-strain were studied,
as exhibited in Figure 3a. Apparently, there is no difference in the trend of the stress relaxation curve
under different initial stresses; both the fast and slow decline stages can be observed, which is similar
to the curves under different temperatures in Section 3.1. This may be caused by same stress relaxation
mechanism of different initial stress levels. By using Equation (1) to normalize the stress relaxation
curves under different stresses, the evolution of the residual stress ratio over time can be obtained.
Figure 3b indicates that the residual stress ratio at 16 h are 19.54%, 21.25%, 22.22%, 23.85% and 30.18%,
respectively. The relaxation efficiency increases slightly with the increase of the initial stress levels
from 200–350 MPa, but shows a significant rise at initial stress at 400 MPa. This is because 400 MPa
is close to the elastic limit of AA7150-T7751 under 140 ◦C (the elastic limit of equivalent strain rate
is about 430 MPa obtained by the hot tensile test under 140 ◦C). Although Figure 3c shows that the
stress relaxation rate curves with different initial stresses are similar, the stress relaxation driving force
increases with the increase of applied stress.

 
Figure 3. Stress relaxation curves (a), stress relaxation rate curves (b) and normalized stress curves
(c) under 200 MPa, 250 MPa, 300 MPa, 350 MPa and 400 MPa, respectively.

3.3. Stress Relaxation Behavior of AA7150 under Different Initial Pre-Strains

Experiments at different pre-strains (0, 3% and 6%) were performed according to case 3 of Table 2.
Figure 4a indicates that introducing pre-strain does not change the trend of stress relaxation curve but
improves the relaxation efficiency, which is consistent with the results of previous researches [5,21].
The relaxation efficiency of three pre-strain levels are 22.22%, 29.96% and 39.94%, respectively. This
increases with the enhancement of the pre-strain and the residual stress decreases by about 30 MPa for
every 3% pre-strain. Similarly, there is still no relaxation limit, just like the stress relaxation behavior
in the previous two sections. What we can observe from the different stress relaxation rate diagrams
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in Figure 4b is that the pre-strain augments the stress relaxation rate throughout the SRA phase. In
the whole SRA process, it is evidently true that

.
ε0 <

.
ε3% <

.
ε6%, and this means larger pre-strains lead

to larger stress relaxation rates. Therefore, introducing pre-strains can improve the relaxation and
forming efficiency.

Figure 4. Stress relaxation curves (a) and stress relaxation rate curves (b) of 0%, 3% and 6% pre-strained
samples, respectively.

3.4. Aging Behavior of AA7150 under Different Temperatures, Initial Stress Levels and Pre-Strains

Before studying the evolution of aging behavior of AA7150-T7751 during the SRA under different
temperatures, initial stress levels and pre-strains, we need first to study the yield strength’s change
with time. Figure 5a shows the yield strength of stress-relaxation-aged samples at 0 MPa and 300 MPa
under 140 ◦C for 0 h, 1 h, 8 h and 16 h. It is observed that the maximum yield strength of both stress-free
aging and stress relaxation aging appears at 0 h, which are 589 MPa. The yield strength of stress-free
aged samples fluctuates within 582 MPa to 589 MPa. When the initial stress is 300 MPa, the yield
strength of stress-relaxation-aged samples has a small decrease trend with time. In addition, the yield
strength after 16 h stress-aging is about 572 MPa, which is about 2.0% lower than that of initial state.
With the increase of temperature, the yield strength gradually decreases, as shown in Figure 5b. The
maximum drop is about 110 MPa, which occurs at 170 ◦C. When comparing the yield strength of the
stress-relaxation-aged and stress-free–aged samples, the former is always lower than the later and
the difference between them grows with temperature. Therefore, the reduction of property caused by
stress relaxation is far less than caused by aging. After regression re-aging, SRA can be considered as
an over-aging process. Higher initial stress level and higher temperature can deepen the degree of
over-aging, which results in the decreasing of yield strength.

Figure 5d shows that the yield strength of 3% and 6% pre-strained sample are initially 30 MPa
and 55 MPa higher than the non-pre-strained sample, respectively. This phenomenon is the strain
hardening effect due to dislocations and entanglements [22]. The effects of initial pre-strain levels
on the aging behavior have been studied by comparing its influence on the yield strength variation
among non-pre-strained, 3% and 6% pre-strained samples stress-aged at 0 MPa and 300 MPa for 16 h,
as shown in Figure 5d. Yield strength of both stress-free-aged and stress-relaxation-aged samples
decreases with pre-strains. Moreover, the yield strength of stress-free-aged specimens is lower than
that of stress-relaxation-aged specimens and its difference grows with pre-stains. The reason for this
may be that the work hardening caused by pre-strains may not be completely recovered, which makes
up for the performance weakening caused by the coarsening of precipitates.
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Figure 5. Yield strength for samples: (a) stress-free-aged at 0 MPa and stress-relaxation-aged at 300 MPa
for different times; (b) stress-free-aged at 0 MPa and stress-relaxation-aged at 300 MPa under different
temperatures; (c) stress-relaxation-aged at different initial stress levels; (d) before aging, stress-free-aged
at 0 MPa and stress-aged at 300 MPa under different pre-strains.

To study the precipitation behavior under different temperatures, initial stress levels and pre-strains.
The TEM bright field images of selected samples are shown in Figure 6. It is reported that the
precipitations of the Al-Zn-Mg-Cu alloy in the T7751 state is dominated by the GP zones and the
η′-precipitate. The former is a small cluster, and the latter is a small rod-shaped or platelet-like
precipitate. TEM observation is mainly carried out along the <110>Al direction [23].

A large number of platelet-like and short rod-shaped precipitates can be observed in both initial
materials, as shown in Figure 6a. According to the High Resolution Transmission Electron Microscopy
(HRTEM) image of initial material, Figure 6f, they are GP zones and η′-precipitate. The size of the
η′-precipitate is about 12 nm, and a small amount of GP zones have a size of about 2–5 nm. Based
on precipitation hardening theories, the length of the η′-precipitate in the initial state is the same as
the average critical length of the aluminum alloy, which can provide the maximum shear stress and
bring the maximum hindrance to the dislocation motion, and the yield strength in this state may be
the maximum.

Figure 6a,b shows that the types of precipitates after stress relaxation for 16 h at 300 MPa and 140
◦C are unchanged, and the number of precipitates changes little. The average diameter of η′-precipitate
is about 10 nm; thus, the mechanical properties before and after the stress relaxation aging are similar.
When comparing Figure 6b,c, coarsening of the η′-precipitate is evident when the stress-relaxation
aging temperature is 170 ◦C, where the average diameter of η′-precipitate is about 20 nm. In addition,
a small amount of η′-precipitates appears, with an average size of about 50 nm. This explains why the
yield strength drops sharply at 170 ◦C. In comparison with Figure 6b,d, when the initial stress is 400
MPa, the average diameter of the η′-precipitate is about 12 nm and a small amount of η′-precipitates is
coarsened to 20 nm. The small GP zones disappear completely. Therefore, the yield strength in this
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state is slightly lower than initial state. Ma et al. and Zheng et al. [13,14] also demonstrated that the
coarsening of the precipitates can be accelerated under higher stress. The comparison of Figure 6b,e
shows that the average diameter of the η′-precipitate after stress relaxation aging of 6% pre-strain is
about 20 nm. Pre-strains mainly affects the precipitation process by accumulating more dislocations of
SRA, thus resulting in a noticeable coarsening response after SRA.

 

Figure 6. Bright field TEM images in <011> zone axis of Al matrix of samples after 16 h stress relaxation
aging treatment: (a) T7751(initial); (b) 300 MPa + 140 ◦C; (c) 300 MPa + 170 ◦C;(d) 400 MPa + 140 ◦C;
(e) 6% + 140 ◦C + 300 MPa; (f) HRTEM image of the GP-zones and η′-precipitate. Please note that, e.g.,
6% + 140 ◦C + 300 MPa indicates the sample was pre-strained to 6% and the initial temperature and
initial stress for SRA are 140 ◦C and 300 MPa.

4. Discussion

4.1. Deformation Mechanism during Stress Relaxation Aging Process under Three Parameters

A rational explanation of the stress relaxation phenomenon is that the total strain remains
unaffected and a certain amount of creep strain is generated under the high temperature stress aging.
This leads to a decrease in the force maintaining the elastic strain. The relation among the three strains
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can be described by Equation (2). The relationship between the stress relaxation rate (
. .
σ) and the creep

strain rate (
.
εc ) can be directly determined by Equation (3).

εT = εe + εc (2)

.
σ = −E× .

εc (3)

where εT, εe and εc are the total strain, elastic strain and creep strain, respectively. The deformation
mechanism during the creep aging process at different initial stress levels can be determined by
calculating the stress exponent at constant stress levels by Equation (4) [24]. There are two questions
exist in stress relaxation aging process. One is that the steady creep strain rate of SRA is difficult
to determine. Another is that the stress in SRA decreases gradually. However, we can calculate the
“steady-state relaxation rate” through the linear fitting of the relaxation curve in the 13~16 h period.
Then, Equation (5) is used to calculate the “stress exponent” between it and the initial stress level and
the final residual stress, respectively as n1 and n2. The actual stress exponent in the stress relaxation
process is between n1 and n2.

n =
ln

( .
εs
)

ln σ
(4)

n =
ln

(
− .
σs/E

)
ln σn

(5)

where
.
εs is the steady creep strain rate and

.
σs is the “steady-state relaxation rate” obtained by fitting. σn

represent substituting initial stress levels or finial residual stress. E is Young’s modulus. The plots of
ln

(
− .
σs/E

)
− ln σn are shown in Figure 7. Therefore, the value of n is found to range from 2.76 to 3.29. It

is also known that n = 3 indicates a viscous dislocation glide creep mechanism; n = 5 represents the
dislocation climb creep mechanism [25]. Consequently, we can infer that deformation mechanism of
stress relaxation at 140 ◦C for different initial stress levels is principally controlled by dislocation glide.

 
Figure 7. Variations of “steady-state creep strain rate” with initial stress levels and residual stresses, to
determine the stress exponent range of stress relaxation aging with non-pre-strain samples at 140 ◦C.

From Section 3.1, it is evident that temperature has a great impact on stress relaxation behavior.
We all known that the essence of deformation is the dislocation motion under thermal activation.
Therefore, the deformation mechanism may change at different temperatures, which can be determined
by calculating the value of the apparent activation energies. The Arrhenius equation (Equation (6)) has
been shown to be applicable in describing the process of thermal activation [26,27]. The formula for
calculating the apparent activation energy can be obtained by taking the logarithm on both the left and
right sides of Equation (6).

.
εs = A× exp(−Qc

RT
) (6)
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ln (−
.
σs

E(T)
) = ln A− Qc

RT
(7)

E(T) = 107452− 119× T (8)

where A is the material constant, R is the gas constant (8.314 J·mol−1·K−1) and T is the Kelvin temperature.
E(T) represents that Young′s modulus is function of temperatures. The experimental data and fitting
curves for Equation (8) are shown in Figure 8a Qc is the apparent activation energy. Generally, when
the temperature range is narrow, it is considered to be simply unaffected. However, some researchers
had analyzed the relationship between the apparent activation energy (Qc) and temperature of some
pure metals such as aluminum and silver. They found that the apparent activation energy is the least
and close to that for grain boundary diffusion energy (84 kJ/mol [28]) of pure aluminum when the
temperature is about 0.4 Tm (Tm indicates that the melting point of aluminum, which is 993 K). At this
time, the main deformation mechanism of creep is the grain boundary diffusion mechanism. When
the temperature is > 0.7 Tm, Qc is close to the self-diffusion activation energy of pure aluminum. The
diffusion mechanism is dominant at this time. When the homologous temperature is between 0.4 and
0.7 (0.4 < T/Tm < 0.7), the activation energy increases with the temperature evidently. This change in
the value of Qc is usually explained by the contribution to strain by different deformation mechanisms.
Dislocation motion is the main deformation mechanism during SRA. However, there are two main
types of dislocation motion and they are dislocation glide and dislocation climb, and the energy barrier
of dislocation climb is greater than that of dislocation slip, which causes the former is hard to occur
at lower temperature [6,26]. Obviously, there are some differences in apparent activation energies
between pure metals and alloys. Other researchers calculated the apparent activation energies of creep
or stress relaxation in Al-Zn alloy and found out they lied within 91~134 kJ/mol, but little difference was
found in the trend of creep or stress relaxation curves at different temperatures in their papers [29,30].
However, a significant difference appeared in stress relaxation process under different temperature.
A special overlap phenomenon was observed in stress relaxation curves in this essay, as shown in
Figure 2a. The apparent activation energies in two temperature ranges (120 ◦C, 140 ◦C, 145 ◦C and 145
◦C, 150 ◦C, 170 ◦C) calculated by using Equation (7) are 109.0 kJ/mol and 135.2 kJ/mol, as shown in
Figure 8b. It increases with the temperature. When the aging temperature rises from 120 ◦C to 170
◦C, the dominant deformation mechanism in the stress relaxation process of AA7150-T7751 changes
from dislocation slip to dislocation climbing. During dislocation climbing, the edge dislocation may
generate positive and negative climbing. The former contribute to the multiplication of dislocation
and the latter leads to dislocation annihilation. Therefore, the stress relaxation rate of stress-aged at
300 MPa with non-pre-strain sample under 170 ◦C is less than that under 140 ◦C to 150 ◦C in the initial
stage of SRA, this may due to the fact that the rate of total dislocation multiplication under 170 ◦C
decreases as a result of the presence of dislocation annihilation, which is lower than that under 140 ◦C
to 150 ◦C.

Tamás Csanádi [22] reported that the introducing of pre-strain increases the initial dislocation
density in the material. However, the introduction of pre-strains does not change the deformation
mechanism in the stress relaxation process, which can be supported by the similar trend of stress
relaxation and stress relaxation rate curves in Section 3.3. Another piece of evidence determining the
mechanism of stress relaxation is that a large number of dislocations are observed in Figure 9, which
shows the TEM images of 3% pre-strain samples after SRA treatment with an initial stress of 300 MPa.
These dislocations become entangled with the precipitates and unwind at high temperatures to become
mobile dislocations.
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Figure 8. (a) Comparison of the predicted (line) and experimental (symbols) of the Young’s
modulus curves of AA7150 alloy under different temperatures; (b) apparent activation energy of SRA
with temperatures.

 
Figure 9. (a) and (b) are bright field TEM images of 3% pre-strained samples after 16 h stress relaxation
aging treatment with an initial stress of 300 MPa under different magnifications, respectively.

Based on the above discussion, we can infer that the main deformation mechanism of stress
relaxation is dislocation motion. At lower temperatures, the deformation mechanism of stress relaxation
aging under different stress levels is primarily dislocation slip. At higher temperatures, the dominant
mechanism of SRA changes from dislocation slip to dislocation climb. Moreover, the introduction
of initial pre-strain cannot change the predominant mechanism of deformation mechanism in the
SRA process. Therefore, we can infer the stress relaxation behavior and deformation mechanism of
AA7150-T7751 by taking into account the three parameters as displayed in Figure 10.
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Figure 10. Diagram of stress relaxation behavior and microstructure evolution of AA7150-T7751,
considering changes of temperature, initial stress level and pre-strain.

4.2. Constitutive Modeling and the Determination of Material Parameters

The mechanism controlling stress relaxation of AA7150-T7751 is a thermal activation dislocation
motion, as was identified in Section 4.1. Equation (9), a formula combining the Orowan equation
and the Arrhenius equation, is normally used to describe the dependencies of strain rate,

.
ε, mobile

dislocation density, ρm, the average velocity of mobile dislocation,
.
ε and temperature, T.

.
ε = bρmv

(
−Qc

RT

)
(9)

where b is the absolute value of the Burgers vector. Qc is the apparent activation energy of SRA and it
changes with the aging temperature. Thus, a modified model needs to be introduced to define their
relations, Equation (10), which was proposed by J.M. Montes et al. [31], is as follows:

Qc = QSD(1− a
1 + exp (b( T

Tm
+ c))

) (10)

where a, b and c are material constants, QSD is the self-diffusion activation energy, whose value for
pure aluminum is142 kJ/mol [31,32].

ρm is the initial mobile dislocation density. The relationship between initial mobile dislocation
density, initial dislocation density and stress (σ) is derived in Estrin and Mecking, as shown in Equation
(11) [33,34]. The initial dislocation density and thus the dislocation hardening effect should increase
with increasing pre-strain level. Equation (12) describes its increasing with pre-strains [35].

ρm = ρi

(
σs

σ

)m
(11)
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ρi = (1 + (
C1

C2
− C2

2
)εp) exp (−C2εp) × ρ0 (12)

where ρ0, ρi and ρm are initial mobile dislocation density, dislocation density after introducing pre-stains
and initial dislocation density, respectively. C1 reflects material mobile dislocation proliferation, C2 is
on behalf of the mobile dislocation and mobile dislocation to capture and annihilate each other, εp

is pre-strain. σs is the saturated stress and m is the material constant. With these two equations, the
starting point of the stress relaxation process under the different pre-strains is determined.

v is the velocity of mobile dislocation and it is the time dependent and a strong function of stress
in stress relaxation aging, and usually has three empirical equation forms as shown in Equation (13).

v =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
Kσn, low stress
Cexp(ασ), high stress
Asinh(Bσ), all stress level

(13)

where K, C, A, n, α and B are material constants; σ is aging stress. The Norton equation, Kσn, is
suitable for lower stress levels; the Dorn equation, Cexp(ασ), is suitable for high stress aging; while the
hyperbolic sine equation, Asinh(Bσ), is considered to be suitable for various initial stress levels.

In this paper, based on the Asinh(Bσ) model and the hardening and recovery theories, we proposed
a stress relaxation model with considering the pre-strains, initial stress and temperature. Equations
(14)–(19), as follows: ∣∣∣ .

σ
∣∣∣ = E(T) × .

εc (14)

.
εc = f1 × ρm × sin h

{
f2σ(1− ρ)} exp (−QH

RT
) (15)

ρm = (1 + (
f8

f9
− f9

2
)εp)(

f7

σ
)

f5 × exp (−f9εp) (16)

.
ρ =

f3

σf4 × exp (−QH
RT )

(1− ρ

f6 ×
(

f7
σ )

f5 × exp (−f9εp)
)

.
εc (17)

Qc = QSD(1− f10

1 + exp(f11(
T

Tm
+ f12))

) (18)

QH = f13(
1

1 + exp (f14(
T

Tm
+ f15))

) (19)

where f1 ∼ f15 are material constants. R is the gas constant (8.314 J·mol−1·K−1) and T is the Kelvin
temperature. T and Tm are aging temperature and the melting temperature of pure aluminum
respectively. εp is the initial pre-strain value. σ is the initial stress.

Equation (14) indicates that the decrease of stress relaxation rate is due to the slowdown of strain rate.
E(T) represents the change of Young’s modulus with temperatures within experimental temperature.

ρm in Equation (16) is the normalized mobile dislocation density and means the mobile dislocation
density ratio before stress relaxation between non-pre-strain and pre-strained samples, which is a
combine of Equations (11) and (12).

The total density is composed in part of mobile dislocations and in part of network dislocations.
The term σ(1− ρ) in Equation (15) is used to describe the contribution of network mobile dislocations
on strain rate under effective stress based on the assumption that only dislocations which are trapped
contribute to the hardening of the material in stress relaxation process [36]. ρ is the relative newly
generated network dislocation density fraction, which is defined as the density of the new network
dislocation formed by the trapped mobile dislocation and its ratio of the instantaneous value to the
possible peak value in the stress relaxation process. This peak value occurs when hardening and
softening reach a dynamic equilibrium. Thus, ρ varies from 0 to 1. Equation (17) indicates that the

125



Metals 2019, 9, 1215

transformation from mobile dislocations to network dislocations may be just related to dislocation
multiplication caused by deformation in stress relaxation and dislocation annihilation caused by
dynamic recovery. The rate of relative newly generated network dislocation density fraction is effected
by stress, temperature, pre-strain and strain rate. The first term in Equation (17) represents the
development of dislocation density due to deformation. The second term gives the effect of the

dynamic recovery. With the increase of stress, temperature and pre-strain,
.
ρ is smaller and thus is

hard to reach steady state. Qc is the apparent activation energy, whose relations between Qc and aging
temperature is given as Equation (18), which is the same form as Equation (10). QH is the recovery
energy, which represents the energy required to convert mobile dislocations into network dislocations
at specific temperatures and that decrease with increasing temperature, as shown in Equation (19),
which is deduced on the basis of Equation (10).

The particle swarm algorithm was used for fitting the SRA curves. To prevent the program from
producing no physical meaning constants and obtain more accurate material constants of Equation
(14–19), the stress relaxation curves under the four experimental conditions (i.e., 0% + 300 MPa +
140 ◦C, 0% + 350 MPa + 140 ◦C, 0% + 300 MPa + 170 ◦C, 6% + 300 MPa + 140 ◦C) were fitted by
manually modifying the range of material constants, as shown in Figure 11a. Standard deviation of
the experimental data and the fitted data is used as a criterion for fitting accuracy. Table 3 shows the
material parameters of stress relaxation aging constitutive equation of AA7150-T7751. Figure 11b
gives the fitting results of the stress relaxation curves under different process parameters and the
fitting curves of creep activation energy and recovery energy. The fitting error of the four stress
relaxation curves is less than 1%. The evolution of Qc and QH with the temperature is illustrated in
Figure 11b. The apparent activation energy obtained by fitting at 170 ◦C and 120 ◦C is 134 kJ/mol
and 117 kJ/mol, respectively, which are close to the apparent activation energy calculating results in
Figure 8b. Figure 11c shows that the relative newly generated network dislocation density fraction
obtained by using these models, which increase with the time and is closed to 1 when the hardening
and recovery reach the dynamic balance. The higher temperature, initial stress levels and pre-stains
are, the smaller ρ is.

Table 3. Material parameters of stress relaxation constitutive model of AA7150-T7751.

f1(-) f2(-) f3(-) f4(-) F5(-) f6(-)

1.76 E+12 0.025 10.32 0.68 2.50 0.40

f7(MPa) f8(-) f9(-) f10(-) f11(-) f12(-)

446.7 45 18.25 0.1618 205 0.4427

f13(kJ/mol) f14(-) f15(-) - - -

13.98 95.2 0.4521 - - -

Through modification of the variables such as initial pre-strain level, temperature and initial stress
level, the stress relaxation curves under the other above mentioned process conditions were predicted
as shown in Figure 12a. To further verify the accuracy of the model, predicted and experimental stress
relaxation curves under two new experimental conditions (i.e., 2% + 275 MPa + 155 ◦C, 5% + 325
MPa + 160 ◦C) for 16 h was used to compare, as shown in Figure 12b. The standard deviation of each
experimental curve and the predicted curve is less than 2%. Therefore, the stress relaxation constitutive
model of AA7150-T7751 established in this paper has correct and accurate prediction ability for stress
relaxation curves under different process conditions.
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Figure 11. (a) Comparison of the predicted (lines) and experimental (symbols) of the SRA curves of
AA7150-T7751 under different conditions; (b) The fitting curves of apparent activation energy and
recovery activation energy. (c) The relative newly generated network dislocation density fraction with
time. Please note that, e.g., 6% + 140 ◦C + 300 MPa + 16 h indicates the sample was pre-strained to 6%
and the initial temperature and initial stress for 16 h SRA are 140 ◦C and 300 MPa.

Figure 12. Comparison between the predicted (line) and experimental (symbols) stress relaxation
curves of AA7050 during the stress relaxation aging process. (a) Other process conditions in this paper;
(b) new conditions. Please note that e.g., 6% + 140 ◦C + 300 MPa + 16 h indicates the sample was
pre-strained to 6% and the initial temperature and initial stress for 16 h SRA are 140 ◦C and 300 MPa.
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5. Conclusions

By studying the stress relaxation behavior of AA7150-T7751 under different age forming conditions
of temperature, initial stress levels and pre-strains, the following were concluded:

(1) Temperature, stress level and pre-strain have a great effect on stress relaxation behavior of
AA7150-T7751. When the temperature rises by 30 ◦C, the initial stress level increases by 100 MPa
and pre-strain value increases by 3%, relaxing efficiency increased by 16.48%, 7.96% and 17.72%,
respectively, compared with SRA at 300 MPa under 140 ◦C for 16 h.

(2) Temperature, stress level and pre-strain considerably influence aging-strengthening during
the stress relaxation aging behavior of AA7150-T7751. The improvement of these parameters
can promote the coarsening of the η′-precipitate, but the decrease of yield strength is very
small, especially compared with the stress-free aging samples. This means that the evolution of
precipitates has no significant effect on the stress relaxation behavior in the complex process.

(3) The results of stress index and apparent activation energy show that the stress relaxation
deformation mechanism of AA7150-T7751 is mostly dislocation slip at lower temperatures and
dislocation climb at higher temperatures. This leads to the intersection phenomenon of stress
relaxation curves at different temperatures.

(4) By introducing the correction formula of apparent activation energy and the formula of dislocation
density changing with pre-strain, based on the Orowan model, a stress relaxation constitutive
model considering the initial movable dislocation density and temperature-dependent activation
energy is established. The average fitting error of a single curve is less than 2%. Not only
does this promote the development of stress relaxation constitutive modeling, but it also
provides a theoretical basis for the accurate prediction for spring-back of stress relaxation
formed AA7150-T7751.
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Abstract: A physical-based model for the flow stress of bcc metals is presented. Here, thermally
activated and viscous drag regimes are considered. For the thermally activated component of the flow
stress, the diffusion-controlled regime at elevated temperature is also taken into account assuming
the non-linear dependence of the activation volume on temperature. The model was applied to A508
(16MND5) steel showing the possibility to accurately describe the variation of the flow stress over the
entire temperature range (from 0 K to Tm) and over a wide strain-rate range.

Keywords: flow stress; activation volume; strain rate; temperature; bcc

1. Introduction

Today, numerical simulation tools have the potential to anticipate the performance of components
and systems under varying operational scenarios, dramatically reducing the need for verification
experiments and accelerating the engineering design process [1]. For what concerns the mechanical
response is that the reliability of such predictive approach relies on the accuracy of material constitutive
models used in the simulations. In many industrial sectors, such as defense, aerospace, oil and
gas, automotive and manufacturing engineering applications, there is an increasing demand for
models capable to describe material behavior under complex load paths involving large inelastic
deformation and failure under different strain rate and temperature conditions. Over the past hundred
years, modelling of deformation of metals and alloys has been largely investigated. A review of
non-linear constitutive models can be found in [2,3]. For what concern the material yield stress is
that the classical rate-independent plasticity theories represent idealizations which in general have
limited applicability. Macroscopic constitutive formulations can be categorized into two main groups:
phenomenological constitutive relationships and physical-based models. Models that fall in the
first group are mathematical formulations for the material flow stress as a function of plastic strain,
strain rate, and temperature, which are developed based on the empirical observations. Usually,
these mathematical expressions fit the experimental data but not necessarily address any specific
deformation mechanism. They require few material constants that can be determined easily by fitting
or inverse calibration of simple tensile or compression test data. Since the mathematical expression of
the flow stress is given in explicit form, its implementation in the finite element method (FEM) code
is straightforward. Nowadays, many of these models are readily available in the material library of
commercial FEM software. Examples of these type of models are Cowper and Symonds [4], Johnson
and Cook [5], and Bodner and Partom [6]. The main limitation of these formulations is that they
work well only over a limited range of variability of the constitutive variables (i.e., plastic strain,
strain rate, and temperature) over which model parameters are determined. Plastic deformation
in metals, which deform through dislocations motion and accumulation, is in general a rate- and
temperature-dependent process [7]. The motion of dislocations through the crystals of a polycrystalline
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alloy is a complex phenomenon with various features which cannot be described by simple mathematical
models. Physical-based models are derived considering the micromechanics of plastic deformation and
are based on the thermally activated motion of dislocations [8]. These models usually can predict fairly
well as material behavior over a much wider range of variability of strain, strain rate, and temperature,
but they require a larger number of material constants that have physical meaning but are more
challenging to be determined. Examples of such type of models can be found in Kocks et al. [9],
Follansbee and Kocks [10], Nemat-Nasser and Li [7], and Voyiadjis and Abed [11].

Probably the feature that most distinguishes bcc pure metals and alloys from their fcc and hcp
counterparts is the strong temperature dependence of the yield and flow stresses at low temperatures
and its related effect on slip geometry [12]. Modelling the yield stress for these class of metals over a
wide range of temperature and strain rates is a challenge. Cosrad [13] investigated the variation of the
yield stress at low temperature in bcc polycrystals metals and alloys. In particular, he observed that
the temperature sensitivity of the yield stress in iron increases with grain boundary and interstitial
impurities. Kawata et al. [14] investigated strain rate effect on ductility in bcc and fcc metals. Zerilli
and Armstrong [15] proposed a dislocation-mechanics-based constitutive relations for bcc and fcc
metals based on the observation that in bcc metals the activation volume is essentially independent of
plastic strain while in fcc metals thermal activation is strongly dependent on strain. Klepaczko [16]
provided a comprehensive review of physical-based models for metals with different crystal lattice.
More recently, Bonora and Milella [17] proposed a semi-empirical constitutive model incorporating
damage for predicting both material response and fracture under varying strain rate and temperature
conditions. Voyiadjis and Abed [18] developed a physically based yield function for bcc metals.
Rusinek and Klepaczko [19] developed a visco-plastic, physically based model, later modified by
Rusinek et al. [20] for application in a wide strain rate range. Later, Bonora et al. [21] extended the
Rusinek-modified model to simulate deformation of OFHC (oxygen-free high-conductivity) copper
under large strain, elevated temperature, and very high strain rate conditions. These are only few
examples of an extensive literature. A detailed review of experimental testing and modelling for bcc
metals can be found in [22,23] and more recently in [24–26].

However, most of the model formulations are limited to specific temperature and strain rate
range. For instance, most of the models address the variation of the yield stress for temperature
below 0.2 of the melting temperature Tm where experimental data show the largest temperature effect
while very few consider the variation of the yield stress at elevated temperature where deformation
process is controlled by diffusion. Similarly, the strain rate effect is often considered only in the
range controlled by thermal activation while the regime of the very high strain rates, where viscous
effects become dominant, is frequently not considered. Thus, the objective of this paper is to derive
physically based constitutive relations for bcc metals over the whole temperature range, from 0 K
to Tm, and for strain rate ranging from 10−4/s up to 107/s considering thermally activated, diffusion
controlled, and viscous regimes.

2. Materials and Methods

The temperature and strain rate sensitivity of bcc metals and alloys is considered. For this class of
materials, the yield stress shows a strong dependence on the strain rate and temperature while that for
the plastic strain hardening is weak or negligible. Such, sensitivity of bcc metals is generally attributed
to the rate-controlling mechanisms of thermal component of the flow stress. The yield stress is mainly
due to Peierls barriers, and dislocations slip is primarily controlled by high Peierls stress because of the
non-planar structure of screw dislocations. Thermal activation helps dislocation glide by reducing the
internal friction, facilitating the slip and decreasing the material flow stress. This results in a strong
temperature dependence of the flow stress in bcc metals, which implies also a strong dependence on
the strain rate. For bcc metals, experimental data indicates a substantial increase of the rate sensitivity
at low temperature which is related to the thermally activated Peierls potential [27,28]. It follows
that coupling between temperature and strain rate is critical for a correct definition of the transition
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between the athermal and thermally activated processes of plastic deformation at low temperature and
at high strain rates above room temperature [29]. Based on these premises, a mathematical relationship
for the yield stress is derived as follows.

The deformation of a metal beyond the elastic limit requires to activate and move dislocations
present in the material through the crystal. Two types of obstacle oppose to dislocations motion:
long-range and short-range barriers. The first are due to the structure and cannot be overcome by
thermal energy. They supply the flow stress with a contribution that is not thermally activated, usually
indicated as athermal stress component. The latter, which may include the Peierls stress, point defects,
other dislocations that intersect the slip plane, or substitutional atoms, can be overcome by thermal
energy and contribute to determining that part of the flow stress affected by the temperature [17].
At increasing strain rates or dislocation velocities viscous phonon drag becomes dominant [30,31] and
the applied stress is high enough to overcome instantaneously the usual dislocation barriers without
any aid from thermal fluctuations. Therefore, consistently with dislocation kink-pair theory, the yield
stress can be expressed as the sum of three contributions,

σY
( .
ε, T

)
= σath + σta + σvd (1)

where the subscripts “ath,” “ta,” and “vd” indicate the athermal, thermally activated, and viscous drag
components, respectively [7].

Athermal stress. The athermal stress component of the flow stress arises from the elastic interaction
of the dislocations and depends on the temperature only though the weak temperature dependence
of the shear modulus [32]. It is a function of the density and distribution of the dislocations, grain
sizes and their distribution, as well as the density and distribution of precipitates, substitutional
atoms, and other impurities and defects [14]. The athermal stress component of the yield stress can be
determined experimentally by means of stress reduction and stress relaxation experiments [33] and it
is usually given in the Hall-Petch form in order to account for the grain size effect,

σath = σ0 +
K√

d
(2)

where d is the grain size.
Thermally activated stress. Plastic strain and dislocation density are related by the following simple

relationship (Orowan’s equation),
.
ε = ρmbv (3)

where
.
ε is the strain rate, b is the Burgers vector, ρm is the density of mobile dislocations, and v is the

average of dislocation velocity. This equation is derived considering that when a dislocation moves, two
atoms on sites adjacent across the plane of motion are displaced relative to each other by the Burgers
vector b. However, the Orowan’s equation holds also for screw and mixed dislocations. Johnston and
Gilman [34] provided experimental evidences that the average velocity of mobile dislocations varies
with temperature according to,

v = v0 exp
(
−G∗

kT

)
(4)

Here, k is the Boltzmann’s constant and T the temperature, that substituted in Equation (3) leads to:

.
ε = ρmbv0 exp

(
−G∗

kT

)
=

.
ε0 exp

(
−G∗

kT

)
(5)

which is the rate equation for plastic flow controlled by thermal fluctuations as derived by Taylor [12]
where

.
ε0 is a parameter which depends on the dislocation density, vibrational frequency and strain.

This equation is assumed as the starting point for the thermodynamical treatment of deformation [35].
G* is the Gibbs free energy—assuming that the effects of dislocation character and slip on secondary
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systems are either subsumed in the pre-exponential term
.
ε0 or ignored—which is strongly affected by

the work done by the applied stress during activation. Thus, it can be written as:

G∗ = G∗(σ) (6)

Since the stress experienced by dislocation is a combination of the applied resolved stress and
stresses from other sources, it is preferred to refer to an effective stress σ∗ (i.e., σta) defined as:

σ∗ = σa − σi (7)

where σa is the applied stress and σi is the internal, or athermal, stress arising from the elastic strain field
of other dislocations [36]. Although, the internal stress can be positive or negative when considering
the motion of dislocation over short barriers, it always subtract to the applied stress. Therefore, from
the rate equation, Equation (6) can be rewritten as,

G∗(σ∗) = −kT ln
( .
ε
.
ε0

)
(8)

Therefore, differentiating with respect to effective stress the following expression is obtained:

(
∂G∗
∂σ∗

)
T
= −kT

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂σ∗

⎞⎟⎟⎟⎟⎟⎟⎠
T

(9)

This leads to the definition of the activation volume which is given as the negative stress derivative
of the activation energy,

v∗ = −
(
∂G∗
∂σ∗

)
T
= kT

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂σ∗

⎞⎟⎟⎟⎟⎟⎟⎠
T

(10)

This form has the advantage with respect to other definitions of v* of being obtained directly
from experiments.

The activation energy cannot be obtained directly from experiments. Recalling that G* can be
written as:

G∗ = H∗ − TS∗ (11)

where H* is the activation enthalpy that can be obtained explicitly in differential scanning calorimetry
(DSC) tests, and S* is the activation energy defined as,

S∗ = −
(
∂G∗
∂T

)
σ∗

(12)

Differentiating the rate equation with respect to temperature at constant stress we obtain,

(
∂G∗
∂T

)
σ∗

= −k ln
( .
ε
.
ε0

)
− kT

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂T

⎞⎟⎟⎟⎟⎟⎟⎠
σ∗

(13)

At a given temperature, the effective stress and dislocation velocity are related. Therefore,
the internal stress differential can be written as,

dσ∗ =
(
∂σ∗
∂T

)
.
ε/

.
ε0

dT +

⎛⎜⎜⎜⎜⎜⎜⎝ ∂σ∗

∂ ln
( .
ε/

.
ε0

)
⎞⎟⎟⎟⎟⎟⎟⎠

T

d ln
( .
ε
.
ε0

)
(14)
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Similarly,

d ln
( .
ε
.
ε0

)
=

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂T

⎞⎟⎟⎟⎟⎟⎟⎠
σ∗

dT +

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂σ∗

⎞⎟⎟⎟⎟⎟⎟⎠
T

dσ∗ (15)

Substituting Equation (15) in Equation (14), we get,

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂T

⎞⎟⎟⎟⎟⎟⎟⎠
σ∗

= −
⎛⎜⎜⎜⎜⎜⎜⎝∂ ln

( .
ε/

.
ε0

)
∂σ∗

⎞⎟⎟⎟⎟⎟⎟⎠
T

(
∂σ∗
∂T

)
.
ε/

.
ε0

(16)

and therefore,

H∗ = kT2

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂T

⎞⎟⎟⎟⎟⎟⎟⎠
σ∗

= −kT2

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂σ∗

⎞⎟⎟⎟⎟⎟⎟⎠
T

(
∂σ∗
∂T

)
.
ε/

.
ε0

(17)

From this, the internal stress derivative with respect to the temperature at constant deformation
rate can be obtained, and recalling the definition of the activation volume, we can finally write,

(
∂σ∗
∂T

)
.
ε/

.
ε0

= − H∗
kT2 /

⎛⎜⎜⎜⎜⎜⎜⎝∂ ln
( .
ε/

.
ε0

)
∂σ∗

⎞⎟⎟⎟⎟⎟⎟⎠
T

= −H∗
T

1
v∗ (18)

According to Equation (18), the derivative of the internal stress with respect to temperature,
which describes the temperature dependence of the flow stress at constant strain rate, is proportional
to the ratio of the activation enthalpy and temperature and activation volume.

The activation volume is a nonlinear function of temperature. In the low temperature
range, the activation volume increases with temperature while at elevated temperature, in the
diffusion-controlled regime, it decreases with increasing temperature. In order to describe the variation
of the activation volume over the whole temperature range, from 0 K to Tm, the following expression
is proposed,

v∗ =
v∗0
Tm

[ΓTH(T) + ΓDC(T)]
−1 (19)

where the first term in the right square bracket is for the plasticity limited by lattice resistance (thermally
activated regime, low temperature) while the latter is for the diffusion-controlled flow (elevated
temperature), with

ΓTH = A
T1

exp
(
− T

T1

)
exp

(
−
(

T
T2

)m)
ΓDC = m

T2

(
T
T2

)m−1(
1 + A exp

(
− T

T1

))
exp

(
−
(

T
T2

)m) (20)

where T1 and T2 are the mean temperature of the thermally activated and the diffusion controlled
regime, respectively, A and m are dimensionless material constants, Tm is the melting temperature and
v∗0 is the activation volume at Tm. Substituting Equation (20) in Equation (19) we finally obtain,

v∗ =
v∗0
Tm

exp
(( T

T2

)m)[
A
T1

exp
(
− T

T1

)
+

m
T2

(
1 + A exp

(
− T

T1

))( T
T2

)m−1]−1

(21)

Also the activation enthalpy is temperature dependent [37]. In the low temperature range, and for
T < T1, a linear relationship can be assumed,

H∗ = cT (22)
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where c assumes different values for the thermally activated and for the diffusion-controlled regime.
Then, substituting Equation (22) and Equation (21) in Equation (18) we obtain,

(
∂σ∗
∂T

)
.
ε/ε0

= −cTm

v∗0
exp

(
−
( T

T2

)m)[
A
T1

exp
(
− T

T1

)
+

m
T2

(
1 + A exp

(
− T

T1

))( T
T2

)m−1]
(23)

Thus, Equation (14) can be rewritten as,

dσ∗ = −H∗
T

1
v∗ dT +

kT
v∗ d ln

( .
ε
.
ε0

)
(24)

that substituting the expression for the activation volume, integrating and grouping common factors
leads to

σ∗ = cTm

v∗0
Δ1Δ2

{
1 +

k
c

ln
( .
ε
.
ε0

)[
m
( T

T2

)m
+

T
T1

(
1− 1

Δ1

)]}
(25)

where
Δ1 = 1 + A exp

(
− T

T1

)
Δ2 = exp

(
−
(

T
T2

)m) (26)

In Equation (25) the stress contribution given by the second term in the square bracket is small
compared to that of the first term, and in a first approximation, can be neglected. Therefore, we can write

σ∗ = σ0
thΔ1Δ2

{
1 + λ ln

( .
ε
.
ε0

)}
(27)

where
σ0

th = cTm
v∗0

λ = k
c m

(
T
T2

)m (28)

where σ0
th is a fraction of the thermal stress at 0 K (which is σ0

th(1 + A)) and λ is the strain rate sensitivity
parameter.

Viscous drag stress. At low strain rates in the thermally activated region, the viscous drag
component is negligible. It becomes more and more relevant at increasing the strain rate. In the viscous
drag-dominated regime the yield stress is a linear function of the strain rate. Here, the following simple
expression is proposed,

σvd = σ0
vd

[ .
ε
.
ε0
− 1

]
(29)

where σvd is a scale factor.
Finally, combining Equation (2), Equation (27), and Equation (29) the following expression for the

constitutive equation is obtained,

σ∗ = σ0 +
K√

d
+ σ0

th

(
1 + A exp

(
− T

T1

))
exp

(
−
( T

T2

)m){
1 + λ ln

( .
ε
.
ε0

)}
+ σ0

vd

[ .
ε
.
ε0
− 1

]
(30)

Formally, the model requires ten parameters that can be identified from experimental data at
different strain rate and temperature. However, they can be reduced to eight if the athermal stress is
assumed as a single parameter. In the present formulation, the reference strain rate

.
ε0 is the strain rate

at which transition between the athermal and thermally activated regime occurs. In bcc metals, this is
also temperature dependent as clearly shown by Campbell and Ferguson [38] for mild steel.

Here, the following expression for the temperature dependence of the transition strain rate in bcc
is proposed,

.
ε0 =

.
εvd

( T
Tm

)m
(31)
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where
.
εvd is the strain rate limit for the domain of validity of the linear viscous drag law [39].

3. Results

The proposed model has been validated predicting the yield stress at different strain rates and
temperature for A508 steel (equivalent to 16MND5). This is a low alloyed steel with bcc atomic
structure, developed for reactor pressure vessel applications. The microstructure is a restored bainite
and the ferritic matrix is reinforced by carbides (of the order of 1 μm) resulting from the precipitation
of cementite, upper and lower (spheroids) bainite together with several types of inclusions manganese
sulphide (MnS). The reference composition is given in Table 1 [35].

Table 1. Chemical composition of A508 steel.

Element C S P Si Mn Ni Cr Mo Cu Co

wt.% 0.16 0.005 0.006 0.19 1.35 0.74 0.18 0.51 0.007 0.01

Experimental data at different temperature and strain rates were taken from different sources [40–42].
Identification of model parameters has been performed as follow. First, non-linear fitting of yield

stress data as a function of temperature, for the nominal strain rate of 10−4/s, was performed using
Equation (30) neglecting the contribution of the viscous drag. Here, the athermal stress was treated as
a single parameter. As a result of this procedure σath, σ0

th, A, T1, T2, and m were determined. Second,
the remaining model parameters, λ, σ0

vd were determined by fitting yield stress data as a function of

the strain rate for T = 293 K. Tm is given for the material under investigation and
.
ε

0
vd is taken as 106/s.

In Figure 1, the comparison of the present model solution (fitted) for the yield stress as a function
of temperature and experimental the data is given. In Figure 2, the predicted yield stress as a function
of the strain rate at different temperature is shown.

Figure 1. Yield stress as a function of temperature for A508 steel at nominal quasi-static strain rate
(10−4/s): result of fitting experimental data with Equation (30).
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Figure 2. Yield stress of A508 steel as a function strain at different temperature. Here, only data at
T = 293 K were used to fit the material model parameters while for other temperatures the behavior
predicted by present model solution is shown.

Finally, material model parameters for A508 steel are summarized in Table 2.

Table 2. Model parameters for A508 steel.

Parameter σath[MPa] σ0
th[MPa] A T1

[K]
T2

[K]
m λ

Tm
[K]

.
ε0vd[1/s]

σ0
vd

[MPa]

Value 28.7 407.0 2.7 86.5 908.5 9.83 0.033 1623 106 5 ×
10-3

4. Conclusions

In this work a physically based model for the yield stress in bcc has been developed based on
dislocations mechanics and according to a thermodynamical treatment of deformation. Although
the approach for physically based model is well established in the literature, in the present paper
the expression for the temperature activation volume, which is highly nonlinear over the whole
temperature range, predicts the coupling between strain rate and temperature effect in the thermally
activated regime of the yield stress. In addition, predicted strain rate effect, 1 + λ ln

( .
ε/

.
ε0

)
, is found

consistent with that of the Johnson and Cook of phenomenological derivation, providing a physical
meaning to the scale factor

.
ε0 that here is the strain rate at which the thermal activation effect becomes

dominant over the athermal stress component, with
.
ε0 being temperature dependent.
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Abstract: New probabilistic lifetime approaches for coarse grained Ni-base superalloys supplement
current deterministic gas turbine component design philosophies; in order to reduce safety factors and
push design limits. The models are based on statistical distributions of parameters, which determine
the fatigue behavior under high temperature conditions. In the following paper, Low Cycle Fatigue
(LCF) test data of several material batches of polycrystalline Ni-base superalloy René80 with
different grain sizes and orientation distribution (random and textured) is presented and evaluated.
The textured batch, i.e., with preferential grain orientation, showed higher LCF life. Three approaches
to probabilistic crack initiation life modeling are presented. One is based on Weibull distributed
crack initiation life while the other two approaches are based on probabilistic Schmid factors.
In order to create a realistic Schmid factor distribution, polycrystalline finite element models of the
specimens were generated using Voronoi tessellations and the local mechanical behavior investigated
in dependence of different grain sizes and statistically distributed grain orientations. All models
were first calibrated with test data of the material with random grain orientation and then used
to predict the LCF life of the material with preferential grain orientation. By considering the local
multiaxiality and resulting inhomogeneous shear stress distributions, as well as grain interaction
through polycrystalline Finite Element Analysis (FEA) simulation, the best consistencies between
predicted and observed crack initiation lives could be achieved.

Keywords: LCF; René80; Probabilistic modeling; slip system-based shear stresses; probabilistic
Schmid factors; polycrystalline FEA; anisotropy; Ni-base superalloy

1. Introduction

Due to the worldwide increase in fluctuating renewable energy generation, flexibly operating
gas turbine power plants are necessary to secure stable power supply and grid frequencies. However,
frequent start-ups and shut downs as well as load changes lead to high requirements to the materials
used in the hot gas section components, foremost the turbine blades. Due to their outstanding properties
at high temperatures, Ni-base superalloys are appropriate as turbine blade material. While single
crystal and directionally solidified components are nowadays used to accommodate the highest
demands in creep and oxidation resistance, components made of polycrystalline solidified nickel-base
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superalloys from conventional cast are still more often used for economic reasons. The remarkable
Low Cycle Fatigue (LCF) crack initiation life scatter observed in lab tests at polycrystalline Ni-base
superalloys samples is well known and usually considered by material safety factors for engine
part designs. Deterministic models to predict the LCF lives of the components have been applied
successfully for decades, but the increasing demand for risk-based business decision making and the
reduction of conservatism in design (safety factors) have led to the development of probabilistic fatigue
prediction models. In the early days of probabilistic modeling for LCF, defects were considered as
sources of randomness in fatigue behavior. Accordingly, [1,2] utilized measured defect size distributions
for probabilistic modeling. This approach is also used for fatigue prediction of turbine disks [3,4].
Other probabilistic fatigue models are based on the weakest link concept which is often described with
a Weibull distribution in fatigue limit [5–10] but also in fatigue life [11–15]. The probabilistic fatigue
limit and fatigue life modeling often resulted in integral approaches to model the probabilistic size effect,
which are already put down in design guidelines [16–18], but are up to now still under research [19–23].
Particularly in [22], a local probabilistic approach based on a Weibull distribution in LCF life arising
from inherent material scatter was validated with Ni-base superalloy specimens. While the previously
mentioned approaches use mostly parametric distributions to describe the stochastic nature of fatigue
mechanisms and the statistical size effect, more physics and micro-mechanics-based approaches are
favorable to improve the model accuracy. Therefore, it is necessary to determine the distributional
aspects of the high temperature fatigue mechanisms in the investigated materials and the influence of
those factors to the cyclic life and life scatter.

Coarse-grained polycrystalline Ni-base superalloys such as IN 738 LC or René80 are used for
turbine blades in the rear stages of gas turbines. Due to the vacuum casting process and geometry-related
cooling conditions, they tend to form grains of up to 3 mm and more in diameter. As a result, only a few
grains in highly stressed areas of limited size are formed within the component, such as the transition
from root to the airfoil. Due to the low grain numbers, the orientation of the crystal lattice of each grain
has a major influence on the mechanical behavior of the component. On the one hand, the orientation
has a direct influence on the elastic material behavior. Due to the pronounced elastic anisotropy of
nickel and Ni-base superalloys (anisotropy factor of up to 3), the effective value of Young’s modulus for
uniaxial loading of a single grain varies over a wide range. For room temperature it can vary between
130 GPa and 330 GPa and between 95 GPa and 260 GPa at 850 ◦C [24–26]. This aspect in combination
with low grain numbers, leads to high scatter in the determined mechanical properties, which makes
high safety factors in design inevitable. On the other hand, the crystal orientation in addition to the
elastic behavior has an influence on the onset of plastic behavior. As determined by [27], the resolved
shear stress at a slip system can be calculated by projecting the applied normal stress at the slip system
orientation. The modified Schmid factor is defined as the quotient of maximum resolved shear stress and
equivalent stress and compares the propensity of shear glide between crystals of different orientation.
The effects of Schmid factor on the crack initiation and fatigue behavior have been investigated in
several studies. Seibel et al. [28,29] could show for the coarse grain Ni-base superalloy René80 at 850 ◦C
and low total strain amplitudes, that fatigue cracks initiate on slip bands at grains with high Schmid
factors. A plot of the LCF life against the resulting shear stresses in the crack-initiating slip system
led to a significant reduction in life scatter compared to a strain Wöhler plot. Gottschalk et al. [28,30]
showed, that there is a correlation between the distribution of the Schmid factor and the lifetime of the
Ni-base superalloy René80 tested in high temperature LCF tests. Engel [25,31] could also show coarse
grained René80 that, besides the Schmid factor, also the local Young’s modulus of the crack initiating
grain has a huge influence on the resulting shear stress within the slip systems. With the proposed E·m
model, it could be shown, experimentally and analytically, that cracks predominantly initiate in grains
with Schmid factors between 0.35–0.45 and high corresponding Young’s moduli and therefore high
values in the product E·m. Cracks in grains can also initiate if these are surrounded by grains with
high E·m values (neighborhood effect). The presented models all are used to estimate the resulting
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shear stress in the slip system of the grains, to provide predictions about the LCF life distribution of
Ni-base superalloys. However, the following simplifying assumptions are applied in these models:

• Uniaxial stress states in each grain with global uniaxial load
• No influence of the deformation behavior of the surrounding grains
• Only Young’s modulus and Schmid factor in direction of a uniaxial stress were considered
• Homogeneous resolved shear stress field at slip system within the grain.

In order to improve the model for probabilistic Schmid factor distribution modeling from [30],
several polycrystalline finite element models are generated by 3D Voronoi tessellation using the
software Neper [32–34] and solved in ABAQUS® 2017; considering the elastic anisotropy of the
crystals. These simulations allow approximating the local mechanical properties in a coarse-grained
polycrystalline, uniaxially loaded LCF specimen where the local grain orientations and their interaction
lead to various multiaxial stress states. The polycrystalline Finite Element Analysis (FEA) simulations
were carried out for the case of randomly and for preferentially oriented grains. These preconditions
led to distinct distributions of local resolved shear stresses and therefore Schmid factors. Deterministic
formulae are used to derive statistical distributions for the LCF crack initiation life of both cases. In order
to verify the differences seen in the simulation results, LCF test data of two René80 batches (isothermal
850 ◦C) was generated in strain-controlled experiments. One batch has had coarse grains with
random orientation, while the other batch has had smaller grains with preferential orientation. Hence,
polycrystalline FEA simulations according to this grain orientation were carried out. The thereof
derived life distribution was shifted to a higher median compared to the case of random grain
orientation. Using the large LCF test data set of Seibel [29] (coarse, randomly oriented grains) for
calibration of the Schmid factor based crack initiation life model, it was possible to predict the observed
crack initiation lives of the René80 batch with preferential grain orientation.

The presented work is subdivided into three major sections. The examined material and applied
testing and simulation methods are described in Section 2. Experimental and simulation outcomes are
presented in Section 3 and discussed in Section 4. Sections 2 and 3 follow an equivalent substructure.
It starts by describing the investigated material René80 and its microstructural examination (Sections 2.1
and 3.1). The LCF testing procedure and its outcomes are detailed in the Sections 2.2 and 3.2. Sections 2.3
and 3.3 switch to the simulation part of the presented work specifying how polycrystalline anisotropic
FEA models of the LCF specimen were set up and how they can capture their global stiffness. These FEA
models are partly the basis for probabilistic Schmid factor modeling, which is introduced in Section 2.4
and presented in Section 3.4. Probabilistic Schmid factors are the basis for the microstructure-based
crack initiation life models that are described in Section 2.5 and calibrated with the test data in
Section 3.5. These microstructure based probabilistic approaches for LCF are the highlight of the
presented work and are furthermore compared to the Weibull approach from [19] in Section 4. It is
concluded that the LCF life prediction based on the “modified Schmid factor” distribution derived
from polycrystalline FEA simulations has the best prediction accuracy.

2. Materials and Methods

Two batches of René80 LCF specimens from the same melt, but different solidification processes
are investigated in the present work. The mechanical properties of the specimens are simulated with
FEA models mimicking the polycrystalline microstructure and the anisotropic stiffness of the grains.
From those FEA solutions, the distribution of normalized maximum shear stresses at the slip systems
(modified Schmid factors) are derived. It is then explained how the distribution of Schmid factors
leads to a distribution in crack initiation life.

2.1. Material

Cylindrical bars with 150 mm length made of the polycrystalline Ni-base superalloy René80 [35–39],
were conventionally casted and heat treated by Doncasters/Germany. To achieve the final microstructure,
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a two-step heat treatment consisting of solution annealing and aging was applied to the material.
From the same melt, bars with diameters of 20 mm (coarse grained batch) as well as 12 mm were
produced in order to generate a different grain size and grain orientation distribution.

These bars were machined to the final specimen geometry shown in Figure 1 and the gauge
section was polished to a surface roughness of N5.

Figure 1. Specimen geometry. Only the cylindrical gauge section is considered in Finite Element
Analysis (FEA) simulations.

Table 1 shows the chemical compositions of the René80 melt, determined by the manufacturer,
as well as the composition of Inconel 738 with low amount of carbon (IN 738 LC).

Table 1. Chemical composition of René80 and IN 738 LC (taken from Hermann, W. (2014) [26]) in wt.%.

Element Ni Cr Co Ti Mo W Al C B Zr Ta Nb Fe

René80 Bal. 14.04 9.48 5.08 4.03 4.02 2.93 0.17 0.015 0.011 - - -
IN 738 LC Bal. 16 8.3 8.7 3.4 1.8 2.7 3.4 0.11 - 1.9 0.9 0.1

2.2. Experimental Isothermal LCF Testing

Isothermal LCF tests were carried out at 850 ◦C on an MTS 810 servo hydraulic test rig with
a maximum load capacity of 100 kN. The specimens were heated by a Huttinger TruHeat generator
MF5000 with an induction coil and temperature controlled by a ribbon thermocouple type K attached
to the middle of the gauge length. The temperature gradient was measured before the testing campaign
and was below ±8 ◦C across the entire gauge length. Total strain control condition with R = −1 was
realized by a 12 mm MTS high temperature extensometer Type MTS 632.53. Depending on the value
of total strain, the test frequency varies between 1 Hz for low total strain and 0.1 Hz for high total
strains. Cycles to failure were determined by a load drop of 2.5% from the stabilized measured stress
amplitude in order to reach a crack surface of 0.962 mm2 and to compare the results to [29].

2.3. FEA Models for Polycrystalline Microstructure Modelling

In order to simulate polycrystalline material behavior, the open source software NEPER (Version 3.3,
by Romain Quey, MINES Saint-Étienne, Saint-Étienne, France) was applied to generate random grain
morphologies using the 3D Voronoi tessellation method [40,41]. Since only the gauge lengths of the
specimens were of interest in the simulation, a cylinder with the dimensions r = 7 mm, h = 18 mm
were created. The specification of 49 Voronoi seeds leads to 49 grains with an average grain diameter
dgrain ≈ 3 mm for the given volume. This is in good accordance to metallographic analyzes of the tested
coarse grain René80 batch (random orientation) presented in Section 3.1. Equivalently, the model for
the other batch which solidified to grains with an average grain size of dgrain ≈ 1.3 mm and preferential
direction in orientation contains 500 grains. Within the meshing tool of NEPER a relative characteristic
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length value of rcl = 0.3 defines the size of the elements relative to the average cell size. As a result,
the mesh consists of a uniform distribution of approximately 50,000 quadratic tetrahedral elements for
the coarse grain model and approximately 90,000 quadratic tetrahedral elements for the fine grain
model. Both polycrystalline specimen models are shown in Figure 2.

Figure 2. Polycrystalline model for the cylindrical gauge section with 49 and 500 grains.

Additionally, to the morphology, Neper also creates a consistent mesh at the boundary interfaces
of the grains such it can be used as an input for ABAQUS® (Dessault systemes, Vélizy-Villacoublay,
France). In order to account for anisotropic stiffness of René80, a global, anisotropic, linear-elastic
material law was defined in ABAQUS®.

σ = C·εwhere C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

C11 C12 C12

C12 C11 C12

C12 C12 C11

C44

C44

C44

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(1)

As the authors are not aware of any values for the elastic constants of René80 at high temperatures,
elastic constants for IN 738 LC were taken from Hermann, W. (2014) [26]. Since both, composition and
content of the γ′ phase are very similar in IN 738 LC and René80, it is assumed that the elastic behavior
of both alloys are qualitatively comparable. A linear interpolation from 800 ◦C and 898 ◦C to 850 ◦C
results in C11 = 225.83 MPa, C12 = 161.45 MPa and C44 = 98.79 MPa. In order to create local material
models, each grain was rotated in a preprocessing step and the respective data written to the input file.
The grains in the first René80 batch (coarse-grained) are assumed to have no preferential direction
in orientation, which is why the rotational matrices U used in this preprocessing step are distributed
according to the isotropic measure, mathematically given by the Haar measure at the SO3 group of
rotations [42]. For the second batch (fine grains) however, the grains are assumed to have a non-isotropic
orientation distribution (see Section 3.1) and the respective FEA models are set up accordingly. During
the calculation, ABAQUS® transfers the globally defined material law by means of tensor rotation
with U into the local coordinate system of the individual grains. With this procedure, the grains
interact according to their orientation dependent stiffness. However, grain boundary interactions are
not explicitly modeled by physics-based considerations. In order to have high comparability to the
LCF experiments, all FEA simulations were modeled with given displacements using a material model
for T = 850 ◦C. Since the latter was linear-elastic and a stable cyclic behavior for low total strain
amplitudes was observed [43], only one load case was evaluated. All nodes of the cylinder top face
were displaced by 0.045 mm which is equal to a total strain of 0.25%. The nodes at the bottom face
were fixed but allowed transverse contraction.
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2.4. Derivation of the Schmid Factor Distribution

Plastic deformation of a metallic grain begins if one resolved shear stress within the slip systems
of the crystal exceeds a critical value τCRSS. As the E·m model in [25,31] proposed for coarse grained
Ni-base superalloys, the resulting shear stress in the slip systems depends on the grains local Young’s
moduli and its Schmid factor m̃. According to [28,30] m̃ is defined as

m̃ = max
i, j

(
τi, j

σvM

)
where τi, j is the resolved shear stresses at slip systems j of slip plane i (2)

The 12 possible values for τi, j, representing the slip systems<111>{110} in a fcc crystal are obviously
dependent on the crystal orientation towards the load. Let U be the rotation matrix describing the
orientation from the coordinate system of the stress tensor σ and the lattice coordinate system.
The resolved shear stresses τi, j(U) in a crystal rotated by U are calculated by

τi, j(U) =
→
ni·σaniso

(U)·→s i, j where U ∈ SO(3) (3)

σ
aniso

(U) = C(U)·ε
iso

(4)

→
ni are the normal vectors of the slip planes and

→
s i, j are the slip vectors on each slip plane. Equation (3)

was simplified exploiting the orthogonality of U [30]. In order to also account for the stiffness anisotropy
of the Ni lattice cell the anisotropic stress tensor σ

aniso
(U) is calculated by the tensor product of isotropic

strain tensor ε
iso

and rotated C(U) stiffness tensor. The randomness of crystal grain orientations in

a polycrystal is the root cause why the Schmid factor as defined in (2) is a stochastic variable with the
cumulative distribution function FSF(m̃) = P(SF ≤ m̃).

Repeated plastic deformation of the crystal causes lattice dislocations to move along the slip
systems towards the surface eventually creating persistent slip bands (PSB’s) which are manifested as
intrusions and extrusions and initiate surface fatigue cracks. Grains with an orientation leading to high
E·m̃ values under given load are creating PSB’s faster than those with a lower value of E·m̃. That is why
it could be shown that LCF cracks preferably initiate in grains with such an orientation [29,31]. A high
stiffness in direction of the load leads to high anisotropic stresses in the crystal and a high Schmid
factor leads to high resolved shear stresses at the slip system.

In order to include the stochastic character of the Schmid factor in a fatigue life prediction, it is
necessary to quantify the Schmid factor distribution FSF(m̃) in a first step. One approach uses only
the geometric considerations for a single crystal at isotropic strain, which is reflected in Equations
(3) and (4). A Monte-Carlo sampling of lattice orientations described by rotation matrices U creates
a distribution of resolved shear stresses τi, j(U) according to (3) which translates into the Schmid factor
distribution FSF(m̃) via (2.2) [30]. Note that U = U(ϑ,ϕ1,ϕ2) is conveniently defined as a function of
the Euler angles ϑ,ϕ1,ϕ2 in this publication.

This approach is computationally inexpensive but suffers from a major drawback. The derived
single crystal Schmid factor distribution has limited meaning for reflecting the true distribution of
maximum shear stresses in a polycrystal since no grain interaction and therefore no complex grain
distortion is considered.

Hence, a second approach to simulate the Schmid factor distribution was carried out in order
to overcome the drawback of simplification to only single crystal behavior. The polycrystalline
FEA simulations described in Section 2.2 were repeated three times with different grain orientations.
These were realized using Monte-Carlo sampled rotation matrices U. Following these simulations,
Schmid factor values were calculated from all nodal stress tensors according to Equations (2) and (3)
during the post-processing routine [30]. The thereby received distribution will be denoted as modified
Schmid factor m̃mod distribution in the following. Section 3.3 describes the differences from the single
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grain Schmid factor distribution. They arise from the distinct distribution of stress tensors with different
multiaxiality, even within single grains, which develops due to the mutual grain interactions which is
discussed in Section 3.2.

Note, that both approaches do not consider elastic-plastic deformation models and therefore only
linear-elastic shear stresses at the slip systems are calculated. Still, their distribution at the model
surface give an indication about the expected onset of plasticity. Table 2 summarizes the description of
the two types of Schmid factor distributions.

Table 2. Overview of Schmid factor distribution generation.

Distribution Modeling Approach

FSF(m̃)
Monte-Carlo sampling of statistically distributed orientations of a single crystal, i.e., single grain.

Maximum normalized resolved shear stresses calculated at global uniaxial stress state.
Explicit consideration of elastic stiffness anisotropy.

FSF(m̃mod)
Monte-Carlo sampling of statistically distributed orientations of single crystals in polycrystalline

FEA simulations. Maximum normalized resolved shear stresses calculated at all FEA nodes
from local (multiaxial) stress states. Explicit consideration of elastic stiffness anisotropy.

2.5. Calibration of the Probabilistic LCF Fatigue Model and the Cyclic Material Strength Model

Three probabilistic models are chosen for modeling the strain Wöhler curves of the LCF test
results. The first model combines deterministic LCF life modeling using the Coffin-Manson-Basquin
equation CMB(Ni)

εa =
σ f − σm

E
(2Ni)

b + ε f (2Ni)
c (5)

with the Weibull distribution in crack initiation life.

FN(n|η, m) = 1− e−(
n
η )

m
(6)

The deterministic Coffin-Manson-Basquin CMB life Ni is considered as the distributions median
value and hence determines the Weibull scale

η = Ni·(ln 2)−1/m (7)

The Weibull distributed crack initiation life is also the basis for the approach in [19]. There, it is
furthermore combined with a surface integration approach to cover the statistical size effect. The latter
was not carried out in the presented work. In order to calibrate the CMB parameters for this Weibull
based model, a Maximum-Likelihood estimation (MLE) is used. The other two approaches combine
the Schmid factor distribution with the CMB equation to derive a life distribution. This is based on the
hypothesis that crack initiation life scatter observed in the experiments emanates from the underlying
statistical distribution of shear stresses in the crystallites which itself originates in the statistical
distribution of grain orientation (see Section 2.4). In order to project the distributional behavior of
crack initiating shear stresses to an actual cycle distribution, the approach by [28,30] is followed.
The averaged stress in the specimen is calculated from the applied strain with the Ramberg-Osgood
model, RO(σa).

εa =
σa

E
+

(
σa

K′
)1/n′

(8)

RO(σa) is inverted such that σa = RO−1(εa)

A large sample set (>200,000 samples) is drawn from the Schmid factor distribution FSF(m̃) and
its median m̃50% renormalized to one. The specimen stress σa is then multiplied with this sample set
and all values are subsequently transferred back to strain values with the Ramberg-Osgood equation.
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εa(m̃) = RO(σa(m̃)) (9)

This set of strain samples is then calculated into a set of life samples with the
Coffin-Manson-Basquin relationship.

Ni(m̃) = CMB−1(εa(m̃)) (10)

Equation (10) is the numerical representation for the crack initiation life distribution FN(n(m̃))

based on probabilistic Schmid factors. Note, that the procedure described above is applied identically
for the distributions FSF(m̃) and FSF(m̃mod). For model calibration with MLE, the likelihood summands
are calculated from the probability density function.

fN(n(m̃)) =
d

dn
FN(n(m̃)) (11)

Since FSF(m̃) is only available as a numerical sample set, fN(n(m̃)) is differentiated numerically
from the empirical cumulative distribution function.

Furthermore, fine and coarse-grained metals have different strengths due to the different intensity
of dislocation pile up at the grain boundaries (Hall-Petch relation) [44]. In order to account for this effect,
the cyclic stress-strain relation was calibrated by estimating the Ramberg-Osgood model parameters in
Equation (8) by means of Maximum-Likelihood. Though the cyclic stress response was assumed to be
statistically distributed in a log-normal fashion for simplicity in the MLE, only the median values of
the cyclic stress prediction is used in (9).

3. Results

The results of metallographic examination of the specimen material (Section 3.1) and its implications
on the FEA modelling (Section 3.2) are described in this section. It follows that different specimen
stiffness (Section 3.2) and Schmid factor (Section 3.3) distributions are calculated for the two material
batches (coarse grains with random grain orientation and fine grains with preferential grain orientation).
By considering the different grain orientation distributions in both batches it is possible to explain the
observed crack initiation life differences qualitatively, as well as quantitatively (Sections 3.4 and 3.5).
Note that LCF test data from Seibel [29] was used for probabilistic model calibration and its predictions
are compared to the fine grain test data generated by Engel et al. [25,31].

3.1. Microscopic Material Examinations and Orientation Distributions

Metallographic investigations using scanning electron microscope (SEM) reveal the typical
γ,γ′microstructure with an averaged γ′ content of about 35 vol.%, as Figure 3 illustrated for both
batches. The average size of the primary cuboidal γ′ is 0.4 μm whereas the secondary spherical γ′
shows diameters between 10–50 nm.

Due to the different cooling conditions, especially thin cross sections of components made of
polycrystalline, Ni-base superalloys tend to form a crystallographic texture on edge layers, due to
the preferred grain growth of <100> near orientations in direction of the temperature gradient [45].
The specimen slugs for the data from Engel [25,31] were casted as cylindrical bars of 12 mm in diameter
for fine grain realization and 20 mm for coarse grain realization. It is important to note, that the fine
grain batch, with an average grain size of about 1 mm, is still coarse with regard to material science,
but in order to differentiate it from the material with an average grain size of about 3 mm it is called
fine grained batch.

Based on the metallographic etching of the vertical cross section of the 20 mm bar in Figure 4,
it is assumed, that a radial and an axial temperature gradient were present during the solidification.
The edge layer shows a dendritic solidification with small elongated grains. The 20 mm specimens
show large, randomly oriented grains towards the bar center. It is assumed that rapid cooling rates
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occurred in the edge areas, resulting in small grains. The preferential grain orientation of those might
have originated from an axial temperature gradient, as the melt started to cool at the bottom of the
upright standing mold. However, it could have originated from crystal seeds at the mold wall as well.
With a decrease of the cooling rate towards the bar center, the grains have more time to grow resulting in
large grains with no preferential direction. Within the gauge length, they have an averaged diameter of
approximately dcoarse = 3 mm, determined as an equivalent circular diameter of the grain area. This size
allows roughly 49 grains in the gauge section. By machining the specimens gauge section geometry
(see Figure 1) most of the dendritically solidified material is removed. The mechanical behavior of the
specimen is then mainly determined by coarse randomly oriented grains in the gauge length.

 

γ-Matrix 

Prim.γ  
Sec. γ  

Figure 3. (a) Scanning electron microscope (SEM) image of the γ,γ′microstructure; (b) light microscope
image of cross section shows dendritic grain growth.

Figure 4. Light microscopy image of the vertical cross section of a 20 mm bar of René80. Coarse
grains with random orientation solidified in the center of the gauge section but also fine, dendritically
solidified grains are also visible in the edge area. The right-hand side shows the section that remained
after specimen machining.

Furthermore, bars of René80 with a length of 150 mm and diameter of 12 mm were cast.
The metallographic etching of the vertical cross section in Figure 5 also shows small, dendritically
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solidified, elongated grains but throughout the entire cross section of the bar. While the axial and
radial temperature gradients were most likely comparable to those in the 20 mm bar, the faster cooling
in 12 mm bar prevented the formation of larger grains without preferential direction in the center.
Due to the large grain size, the determination of the orientation distribution of the material using
electron backscatter diffraction (EBSD) was not suitable as only an insufficient number of grains could
be examined, which provided inadequate statistics. Therefore, the alignment within the gauge length
were measured by light microscope and image processing. On average, the grains’ <100> direction is
aligned to the specimen horizontal in an angle ϑ of approximately 25◦.

Figure 5. Light microscopy image of the vertical cross section of a 12 mm bar of René80. A preferential
orientation of the grains was likely caused by the temperature gradients in the mold during solidification.

The dendritic character of the grains is present in the entire gauge length. Thus, it is assumed that
the mechanical behavior is significantly determined by this texture. In contrast to the coarse-grained
material, the grains appear rather lengthy in the cross section with an average grain size of d f ine = 1.3 mm.
This relates to approximately 500 grains in the gauge section.

The LCF test data from cylindrical bar slug specimens is shown in Section 3.5. However,
the probabilistic model calibration presented there uses only LCF test data from Seibel [29] where
the specimen slug was casted as a plate with a thickness of 20 mm. The materials microstructure is
comparable to the just described coarse-grained bar material regarding grain size distribution and
morphology. Therefore, a similar mechanical and fatigue behavior can be assumed. The consistency of
properties is proven in Sections 3.2 and 3.5.

3.2. Results of the Isothermal LCF Tests at 850 ◦C

Figure 6 shows the cyclic stress-strain data in the stabilized regime and the calibration curves of
the respective Ramberg-Osgood model.

It is found that the average cyclic Young’s moduli of the test specimens (global values from
hysteresis using extensometer) are different. The value E f ine from the fine-grained batch with preferential
grain orientation is 9.8% lower than the value of Ecoarse with approximately random grain orientation
(Ecoarse/E f ine ≈ 1.11). The Ramberg-Osgood model calibration using the cyclic stress strain data was
conducted using only the cyclic strength coefficient K′ as a degree of freedom. The Young’s moduli
from the experiment were set according to the experimental data of the respective batch. Since the
amount of data points in the plastic deformation regime was insufficient for a reliable description of the
hardening slope determined by the exponent n′, an n′ value for René80 was taken from the Siemens
proprietary material data base. The derived K′ values differ in the ratio K′coarse/K′f ine ≈ 1.07 meaning
the coarse-grained material has also a higher plastic strength than the fine-grained. The results for the
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experimentally derived Young’s moduli and the calibrated cyclic strength coefficient are discussed in
Section 4.1.

The cyclic stress-strain plot in Figure 6 indicates that the coarse grain batches from both data
sets (Engel and Seibel) show comparable mechanical behavior as assumed in Section 3.1. The crack
initiation life data derived from the 2.5% load drop as crack initiation criterion is presented as strain-life
Wöhler plot in Figure 14 for all data sets from Engel [25,31] and Seibel [29]. It is found that the fine
grain batch specimen withstands a significantly higher number of cycles at equal strain level. The
detailed examination of this findings and graphs of the respective data are presented in Section 3.5.

Figure 6. Stabilized cyclic stress response data and respective Ramberg-Osgood calibration curve for
coarse grain batch and fine grain batch.

3.3. Results of the Finite Element Simulation

Linear elastic simulations of polycrystalline FEA models were carried out to model the mechanical
interactions during an LCF test in a coarse-grained Ni-base superalloy. Therefore, an anisotropic
elasticity model of IN 738 LC at 850 ◦C was applied. Figure 7 shows the computed stress and strain
distribution in z-direction for the coarse-grained batch model (49 grains with random orientation
distribution) for a globally applied strain of 0.25%. The stress distribution indicates maximal values
with more than 600 MPa near some grain boundaries as seen in (a). Most parts of the surface show
a significantly lower stress of about 300 MPa. Considering a homogenized Young’s modulus of IN 738
LC of E = 152 GPa a stress of σiso = 379 MPa is expected for isotropic modeling.

In contrast to an isotropic material behavior, high stresses do not simultaneously lead to high strains
in this anisotropic simulation, as obvious for area (b) in Figure 7. Area (c) shows both, high stresses
and high strains. The local strains can vary compared to the globally applied strain by nearly a factor
of 2. Hence, local plastic deformation may occur in some grains, despite the globally elastic response.
The yield of these grains is however not modelled explicitly. Furthermore, also inhomogeneous stress
and strain states within individual grains are observed. Figure 8 shows this for a free cut grain of the
previously described specimen.
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(b)(c)(a)

Figure 7. Stress and strain distribution in loading direction for a specimen with 49 grains and random
orientation at 0.25% total strain. An anisotropic elasticity model of IN 738 LC at 850 ◦C was applied.

Figure 8. Stress and strain distribution in loading direction of a free cut grain from the specimen model
with 49 grains at 0.25% total strain and 850 ◦C.

The examination of the individual nodes in Figure 8 clearly shows that stress and strain are also
inhomogeneously distributed within the grains. An evaluation of the stress tensors at each node shows
that a globally applied uniaxial stress leads to local multiaxial stress and strain states within the grains.
The unidimensional parameter κ is introduced for describing the multiaxiality of the stress tensor
using the principal components of the stress deviator σ′.

For |σ′I | ≥ |σ′II | ≥ |σ′III |, κ =
|σ′III − σ′II |
|σ′I |

(12)

For κ = 0, the stress state at the node is equal to a uniaxial load, while κ = 1 is equivalent to
a stress state where |σ′I | = |σ′III |which is equal to a full torsional loading on the node. Figure 9 shows
the histograms of all κ values calculated from the nodes of both FEA models, the coarse grain model
(random grain orientation) and the fine grain model (preferential grain orientation).
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Figure 9. Frequency distribution of the parameter κ to evaluate the stress state on every simulated
node of both specimen models.

The histograms indicate a continuous distribution of κ values across the entire range. No node in
the globally uniaxial loaded specimen has a real uniaxial stress state with κ = 0 but also none with
κ = 1. Although the κ distributions differ in dispersion, the median quantiles are similar. κ50% = 0.285
for the coarse grain model and κ50% = 0.293 for the fine grain model.

As described in Section 2.3, a preferential orientation of the grains was simulated in the fine-grained
FEA model (500 grains) in order to accommodate the corresponding observation at the tested material
described in Section 3.1. Hence, the rotation matrices were set up such that all grains align their <100>
direction at an angle of ϑ = 25 ◦ towards the specimen horizontal. This correlates approximately to
the grain alignment observed in the metallographic etchings (see Figure 5). The Euler angles ϕ1,ϕ2

however were assumed to be uniformly distributed as no further distribution information could be
derived from the metallographic examination. Figure 10 shows the stress and strain distribution in
z-direction computed for the fine-grained batch model for a globally applied strain of 0.25%.

a) b)

Figure 10. Stress and strain distribution in loading direction for the specimen model with 500 grains
and directed orientation distribution at 0.25% total strain. An anisotropic elasticity model of IN 738 LC
at 850 ◦C was applied.
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It can be observed, that the surface distribution of stresses is generally more homogeneous than in
the coarse-grained material (cf. Figure 7). Small maxima are located at the grain boundaries, as seen
in area (a). Large areas of the surface show a stress in loading direction close to the average value of
200 MPa. Furthermore, the strains in loading direction are also very homogeneously distributed and
close to the globally applied strain of 0.25%. Occasionally higher values occur in small areas at the
grain boundaries as seen in (b). There, they can reach values up to 0.4%. The examination regarding
the local stress state multiaxiality is also presented as a histogram for κ in Figure 8.

Comparing the stress fields of both specimen simulations (coarse-grained, isotropically distributed
grain orientation with ϑ = rand. and fine-grained, preferential grain orientation, ϑ = 25◦) it becomes
apparent, that peak stress levels in the fine-grained model are comparable to the coarse-grained model.
The explanation for both observations is discussed in Section 4.1. A global Young’s modulus Eglobal is
introduced for comparing the effective stiffness of the specimen models in loading direction.

Eglobal =
σzz,node

εt
(13)

Here, σzz,node is average of all nodal stresses in loading direction z (see coordinate system in
Figure 7.) of all simulated specimens and εt is the applied total strain. The following Table 3 shows the
results for Eglobal in dependence of the orientation distribution.

Table 3. Comparison of the determined global Young’s moduli from polycrystalline Finite Element
Analysis (FEA).

Value
Random Orientation

ϑ=rand.
Preferential Orientation

ϑ=25◦ Shift

Eglobal 160 GPa 142 GPa −11%

Standard deviation ±1.5 GPa ±0.3 GPa -

The global Young’s modulus of the textured material model is 18 GPa lower than for the model
with randomly oriented grains.

3.4. Results of the Schmid-Factor Distribution Calculations

The resulting shear stresses at the slip systems τi, j were calculated for both FEA models, using
Equation (3). Figure 11 shows the distribution of the maximum resulting shear stresses max

i, j

(
τi, j

)
at

each node of the FEA models. The one with large, randomly orientated grains to the left and the one
with smaller, preferentially directed grains to the right. As in Section 3.3, the total applied strain was
0.25% and an anisotropic elasticity model of IN 738 LC at 850 ◦C was applied.

The spots marked with (a) clearly indicate local minima of the resulting shear stress distribution
in the slip systems of the grains. Here, a purely elastic behavior can be assumed because τres < τcrit..
These spots occur much more frequent at the surface of the textured specimen model. In addition,
the spot in area (b) shows an example of clearly increased shear stresses in the slip systems. There,
dislocation movement, i.e., local plastic deformation can be expected. These areas with significantly
increased shear stresses were not found at the surface of the fine-grained textured FEA model.
Most regions at the coarse-grained model show an average value of τrss ≈ 250 MPa, while the resolved
shear stresses of the fine-grained FEA model fluctuate between τrss ≈ (180–200) MPa. Values for
the critical resolved shear stresses of René80 are not known to the authors and would have to be
determined in further experiments. However, Nitz and Nembach [46] present values of the critical
resolved shear stress (crss) for different crystal orientations for the Ni-base superalloy Nimonic 105
(single-crystalline) under compression loads. The highest crss at 850 ◦C was measured with in [110]
direction (325 MPa), the crss for the [111]-orientation is slightly lower (319 MPa) and in [100] it was
measured to approximately 290 MPa. Österle, et al. showed for the Ni-base superalloy single crystal
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SC16 that besides octahedral slip, which is generally assumed in this paper, especially for grain
orientations near [111] cubic slip can occur at very high temperatures. The reason is a higher Schmid
factor of 0.46 occurring at the [011](100)-slip system compared to 0.293 at the [111](110) slip systems [47].
Due to the statistical rarity, as shown in [31], [111]-orientations with low corresponding octahedral
Schmid factors of 0.29 only occur with a probability of <0.5% and are therefore neglected in this work.

500 grains max res49 grains max res 

(a) 
(b) 

Figure 11. Distribution of maximum resulting shear stress in the <111>{110} slip systems at total strain
of 0.25%. Coarse grain morphology and random orientation to the left and fine grain morphology with
preferential orientation (ϑ = 25◦) to the right.

Figure 12 shows the z-component of the stress (middle) and maximum resolved shear stress
(left) distribution for three grains of the coarse-grained FEA model (49 grains, random orientation).
Grain 1 and 2 show the previously discussed high stresses near the grain boundaries (area a). However,
the maximum resolved shear stresses at these nodes are low, due to the local grain orientation with
corresponding low values for the local Schmid factors. Grain 3 shows high stress and high corresponding
resulting shear stress. Therefore, a high local Schmid factor can be observed for this grain.

Figure 12. Distribution of maximum resolved shear stress at free cut grains in the [111] (110) slip
systems for globally applied strain of 0.25%.
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Figure 12 also shows that the inhomogeneous stress field at the surface nodes leads to
an inhomogeneous shear stress distribution, i.e., pronounced shear stress gradients across the grain.
As presented in Section 3.3, the polycrystalline FEA simulations have confirmed the observed differences
in the global Young’s modulus between the two specimen models (randomly oriented grains and
preferentially oriented grains). It was also of interest whether a systematic effect of grain orientation
could be found for the crack initiation life. For that reason, the Schmid factor distributions for both
polycrystal realizations were computed with the two approaches explained in Section 2.4.

In the first approach two Schmid factor distributions FSF(m̃) are created by rotating a single crystal
lattice using Monte-Carlo sampled rotation matrices U(ϑ,ϕ1,ϕ2) from the isotropic distribution of
orientations and calculating the Schmid factor according to Equations (2)–(4). This corresponds to
the coarse-grained material batch. The effect of the preferential grain orientation in the fine grain
batch (see Section 3.1) was modelled by creating a distribution of rotation matrices U(ϕ1,ϕ2,ϑ = 25◦)
with fixed Euler angle ϑ to 25◦ while the other Euler angles ϕ1 and ϕ2 were uniformly distributed.
This corresponds to the observation of the <100> alignment to the specimen horizontal and the
assumption of no preferential orientation of the other crystal directions.

In the second approach, the Schmid factors were calculated from the nodal stress states in the three
different realizations (different grain rotations) of the two polycrystalline FEA models. The resulting
Schmid factor distribution densities of the two modeling approaches are compared to each other in
Figure 13.

Figure 13. Comparison of the Schmid factor distribution density functions for a single crystal fSF(m̃)

and a polycrystal fSF(m̃mod) (from FEA). The random Euler angle ϑ (coarse grain batch) refers to
isotropically and ϑ = 25◦ (fine grain batch) refers to preferentially distributed grain orientations.
A uniaxial stress was applied to all models. Vertical lines indicate the median values.

Figure 13 visualizes that the Schmid factor distribution densities derived from polycrystalline FEA
simulations are less structured, resulting in lower median values than the densities from the first, purely
geometric approach (see Table 4). The distributions from nodal Schmid factors are also broadened,
especially towards the upper tail. Particularly the distribution for a randomly oriented single crystal at
purely uniaxial load has a concentration at high Schmid factors. Values larger than 0.5 are reached
because of the elastic anisotropy. This is discussed in more detail in Section 4.2. Figure 13 further
shows that the median values of the Schmid factor distributions are shifted to lower values for the
cases where a preferential orientation was modeled. The median shift for m̃50%

mod (FEA model approach)
is more significant.
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Table 4. Comparison of the median values of the Schmid factor distributions fSF(m̃) (geometric
approach) and fSF(m̃mod) (from FEA).

Schmid Factor
Random Orientation

ϑ=random
Preferential Orientation

ϑ=25◦ Shift

m̃50% 0.512 0.493 −4%
m̃50%

mod 0.468 0.431 −8%

These differences will affect the calibration and prediction result presented in the following
Section 3.5.

3.5. Procedure of the LCF Life Calibration and Prediction

Three different probabilistic fatigue models were created and calibrated only with the LCF data of
the coarse-grained batch (random grain orientation). They are then used for prediction the LCF life
distribution of the fine-grained batch (preferential grain orientation). All values commonly use the
CMB model (2.5) as deterministic baseline for the median curve modeling but use different distributions.
They are listed Table 5 below.

Table 5. Comparison of crack initiation life distribution densities for the applied probabilistic crack
initiation model approaches.

Model Nr. Distribution Approach Distribution Density Visualization

1 Weibull distributed life fN(n|η, m)

2 Life distribution from τRSS (Schmid factors) in single
grain, fN(n(m̃))

3 Life distribution from τRSS (Schmid factors) in
polycrystalline FEA, fN(n(m̃mod))

The aim of creating these three models is to evaluate their applicability for predicting the observed
differences in crack initiation life between the two tested batches. The latter two Schmid factor-based
models are taking the grain orientation into account. The applicability of each model is tested by
visual comparison of calibration and prediction curves, and the associated negative log-Likelihood.
The life differences of the strain-Wöhler curves are quantified at a strain range Δεcomp = 0.6%, which is
common for all three analyses. Equivalently to the Ramberg-Osgood model calibration, all CMB
model calibrations use fixed exponents b and c as not enough test points in the plastic deformation
regime exist to confidently calibrate a slope for the elastic-plastic branch c which in return largely
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influences the slope b of the elastic branch when calibrated. Hence, Siemens proprietary values for b
and c for René80 are used here as well and only the cyclic fatigue strength coefficient σ′f and the cyclic
fatigue ductility coefficient ε′f are calibrated with the coarse-grained batch data and the same values
are used for predicting the fine-grained batch data. Furthermore, all calibrations and predictions were
conducted using the respective average value for the Young’s modulus of each batch. During the
calibration of the model CMB with Weibull distribution, the Weibull shape value m is also calibrated at
the test data. The presented strain-Wöhler curves are drawn by interpolating the median values of the
respective LCF life distribution along the strain axis.

Prediction of the Wöhler Curve from a Weibull Distribution

The strain-life Wöhler plot in Figure 14 contains all LCF data from the present work and the LCF
data set from Seibel [29]. As mentioned in Section 3.2, the data of the coarse-grained batch generated by
Engel [25,31] and the presented data of Seibel [29] show comparable fatigue behavior due to the similar
microstructure and grain size. Moreover, the grains in both material batches (Seibel and Engel-coarse)
seemed to be oriented randomly, according to the isotropic distribution of orientations. Since the data
set from Seibel contains many more values, only those are used for calibrating the probabilistic LCF
models. The other coarse grain batch test points from Engel [25,31] are therefore not shown in the
further strain-life Wöhler plots. Figure 14 shows the test points as well as the calibrated and predicted
strain Wöhler curves given by the median of the Weibull LCF life distribution.

Figure 14. Fit and prediction curve for the model: Weibull-distributed Coffin-Manson-Basquin life.

The CMB model was calibrated with the coarse-grained batch test data. The LCF life distributions
are qualitatively equal (relative dispersion) for both data sets since the Weibull shape value calibrated
with the coarse grain batch data set is also used for the prediction curve of the fine grain batch.
The difference between fit and prediction curve results only from the different values of global Young’s
modulus. The lower value of E f ine compared to Ecoarse (Ecoarse/E f ine ≈ 1.11) causes a positive shift of
the fine batch prediction curve in Δεa direction and effectively results in shift towards higher LCF
life by a factor of 2.11 at Δεcomp. Hence, the Weibull model explains the increased crack initiation life
observed in the strain controlled LCF experiments only with the decreased stiffness of the fine grain
batch material (preferential grain orientation).

N50%
f ine ≈ 2.11·N50%

coarse
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Prediction of the Wöhler Curve from the Single Grain Schmid Factor Distribution

Figure 15 shows the strain Wöhler curves given by the median values of the LCF life distributions
FN(n(m̃)) calculated according to Equations (9) and (10) from the Schmid factor distributions FSF(m̃).
One was computed for random single grain orientation (for coarse batch) and the other for preferential
single grain orientation (for fine batch) as described in Section 3.4.

Figure 15. Fit and prediction curve for the CMB with single grain Schmid factor distribution model.

The CMB model was also calibrated only with the coarse batch test data. The lower E value of
the fine grain batch causes the prediction to shift in positive Δεa direction. Additionally, the effect of
the grain orientation becomes apparent. For the modeled preferential orientation, the median value
of the Schmid factor distribution m̃50% is 4% lower than for an entirely random grain orientation
(see Figure 13). This is visible as a second, positive shift of the life distribution FN(n(m̃)). Altogether,
the total effective life shift factor between coarse and fine batch median is 2.53 at Δεcomp. It is already
apparent that both curves are located too far left of the test point clouds. The reason for that is the
shape of the underlying distribution which is discussed in more detail in Section 4.3.

N50%
f ine ≈ 2.53·N50%

coarse

Prediction of the Wöhler Curve from the Modified Schmid factor Distribution

Figure 16 shows the strain Wöhler curves given by the median values of the LCF life distributions
FN(n(m̃mod)) calculated according to Equations (9) and (10) from the modified Schmid factor
distributions FSF(m̃mod) derived from the coarse FEA model (random grain orientation) and fine
FEA model (preferential grain orientation) described in the Sections 3.3 and 3.4.

As before, the CMB model was calibrated with the coarse batch test data. The difference between
fit and prediction curve originates on one hand from the different values of global Young’s modulus
between both batches and on the other hand significantly from the different median values m̃50%

mod of the
modified Schmid factor distributions FSF(m̃mod). The Schmid factor distribution from the fine-grain
FEA model where a preferential orientation of <100> aligning with ϑ = 25◦ to the specimen horizontal,
the median value of the Schmid factor distribution m̃50%

mod is 8% lower than for an entirely random grain
orientation (see Figure 13). The total median life is shifted by a factor of 3.6 at Δεcomp.

N50%
f ine ≈ 3.6·N50%

coarse
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Figure 16. Fit and prediction curve for the CMB with modified Schmid factor distribution model.

4. Discussion

4.1. Influence of the Grain Orientation Distribution on the Mechanical Properties

The tested René80 batches were different with respect to grain size and grain orientation
distribution. It was observed that specimens of the fine-grained material batch which had a preferential
grain orientation (see Section 3.1) showed lower global Young’s moduli (in loading direction) in
average. An equivalent observation was made for the polycrystalline FEA models whose grain
orientations were sampled according to the assumed distributions in the two batches (isotropically
distributed orientations for the coarse-grained batch and preferentially oriented for the fine-grained
batch). Both orientation distribution density functions (ODF) are visualized as inverse pole plot in
the left column of Figure 17. The right column shows the histograms of local stiffnesses in z-direction
calculated by Equation (13). For both orientation cases, σzz was once derived from the respective
polycrystalline specimen FEA results and once from a single crystal Monte-Carlo-simulation. For these,
a single crystal with the elastic anisotropy of IN 738 LC at 850 ◦C was rotated according to the respective
ODF (100,000 times) and an isotropic strain load was applied to it.

The global Young’s moduli averaged from nodal FEA stresses (z-components only) have a difference
of 18 GPa between the batch with (coarse) and without preferential grain orientation (fine). The ratio
Ecoarse/E f ine = 1.13 of the Young’s moduli averaged from FEA results is slightly larger for the
experimental results where Ecoarse/E f ine = 1.11. Although also the absolute values of the tested Young’s
moduli are slightly lower than the averaged computed values the comparison of the ratios indicates
a good qualitative consistency. That is a satisfying outcome as it confirms the applicability of the
elasticity model from IN 738 LC for René80 with respect to the anisotropies at 850 ◦C. Nevertheless,
the uncertainties in the determination of the Young’s moduli must not be neglected. The computed
average value is based on FEA solutions considering just three different grain orientation realizations
at one grain morphology. The simulated grain orientation distributions are also an approximation
derived from the results of a limited microstructure evaluation. Particularly approving the assumption
of uniformly distributed Euler angles ϕ1,ϕ2 would need further investigations. Moreover, the scatter
in experimentally determined Young’s moduli is significant, particularly for large grain realizations.
Only the grains between the extensometer tips (distance of 12 mm) are influencing on the measurement
results of Young’s moduli. As investigations in [31] reveal, the measured Young’s moduli strongly
depend on the extensometer position. Different measurements positions along the gauge length
lead to results in a window of ±18 GPa for a coarse-grained specimen. Further polycrystalline FEA
simulations in combination with a virtual 12 mm extensometer revealed differences of up to 20 GPa
between the Young’s modulus derived from this virtual extensometer strain and the globally averaged
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Young’s modulus considering the entire volume. The reason for that is the large stiffness anisotropy of
the René80 lattice. Many grains are required to homogenize the materials global stiffness (Young’s
modulus) over a certain volume of interest [48]. Due to the lower standard deviation of local stiffnesses
in the case of preferentially oriented grains (see green histogram in Figure 17b), homogenization and
quasi-isotropic mechanical behavior is more pronounced at lower grain numbers already.

 

a)

b)

Figure 17. Orientation distribution functions and resulting local stiffness distributions (z-direction).
(a) Isotropically distributed grain orientation: Resulting local stiffness distribution from a single crystal
Monte-Carlo simulation (Esg, cyan) and from polycrystalline FEA results (EFEA, violet). (b) Preferential
grain orientations: Resulting local stiffness distribution from a single crystal Monte-Carlo simulation
(Esg, gray) and from polycrystalline FEA results (EFEA, green).

A Monte-Carlo simulation on different orientations of a single-grain was conducted to study
the pure effect of orientation at the stiffness distributions. Figure 17a shows the resulting z-stiffness
distribution (in z-direction) of a single crystal with random orientation (as for the coarse-grained
material). The values vary between 100–260 GPa because orientations leading to low and high stiffness
in loading direction are equally likely. The equivalent distribution of local stiffnesses from FEA in
comparison is less dispersed but centered around a similar average. The single grain z-stiffness
distribution in subfigure Figure 17b) however shows a very different result. The ODF was constructed
as described in Section 3.5. This results in a slim peak band in the ODF with values > 2 (left column).
Hence, also the distribution of z-stiffness from all single grain rotations is hardly dispersed and
varies only between 126–129 GPa. Especially orientations near [111], which correlate to high stiffness
and orientations close to [001], with the lowest stiffness are unlikely for this orientation distribution.
The equivalent distribution of local stiffnesses from FEA in is now much more dispersed, has a higher
average and resembles a normal distribution. The latter is also reflected in the stress fields shown in
Figure 7; Figure 10 (Section 3.3). Despite discriminated contact stresses (gray) at the top and bottom
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surface comparable surface stresses are observable in Figure 7 at the coarse-grained model and at the
fine-grained model in Figure 10. All boundary conditions (material law, temperature, applied strain
load) were identical. The mutual mechanical grain interaction which is considered in the polycrystalline
FEA leads to different multiaxial stress tensors across the specimen and even within single grains
(Figure 8). Due to the high elastic anisotropy of the material (anisotropy up to a factor of 3 [31]),
agglomerations of grains with different stiffnesses in load direction undergo strain restrictions near the
grain boundaries, which result in the observed inhomogeneities and high peak stresses. These peak
stresses emerging from grain interactions are the reason why the resulting local stiffnesses from the
FEA model with preferential grain orientation are so different from the single grain simulation.

Besides the elastic anisotropy and the related consequences, which were observed in the
experiments and FEA simulations, also a difference in the elastic-plastic strength of the examined
material batches was observed. Calibration of the Ramberg-Osgood models returned cyclic strength
coefficients with K′coarse/K′f ine ≈ 1.07. At first sight, this contradicts the typically occurring hardening
effects of grain refinement, known as Hall-Petch relationship [44]. However, the difference in average
grain size (dcoarse = 3 mm, d f ine = 1.3 mm) is not significant for such effects and the grain orientation
distribution is more likely to play a role, similarly as for the elasticity properties. The onset of plastic
deformation is largely determined by the critical resolved shear stress τcrss. Nitz [46] and Österle [47]
presented orientation dependent values for τcrss of Ni-base superalloys at high temperature but the
investigated materials were not sufficiently comparable to René80. Therefore, no simulation study
using an orientation-dependent elastic-plastic material model could be conducted equivalently to the
procedure presented for the elastic mechanical behavior.

4.2. Influence of Grain Orientation Distribution on the Fatigue Behavior

All Schmid factor distributions shown Figure 13 have non-zero likelihood values m̃ > 0.5, even for
the simulation of a single grain under uniaxial stress. The reason for that is definition (2) identifying
the maximum resolved shear stress at the slip systems as Schmid factor combined with anisotropic
elasticity. Uniaxial external stresses can then translate into multiaxial stress states in the crystal leading
to quotients τi, j/σvM > 0.5. Note, that σvM is always calculated from the external stress tensor. Consider
the following example case:

ϕ1 = 304.9◦, ϕ2 = 341.6◦, ϑ = 112.0◦ and
→
σ ext = (1, 0, 0, 0, 0, 0)T in Voigt notation

In the case of isotropic elasticity, the rotated stress tensor deviator σ′
iso
(U) results to

→
σ
′
iso(U) = (0.076, 0.172,−0.248, 0.208,−0.187,−0.454)T (Voigt notation)

→
σ
′
iso(U) is the deviator of a uniaxial stress state (κ = 0) and leads to m̃ = 0.43. Considering the

anisotropic elasticity of IN738 LC at 850 ◦C however yields to the multiaxial stress state deviator

→
σ
′
aniso(U) = (0.044, 0.099,−0.143, 0.368,−0.331,−0.805)T

The multiaxial stress state
→
σ aniso(U) in the material yields a Schmid factor m̃ = 0.56. In both cases,

the same slip system (1–11) [011] is activated. Furthermore the Schmid factor distributions shown in
Figure 13 differ significantly for the two modeling approaches polycrystalline FEA and single grain
Monte-Carlo simulation (MCS). The higher dispersion of the distributions FSF(m̃mod) calculated from
nodal FEA stress tensors is attributed to the effect of grain interactions. The thereof created multiaxial
stress states create the observed, broadened Schmid factor distributions. The major difference to those
created from single grain MCS, the shallow, not steeply descending right tail, is consistent with the
studies of Moch [30]. There, it was shown that the steep right tail of the Schmid factor distribution for
a single grain under uniaxial load decreases and flattens with increasing stress multiaxiality. The steep
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right tail of FSF(m̃) leads to a steep left tail of FN(n(m̃)) since FN(n(m̃)) = 1− FSF(m̃) due to the inverse
proportionality of shear stresses and life cycles (compare Figure 13 and Table 5).

Furthermore, the inhomogeneous resolved shear stress distributions exemplarily shown in
Figures 11 and 12 lead to different probabilities of crack initiation within the grains in a polycrystal
compound. Hence, the polycrystalline FEA based modelling approach even indicates the location
within a grain while the E·m model only determines which grain shows the highest shear stresses
under a given stress condition.

Even more important, the determined grain alignment in the fine-grained batch (preferential
orientation distribution) also aligns the slip systems such that lower median values result for the
distributions FSF(m̃mod) and FSF(m̃). Therefore, higher local stresses or more load cycles are in average
required to trigger shear glide with the same intensity as for random grain orientation. Additionally,
it was explained how the observed preferential grain orientation also lead to lower global Young’s
moduli. That again decreases the resolved shear stress at the slip systems and retards shear glide
and PSB cracking. Both effects are combined in the case of strain-controlled LCF testing and the
subsequent strain-life Wöhler curve representation of the data points. In a stress-life representation
only the decreased probability of high Schmid factors obviously takes effect. An example is shown in
Section 4.3. The grain size does not have an influence on the Schmid factor FSF(m̃mod) distribution and
the thereof derived life distribution.

As already mentioned in Section 4.1, the simulated grain orientation distributions are
approximations motivated by metallographic analyses of few specimen cuts. Both, isotropic distribution
of orientations as well as the full texturing with fixed Euler angle ϑ = 25◦ are rather special cases of
a real material.

4.3. Comparison of Fit and Prediction Quality of Probabilistic Models

Table 6 shows the average negative Log-Likelihood (nLL) per test point for all probabilistic models.
The nLL was chosen as an appropriate coefficient of determination since the fitted relationship is
non-linear and the residual distribution is not normal.

Table 6. Values of negative Log-Likelihood for the different distribution approaches.

Model Combination:
Scale Model + Life Distribution

Neg. Log-Likelihood per
Data Point at Calibration

Neg. Log-Likelihood per
Data Point at Prediction

CMB +Weibull distribution 10.7 8.7

CMB + Schmid factor-corrected life distribution 0.87 12.38

CMB +modified Schmid factor-corrected life distribution 0.57 0.61

Since low negative Log-Likelihood values in Table 6 indicate good accordance of the test data
with the estimated distribution it becomes apparent that the Weibull distribution is not well suited
to describe the statistical behavior of the tested LCF lives compared to the microstructure-based
approaches. Out of those, the modified Schmid factor-corrected life distribution performs significantly
better in predicting the LCF test points of the fine grain material batch. The comparison of the nLL
values supports the visual impression of Figure 16 where the prediction curve goes through the test
point cloud splitting it approximately into halves.

It was not expected that this could be achieved using the single grain Schmid factor-corrected
life distribution FN(n(m̃)) since the underlying simulation comprises the strong simplification of no
grain interaction and the same homogeneous stress state at all grains. Although the calibration curve
for this case has low nLL, Figure 15 shows that its position is dominated by the position of the far-left
curve point at Δεa = 0.5%. The reason for that is the sharp left flank of the distribution density
which is zero, allowing no point before the first visible ascent. But not only the missing consideration
of grain interaction in FN(n(m̃)) is a simplification. FSF(m̃) is the cumulative distribution function
for the probability P(SF ≤ m̃) of for a single grain. However, there are many grains in the gauge
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section of the specimen in between the extensometer tips. Hence, the maximum value distribution
for m̃ in the observed section would have to be calculated. It combines the probabilities of all grains
for reaching a Schmid factor SF ≤ m̃. Gottschalk et al. [28] have shown that such an approach
assuming independently distributed grain orientations at uniaxial stress leads to distributions with
unrealistically small scatter bands. If such an approach would be followed, the nLL values would be∞
for the given data set. That is why further grain interaction and dependencies have to be taken into
account, e.g., with a crack percolation model [28,30]. The modified Schmid factor distribution from
polycrystalline FEA solutions is a step towards that as it considers the intergranular dependencies of
the local stress states but is also computationally expensive.

Comparing the Weibull LCF life distribution and the modified Schmid factor based LCF life
distribution it becomes apparent that both are very different. Specifically, the lower probability tails
which are important for reliable design of components, e.g., hot gas parts of gas turbines in the case of
René80, differ largely. The modified Schmid factor based Ni distribution implicates that there is a safe
life cycle range with zero probability of crack initiation from PSB formation. Of course, care must
be taken, and further evaluations and tests must be conducted before transferring such outcomes to
component design. Note in this context that considerable efforts are necessary to achieve a sufficiently
high number of LCF tests to verify the distribution tail shape. Additionally, LCF tests are always
subject to experimental uncertainties, such as limited crack initiation detection accuracy [49].

All in all, the microstructure-based modeling approach shows that there is potential for increasing
a parts time in service at the same risk for crack initiation at persistent slip bands. Note, that the
approach presented here is not suitable for quantitative design assessments since it does not utilize the
local approach for LCF life evaluation and therefore does not consider the statistical size effect such as
the local probabilistic model for LCF which is presented and validated in [19,20,22,23].

Furthermore, it was observed that a preferential direction in the polycrystal grain orientation has
a beneficial impact on the LCF life. The previously shown E-N-plots visualize two root causes. On the
one hand, the material with preferential grain orientation has a lower stiffness and therefore, the total
stress at the grains and hence slip systems is lower compared to the material with random grain
orientation. On the other hand, also the distribution of the Schmid factors has a lower expectation value
than in the case of randomly oriented grains. That itself, again results in lower resolved shear stresses at
the slip systems in average for the material with preferential grain orientation. Both effects are present
in strain controlled LCF experiments but only the latter plays a role for engineering components which
are typically under a certain force load. Figure 18 shows the stress Wöhler curve predictions for both
material batches using the modified Schmid factor concept.

Figure 18. Stress-life plot of test data and fit and prediction curves for the modified Schmid factor
distribution model.

164



Metals 2019, 9, 813

5. Conclusions

Probabilistic LCF life models for the high temperature fatigue behavior of the Ni-base superalloy
René80 (CC) were derived. The models are based on the statistical distributions of resulting shear
stress, respectively Schmid factors, depending on the grain orientation distribution. One the one hand
geometrical concepts, Monte-Carlo sampling of a single crystal orientations under uniaxial load and
resolved shear stress evaluations were carried out. One the other hand polycrystalline FEA models were
computed for different grain morphologies, i.e., randomly oriented coarse and preferentially oriented
fine grains. It turned out that grain interaction has a crucial influence on the local stress and strain
states and thus the shear stresses in the slip systems. The fine-grained material batch with a preferential
grain orientation showed higher crack initiation life in the experiment. The respective simulations
revealed lower Schmid factors and lower Young’s modulus in average. Both effects combined lead to
higher crack initiation life in the strain-controlled tests compared to the coarse-grained material with
random grain orientation. The Schmid factor based LCF life model was calibrated with test data from
a batch with isotropic grain orientation distribution (random) using a Maximum-Likelihood approach.
The thus calibrated model was then used to predict the LCF life for the other material batch with
the preferential grain orientation. The LCF life predictions based on the Schmid factor distributions
derived from FEA show the best coincidence with the experimentally determined lifetimes and is
superior to the well-established Weibull-approach and the Schmid factor distributions calculated from
geometric considerations. However, it has the drawback of not covering the statistical size effect
and being computationally expensive. That makes it difficult for direct fatigue-risk assessment tool
integration, e.g., as an FEA post-processor.

While the conducted studies shed light on the elasticity anisotropy of René80 and comparable
materials like IN 738 LC, no anisotropic plasticity models were available in the literature. Hence,
the lower yield strength of the preferentially oriented material batch could not be explained.

The presented work covers two cases of grain orientation distribution. It is favorable to conduct
validation studies with further, different, more precisely determined orientation distributions. But it is
already possible to draw conclusions from few polycrystalline FEA simulations and in certain cases
extrapolate the influence of preferential grain orientations on the fatigue behavior. It is of course also
desirable to study more component relevant geometry and loading conditions and their effect on the
modified Schmid factor distribution such as notches or torsional loads.
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Abstract: Transient effects upon stress changes during creep of the new Sanicro 25 steel were
investigated experimentally using the helicoid spring specimen technique. The creep behaviour
was found to be qualitatively the same as that observed earlier with the creep-resistant 9% Cr
ferritic-martensitic P-91 steel, but the transient strains are considerably smaller. Negative creep rate,
which is strain running against the applied stress, was observed with any stress decrease. Parameters
for the complex creep model were estimated and model results were compared to the creep rates
measured experimentally. The model can be used for the finite element method modelling of the
creep and stress relaxation effects in the components made from the Sanicro 25 steel.

Keywords: creep; transient effects; Sanicro 25; high temperature steels

1. Introduction

New materials capable of withstanding loading at high temperatures for long periods of time
are demanded and have been developed in order to improve efficiency of the thermal power plants.
The austenitic stainless steel Sandvik Sanicro 25 (UNS S31035) steel was recently developed within
the Termie–AD 700 project in Europe and as a prospective material has been subjected to various
mechanical testing [1–4].

Austenitic steels exhibit better creep and corrosion resistance than ferritic ones, but, due to
lower thermal conductivity and higher thermal expansion, are sensitive to thermomechanical fatigue.
The finite element method (FEM) is an apt tool to describe the behaviour of real components under
transient conditions. A relevant mathematical description of the material’s properties under a wide
range of stresses and temperatures is needed to obtain valid results. The current descriptions of the
creep processes are based exclusively on the creep curves measured under constant loading conditions,
so the transient effects caused by stress changes are ignored. This approach is unsatisfactory [5].

Since the demanded creep lives are obviously very long, creep tests under conditions close to
that used in industrial application of the material cannot be done. Extrapolation from the results of
the tests accelerated by higher temperature and/or stress is used instead. An alternative approach
is measurement of very small creep strains, revealing the creep behaviour at the very beginning of
the creep curve. This approach is very rare [6,7], though the results are important for parts with very
small tolerable strains and mainly for relaxation of stresses generated for instance by temperature
gradients. The results obtained for the creep resistant steels [8] show that the extrapolation method
mentioned above does not provide correct description of the small creep strains. The measurement of
the small creep strains was used in this work to obtain a basis for the realistic FEM modelling of the
thermomechanical fatigue of the prospective Sanicro 25 steel.

In this work, transient strains during creep of the Sanicro 25 steel are investigated under conditions
close to the potential service employment of the steel. A helicoid spring specimen technique was used
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to get high strain sensitivity. The main aim of the work is to explore transient effects in creep of the
prospective Sanicro 25 steel, and, together with our previous paper [9], to collect data for the complex
phenomenological creep model [10], the only model capable of describing transient effects in creep.
While the previous paper [9] was devoted to constant stress tests, this work is focused on the transient
stages upon stress changes.

2. Experimental Material and Procedure

2.1. Material

Material for experiments was supplied by Sandvik Materials Technology, Sandviken, Sweden in
the form of a cylindrical rod of 150 mm in diameter. Chemical composition of the material is listed in
Table 1.

Table 1. Chemical composition of tested material (in wt.%).

C Si Mn Cr Ni W Co Cu Nb N Fe

0.1 0.2 0.5 22.5 25.0 3.6 1.5 3.0 0.5 0.23 Bal.

Specimens were tested in the as-received state of the material. The microstructure of the material
was briefly described in our previous paper [9]. Grain size is generally of about 25μm, but grains as
large as 200μm can be also observed. Grain boundaries are decorated by small Nb rich carbonitrides
and some such particles occur also in the grain interiors, mainly in large grains. Microstructure of the
material has been analysed in detail in previously published papers [11–14] and is not studied here,
since the very small creep strains do not cause visible changes in the microstructure.

2.2. Creep Tests

The helicoid spring specimen technique were used to investigate creep responses on the stress
changes at temperatures 700 and 750 ◦C and stresses between 25 and 90 MPa. The technique enables
measurement of very small creep strains and then also very low creep rates within tests of acceptable
duration. The experimental arrangement was described in detail in [15].

The shape and manufacturing process of the specimens were the same as in the previous work [9].
Special processing technology combining precision conventional machining and electroerosive cutting
was used to manufacture helicoid spring specimens with an outer diameter of 34 mm, an inner
diameter of 31 mm, a pitch of 3 mm and an overall length of 50 mm. The procedure was optimised to
minimise any influence on the microstructure of the specimen. The creep tests were conducted in a
protective atmosphere of purified argon. Testing temperature was kept within the ±1 ◦C interval and
the homogeneity of the temperature field was in the same order. The contactless optical measurement
of strain was used to avoid any friction or other disturbing factors.

3. Results

3.1. Creep Curves

Measured creep curves are shown in Figures 1 and 2. Clear transient stages are observed following
all stress changes. The transient strains are not so extensive as those observed with the 9% Cr
ferritic-martensitic P-91 steel [16] but are still important.
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Figure 1. Creep curves at 750 ◦C and stresses 30.4 and 36.7 MPa. Experimental data (points) were fitted
by Li equation [17] (lines).
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Figure 2. Creep curves at 700 ◦C and stresses from 27 to 87 MPa.

The short period of negative strain rate, which is strain running against applied stress,
is observable even at relatively small stress reductions, indicating importance of internal stresses.
This effect is visible on the creep curve detail in Figure 3.
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Figure 3. Detail of the creep curve at 750 ◦C and stress reduction from 36.7 to 30.4 MPa.

The data required to reproduce these findings are available to download from http://dx.doi.org/
10.17632/bjw2mtgswp.1#file-a218d703-a6a8-49f7-b765-2080252c050a.

3.2. Creep Rates

Creep rates measured at the end of each segment of the creep curve are plotted in Figure 4
together with the results of constant stress tests from [9]. It is clear that, for the low-stress creep
mechanism, there is no steady state creep stage, but strain rate is permanently decreasing. This is the
same behaviour as it was observed with the P-91 steel [16].
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Figure 4. The creep rates ε̇ for 750 ◦C, measured at the end of each creep curve segment. The creep
rates from constant stress tests [9] are plotted for comparison.
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4. Model

4.1. Creep Rate Description

A complex phenomenological model [10] can be used to describe observed transient effects.
The model is based on an assumption of two independent deformation mechanisms, acting in parallel.
The first mechanism, dominating at low stresses, is anelastic and its principle is a building of the field
of internal stresses, assuming interaction of the hard elastic zones and soft elastoplastic zones. The
other mechanism, dominating at higher stresses, is more obvious plastic deformation described by the
modified Garofallo equation with threshold stress.

Overall creep rate ε̇ is expressed by modified Li equation as

ε̇ =
σ̇

E
+ ε̇c +

ε̇s (1 + ri)

1 + ri − ri exp (−θ)
, (1)

where ε̇s is given by

ε̇s = sgn(σ) b exp
(−Qh

RT

)
sinh

(
p
(
|σ|+

√
(|σ| − σt)

2 + σ2
r −

√
σ2

t + σ2
r

))
, (2)

the “creep age” θ is integrated according to

θ =
1
c

∫ t

0
|ε̇s| dt, (3)

and ε̇c is obtained by the numerical solution of the equation

ε̇c = g exp
(−Ql

RT

)(
σ

σt
− (1 − k)E

kσt
εc

)3

. (4)

In the above equations, σ is the applied stress, T is absolute temperature, and Qh and Ql are
the apparent activation energies for the high-stress and low-stress mechanisms, respectively, E is
Young’s modulus, σt is threshold stress, σr, describes the residual effective stress below the threshold,
ri describes the ratio between initial and secondary creep rate, b controls the overall rate of the
high-stress mechanism, p controls the transition between linear and exponential parts of the Garofallo
equation, c describes the relation between the secondary stage creep rate and the primary relaxation
time of the high-stress mechanism, g controls the overall rate of the low-stress mechanism and
k describes the ratio between hard and soft zones.

4.2. Model Results

The parameter values used to model the creep behaviour of the Sanicro 25 steel are summarised
in Table 2. The temperature dependence of the parameter σr must be introduced to obtain acceptable
results, but with experiments at only two temperature levels, it is not possible to speculate about the
character of that dependence.
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Table 2. Set of model parameters for the Sanicro 25 steel.

Parameter Value Unit

σt 130 MPa
σr 3.0 MPa @700 ◦C
σr 1.0 MPa @750 ◦C
ri 8.0
b 3.0 × 1019 s−1

p 0.03 MPa−1

Qh 525 kJ/mol
Ql 171 kJ/mol
g 700 s−1

E 139 × 103 MPa
k 0.65
c 3.5 × 10−3

Model results for the constant-stress creep experiments from [9] and [18] are showed in
Figures 5–7, exhibiting good results for both low-stress and high-stress creep regimes.
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Figure 5. Creep rate dependence on time for Sanicro 25 at 700 ◦C and low stresses [9] (points) compared
to model results (lines).
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Figure 6. Creep rate dependence on time for Sanicro 25 at 700 ◦C and high stresses [18] (points)
compared to model results (lines).
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Figure 7. Creep rate dependence on time for Sanicro 25 at 750 ◦C and high stresses [18] (points)
compared to model results (lines).

Model results for the above presented creep experiments with stress changes are plotted in
Figures 8 and 9.

174



Metals 2019, 9, 245

-10-6

-10-8

-10-10

-10-12
10-12

10-10

10-8

10-6

0 10 20 30 40 50 60

Sanicro 25, 700oC

ε̇
 [

s-1
]

t [106s]

87 MPa
47 MPa
27 MPa

model

Figure 8. Creep rate dependence on time for Sanicro 25 at 700 ◦C and stress changes (points) compared
to model results (line).
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Figure 9. Creep rate dependence on time for Sanicro 25 at 750 ◦C and stress changes (points) compared
to model results (line).
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4.3. Discussion

The results are not perfect, mainly during early stress decreases and around zero strain rates.
The time duration of the transient stage is slightly overestimated in the model. Some creep curves
or segments of the creep curves with stress changes are fitted well, while with others the fit is
considerably worse. There are two reasons for that effect. First, there is some natural scatter in the
experimentally observed values. As was pointed out in the previous paper [9], the scatter in the initial
creep rates is considerably higher than that of the creep rate in a secondary stage. Thus, the shape
of creep curves varies and it is not possible to describe them by one set of parameters. Compromise
values were then adopted for parameters ri and k, satisfying some creep curves better than others.
Second, the model was derived using many strong assumptions, which are not necessarily strictly
fulfilled. All these assumptions are listed in [10]. Probably, the two deformation mechanisms are not
completely independent. This fact can explain some systematic deviations of the model predictions
from the experimental curves. Taking into account that other creep models ignore the transient effects
completely, it can be considered as acceptable.

5. Conclusions

The transient creep behaviour upon the stress changes of the Sanicro 25 austenitic creep resistant
steel was investigated at temperatures 700 and 750 ◦C and the applied stresses between 25 and 90 MPa.

The strain reactions to the stress changes are qualitatively the same as those observed for the
P-91 ferritic steel [16], but the transient strains are considerably smaller. In the low-stress creep
regime, time period of the negative creep rate is observed even with relatively small decreases in the
applied stress.

The complex phenomenological creep model published in [10] was used to describe primary and
secondary stages of the creep behaviour of the Sanicro 25 steel under various conditions including
transient effects. All parameters of the model were estimated and the model can be used in FEM
calculations, though the results are not perfect.
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Abstract: Background: Creep-fatigue phenomena are complex and difficult to model in ways that
are useful from an engineering design perspective. Existing empirical-based models can be difficult
to apply in practice, have poor accuracy, and lack economy. Need: There is a need to improve on
the ability to predict creep-fatigue life, and do so in a way that is applicable to engineering design.
Method: The present work modified the unified creep-fatigue model of Liu and Pons by introducing
the parameters of temperature and cyclic time into the exponent component. The relationships
between them were extracted by investigating creep behavior, and then a reference condition was
introduced. Outcomes: The modified formulation was successfully validated on the materials of
63Sn37Pb solder and stainless steel 316. It was also compared against several other models. The results
indicate that the explicit model presents better ability to predict fatigue life for both the creep fatigue
and pure fatigue situations. Originality: The explicit model has the following beneficial attributes:
Integration—it provides one formulation that covers the full range of conditions from pure fatigue,
to creep fatigue, then to pure creep; Unified—it accommodates multiple temperatures, multiple
cyclic times, and multiple metallic materials; Natural origin—it provides some physical basis for the
structure of the formulation, in its consistency with diffusion-creep behavior, the plastic zone around
the crack tip, and fatigue capacity; Economy—although two more coefficients were introduced into
the explicit model, the economy is not significantly impacted; Applicability—the explicit model is
applicable to engineering design for both manual engineering calculations and finite element analysis.
The overall contribution is that the explicit model provides improved ability to predict fatigue life for
both the creep-fatigue and pure-fatigue conditions for engineering design.

Keywords: creep fatigue; pure fatigue; economy; engineering design

1. Introduction

Creep-fatigue damage is defined as the damage caused by reversed loading at elevated
temperatures, hence combines the effects of fatigue and creep. This is a complex process since
fatigue and creep behaviours are based on significantly different mechanisms at the microstructural
level. Observationally, fatigue occurs via cracks through the grains, while creep involves the grain
boundary cracking [1]. The creep-fatigue phenomenon is relevant to a wide range of industries, such as
aerospace, naval, nuclear and industries [2], hence cannot be ignored in engineering design.

1.1. The Design-Based Method

To provide an easier method for engineering practitioners to evaluate fatigue behaviour,
a design-based method was proposed by Marin (Equation (1)) [3]:

Se = kakbkckdkek f S′
e (1)
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where Se is the endurance limit at the critical location of a machine part in the geometry and condition
of use, S′

e is the rotary-beam test specimen endurance limit, ka is the surface condition modification
factor, kb is the size modification factor, kc is the load modification factor, kd is the temperature
modification factor, ke is the reliability factor, k f is the miscellaneous-effects modification factor.

Engineering designers typically use this simple equation to determine the acceptable fatigue stress
in a part. This modified endurance limit is based on the endurance limit at the reference condition and
several multiplicative factors for surface condition, part size, type of load, operating temperature, etc.
The only mechanical property included here is the endurance limit. This property can be related to
ultimate tensile strength, such as the values of the endurance limit for steels are half of the ultimate
tensile strength [4]. Therefore, the benefits of this approach (Equation (1)) are ease of use since the
tensile strength is readily known or easily measured. The detriments of this approach are that it only
includes temperature effect when creep is active, and the fatigue evaluation is merely an approximation.
Furthermore, all the modification factors have to be determined experimentally. Some degree of creep
may be accommodated in the temperature factor, but the equation does not present a robust treatment
for creep-fatigue.

Although the design-based method (Equation (1)) is simple enough for engineering practitioners,
the poor accuracy is of concern. In addition, the consideration of multiple effects (such as shape,
size and surface) is redundant if engineers merely aim to select materials. However, making further
improvements to this formulation would not seem to be a viable way forward, since this numerical
structure is only one of convenience rather than representing any deeper mechanics at the material
science level.

There is a need for a more robust design method for creep-fatigue. Ideally such a method would
have a formulation that directly related applied stress to life, included macrostructural rather than
microstructural properties, and was economical to validate. The various attempts at addressing this
problem are reviewed below.

1.2. The Conventional Empirical Methods

For mechanical design, a pre-evaluation of fatigue life (or damage) is normally applied at the initial
stage of design to make a material selection or structural optimization. Normally, in the creep-fatigue
situation, the total damage is numerically evaluated through the theory of damage accumulation and
conventional-fatigue-based formulations. However, they present significant limitations.

Specifically, the creep-fatigue evaluation based on damage accumulation is normally conducted
by the linear damage rule [1,5] or crack growth law [6], wherein the fatigue damage and creep damage
are evaluated separately and then are numerically added. However, this is untrue to the physics
of failure in that the fatigue and creep effects are not independent. Rather the effects compound
each other. Existing methods based on summation of fatigue damage and creep damage ignore the
interaction between fatigue and creep, and thus result in less reliable findings. Although the improved
representations of creep and fatigue components have been proposed in the literature, such as the
non-linear accumulated damage models for creep [7,8] and fatigue [9,10], the issue caused by ignoring
the interacted effect of fatigue and creep is still not fundamentally solved.

In addition, the conventional formulations typically assume a power–law relationship between life
and applied loading, as evident in the Basquin equation [11,12] and Coffin–Manson equation [13,14].
Although this approach is simple, the coefficients need to be recalculated with changed temperature
and/or frequency. Hence, this makes the design process inefficient and expensive because a large
number of empirical data are required and must be re-fitted for each condition. To improve this
limitation, others have attempted to introduce the variables of temperature and frequency into modified
models, resulting in the Coffin-Manson-based creep-fatigue models proposed by Solomon [15], Shi [16],
Jing [17] and Wong & Mai [18], and the Basquin-based creep-fatigue models developed by Kohout [19]
and Mivehchi [20]. However, these models may only be applied at the situations for which they were
derived. They do not represent the creep-fatigue behaviour for other materials, hence the formulations
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cannot present a unified characteristic. Furthermore, these models are determined by curve fitting,
the accuracy of which is strongly determined by the number of empirical datum points. This results
in poor empirical economy. Consequently, the conventional-based creep-fatigue models are severely
limited in their applicability to engineering design.

1.3. Models Based on Observation of Microstructural Damage (Mechanism-Based)

The curve-fitting method, which is applied to build the Basquin-based and the Coffin–Manson-based
models (Section 1.2), provides the simplest process to construct a numerical model, and thus is
well-accepted in the field of mechanical engineering. However, from the perspective of material science,
the fatigue models ideally should be constructed through observations of physical phenomena (such as
the crack growth, diffusion creep, and void growth). This approach has resulted in the development of
several mechanism-based models. These models are variously based on micromechanical cyclic void
growth [21], partition of energy and micro-crack growth [22], and multistage fatigue theory [23].

These models are attractive because they relate physically measureable microstructural properties
to life or total damage. Some of these models already include the ability to accommodate multiple
forms of damage (including creep, fatigue, or oxidation), and represent both creep and fatigue in
one formulation. However, this class of models suffers from limitations from the perspective of an
engineering designer:

• They relate to life evolution in some way, but often not in ways that are accessible to engineering
design. This is a particular limitation of the damage models.

• The mechanism-based models need to be validated. They require the measurement of microstructural
parameters of damage. This information is not readily available to design engineers, certainly not
at the onset of design. Also, designers do not select materials based on microstructure, but rather
on mechanical properties. Furthermore, microstructural data are also not easily available during
the service life of the part without resorting to destructive testing.

• They have abstract mathematical formulations that are not easy to conceptualise, and are difficult
to apply to design.

• They typically have multiple coefficients in power law formulations, and each equation has
sub-coefficients that can only be determined empirically by fitting.

• They are not convenient for mechanical design. For example, for the material selection at the
initial stage of design, it is not easy to investigate and determine the microstructural damage
caused by fatigue, creep and oxidation. It is also not reasonable to assume multiple materials
have the same damage. However, for the empirical-based models, the fatigue evaluation can be
conveniently calculated through inputting the temperature, frequency, and applied loading.

From the perspective of mechanical engineering design, it is desirable that a creep-fatigue model
should have a clear structure that is understood by engineering practitioners, include the general
variables at the engineering scale (such as temperature, time, and loading), include parameters that
are measureable or knowable, and be easily mathematically solved. This is not the case for the
mechanism-based models. Furthermore, material standards are invariably based on assurances of
mechanical properties and element composition, not on microstructural properties. Hence, while
designers may be interested in microstructure, they cannot rely on in their specifications.

1.4. Extension of the Empirical Models

As mentioned in Section 1.2, the damage-accumulation-based models ignore the interaction
between fatigue and creep. The microstructural interactions between creep and fatigue are beginning
to be understood at a qualitative level, e.g., [24]. Various mathematical expressions for this interaction
are also available, with some (albeit limited) basis in microstructure or loading partitioning, e.g., [25,26].
Hence a possible way to move the field forward from a materials and design perspective is to further
improve the conventional Coffin–Manson-based creep-fatigue models.
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A recent development in that direction has been the development of a model that includes
temperature, cyclic time, applied loading, and with applicability to multiple (metallic) materials [27].
This ‘unified’ model takes the form of a mathematical representation of plastic strain with functions
including empirically determined coefficients:

εp = C0c(σ, T, tc)Nf
−β0 (2)

with
c(σ, T, tc) = 1 − c1(σ)

(
T − Tre f

)
− c2 log

(
tc/tre f

)
T − Tre f =

{
T − Tre f f or T > Tre f

0 f or T ≤ Tre f

tc/tre f =

{
tc/tre f f or tc > tre f and T > Tre f

1 f or tc ≤ tre f or T ≤ Tre f

(3)

where εp is the plastic strain which reflects fatigue capacity, Nf is the creep-fatigue life, C0 and β0

are the fatigue ductility coefficient and fatigue ductility exponent respectively, which are related to
fatigue capacity at the pure-fatigue condition, T is the temperature, tc is the cyclic time which presents
the reciprocal of loading frequency, c1(σ) is the stress moderating equation which reflects the creep
effect caused by the applied loading, c2 is the constant, and σ reflects the applied loading which can be
related to plastic strain through the cyclic strain-stress relation.

The equation also includes the concept of a reference condition. Here Tre f is the reference
temperature, which is defined as 35% of the melting temperature, tre f is the reference cyclic time
which is suggested as a small value of 1 s.

The limitations presented by the existing Coffin–Manson-based models are improved by this
model. The improvements are that: the structure includes the parameters of typical engineering
problems, is easily mathematically solved, may be applied in multiple situations on multiple metallic
materials, and covers the full range of conditions from pure fatigue to creep fatigue and then to pure
creep. In particular, the model provides a more economic method for fatigue-life prediction since less
empirical data are required than other empirical methods such as [15,17]. In addition, the model is
applicable for engineering design at the initial stage through combining with finite element analysis
(FEA) [28].

Nonetheless from an engineering design perspective, the model has room for improvement.
There is a need to have a representation that can predict fatigue life at a given applied loading (or can
be used to evaluate the critical value of applied loading under a given life). This process of engineering
calculation is applied at the early stages of engineering design, when candidate materials are being
considered in relation to the functional requirements. Furthermore, it is necessary to represent the full
range of fatigue, creep-fatigue, and creep conditions. From a design perspective it is essential that any
model is able to be applied using the type of information available to a design engineer (which may be
tentative or incomplete).

1.5. Opportunities for Modifying the Unified Model

There is something of philosophical debate between proponents of the mechanism-based models,
and the empirical models. From the perspective of the mechanism-based models, design ought to be
conducted by detailed examination of microstructure and the determination of multiple material
parameters, some based on properties of the crystal lattice, defect sizes, oxidation factors, and
curve-fitting parameters. The methods are valuable because they can relate say critical crack length to
life. However, they have other limitations as described above. From the perspective of the empirical
models, design ought to be conducted by performing macroscopic tests (no microstructural tests
required) at various environmental conditions, and then curve-fitting to obtain coefficients for a
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formulation. The methods are valuable because they can be highly accurate, and they readily relate
loading to life. However, they have other limitations as described above.

Both methods have strengths and weaknesses. Proponents of the different schools of thought
tend not appreciate the approach taken by the other, which is strange since both rely on fitting
of many coefficients, and formulations encapsulating many assumptions. In the longer term the
mechanism-based models may prove to be superior, if they can eventually link the physical features of
the virgin and damaged microstructure to life, using parameters that are easy to measure and available
at design time. However, at present, the empirical models are superior, at least for engineering design
purposes. Hence the further improvement of the existing models is still worthwhile attempting from
an engineering perspective.

The development of the unified creep-fatigue model [27] was based on an assumption, which
is the change rate (β0) of applied loading to fatigue life is constant for different temperatures and
cyclic times. Graphically, the curves of applied loading vs. fatigue life at the situations with different
temperatures and cyclic times at the log-log coordinate are parallel. The model applied this assumption
because the slopes of loading-life curves at the log-log coordinate change only slightly among the
situations with different temperatures and cyclic times. Although the accuracy of fatigue-life prediction
is acceptable [27], this assumption still suggests some opportunities for future improvements.

Firstly, the accuracy of the fatigue-life prediction could be further improved. Specifically, although
the influence of temperature and cyclic time to the exponent (β0) is slight, this influence may not be
negligible. However, in the unified model (Equation (2)), this exponent is a constant, not a function of
temperature and cyclic time. This implies that inclusion of this influence may improve accuracy of the
fatigue-life prediction. In addition, the derivation of creep-fatigue-related coefficients was conducted
by applying numerical optimization. This is a curve-fitting-based method, and thus the fitting quality
strongly depends on the number of power series and coefficients.

Such methods generally benefit, as regards fitting accuracy, from provision of higher power
series and more tunable coefficients. There are examples in the literature that specialize in this
approach, and result in exceptionally good fits [15–17]. However, this comes with two significant
costs: (a) parameter non-identification becomes problematic in that multiple different combinations
of parameters give similar results, hence the model becomes degenerate, and (b) it becomes difficult,
even impossible, to link the coefficients to any meaningful parameters of physical properties or
microstructure, hence the ontological power is depleted. Therefore, it is prudent to exercise restraint
when expanding the terms within predictive models. It is preferable to add parameters that have
some basis in physical reality. Consequently, we propose that the unified model might be improved
by introducing new parameters for temperature and cyclic time into the exponent component (β0)
(See Sections 4.3 and 5.2).

Secondly, the description of the pure-fatigue condition could be further improved. Specifically,
the unified model can be restored to the Coffin–Manson equation at the pure-fatigue condition which
is described by the coefficients of C0 and β0. These two coefficients are derived from the empirical
data by numerical optimization. As mentioned above, the assumption may impact the accuracy of
these two coefficients, and thus the quality of pure-fatigue description may be reduced. In this case,
the modification for exponent component (β0) may improve the accuracy of C0 and β0, and then a
better description for pure fatigue might be obtained (see Section 4.4).

In summary, we propose that the unified creep-fatigue model [27] could potentially be further
improved through introducing the parameters of temperature and cyclic time into the exponent
component. This has the potential to improve the accuracy of the fatigue-life prediction for both
creep-fatigue and pure-fatigue conditions.

In the present work, we propose an explicit creep-fatigue model.
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2. Methodology

The present work aims to further improve the unified creep-fatigue model [27]. This new explicit
model should present improved accuracy of the fatigue-life prediction for both the creep-fatigue
and pure-fatigue conditions. We are also mindful of the need to make such models accessible for
engineering design. This has not always been a strong feature of models in the literature. This requires
consideration of the type of information available to designers, and an understanding of what they are
trying to achieve.

To improve the model, we removed the assumption that β0 in Equation (2) is constant, and then
introduced the parameters of temperature and cyclic time into the exponent component. We retained
from [27] the concept that the fatigue capacity is reduced due to active creep behavior, which is
influenced by temperature and time [1,4]. These two elements were included into the unified model
(Equation (2)) through introducing a creep moderating function to the c component in Equation (2) [27].
In the present work the additional change is the introduction of an additional creep moderating
function (a function of temperature and cyclic time) to modify the fatigue ductility exponent (β0).
The numerical relationships among temperature, cyclic time and exponent component were extracted
from the understanding of creep behaviour (diffusion creep). Then, to build a bridge between pure
fatigue and creep fatigue, the reference condition was also introduced. By this way, the exponent
component can be restored to β0 at the pure-fatigue condition.

Creep mechanisms are normally divided into Nabarro–Herring creep, Coble creep, grain boundary
sliding and dislocation creep [1,29]. Nabarro–Herring creep and Coble creep show a strong dependency
on temperature, where the diffusional flow of atoms occurs under conditions of relatively high
temperature. Grain boundary sliding involves displacements of grains against each other. This is a
particularly important mechanism for the creep failure of ceramics at high temperature because of the
glassy-phase formation which provides a good sliding condition along the grain boundary. Dislocation
creep presents progressive disruption through the crystal lattice, which results from both line defects
and point defects, and can occur at relatively low temperature. This process is sensitive to the applied
stress on the material, with a secondary dependency on temperature [1].

Based on the brief description of these four creep mechanisms, the diffusion creep (including
Nabarro–Herring creep and Coble creep), which has strong temperature dependence, is used to
extract the creep effect. (In the Discussion we briefly comment on the effect of ignoring these other
creep mechanisms).

Then, an explicit creep-fatigue model was developed, see Section 3.1. This model was then
validated on the materials of 63Sn37Pb solder and stainless steel 316 (see Sections 4.1 and 4.2).
The coefficients were determined by the empirical data (including pure-creep data and creep-fatigue
data) which were extracted from the literature. Ideally, the creep-fatigue data applied to obtain the
coefficients and applied to validate the model should be extracted from two different literature sources.
However, in the present work the empirical data are limited so, we extracted the empirical data from
one source in the literature, and then the data were divided into two groups. One group was used to
extract the coefficients of this model, and the other group used to validate this model. Hence if the
experiments are conducted by following the experimental standard, the data at one specific condition
(temperature, loading and cyclic time) should not be impacted by the location and operator.

After this, this model was compared with the unified and other models to evaluate the accuracy
of the fatigue-life prediction at creep fatigue and pure fatigue (see Sections 4.3, 4.4 and 5.2), and the
economy (see Section 5.3). In this process, the accuracy of life prediction for both the creep-fatigue and
pure-fatigue conditions is discussed by evaluating the average error and prediction ratio (which
are defined in Sections 3.2 and 3.3). In addition, the unified and integrated characteristics of
the explicit model were investigated. Although the explicit model presents better the fatigue-life
prediction, introducing more parameters into a numerical representation may result in poor economy
for engineering designers because more empirical data may be required. Specifically, for an economical
method for creep-fatigue-life prediction, the coefficients of this model should be obtained by fewer
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creep-fatigue experiments, because conducting creep-fatigue test is an expensive and time-consuming
process. Thus, reduced empirical effect means better economy. This potential issue of economy is
discussed (see Section 5.3).

Finally, the explicit model was applied to engineering design calculation (see Appendix A.1) and
finite element analysis (see Appendix A.2). We provide specific directions for how the model may be
used under both approaches, and the limitations thereof.

This new explicit model was developed with engineering design in mind. In particular, the general
variables at the engineering scale (such as temperature, time and loading) were introduced to this
explicit model, but the variables at the microstructural level (such as crack configuration, damage
size, inter-void spacing, and oxidation) were not included. Although the explicit model still relies on
empirical data, it is not a purely curve-fitting-based model. Specifically, the relationships between
the different variables were derived from the understanding of creep and fatigue behaviours at
the microstructural level, and the formulation was constructed by harmoniously integrating these
relationships. This is not simply a curve-fitting-based process, thus gives an improved method for
life prediction. During the process of engineering design, the coefficients are determined from the
empirical data.

3. The Explicit Creep-Fatigue Model

We introduce the parameters of temperature and cyclic time into the exponent component.
The modification process is presented in Section 3.1, and the method of determining the coefficients is
presented in Section 3.2.

3.1. Development of the Explicit Creep-Fatigue Model

As mentioned in Section 1.4, the previous research applied an assumption that the fatigue ductility
exponent (β0) is constant at different temperatures and cyclic times. Removing this assumption gives
an opportunity to further improve the unified model (Equation (2)). The unified model aimed to
be applied for engineering design, thus the general variables at the engineering scale (temperature,
time and applied loading) were included. However, at one specific temperature and cyclic time,
applied loading does not influence the slope of life-loading curve, thus this parameter is not included
into the exponent component and only the variables of temperature and cyclic time are included.
In addition, according to the concept of fatigue capacity presented in [27], the slopes of life-loading
curves gradually trend to zero with an increased creep effect (elevated temperature and prolonged
cyclic time).

To resolve these issues, we introduce a creep moderating function b(T, tc) to modify the fatigue
ductility exponent, and then is further expanded as the form of ‘1 − x’:

β0 → β0b(T, tc) = β0
[
1 − b′(T, tc)

]
(4)

We assume that time and temperature are not convoluted with each other, and thus the overall effect
caused by temperature and time are additive. Later we show that this assumption gives sufficiently
accurate outcomes. Then, function b′(T, tc) is split into a thermal component and a time component:

β0b(T, tc) = β0
[
1 − b′1(T)− b′2(tc)

]
(5)

Then, we determine the relationships among temperature, cyclic time and exponent component.
This is achieved through investigating creep behaviour. Specifically, function β0b(T, tc) implies the
rate of fatigue-capacity decreases or increases between different temperatures and/or cyclic times.
This rate can be described by diffusion-creep rate, and described by Fick’s law [30]:

J = −D
dϕ

dx
(6)
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where J is the diffusion flux which shows that the amount of substance flowing through a unit area
at a unit time (thus reflects the diffusion rate), D is the diffusion coefficient, x is the position and ϕ

reflects the concentration of vacancies.
The diffusion process is identified as a thermodynamic system due to the strong driving force

of temperature. In this system, the transfer of atoms and the formation of vacancies are numerically
evaluated by free energy at atomic level [31], and then the equilibrium atomic fraction of vacancies
(Nv) is given by Equation (7):

Nv = exp
(
−ΔGf

kT

)
(7)

where ΔGf is the Gibbs free energy for formation of a vacancy, k is the Boltzmann’s constant and T is
the temperature. In Equation (6), ϕ is defined as the number of vacancies per unit volume, and thus is
related to the atomic fraction by Equation (8):

ϕ =
Nv

Ω
(8)

where Ω is the atomic volume. Therefore, a natural exponential relation between the diffusion flux
and the temperature component can be presented:

J ∝ exp(−1/T) (9)

The expression of exp(1/T) can be simplified to a linear dependence when the temperature is
relatively high enough, which is higher than the temperature where the creep behavior is activated
(normally 0.35 of melting temperature), and usually the case when creep-fatigue is being considered in
an engineering application. This provides a linear relationship, but the coefficient of the temperature
(the slope of this straight line) should be determined from the empirical data. Thus, a linear relationship
between diffusion rate and temperature arises:

J ∝ T (10)

In addition, Equation (9) shows that the diffusion-creep behaviour gives a logarithmical
relationship between temperature and diffusion flux. The definition of ‘diffusion flux’ indicates
that this term measures the amount of substance flowing through a cross sectional area during a unit
time. Thus, a time dependence is included in this parameter in the form of a rate function. Then,
Equation (9) can be presented as:

J =
dDv

dt
∝ exp(−1/T) (11)

where Dv reflects the amount of substance flowing through a unit area. This equation gives a
logarithmical relation between temperature and cyclic time:

T ∝ log(1/t) (12)

Then, the linear relationship of temperature vs. exponent component and the logarithmical
relationship of temperature vs. cyclic time are integrated into Equation (5). The moderating function
b(T, tc) is presented by Equation (13):

b(T, tc) = 1 − b1T − b2 log tc (13)

where b1 and b2 are constant and determined by empirical data.
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To build a bridge between pure fatigue and creep fatigue, we introduce the thermal and cycle
time reference condition into Equation (13), then this equation is modified as:

b(T, tc) = 1 − b1

(
T − Tre f

)
− b2 log

(
tc/tre f

)
(14)

Finally, the explicit creep fatigue model is given as:

εp = C0c(σ, T, tc)Nf
−β0b(T,tc) (15)

with
c(σ, T, tc) = 1 − c1(σ)

(
T − Tre f

)
− c2 log

(
tc/tre f

)
b(T, tc) = 1 − b1

(
T − Tre f

)
− b2 log

(
tc/tre f

)
T − Tre f =

{
T − Tre f f or T > Tre f

0 f or T ≤ Tre f

tc/tre f =

{
tc/tre f f or tc > tre f and T > Tre f

1 f or tc ≤ tre f or T ≤ Tre f

(16)

3.2. The Method of Determining the Coefficients

The coefficients of the explicit model (Equation (15)) are determined by the empirical data,
including pure-creep data and creep-fatigue data.

3.2.1. Selecting the Reference Condition

The creep damage is assumed to be active above the reference temperature and the reference
cyclic time. The reference temperature is defined as 35% of the melting temperature [32], and the
reference cyclic time is suggested as a small value, nominally 1 s.

3.2.2. Deriving the Coefficients of Function c(σ, T, tc)

The method to derive the coefficients of c(σ, T, tc) proposed in [27] is extended to the present
work. In this case, function c1(σ) and constant c2 are presented by Equations (17) and (18):

c1(σ) = − c2

PMH(σ)
(17)

c2 =
1

log
(

ta/tre f

) (18)

In Equation (17), PMH(σ) is a function which represents the relationship between the
Manson–Haferd parameter and applied stress (σ). The Manson–Haferd parameter under one specific
stress is numerically presented as:

PMH =
T − Ta

log t − log ta
(19)

where T is the absolute temperature, t is the creep-rupture time, and (log ta, Ta) is the point of
convergence of the log t-T lines. In particular, Ta is defined as the reference time (Tre f ) below which
creep is dormant.

Both Equations (17) and (18) are obtained by the empirical data of pure creep. Specifically, during
creep-rupture tests, the temperatures (T), stresses (σ) and creep-rupture times (t) are recorded. Then,
the relationships between T and log t under different stresses are plotted (Figure 1), wherein the
temperature at the point of convergence is identified as the reference temperature, and the value of
log t at this convergence point (log ta) is given by the average value of the logt(Tre f ) at different stresses.
The value of log t then gives c2.
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Figure 1. Plotting of T vs. log t.

According to Figure 1, the Manson–Haferd parameters under different stresses are given, then the
relationship between the Manson–Haferd parameter and applied stress (PMH(σ)) can be obtained
through curve fitting. Then, function c1(σ) is expanded.

3.2.3. Deriving the Coefficients

The remaining coefficients in the explicit model are determined by the empirical data of creep
fatigue. Specifically, during the creep-fatigue tests, the temperatures (T), cyclic time (t), stresses (σ),
plastic strain (εP) and fatigue life (N) are recorded. In particular, with the empirical data of plastic
strain vs. stress, the coefficients (K′ and n′) of the cyclic strain–stress relation under different
temperature-cyclic time conditions are obtained. In the present work, these two coefficients are
applied to describe the engineering quantities-based relationship, and a power-law-based transition
between strain and stress is included. They then are involved in the function c1(σ) for transforming
stress into plastic strain (Equation (20)), and a moderating factor ( fm) is introduced to compress the
stress effect on creep-related damage. We did not separate the whole of applied loading (σ) into
two components. This is because we cannot say one part the applied loading contributes to creep,
and another part contributes to fatigue. Therefore, we defined that the whole of applied loading works
for both fatigue and creep damage.

c1(σ) = − c2

PMH(σ)
→ c1(εP) = − c2

PMH
[

fm · K′(T, tc) · εP
n′(T,tc)

] (20)

In the present work, we define fm as a stress-moderating factor which is applied to compress
the cyclic stress to an equivalent constant stress. This moderating factor is related to the shape of the
loading wave, and presents the average level of the cyclic loading. Illustratively, the area below the
contour of the cyclic loading along the time dimension should be equal to the area below the contour
of the equivalent constant loading at the same time period. This is based on an assumption that
creep makes the same contribution to tensile and compressional portions. Although this assumption
may be not appropriate for some materials [33,34], it simplifies the method of extracting this factor.
For example, fm is defined as 0.6366 for the sinusoidal wave and as 0.5 for the triangular wave.

Then, numerical optimisation was applied to derive the coefficients of C0, β0, b1 and b2 by
minimizing the average difference (δa) between the predicted fatigue life (Npre,ij) and the experimental
results (Nexp,ij) (Equation (21)).

δa = ∑
(
log Npre,ij − log Nexp,ij

)2/n (21)
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where n is the number of data, and Nij presents the fatigue life obtained at multiple conditions of
(T, tc)j and strain amplitude i.

3.3. Evaluation of the Explicit Model

The quality of fatigue-life prediction is evaluated by the prediction ratio. Specifically, the prediction
ratio (Equation (22)) gives the ratio of predicted creep-fatigue life to experimental creep-fatigue life:

Hij =
Npre,ij

Nexp,ij
(22)

In the present work, we define that:
An acceptable prediction ratio should be between 0.75 and 1.25.
This range is narrower (more conservative than the range shown in other literature, wherein a

factor of 2 or 1.5 is normally given [25,35,36]. This also can be shown illustratively, where all data
points of Npre vs. Nexp under multiple temperatures and cyclic times should fall between the upper
bound (+25%) and the lower bound (−25%) relative to ideal correlation (H = 1).

4. Validation

The explicit model is validated on the materials of 63Sn37Pb solder and stainless steel 316.
The coefficients are determined by using the method proposed in Section 3.2, where the empirical
data are extracted from the literature. The quality of fatigue-life prediction is evaluated by the method
proposed in Section 3.3.

4.1. Validation on 63Sn37Pb Solder

4.1.1. Deriving the Coefficients

The reference temperature for 63Sn37Pb solder was chosen as 160 K and the reference cyclic time
was defined as 1 s. The creep-rupture data [37] are plotted in Figure 2, and the point of convergence
(Tre f , log ta) is evaluated as (160 K, 8.232). This gives

c2 =
1

log
(

ta/tre f

) =
1

log(108.232/1)
= 0.1215 (23)

and the relationship between stress and the Manson–Haferd Parameter:

− 1
PMH(σ)

= 8.1979 × 10−3 + 8.3244 × 10−4σ + 6.6651 × 10−6σ2 (24)

Then, substituting into Equation (24), function c1(σ) is expressed as:

c1(σ) = − c2

PMH(σ)
= 9.9586 × 10−4 + 1.01122 × 10−4 · fm · σ + 8.09657 × 10−7 · fm

2 · σ2 (25)

and the magnitude of fm is given as 0.6366 for the sinusoidal wave.
The creep-fatigue coefficients [16] obtained from the literature are tabulated in Table 1. Minimizing

the difference between the predicted creep-fatigue life (Npre,ij) and the experimental creep-fatigue life
(Nexp,ij) yields C0 = 7.790, β0 = 0.858, b1 = 0.000234 and b2 = 0.00596, and returns an average error (δa)
(Equation (21) of 0.000509.
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Figure 2. Creep-rupture characteristics of 63Sn37Pb solder.

Table 1. Creep-fatigue data for 63Sn37Pb solder.

Temperature
(K)

Frequency
(Hz)

Cyclic Time
(s)

Creep-Fatigue Coefficients

εp=ε
′
fN

−β
f

Strain-Stress Coefficients

σ/2=K
′
(εp/2)n

′

ε
′
f β K′ n′

233 1 1 2.98 0.773 129.5 0.0652
398 1 1 1.45 0.723 84.026 0.1199
298 0.001 1000 1.01 0.708 90.437 0.1438

Consequently, the coefficients of the explicit creep-fatigue equation for 63Sn37Pb solder are
collected in Table 2:

Table 2. The coefficients of the explicit formulation for 63Sn37Pb solder.

C0 β0 C2 Tref (K) Tref (s) b1 b2 fm δa (log(cycle)2)

7.790 0.858 0.1215 160 1 0.000234 0.00596 0.6366 0.000509
c1(σ, fm) 9.9586 × 10−4 + 1.01122 × 10−4 · fm · σ + 8.09657 × 10−7 · fm

2 · σ2

4.1.2. Evaluation

To evaluate the explicit creep-fatigue model, another groups of creep-fatigue data (Table 3) [16] are
used to compare with predicted fatigue life which is supported by the results shown in Section 4.1.1.

Table 3. Creep-fatigue data for 63Sn37Pb solder.

Temperature
(K)

Frequency
(Hz)

Cyclic Time
(s)

Creep-Fatigue Coefficients

εp=ε
′
fN

−β
f

ε
′
f β

298 1 1 2.28 0.756
348 1 1 1.86 0.743
298 0.1 10 1.57 0.719
298 0.01 100 1.28 0.712
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The prediction ratio (Npre/Nexp) under multiple temperatures and cyclic times are plotted in
Figure 3, where all data points fall between the upper bound (+25%) and the lower bound (−25%).
The upper bound and the lower bound present the prediction ratios are 0.75 and 1.25 respectively.
This implies that the explicit creep-fatigue equation provides a high quality of fatigue-life prediction,
specifically, a relatively high correlation between predicted and experimental creep-fatigue life.

Figure 3. Prediction ratio for 63Sn37Pb solder.

4.2. Validation on Stainless Steel 316

4.2.1. Deriving the Coefficients

The reference temperature for stainless steel 316 was chosen as 585 K and the reference cyclic time
was defined as 1 s. The creep-rupture data [38] are plotted in Figure 4, and the point of convergence
(Tref, logta) is evaluated as (585 K, 10.783). This gives

c2 =
1

log
(

ta/tre f

) =
1

log(1010.783/1)
= 0.09274 (26)

and the relationship between stress and the Manson–Haferd Parameter:

− 1
PMH(σ)

= 0.006011 + 7.0286 × 10−5σ − 1.1429 × 10−7σ2 (27)

Then, substituting into Equation (27), function c1(σ) is expressed as:

c1(σ) = − c2

PMH(σ)
= 5.575 × 10−4 + 6.5184 × 10−6 · fm · σ − 1.0599 × 10−8 · fm

2 · σ2 (28)

and the magnitude of fm is given as 0.5 for the triangular wave.
The creep-fatigue coefficients [39] obtained from the literature are tabulated in Table 4. Minimizing

the difference between the predicted creep-fatigue life (Npre,ij) and the experimental creep-fatigue life
(Nexp,ij) yields C0 = 7.768, β0 = 0.571, b1 = −0.000225 and b2 = −0.0223, and returns an average error
(δa) (Equation (21)) of 0.00255.
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Figure 4. Creep-rupture characteristics of stainless steel 316.

Table 4. Creep-fatigue data for stainless steel 316.

Temperature
(K)

Strain Rate
(%/min)

Creep-Fatigue Coefficients

εp=ε
′
fN

−β
f

Strain-Stress Coefficients

σ/2=K
′
(εp/2)n

′

ε
′
f K′ K′ n

723 0.4 0.279 0.522 444 0.338
873 4 0.347 0.578 175 0.173
973 40 0.425 0.578 150 0.211

Consequently, the coefficients of the explicit creep-fatigue equation for stainless steel 316 are
collected in Table 5:

Table 5. The coefficients of the explicit formulation for stainless steel 316.

C0 β0 C2 Tref (K) Tref (s) b1 b2 fm δa (log(cycle)2)

0.768 0.571 0.0927 585 1 −0.000225−0.0223 0.5 0.00255
c1(σ, fm) 5.575 × 10−4 + 6.5184 × 10−6 · fm · σ − 1.0599 × 10−8 · fm

2 · σ2

4.2.2. Evaluation

To evaluate the explicit creep-fatigue model, another groups of creep-fatigue data (Table 6) [39] are
used to compare with predicted fatigue life which is supported by the results shown in Section 4.2.1.

The prediction ratio (Npre/Nexp) under multiple temperatures and cyclic times are plotted in
Figure 5, where all data points fall between the upper bound (+25%) and the lower bound (−25%).
The upper bound and the lower bound present the prediction ratios are 0.75 and 1.25 respectively.
This implies that the explicit creep-fatigue equation provides a high quality of fatigue-life prediction,
specifically, a relatively high correlation between predicted and experimental creep-fatigue life.
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Table 6. Creep-fatigue data for stainless steel 316.

Temperature
(K)

Strain Rate
(%/min)

Creep-Fatigue Coefficients

εp=ε
′
fN

−β
f

ε
′
f β

723 4 0.369 0.521
873 40 0.408 0.563
973 0.4 0.246 0.555
973 4 0.470 0.615

Figure 5. Prediction ratio for stainless steel 316.

4.3. Accuracy Comparison: Explicit vs. Unified Models

The present work aims to improve the accuracy of the creep-fatigue-life prediction through further
modifying the unified model. Thus, the ability of life prediction by applying the explicit model should
be better than applying the unified model. This is proved through comparing the explicit model with
the unified model on the materials of 63Sn37Pb and stainless steel 316.

Specifically, the explicit formulation removes the assumption applied in the unified creep-fatigue
model (Equation (2)), and then a creep moderating function was introduced into the exponent
component. In this way, the explicit model has better ability to describe creep fatigue. To prove
this, we applied the creep-fatigue data (Table 1 for 63Sn37Pb solder and Table 3 for stainless steel 316)
to extract the coefficients of the unified model (Equation (2)) and the explicit model (Equation (15)).
Then, these coefficients were applied to predict the fatigue life for the situations shown in Table 4 for
63Sn37Pb solder and Table 6 for stainless steel 316. The empirical data, and predicted life given by the
unified model and the explicit model are illustrated in Figure 6 for 63Sn37Pb and Figure 7 for stainless
steel 316.
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Figure 6. Empirical data and predicted life for 63Sn37Pb.

Figure 7. Empirical data and predicted life for Stainless steel 316.
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Figures 7 and 8 show that life-loading curves given by the explicit model are closer to the empirical
data, thus we conclude that the explicit model has better ability to predict fatigue life at the creep-fatigue
condition. This is also proved by the average errors and prediction ratios (see Equations (21) and (22)
in Sections 3.2.3 and 3.3 for the definitions of the average error and prediction ratio respectively) in
Table 7. In particular, the value of the prediction ratio in Table 7 is represented by a range which is
given by the maximum and minimum prediction ratios of the whole results. This representation is
also shown in Table 8.

Figure 8. Predicted life and empirical data of stainless steel 316 for pure fatigue.

Table 7. The average errors and prediction ratios given by the unified model and the explicit model.

Materials
Average Errors (log(cycle)2) Prediction Ratios Range

Unified Model Explicit Model Unified Model Explicit Model

63Sn37Pb solder 0.00177 0.00139 0.80–1.10 0.85–1.05
Stainless steel 316 0.0110 0.00883 0.75–1.20 0.75–1.00

Table 8. Accuracy of prediction regarding the empirical-data number.

Number of Data Groups
to Derive Coefficients

Average Errors for Predicting
Fatigue Life (log(cycle)2)

Prediction Ratios Range

Wong & Mai’s
Model

Explicit Model
Wong & Mai’s

Model
Explicit Model

Six groups of data 0.002481 0.001176 0.85–1.00 0.80–1.00
Three groups of data 0.006608 0.01547 1.00–1.10 0.60–1.15

Table 7 shows that the explicit model provides smaller average errors and narrower ranges of
prediction ratio for both the materials of 63Sn37Pb solder and stainless steel 316. This demonstrates
that the explicit model has better accuracy for quantitatively representing creep fatigue.

4.4. The Ability to Describe Pure Fatigue

Both the unified creep-fatigue model and the explicit model can be restored into the
Coffin–Manson equation at pure fatigue. This loading condition is numerically presented by the
coefficients of C0 and β0, thus the accuracy of pure-fatigue description is determined by them. In the
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present work, this ability was evaluated through comparing the predicted life with the empirical data
on stainless steel 316 [39] (Figure 8).

Figure 8 shows that the loading-life curve formulated by the coefficients of C0 and β0 in the
explicit model is closer than the unified model to the empirical data. This is also described by the
prediction ratio. The prediction ratios for these two models is presented in Figure 9. The dotted lines
(bounds) which are labeled by 1, −25%, −50% and −75% in Figure 9 represent the prediction ratios of
1, 0.75, 0.5 and 0.25 respectively.

Figure 9. Prediction ratio for stainless steel 316 at pure fatigue.

Figure 9 shows that the pure-fatigue prediction ratios are around 0.75 for applying the coefficients
of the explicit model, but the prediction ratios are lower, between 0.5 and 0.25, for using the coefficients
of the unified model.

Both Figures 8 and 9 imply that the errors between the empirical data and the predicted life given
by the explicit model are smaller. Therefore, we conclude that the explicit model has better ability to
describe pure fatigue than the unified model.

4.5. General Process of Validation for Other Materials

The explicit model could be further validated through involving more empirical data on more
materials. The general process of validation can be summarised as follows:

(1) Obtain the empirical data for one specific material. The data include pure-creep data and
creep-fatigue data, which could be extracted from the literature, or collected by performing testing.
In particular, the creep-fatigue data under multiple temperatures and cyclic times are divided into two
groups (3 to 4 sub-group data at different temperatures and cyclic times for each group). One group
data (named Group1) are applied to determine the coefficients of the explicit model, and other
group data (named Group2) are applied to compare with the predicted life (evaluate accuracy of the
fatigue-life prediction).

(2) Determine the coefficients of the explicit model. The coefficients are determined by the
method presented in Section 3.2.
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(3) Predict fatigue life. With the coefficients obtained in step 2, the predicted life under the
situations presented in ‘Group2’ are calculated through using the explicit model.

(4) Evaluate the explicit model. The evaluation of the explicit model is conducted by the method
given in Section 3.3. This process is numerically and illustratively presented by the prediction ratios.
If the predicted data satisfy the range of acceptation given in Section 3.3, we can conclude that the
explicit model can be applied on this material to predict creep-fatigue life.

5. Discussion

5.1. The Characteristics of the Explicit Creep-Fatigue Model

The explicit creep-fatigue model was validated on the materials of 63Sn37Pb solder and stainless
steel 316 (see Section 4). This implies that this model has ability to be applied at multiple temperatures
and cyclic times, and the relationships between different variables (temperature, cyclic time, applied
loading and life) in the explicit model are applicable for different materials.

In addition, at the reference (the pure-fatigue) condition (where T = Tre f and tc = tre f ), the explicit
creep-fatigue model can be restored to the Coffin–Manson equation. At the pure-creep condition
(where c(σ, T, tc) = 0), the explicit creep-fatigue model can be reformed as the Manson–Haferd
parameter for creep. Consequently, the explicit formulation recovers both of the standard fatigue and
creep formulations.

Consequently, the explicit model (Equations (15) and (16)) has the following features:

1. Provides one formulation that covers the full range of conditions from pure fatigue, to creep
fatigue, then to pure creep.

2. Recovers the mathematical formulation of both of the standard fatigue and creep formulations
(Coffin–Manson and Manson–Haferd respectively).

3. Accommodates multiple temperatures. Specifically, the explicit model can be applied to predict
fatigue life at situations with different temperatures.

4. Accommodates multiple cyclic times. The explicit model is applied at the cyclic loading without
hold time, thus the cyclic time refers to the period of one cycle of this loading condition. This is a
limitation of this model, which will be discussed in Section 5.4.

5. Accommodates multiple materials. The explicit model was not a purely empirical-based model
because the physical meaning was indirectly introduced into the explicit model. This process
is quite different from the curve-fitting method. Thus, we conclude that the explicit model is
potential able to be applied for multiple materials: we have demonstrated validation for 63Sn37Pb
solder and stainless steel 316. Further validation on different materials is needed: this will be
discussed in Section 5.4.

6. Provides a physical basis for the structure of the formulation. The basis of the c term has been
explained previously [40]. Specifically, diffusion-creep behaviour gives a linear relationship of
temperature vs. loading and a logarithmical relationship of temperature vs. cyclic time. Plastic
zone around the crack tip gives a power-law relation between life and loading. The new b
term is justified on principles of diffusion-creep rate and represents Fick’s law (see Section 3.1).
Both c and b terms were built on the concept of fatigue capacity, which was formulated as
‘1 − x’. This formulation numerically presents the negative effect of creep on fatigue. In addition,
the introduction of the reference condition gives an opportunity to connect pure fatigue with
creep fatigue.

Attributes 1–2 may be considered ‘integrated’ attributes, 3–5 ‘unified’ attributes, and 6 a
‘natural origin’ attribute. Regarding integration, the models based on microstructural features,
e.g., the integrated creep-fatigue theory [41,42], also offer an integrated characteristic. However,
the determination of microstructural variables (such as crack, damage size and inter-void spacing)
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is challenging in the engineering situation. The explicit model is potentially easier to use in the
engineer case.

Furthermore, the explicit model can be restored to the Coffin-Mason equation at pure fatigue
and can be reformed as the Manson–Hefard parameter at pure creep. Both of these two formulations
are conventional engineering models, and can be applied for engineering design without the need of
observations at the microstructural level. This is a positive feature.

By natural origin we do not necessarily mean that the model has a physical basis traceable to
microstructure and mechanical properties. Rather that the formulation of the model is consistent with
existing representations of principles of physics (e.g., laws). We acknowledge that a full connection
of all parameters in the explicit model to measureable variables of microstructure remains elusive.
This limitation applies to all creep and fatigue models.

While there are other creep-fatigue formulations that also have high accuracy, they lack one or more
of the features of the explicit model: they do not have the integrated characteristic; they are typically
accurate only for specific cases (poor unified attribute); or they rely on the inclusion of many coefficients
(typically into power series) which have no natural origin. Many of the competing models are so
over-endowed with coefficients, e.g., [16,18], that they also have the risk of parameter non-identifiability.

5.2. The Ability to Describe Creep Fatigue

The unified model (Equation (2)) presents better ability to predict life at the creep-fatigue
condition. This was proved through comparing the unified model with the existing creep-fatigue
models. For example, the unified model was compared with Solomon’s model [15], Jing’s model [17],
and Wong & Mai’s model [18].

Both Solomon’s model and Jing’s model use fixed coefficients. When they are applied to other
situations, Solomon’s model results in a poor average error (23.96), and Jing’s model cannot give any
numerical solution. Thus, they only can be used in the situations where they were derived, and cannot
be extended to other situations and other materials where there are no empirical data. This is because
these models determine their coefficients by numerical optimisation across all variables (including
temperature, frequency, fatigue life and applied loading). Hence when changing to a different material
it is necessary to recalculate all the coefficients: it is not possible to simply change only some of
the coefficients. However, Wong & Mai’s model has potential to be applied to multiple materials.
This is because this model has seven independent coefficients which are required to be recalculated for
different materials. The accuracy of these models comes at the cost of high specificity of the coefficients,
and the risk of parameter non-identifiability. Also, the coefficients in the power series terms have no
physical identity, but only exist to provide improve mathematical fit.

To allow a comparison with the explicit model, we re-calculated the coefficients for Solomon’s
model, Jing’s model, and Wong & Mai’s model, as follows.

Solomon’s model (Equation (29)) is:

εp = C1(T)
(

Nf f k−1
)−β0

(29)

with
C1(T) = c1 − c2T − c3T2 − c4T3 (30)

where T is temperature in ◦C, f is the frequency, Nf is the fatigue life, and c1, c2, c3, c4, k and β0 are
constants derived from the empirical data.

Jing’s model (Equation (31)) is:
εp = C2(T)Nf

β(T) (31)

with
C3(T) = c4 − c5T + c6/

√
T

β(T) = b3 − b4T + b5/
√

T
(32)
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where c4, c5, c6, b3, b4 and b5 are constant derived from the empirical data.
Wong & Mai’s model (Equation (33)) is:

εp = C0s(σ)c(T, f )Nf
−β0b(T, f ) (33)

with

s(σ) =

⎧⎨
⎩1 when creep is dormant

exp
[
−
(

σyieldεn′
p

)
/A′

]
when creep is active

c(T, f ) = 1 − c1

(
T − Tre f

)
− c2 log

(
f / fre f

)
b(T, f ) = 1 − b1

(
T − Tre f

)
− b2 log

(
f / fre f

)
(34)

where n′ is cyclic hardening index, σyield is the yield stress, T is the temperature in Kelvin, f is the
frequency, Tre f is the reference temperature below which creep becomes dormant, fre f is the reference
frequency, and C0, β0, A′, c1, c2, b1 and b2 are constant.

We recalculated all these constants, for these three models, for stainless steel 316, and plotted the
results in Figure 10 to compare with the explicit model and empirical data.

Figure 10. Empirical data for stainless steel 316, and predicted life given by the explicit model,
Solomon’s model, Jing’s models, and Wong & Mai’s model.

The average errors calculated by Equation (21), for the explicit model, Solomon’s model, Jing’s model,
and Wong & Mai’s model, for stainless steel 316, are plotted in Figure 11:
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Figure 11. Average error for predicted life given by the explicit model, Solomon’s model, Jing’s model,
and Wong & Mai’s model.

Both Figures 10 and 11 show that the explicit model (Equation (15)) has better numerical accuracy
for describing creep fatigue than the models of Solomon, Jing, and Wong & Mai models. For Solomon’s
and Jing’s models, the average error given by these two models are much higher than the explicit model.
This is because the relationships between different variables in these two models were completely
derived from the empirical data of one specific material, thus they cannot be extended to other
materials. However, Wong & Mai’s model presents better ability for life prediction than Solomon’s
and Jing’s models (except the situation of 973 K-4%/min). This may be because Wong & Mai’s model
involves a material property (yield stress), and it also applied a concept that would later be referred to
as fatigue capacity. However, this model has seven independent coefficients which are required to be
determined by empirical data. Consequently, this leads to another issue, that of economy.

5.3. The Economy

The economy is an important factor which is considered during the process of engineering
design [4]. An economical method should provide a good balance between the accuracy and cost.
Although the mechanism-based models may not need any creep-fatigue tests, observing and measuring
microstructure is not a simple and economic process for engineering practitioners. The empirical-based
models are more suited for engineering purposes, hence are the point of comparison for the explicit
model. We selected Wong & Mai’s equation [18] to compare with the explicit model regarding to the
economy, since the Wong & Mai’s equation shows better life-prediction ability than other existing
models (see Section 5.2).

In the present work, empirical data under different temperatures and cyclic times was taken from
the literature (Table 4). The first stage took seven groups of data and split this into a group of six and
one. The six groups of empirical data were applied to derive the coefficients of Wong & Mai’s equation
and the explicit model. Then, these coefficients were used to predict fatigue life at the condition of the
remaining data set (named ‘predicted condition’). The discrepancy was noted.

The second stage repeated this analysis but with three and four groups respectively, and again
the discrepancy was noted. Finally, the average errors and prediction ratios obtained in these two
situations were compared. Thus, it becomes possible to infer how sensitive each model is to the
available quantity of data. A model with better economy would be one where the degradation in
accuracy was less sensitive to the quantity of data.
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The comparison between Wong & Mai’s equation [18] and the explicit model for the accuracy of
the fatigue-life prediction regarding the empirical-data number is shown in Table 8 and Figure 12 for
stainless steel 316.

 

Figure 12. Average error and prediction ratios regarding the empirical-data number.

Table 8 and Figure 12 show that the Wong & Mai equation gives better accuracy for the
fatigue-life prediction (at the condition of 973 K-0.4%/min) than the explicit model when six groups
of creep-fatigue data are available. This is because the Wong & Mai equation has more independent
coefficients which are extracted through the numerical optimisation (a curve-fitting-based method),
which results in a better fitting quality when enough empirical data are involved [43].

When only three groups of creep-fatigue data were selected to obtain the coefficients, then the
situation changes. The Wong & Mai equation experiences more severe degradation against both
measures: average error and prediction ratio.

In both cases the numerical optimization still yields quite small average errors for fitting for
the Wong & Mai equation. However, poor accuracy results when Wong & Mai’s equation with
the coefficients obtained at this stage is extended to predict fatigue life at the ‘predicted condition’
(973 K-0.4%/min). Specifically, for the Wong & Mai equation, the average error worsens from 0.001176
to 0.01547, and the range of prediction ratio also widens.

The explicit model also degrades, but not to the same extent. Specifically, the average error
is 0.002481 for the coefficients obtained from six groups of creep-fatigue data, and 0.006608 for the
coefficients obtained from three groups of data. Meanwhile, the range of prediction ratio only slightly
changes between these two situations.

Thus, the explicit model shows greater robustness for smaller datasets. This is significant is it
indicates that fewer creep-fatigue experiments are necessary to obtain the coefficients of the explicit
model. As a result, we conclude that the explicit model is the more economical method because less
empirical data are required.

The explicit model was developed through introducing the parameters of temperature and cyclic
time into the exponent component, and thus two more coefficients (b1 and b2) were included. This leads
to a risk that more empirical data are required to obtain high-fitting accuracy. However, Table 8 implies
this risk is not significant. Although the accuracy is reduced if less empirical data are applied to
determine the coefficients, the difference of errors between these two situations is small based on a
log-scale calculation, and the reduced accuracy still provides good ability for life prediction (this was
proved in Section 4).

We suggest that the robustness of the explicit model arises because the parameters and
corresponding coefficients were introduced into the exponent component (modifying the fatigue
ductility exponent) rather than the coefficient component (modifying the fatigue ductility coefficient).
In this case, the process of numerical optimisation for the coefficient and exponent components
was conducted in two relatively separate directions. While this reduced the accuracy somewhat,
it also reduced the risk of parameter non-identifiability. We expect that the economy would worsen
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if the modification was conducted for the coefficient component, since this already has a several
tunable coefficients.

Consequently, we conclude that the explicit creep-fatigue model presents an economical method
for the fatigue-life prediction, and introducing two more coefficients into the exponent component
does not significantly impact the economy.

5.4. Limitations and Implications for Future Research

Limitations that designers need to note are that strictly speaking the method has only been
validated for the materials of 63Sn37Pb and stainless steel 316. However, this explicit model is
potentially usable for other metallic materials. We anticipate difficulties applying this model for
plastics and composites because they present totally different material characteristics and failure
mechanisms. However, it is not impossible that this explicit model may be further improved and
extended to other material categories as more empirical data are included. In particular, nylon is
widely used in the engineering industry for load bearing parts. Thus, it may be an interesting future
project to check and adapt this model to engineering nylon (such as nylon 6).

The explicit model is not yet ideal regarding natural origin as it does not include quantifiable
microstructural properties. To achieve this, it would be necessary to better understand the microstructural
processes of fatigue & creep—especially their interactions—and how those affect plastic strain and
life. Some work is available in this area, e.g., [24], but there is still a long way to go before the values
of coefficients in a creep-fatigue model can be predicted ab initio from microstructural inspection.
In addition, as mentioned in Section 2, the explicit model ignores the dislocation creep and grain
boundary sliding. In this case, introducing these two behaviours to reflect creep effect at high stress
may be beneficial.

Another potential avenue of future research is to continue the process of extending existing
models towards a more complete theory, as has been illustrated here with the redevelopment of the
unified model into the explicit. During the process of development, more microstructural-level-based
parameters may be included, with a corresponding inclusion of new terms into the model. We suggest
that it is worthwhile designing these extensions to include other well-established phenomena, as we
demonstrated in Section 3, rather than merely chasing better accuracy by adding more power terms
and coefficients.

The situation of cyclic loading without hold time (dwell-fatigue) is not covered by the explicit
model. In this loading condition, fatigue makes more of a contribution than creep, because the total
time is too small to produce marked creep damage. However, for cyclic loading with hold time, the
creep effect gradually intensifies as the hold time increases. Then more creep damage is produced than
fatigue damage, and the failure finally occurs due to the creep effect. We could imagine that in the
situation with a relatively short hold time, the explicit model may still present a reasonable prediction
of fatigue life, but the accuracy of this prediction may become worse when the hold time is prolonged.
This implies that the explicit formulation has an opportunity to be further improved to cover the
situation with hold time or relatively long cyclic time. To achieve this, it would seem necessary to
modify the formulation (especially, the creep component in this explicit model) to include new terms
of as yet-unknown mathematical form. Conceptual works, e.g., [24], may be useful in identifying the
basic form of these relationships.

At elevated temperature, the crack surface is oxidized, and then the material becomes more brittle.
This results in further crack propagation. Therefore, the oxidation effect should ideally be included.
The class of models based on observation of microstructure, e.g., [41,42], are superior in this regard
because they can measure the voids and internal damage.

The class of models based on macroscopic empirical testing, to which the explicit model belongs,
lack the microstructural parameters of crack length, oxidation, etc. At least not as primary variables,
but the effects are partly accommodated through other means. In the explicit model, the coefficients
are determined from the empirical data through numerical optimization, thus any oxidation effects are
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incorporated into the fitting process. Although the accuracy of fatigue-life prediction may be impacted,
the results still show acceptable accuracy (see Sections 4.3 and 5.2).

In future work it might be possible to include oxidization in the explicit equation. Superficially
this might involve simply including a power series term. However this may not be entirely successful,
because our observation is that simply adding more terms and coefficients does improve accuracy,
but at the cost of introducing model degeneracy. This has the further consequence of making the model
more highly dependent on the specific situation, i.e., reduces the ability of the model to generalize
to other materials and situations. The challenge is to include the oxidation effect, in a way that is
coherent with how the effect operates physically, and to do so using parameters that are identifiable by
the engineering designer. This opens an opportunity to further improve this engineering-based model.

5.5. Application to Engineering Design and Structural Mechanics

The present work aims to develop a creep-fatigue model for engineering design, thus this section
is included to briefly explain how this model is applied by manual engineering calculations and finite
element analysis at the engineering design process.

Fundamentally, the explicit creep-fatigue model can be used to predict fatigue life at a given
applied loading, or can be used to evaluate the critical value of applied loading under a given life.
This process of engineering calculation is normally applied at the initial stage of engineering design.
For example, the explicit model can be applied to select a material.

In addition, the explicit model can also represent the pure fatigue condition. This is because it can
be restored to the Coffin–Manson equation at the reference condition (T = Tre f and tc = tre f ), which
represents pure fatigue wherein the creep effect is dormant. In this case, this restored equation can
be used to predict the fatigue life or critical value of applied loading at pure fatigue. The accuracy of
pure-fatigue description was demonstrated in Section 5.3, which implies the coefficients of C0 and β0

obtained in creep fatigue can be extended to predict fatigue life at pure fatigue.
The method may be applied to manual calculation or finite element analysis, as shown in

Appendix A.

6. Conclusions

The present work modified the unified creep-fatigue model by introducing the parameters of
temperature and cyclic time into the exponent component. In this way, the accuracy of the fatigue-life
prediction for both the creep-fatigue and pure-fatigue conditions are improved. The explicit model
has the following beneficial attributes: Integration—it provides one formulation that covers the full
range of conditions from pure fatigue, to creep fatigue, then to pure creep. The inclusion of the
reference condition gives an opportunity to connect pure fatigue with creep fatigue. It also recovers
the mathematical formulation of both of the standard fatigue and creep formulations (Coffin–Manson
and Manson–Haferd respectively); Unified—it accommodates multiple temperatures, multiple cyclic
times, and multiple metallic materials; Natural origin—it provides a physical basis for the structure of
the formulation, in its consistency with diffusion-creep behaviour, the plastic zone around the crack
tip, and fatigue capacity; Economy—although two more coefficients were introduced into the explicit
model, the economy is not significantly impacted; Applicability—the explicit model is applicable to
engineering design. This was demonstrated by its application to manual engineering calculations,
and also to finite element analysis.

The overall contribution is that the explicit model provides improved ability to predict fatigue life
for both the creep-fatigue and pure-fatigue conditions.
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Nomenclature

A cross-sectional area
A′ constant
b1, b2, b3, b4 and b5 constants
C0 fatigue ductility coefficient
c1, c2, c3, c4, c5 and c6 constants
D diffusion coefficient
Dv amount of substance flowing through a unit area
E Young’s modulus under consideration
F applied force
f frequency of applied force cycles
fm stress moderating factor
fref reference frequency
ΔGf Gibbs free energy for formation of a vacancy
Hij prediction ratio
J diffusion flux
K′ cyclic strength coefficient
K Boltzmann’s constant
ka surface condition modification factor
kb size modification factor
kc load modification factor
kd temperature modification factor
ke reliability factor
kf miscellaneous-effects modification factor
L length
ΔL change of the length
Nexp,ij experimental results of fatigue life
Nf creep-fatigue life
Npre,ij predicted fatigue life
Nv equilibrium atomic fraction of vacancies
n number of data
n′ cyclic strain hardening exponent
PMH Manson–Haferd parameter
Se endurance limit
S′e rotary-beam test specimen endurance limit
T temperature
Tref reference temperature
t creep-rupture time
tc cyclic time
tref reference cyclic time
x position
β0 fatigue ductility exponent
δa average difference
εe elastic strain
εp plastic strain which reflects fatigue capacity
εt total strain
σ applied loading
σyield yield stress
ϕ concentration of vacancies
Ω atomic volume
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b(T, tc) creep moderating function
b′1(T) temperature moderating function
b′2(tc) cyclic time moderating function
c1(σ) stress moderating equation
s(σ) stress function
(logta, Ta) point of convergence of the logt-T lines

Appendix A. Application for Engineering Design

Appendix A.1. Manual Calculation Method for Design

The design engineer needs to determine the coefficients of the explicit equation for the material of interest.
This is achieved by the following steps:

(a) Obtain empirical data for the material of interest. The data needed are pure creep, and creep fatigue.
The pure creep data are generally commonly available in the literature, and if not then the empirical test is not
onerous. The creep-fatigue data may also exist, but if not then a more extensive testing regime is necessary.
This is where the economy of the explicit model is advantageous. In particular, in this process of creep-fatigue
testing, the cyclic strength coefficients (K′) and cyclic strain hardening exponents (n′) under different temperatures
and cyclic times are extracted. Then, the parameters of cyclic strain-stress relation (K′ and n′) are formulated in
functions of temperature and cyclic time (K′(T, tc) and n′(T, tc)) through curving fitting. This is conventional
practice; see Equation (19).

(b) Extract the coefficients of the explicit model using the method shown in Section 3.2. This process involves
numerical optimisation, which may be achieved by using a spreadsheet (e.g., MS Excel® 2013) or other solver.
Numerical optimisation is applied to determine the coefficients of C0, β0, b1 and b2 by minimizing the average
difference (δa) (Equation (21)).

This method involves the following six steps and is shown in Figure A1:

1. Opening Excel® solver: DATA → Solver
2. Selecting objective: selecting optimum cell in the spreadsheet. In the present work, the cell which shows

average error is selected.
3. Defining optimized condition: defining the criterion of numerical optimization for the value of the optimum

cell. In the present work, the option of ‘Min’ is selected to find the minimum average error.
4. Selecting variables: selecting adjustable cells in the spreadsheet. In the present work, the cells which give

the values of C0, β0, b1 and b2 are selected.
5. Selecting solving method: selecting the numerical optimization algorithm. In the present work, we select

the method of ‘GRG Nonlinear’ which is applied to the smooth-nonlinear situation.
6. Clicking ‘Solve’ to get results.

After this, designers get all the coefficients of the explicit equation. Then this equation can be applied to
predict fatigue life under consideration. This is conducted by the following steps:

(c) Determine loading conditions. They are force (F), temperature (T) and cyclic time (t). These will be
known, or able to be estimated, by the designer.

(d) Determine plastic strain in the geometry under consideration. The plastic strain is determined by a
stress-centric approach (Equation (A1)):

εp = εt − εe =
ΔL
L

− σ

E
=

ΔL
L

− F
A · E

(A1)

where εt is the total strain, εe is the elastic strain, L is the length, ΔL is the change of the length, σ is the applied
stress, E is the Young’s modulus under consideration, F is the applied force, and A is the cross-sectional area.

(e) Calculate fatigue life. With the cyclic strain-stress relation extracted in step (a), the coefficients obtained
in step (b), and the values of temperature, cyclic time and plastic strain given by steps (c) and (d), the fatigue life
is calculated by Equation (A2):

Nf =

[
εp

C0c(σ, T, tc)

]−1/β0b(T,tc)

(A2)

Overall, we conclude that this simple process can readily be used to provide a more detailed and accurate
representation of life under creep-fatigue conditions.
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Figure A1. Spreadsheet method for numerical optimization, using Excel®.

Appendix A.2. Using the Explicit Equation for Finite Element Analysis (FEA)

The conventional method for creep-fatigue in FEA is for the algorithms to determine the plastic strain
in the part, based on the stress and the pure creep loading (strain dependency on applied temperature).
The Coffin–Manson equation (Equation (A3)) is then used to determine the life.

Δεp = ε′f Nf
c (A3)

where Δεp is the plastic strain amplitude, ε′f is the fatigue ductility coefficient and c is the fatigue ductility exponent.
Conventional finite element creep-fatigue simulation is conducted under cyclic loading and elevated

temperature. Generally, this is a complex process. There are two areas where the explicit equation simplifies
the process.

First, the conventional FEA process requires empirical data for the specific loading case. This comprises
a creep test (strain vs. time) for the applied loading. The creep parameters are determined using curve-fitting,
and input to software. There is a need to redo the creep test when the applied loading is changed. In contrast
the explicit method has the following advantages: (a) It merely requires data from a creep rupture test—this is a
simpler test to perform; (b) If the loading changes, say due to modifications in the design conditions (geometry,
temperature, stress, etc.), then there is no need to perform another empirical test nor to recalculate the coefficients.
The explicit equation already includes all the variables for multiple different loading conditions.

Second, the conventional FEA process treats the creep effect as independent to the fatigue induced strain.
Consequently this may result in non-convergence for FEA, and then the analysis settings may need to be
repeatedly modified to attempt convergence. In contrast the explicit method has the advantage of removing the
creep parameters. The creep strain is instead included in an integrated manner with the fatigue formulation.
Consequently non-convergence is less of an issue.
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The benefits of the explicit model is that it provides a method for representing the interaction between creep
and fatigue. Thus, the creep effect may be removed from the simulation and the simpler process of creep-fatigue
life prediction can be applied. Ideally the explicit model would be formulated within the FEA software, but this
is not currently the case. However there is a way to circumvent this problem, which involves adapting the
coefficients of the Coffin–Manson equation to represent the full creep-fatigue behaviour. We illustrate this using
ANSYS® 17.0 (ANSYS, Inc., Canonsburg, PA, USA). We do not show the other parts of the FEA workflow, such as
the setting up of the model and the convergence as we assume the analyst will be familiar with those.

The process is as follows:

(a) Obtain empirical data for the material of interest. See step (a) in Appendix A.1.
(b) Extract the coefficients using the method shown in Section 3.2. See step (b) in Appendix A.1.
(c) Determine loading conditions. They are stress, temperature and cyclic time.
(d) Determine parameters imported into ANSYS® as engineering data. These parameters include the general

material properties (such as yield stress, Young’s modulus and Poisson’s ratio) and the strain-life parameters
under consideration. The general material properties are commonly available in the design handbook.
The strain-life parameters are determined by the following method:
The ductility coefficient (ε′f ) and ductility exponent (c) of the Coffin–Manson equation are given by
the coefficient component (C0c(σ, T, tc)) and the exponent component (−β0b(T, tc)) of the explicit
equation respectively.
The cyclic strength coefficient (K′) and cyclic strain hardening exponent (n′) under consideration are
determined by the relation obtained in step (a).
The strength coefficient (σ′

f ) and strength hardening exponent (b) are given by the compatibility equations
(Equations (A4) and (A5)):

σ′
f = K′ε′f

n′
(A4)

b = n′c (A5)

(e) Operate FEA. In this process, the thermal effect is removed and the finite element simulation is performed
under the pure-fatigue condition. Finally, FEA gives the fatigue life.

Note that this method may only be applied to evaluate the creep-fatigue life of the part. Specifically,
the resulting stress/strain distribution and deformation shown by the FEA is unreliable, because its algorithms
will not have modelled the creep effect. Nonetheless we believe the life prediction should be robust. However,
this opens an opportunity for future research, where the combination between the explicit model and FEA may be
further improved.

The accuracy of life prediction using the method above is demonstrated by the following example. In this
example, we evaluated the fatigue life for a cylindrical specimen by two different FEA processes. On the one
hand, we conducted simulation with creep effect and thermal condition. During this process, creep-related
parameters were included as the engineering data, and the simulation was operated under cyclic loading at
elevated temperature.

On the other hand, we conducted simulation using the explicit model (using the method above). In this
process, the coefficient and exponent of the explicit model were imported into ANSYS® (Revision 17.0) as the
fatigue parameters in engineering data. Since they already contain the creep effect, the creep-related parameters
and thermal condition are removed from FEA. The fatigue life given by these two methods are shown in Figures A2
and A3.

 
Figure A2. Fatigue life obtained at the creep-fatigue condition using conventional method.
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Figure A3. Fatigue life obtained at the pure-fatigue condition using explicit method.

This example is also summarised in Table A1.

Table A1. Fatigue evaluation by FEA.

Simulation Using Conventional
FEA Methods

Simulation Using Explicit Method

Temperature 977 K 977 K but model parameters set to
room temperature

Loading amplitude 100 MPa 100 MPa

Creep parameters Were imported Were removed

Mechanical properties Values at pure fatigue Values at the running condition

Fatigue parameters Parameters at pure fatigue Parameters were obtained from the explicit
model at the running condition

Fatigue life 5257 5081

Table A1 shows that these two life-evaluation processes give similar results (fatigue life), with the explicit
method being slightly more conservative. The explicit method is faster to implement even for a single pass
through the design, and has further time advantages when there are revisions and loops in the design process.
We conclude that combining the explicit model with FEA can reduce the difficulty and complexity of analysis
regarding fatigue evaluation, and speed up the design process. These benefits are particularly attractive early
design stages, when the design is still experimental and the loading conditions are not finalized.
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