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Abstract: The second IEEE International Conference on Knowledge Innovation and Invention 2019
(IEEE ICKII 2019) was held in Seoul, South Korea, 12–15 July 2019. This special issue “Intelligent
Electronic Devices” selects 13 excellent papers form 260 papers presented in IEEE ICKII 2019 conference
about the topics of Intelligent Electronic Devices. The main goals of this special issue are to encourage
scientists to publish their experimental and theoretical results in as much detail as possible, and to
discover new scientific knowledge relevant to the topics of electronics.

Keywords: electrical circuits and devices; computer science and engineering; communications and
information processing

1. Introduction

In a modern technological society, electronic engineering and design innovations are both academic
and practical engineering fields that involve systematic technological materialization through scientific
principles and engineering designs. Engineers and designers must work together with a variety of
other professionals in their quest to find systems solutions to complex problems. Fast advances in
science and technology have broadened the horizons of engineering, whilst simultaneously creating a
multitude of challenging problems in every aspect of modern life. Current research is interdisciplinary
in nature, reflecting a combination of concepts and methods that often span several areas of mechanics,
mathematics, electrical engineering, control engineering, and other scientific disciplines. In addition,
the second IEEE Conference on Knowledge Innovation and Invention 2019 (IEEE ICKII 2019) was
held in Seoul, South Korea, 12–15 July 2019, and it provided a unified communication platform for
researchers in the topics of information technology, innovation design, communication science and
engineering, industrial design, creative design, applied mathematics, computer science, electrical and
electronic engineering, mechanical and automation engineering, green technology and architecture
engineering, material science, and other related fields. This special issue on “Intelligent Electronic
Devices” selected 13 excellent papers from 260 papers presented in IEEE ICKII 2019 on the topics of
intelligent electronic devices. The fields include as follows: electrical circuits and devices, computer
science and engineering, and communications and information processing. The main goals of this
special issue are to encourage scientists to publish their experimental and theoretical results in as much
detail as possible, and to discover new scientific knowledge relevant to the topics of electronics.

2. The Topics of Intelligent Electronic Device and Its Applications

This special issue on “Intelligent Electronic Devices” selected 13 excellent papers from 260 papers
presented in IEEE ICKII 2019 on the topics of electronics. The published papers are introduced
as follows:

Electronics 2020, 9, 645; doi:10.3390/electronics9040645 www.mdpi.com/journal/electronics1
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Lei et al. reported “Learning Effective Skeletal Representations on RGB Video for Fine-Grained
Human Action Quality Assessment” [1]. In this paper, the authors propose an integrated action
classification and regression learning framework for the fine-grained human action quality assessment
of RGB videos. On the basis of 2D skeleton data obtained per frame of RGB video sequences,
the authors present an effective representation of joint trajectories to train action classifiers and a
class-specific regression model for a fine-grained assessment of the quality of human actions. To
manage the challenge of view changes due to camera motion, the authors develop a self-similarity
feature descriptor extracted from joint trajectories and a joint displacement sequence to represent
dynamic patterns of the movement and posture of the human body. To weigh the impact of joints for
different action categories, a class-specific regression model is developed to obtain effective fine-grained
assessment functions. The experimental results show that the proposed method achieved an improved
performance, which is measured by the mean rank correlation coefficient between the predicted
regression scores and the ground truths.

Lee et al. reported “A Hybrid Tabu Search and 2-opt Path Programming for Mission Route
Planning of Multiple Robots under Range Limitations” [2]. In this study, the application of an
unmanned vehicle system allows for accelerating the performance of various tasks. Due to limited
capacities, such as battery power, it is almost impossible for a single unmanned vehicle to complete
a large-scale mission area. An unmanned vehicle swarm has the potential to distribute tasks and
coordinate the operations of many robots/drones with very little operator intervention. Therefore,
multiple unmanned vehicles are required to execute a set of well-planned mission routes, in order to
minimize time and energy consumption. A two-phase heuristic algorithm was used to pursue this
goal. In the first phase, a tabu search and the 2-opt node exchange method were used to generate a
single optimal path for all target nodes; the solution was then split into multiple clusters according to
vehicle numbers as an initial solution for each. In the second phase, a tabu algorithm combined with
a 2-opt path exchange was used to further improve the in-route and cross-route solutions for each
route. This diversification strategy allowed for approaching the global optimal solution, rather than a
regional one with less CPU time. After these algorithms were coded, a group of three robot cars was
used to validate this hybrid path programming algorithm.

Chien et al. reported “Research on Anti-Radiation Noise Interference of High Definition
Multimedia Interface Circuit Layout of a Laptop” [3]. In this paper, several aspects were studied,
including the effect of an electromagnetic interference (EMI) noise interference strategy with High
Definition Multimedia Interface (HDMI) 1.4, the analysis of a test on a printed circuit board (PCB)
layout, and a comparison of the near field intensity radiation distribution between an EMI with a
modified HDMI layout and an original layout. The near field detection instrument of APREL EM-ISight
was employed to analyze the distribution of the strength of an electromagnetic noise field. After the
practical validation, we found that the PCB layout complies with the standards after the modifications.
Meanwhile, the PCB layout satisfies the requirements of most laptop HDMI-related products for EMI.

Du et al. reported “Stereo Vision-Based Object Recognition and Manipulation by Regions with
Convolutional Neural Network” [4]. This paper develops a hybrid algorithm of adaptive network-based
fuzzy inference system (ANFIS) and regions with convolutional neural network (R-CNN) for stereo
vision-based object recognition and manipulation. The stereo camera at an eye-to-hand configuration
firstly captures the image of the target object. Then, the shape, features, and centroid of the object are
estimated. Similar pixels are segmented by the image segmentation method, and similar regions are
merged through selective search. The eye-to-hand calibration is based on ANFIS to reduce computing
burden. A six-degree-of-freedom (6-DOF) robot arm with a gripper will conduct experiments to
demonstrate the effectiveness of the proposed system.

Perng et al. reported “An Electromagnetic Lock Actuated by a Mobile Phone Equipped with a
Self-Made Laser Pointer” [5]. The main purpose of this study was to create an acousto-optic control lock
device to convert electrical signals with a specific sound command using an acousto-optic conversion
module, thereby improving the reliability and safety of opening or closing remote controlled door
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locks, such as car central locks or rolling doors. We used music playing through a smart phone speaker
to create a special laser pointer to connect with the auxiliary input of the smart phone. The laser pointer
(wavelength of 630 to 650 nm and maximum output of 5 mw) lights up when the music of the smart
phone starts playing at a music frequency matching the light frequency. When the solar panel receives
light, it converts the frequency of the light signal into an electrical frequency signal. The current is
amplified using the power amplifier and then the amplified current flows to the sound recognition
module. The sound recognition module performs audio comparison on the set sound signal, and once
the comparison is correct, the output voltage activates the electromagnetic switch on the door to open
or close it.

Lin et al. reported “Electrostatic-Discharge-Immunity Impacts in 300 V nLDMOS by Comprehensive
Drift-Region Engineering” [6]. This paper focuses on comprehensive drift-region engineering for
ultra-high-voltage (UHV) circular n-channel lateral diffusion metal-oxide-semiconductor transistor
(nLDMOS) devices used to investigate impacts on ESD ability. Under the condition of fixed layout area,
there are four kinds of modulation in the drift region. First, by floating a polysilicon stripe above the drift
region, the breakdown voltage and secondary breakdown current of this modulation can be increased.
Second, adjusting the width of the field-oxide layer in the drift region when the width of the field-oxide
layer is 5.8 μm will result in the minimum breakdown voltage (105 V), but the best secondary breakdown
current (6.84 A). Third, by adjusting the discrete unit cell and its spacing, the corresponding improved
trigger voltage, holding voltage, and secondary breakdown current can be obtained. According to the
experimental results, the holding voltage of all devices under test (DUTs) is greater than that of the
reference group, so the discrete HV N-Well (HVNW) layer can effectively improve its latch-up immunity.
Finally, by embedding different P-Well lengths, the findings suggest that when the embedded P-Well
length is 9 μm, it will have the highest ESD ability and latch-up immunity.

Lam et al. reported “Generative Noise Reduction in Dental Cone-Beam CT by a Selective Anatomy
Analytic Iteration Reconstruction Algorithm” [7]. In this paper, the authors propose a new algorithm
called the selective anatomy analytic iteration reconstruction (SA2IR) algorithm for the sparse-projection
set. The algorithm was simulated on a phantom structure analogous to a patient’s head for geometric
similarity. The proposed algorithm is projection-based. Interpolated set enrichment and trio-subset
enhancement were used to reduce the generative noise and maintain the scan’s clinical diagnostic
ability. The results show that the proposed method was highly applicable in medico-dental imaging
diagnostics fusion for the computer-aided treatment planning, because it had significant generative
noise reduction and lowered computational cost when compared to the other common contemporary
algorithms for sparse projection, which generate a low-dosed CBCT reconstruction.

Shen et al. reported “Dual-Input Isolated DC-DC Converter with Ultra-High Step-Up Ability
Based on Sheppard Taylor Circuit” [8]. A dual-input high step-up isolated converter (DHSIC) is
proposed in this paper, which incorporates Sheppard Taylor circuit into power stage design so as to step
up voltage gain. In addition, the main circuit adopts boosting capacitors and switched capacitors, based
on which the converter voltage gain can further be improved significantly. Since the proposed converter
possesses an inherently ultra-high step-up feature, it is capable of processing low input voltages.
The DHSIC also has the important features of leakage energy recycling, switch voltage clamping, and
continuous input-current obtaining. These characteristics have an advantage on converter efficiency
and benefit the DHSIC for high power applications. The structure of the proposed converter is concise.
That is, it can lower cost and simplifies control approach. The operation principle and theoretical
derivation of the proposed converter are discussed thoroughly in this paper. Simulations and hardware
implementation are carried out to verify the correctness of theoretical analysis and to validate feasibility
of the converter as well.

Tseng et al. reported “Secondary Freeform Lens Device Design with Stearic Acid for A Low-Glare
Mosquito-Trapping System with Ultraviolet Light-Emitting Diodes” [9]. This study is dedicated to
the development of a new mosquito-trapping system. Research has shown that specific wavelengths,
colors, and temperatures are highly attractive to both Aedes aegypti and Aedes albopictus. The authors
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create equipment which effectively improves the trapping capabilities of mosquitoes in a wider
field. The design of the special Secondary Freeform Lens Device (SFLD) is used to expand the range
for trapping mosquitoes and create illumination uniformity; it also directs light downward for the
protection of users’ eyes. In addition, we use the correct amount of stearic acid as a mosquito attractant
to allow a better control effect against mosquitoes during the day. In summary, when the UV LED
mosquito trapping system is combined with a quadratic free-form lens, the experimental results show
that the system can extend the capture range to 100 π m2, in which the number of captured mosquitoes
is increased by about 350%.

Wei et al. reported “Using Different Ions in the Hydrothermal Method to Enhance the
Photoluminescence Properties of Synthesized ZnO-Based Nanowires” [10]. In this study, ZnO films with
a thickness of ~200 nm were deposited on SiO2/Si substrates as the seed layer. Then, Zn(NO3)2-6H2O
and C6H12N4 containing different concentrations of Eu(NO3)2-6H2O or In(NO3)2-6H2O were used as
precursors, and a hydrothermal process was used to synthesize pure ZnO as well as Eu-doped and
In-doped ZnO nanowires at different synthesis temperatures. The effect of different concentrations
of Eu3+ and In3+ ions on the physical and optical properties of ZnO-based nanowires was well
investigated. FESEM observations found that the undoped ZnO nanowires could be grown at 100
◦C. The temperatures required to grow the Eu-doped and In-doped ZnO nanowires decreased with
increasing concentrations of Eu3+ and In3+ ions. XRD patterns showed that with the addition of Eu3+

(In3+), the diffraction intensity of the (002) peak slightly increased with the concentration of Eu3+ (In3+)
ions and reached a maximum at 3 (0.4) at%. It is revealed that the concentrations of Eu3+ and In3+

ions have considerable effects on the synthesis temperatures and photoluminescence properties of
Eu3+-doped and In3+-doped ZnO nanowires.

Ulansky et al. reported “Electronic Circuit with Controllable Negative Differential Resistance
and its Applications” [11]. In this paper, a new NDR circuit that comprises a combination of a field
effect transistor (FET) and a simple bipolar junction transistor (BJT) current mirror (CM) with multiple
outputs is proposed. A distinctive feature of the proposed circuit is the ability to change the magnitude
of the NDR by increasing the number of outputs in the CM. Mathematical expressions are derived to
calculate the threshold currents and voltages of the N-type current-voltage characteristics for various
types of FET. The calculated current and voltage thresholds are compared with the simulation results.
The possible applications of the proposed NDR circuit for designing single-frequency oscillators and
voltage-controlled oscillators (VCO) are considered. The designed NDR VCO has a very low level
of phase noise and has one of the best values of a standard figure of merit (FOM) among recently
published VCOs. The effectiveness of the proposed oscillators is confirmed by the simulation results
and the implemented prototype.

Zhang et al. reported “Low Cost Test Pattern Generation in Scan-Based BIST Schemes” [12]. This
paper proposes a low-cost test pattern generator for scan-based built-in self-test (BIST) schemes. Our
method generates broadcast-based multiple single input change (BMSIC) vectors to fill more scan
chains. The proposed algorithm, BMSIC-TPG, is based on our previous work multiple single-input
change (MSIC)-TPG. The broadcast circuit expends MSIC vectors, so that the hardware overhead
of the test pattern generation circuit is reduced. Simulation results with ISCAS’89 benchmarks and
a comparison with the MSIC-TPG circuit show that the proposed BMSIC-TPG reduces the circuit
hardware overhead at about 50%, ensuring low power consumption and high fault coverage.

Pamungkas et al. reported “Overview: Types of Lower Limb Exoskeletons” [13]. In order to
provide information about which actuator location is more suitable; a review study on the design of
actuator locations is presented in this paper. The location of actuators is an important factor because it
is related to the analysis of the design and the control system. This factor affects the entire lower limb
exoskeleton’s performance and functionality. In addition, the disadvantages of several types of lower
limb exoskeletons in terms of actuator locations and the challenges of the lower limb exoskeleton in
the future are also presented in this paper.
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Abstract: In this paper, we propose an integrated action classification and regression learning
framework for the fine-grained human action quality assessment of RGB videos. On the basis of 2D
skeleton data obtained per frame of RGB video sequences, we present an effective representation
of joint trajectories to train action classifiers and a class-specific regression model for a fine-grained
assessment of the quality of human actions. To manage the challenge of view changes due to camera
motion, we develop a self-similarity feature descriptor extracted from joint trajectories and a joint
displacement sequence to represent dynamic patterns of the movement and posture of the human
body. To weigh the impact of joints for different action categories, a class-specific regression model
is developed to obtain effective fine-grained assessment functions. In the testing stage, with the
supervision of the action classifier’s output, the regression model of a specific action category is
selected to assess the quality of skeleton motion extracted from the action video. We take advantage
of the discrimination of the action classifier and the viewpoint invariance of the self-similarity
feature to boost the performance of the learning-based quality assessment method in a realistic
scene. We evaluate our proposed method using diving and figure skating videos of the publicly
available MIT Olympic Scoring dataset, and gymnastic vaulting videos of the recent benchmark
University of Nevada Las Vegas (UNLV) Olympic Scoring dataset. The experimental results show
that the proposed method achieved an improved performance, which is measured by the mean rank
correlation coefficient between the predicted regression scores and the ground truths.

Keywords: action quality assessment; human activity analysis; skeletal feature representation

1. Introduction

Human action evaluation (HAE) aims to tackle the challenging problem of making computers
automatically quantify how well people perform actions. It has been largely unexplored in past
decades [1,2], and has been involved in a wide range of applications, such as sport activity scoring and
training systems [1,3], physical therapy and rehabilitation [4–7], interactive entertainment [8–10], skill
training for expertise learners, and video retrieval [11–13]. With the rapid progress in human activity
understanding in the research area of computer vision, research efforts have recently been devoted to
human action quality assessment [14,15].
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Since the traditional manual assessment of human motion quality needs a great deal of expertise
from specialized fields, longtime learning, and training processes are required to summarize the
experience and evaluation rules for automatic scoring sport activity in a specialized field. This
requires a great amount of time and high labor cost. Apart from traditional action recognition
research, human action evaluation aims to design computation models for automatically assessing
the quality score of human actions or activities and further give interpretable feedback to improve
human body movement. It relies on accurate human motion detection and segmentation, action feature
extraction and representation, and effective evaluation methods for measuring the quality of action
performance. Severe challenges have to be dealt with when the action evaluation learning method is
applied in realistic scenes such as intra-class variations in the scale, appearance, illumination, view,
and inter-class ambiguity.

Most of the published research on human action evaluation directly employed advanced action
recognition approaches to segment an action video into several action fragments, extract local or
holistic motion features for video fragments, and aggregate fragmented features into a final feature
representation. Then, regression models [14,15] or Hidden Markov Models (HMM) [16] were trained
to estimate the quality score of featured actions. Furthermore, interpretable feedback was provided for
improving the action performance. Some of these studies employed an optimization framework to
formalize the action quality assessment problem [1,5,15]. They commonly employed this framework
to develop a unified regression model for all action categories. One of the disadvantages of using a
unified regression model is that large approximation errors caused by in-class variation lead to poor
fitting in regression analysis. The second disadvantage is that a common evaluation function shared
among all action categories can be fragile when dealing with unbalanced distributions of training data.
Third, similar postures shared by different action categories significantly decrease the performance
of action evaluation methods, such as the swing in a tennis serve and badminton smash, the spin in
figure skating, and the floor exercise. Consequently, single assessment function learning for all action
categories tends to generate an inaccurate assessment score and even provide the wrong feedback
information. With significant progress in pose estimation methods, skeleton data of the human body
can be estimated from an RGB video to facilitate detailed motion quality analysis. Most of the existing
research introduced alignment and normalization methods developed for action recognition in action
quality analysis to preprocess the skeleton data [17–20]. However, view variation due to a change of
the camera position has not yet been addressed, despite the fact that it cannot be trivial for human
action evaluation of a realistic dataset.

In this paper, we attempt to extract effective skeletal feature representation of human motion from
an RGB video for a fine-grained human action quality assessment and develop a learning framework
for assessing the action quality of sport activity. First, it is reasonable to assume that the action quality
directly depends on the dynamic changes in human body movements. Therefore, in this study, we
employed the OpenPose estimation method [21] to extract skeleton data from RGB videos for action
quality analysis. Then, to determine the action category of test videos, we extracted the local motion
pattern from each joint movement volume and aggregated all volumes to form a feature description for
action classification. To accurately predict the quality score of an action video, we developed effective
self-similarity feature descriptors extracted from the self-similarity matrices (SSMs) of joint trajectories
and a joint displacement sequence that has been proven to alleviate the impact of camera motion in
diving, figure skating, and vaulting videos. Lastly, a class-specific regression model learning strategy
was employed to weigh the impact of joints on different action category evaluations. In the testing
stage, with the supervision of the action classifier’s output, the target regression model was determined
to predict the quality score of the testing action video. The framework of our approach is illustrated
in Figure 1.
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Figure 1. The framework of our action quality assessment method. (The input data were RGB
videos of diverse action categories. Skeleton data detection: OpenPose algorithms provided by the
work of Reference [21] were performed to capture skeleton data from the RGB video. Local motion
pattern representation: the local motion pattern was extracted from each joint movement volume
and aggregated to train the action classifier. Action classifier: the Support Vector Machine (SVM)
classifier was developed from labeled training samples to determine the class label of the action video.
Self-similarity pattern representation: we developed self-similarity feature descriptors extracted from
joint trajectories and joint displacement sequences to represent the periodic property of sport activities.
Regression models: we employed a class-specific learning strategy, and trained multiple regression
models specific to different action categories for action quality score estimation.).

The contributions of this paper can be summarized as follows.
(1) First, in this paper, we propose an integrated action classification and action quality regression

learning framework for the human action evaluation of RGB videos. An action classifier and assessment
regression models are utilized, respectively, in different components. The former is used to predict
the class label of a testing video, while the latter is employed to estimate the quality score with the
supervision of a class label.

(2) Second, taking advantage of the view invariant property provided by self-similarity, in this
paper, we develop self-similarity feature representation extracted from joint trajectories and joint
displacement sequences to describe motion patterns of joints and posture changes, respectively. This
encodes not only the dynamic changes of individual joints, but also the layout changes of all body
joints. The experimental results prove that it alleviates the impact of camera motion in realistic scenes,
and improves the skeleton representation’s performance for diving, figure skating, and vaulting videos
of an Olympic sports event.

(3) Experiments on a benchmark dataset were carried out in this study. The results show that the
proposed method improved the rank correlation coefficient of the predicted scores against the judge’s
scores when compared with the baseline and other handcrafted feature methods.

The remainder of this paper is organized as follows. Section 2 introduces the related research
works. Section 3 describes the algorithms developed to implement our action quality assessment
method. After showing experiments in Section 4, we conclude the study in Section 5.

2. Related Works

On the basis of skeleton data analysis, several video-based human action evaluation research
studies have been published in the last decade. There are two major issues focused on in these
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studies. The first relates to capturing useful features from an RGB video to represent human actions for
video-based human action evaluation, and the second relates to developing a robust evaluation method
for accurately assessing the similarity between action features on account of complex environments.
Some of the reviewed published works regarded the task of human action evaluation as a video
sequence recognition problem. They tackled the challenge with the help of a machine learning
method. In summary, the reviewed action quality assessment models proposed for human action
evaluation research can be divided into three categories. These three categories include linear
regression models (LR) [1,5,15], Hidden Markov Models (HMM) [4,7,10], and other statistic-based
learning models [3,6,11,12,14].

In the early work of Reference [11], linear regression was employed to reduce the raw Motion
Capture data for online action recognition. They designed a graph-based action model embodied with
recurrent transitions for motion retrieval. The algorithm was linear and incremental, which makes
it convenient for adding new actions and suitable for real-time application. Pirsiavash et al. [1] first
proposed a two-layer processing framework for video-based human action quality assessment. In the
first layer, they extracted spatio-temporal interest point features from regions returned by a human
detection algorithm and computed discrete cosine transformation (DCT) features of joint displacement
vectors from body joints’ trajectories to represent human actions. Then, in the second layer, they
developed a regression estimator to predict the quality score of a sports activity. Venkataraman et al. [15]
tried to encode human actions through the dynamic changes of each body joint and the relationship
between body joints. They developed two kinds of entropy-based features extracted from human
skeleton data to represent these two clues and used them to realize human action segmentation
from long video sequences and assess the quality score of diving in sports competition videos.
Antunes et al. [5] presented a visual and human-interpretable feedback system for assisting with the
physical activities of patients or athletes suffering from sport injuries. They also used skeleton data
extracted from videos to quantify the action quality of human movements. First, the pre-processing
transformation steps were conducted in both spatial and temporal dimensions to align a testing
sequence with the template. Then, the matching error between the testing sequence and the template
was computed based on the Euclidean distance of joints’ coordinates in order to quantify the similarity
between a testing sequence and a normal one. Furthermore, feedback for guiding how to perform
properly was computed by minimizing the skeleton matching error and returned to the users.

Paiement et al. [4] used 3D skeleton data captured by two kinds of depth sensors and pre-processed
the coordinates of joint sequences for online estimation of the quality of human movements. They
proposed two statistical models: one was the probability density function (PDF) of each individual
pose, and the other was the conditional PDF of a pose sequence in order to represent the features
of normal movements. Then, log-likelihoods of observations compared with the model of normal
ones were computed for quality assessment. They evaluated their methods using a gait on the stairs’
dataset. In their further work of Reference [7], they studied four low-level pose features such as joint
positions, joint velocities, pairwise joint distances, and pairwise joint angles. They also compared three
kinds of discrete-state HMM and one continuous-state HMM to represent pose features and temporal
dynamics of motion. They tested these features and models using periodic and non-periodic motions,
including walking on a flat surface, gait on stairs, sitting, and standing. The experimental results
demonstrated that continuous-state HMM performed better when describing motion dynamics for
these action categories than other models for a frame-by-frame analysis of a motion quality assessment.

To concurrently evaluate the relevant spatial and temporal information of motion, Morel et al. [3]
proposed an automatic morphology-independent and sport-independent method for assessing the
motion of a player by comparing the features with the model learned from experts’ motions. To deal
with the different motion durations, they employed Dynamic Time Warping (DTW) to temporally
align the skeleton data of joint trajectories. Considering the limitation of DTW—that the first and last
frame of two aligned sequences are required to be in correspondence—Baptista et al. [6] investigated
adapting Subsequence Dynamic Time Warping (SS-DTW) and Temporal Commonality Discovery
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(TCD) to provide feedback proposals for improving the action performance of stroke survivors in a
video-based rehabilitation system. Hu et al. [12] presented an action tutor system, which aimed to
achieve a high-level evaluation of human action movements with the aid of Kinect. The body-joint
configuration and shape/depth distribution of the human silhouette were encoded as pose descriptors
to reflect the difference between various postures. Modified DTW and approximate string matching
were further proposed to measure the similarity of actions. In the work of Reference [14], a novel
framework for motion analysis, including the real-time action detection, recognition, and evaluation
of motion capture data, was presented. The descriptor named Gesturelet was calculated for 3D
skeleton joint positions, and combined the Moving Pose [22] and the angle descriptor [23] with
appropriate weighting. Kinetic energy features were employed to construct Bag-of-Words data
representation for action segmentation. In the evaluation component, 3D joint position and linear
velocity errors were calculated and normalized, and then fed into a fuzzy logic engine to produce
semantic feedback interpretations.

In this work, we investigated the effectiveness of using an integrated learning framework
combining action quality assessment with action classification to boost the performance of action
evaluation in realistic scenes. In this framework, a novel feature descriptor extracted from the
self-similarity matrix of joint trajectories and joint displacement sequences was developed to alleviate
the impact of camera motion. Then, class-specific regression models were established to predict
the quality scores of action videos. Additionally, we trained the action classifier to supervise
the determination of the regression model to assess the quality score of a testing action video.
The experimental results proved that this approach is helpful for alleviating approximation errors
caused by inter-class confusion.

3. Proposed Method

3.1. Skeleton Data Extraction

It is a reasonable assumption that the quality of human motion directly depends on the changing
process of human body movement, which can be represented by the motion trajectory and relative
location relationship between joints or body parts. Therefore, learning effective action features from
motion trajectories of action videos plays an important role in developing reliable quality assessment
algorithms for action evaluation. Most recent works employed skeleton data that was captured or
detected from a depth or color camera for action evaluation research. With significant progress in recent
pose estimation techniques and methodologies, skeleton data can now be estimated from RGB image
data. Traditional skeletonization models, such as the deformable part model and flexible mixtures
of parts model, have been replaced by deep neural network-based approaches. OpenPose [21] is an
effective pose estimation method developed by the perceptual computing lab of Carnegie Mellon
University. It is the first real-time multi-person skeleton detection system and works well when applied
to RGB videos. Therefore, to obtain skeleton data of an action performer in an RGB video, we employed
the state-of-the-art OpenPose algorithm to detect joints’ position for each frame and extracted the
trajectories of joints to represent the action video.

OpenPose provides the functionality of 2D real-time multi-person key point detection (15-, 18-,
or 25-key point body/foot key point estimation). The 18-key point skeleton model is composed of
18 human body joints, as illustrated in Figure 2a, including the nose, neck, right shoulder, right elbow,
right wrist, left shoulder, left elbow, left wrist, right hip, right knee, right ankle, left hip, left knee, left
ankle, right eye, left eye, right ear, and left ear. Since action quality assessment is highly dependent on
the changing positions and configuration of human body parts, the motion changes of key points on
eyes, ears, and feet are not clear. Consequently, we only used the motion information of 14 body joints
(N = 0~13) except for the eyes and ears for analysis. After the multi-person’s skeleton detection results
were returned by OpenPose, we carried out scale computation of the human body and a key point
confidence comparison to extract the target performer’s skeleton data and filter out noise data, which
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results from a cluttered background. In the case of occlusion or self-occlusion, zero values of the joints’
coordinate were obtained due to the failure detection of the human body. Then, linear interpolation
was employed to capture the missing skeleton data from the pose estimation results of the previous
frame and the next frame. In this way, the joint trajectories of the target performer were obtained. Some
detection examples of diving and figure skating videos from the MIT Olympic Scoring Dataset [1] are
illustrated in Figure 2b,c.

   

(a) (b) (c) 

Figure 2. The 18-key point skeleton model and detection examples of OpenPose [21]. (a) Skeleton
model of 18 joints, (b) example of diving, and (c) example of figure skating.

3.2. Action Classification Component

We considered local feature representations’ advantage in terms of their robustness in dealing
with intra-class variation, and the fact that holistic feature representations provide a comprehensive
description of human body movement for a time sequence. Combining both of their strengths, we
proposed a joint movement feature to acquire discriminative information for action classification. It is
believed that the semantics of human action are related to the movement pattern of joints and the
relationship of the human body interacting with its surrounding environment. Therefore, building
effective features that capture both the discriminative dynamics of body joints and the descriptive
spatial context for class label determination is investigated in this paper. The pipeline of our action
classification component is illustrated in Figure 3.

Let
{
S1, S2, . . . , SN

}
denote a set of joint trajectories obtained by skeleton detection for video V,

where N is the number of human body joints, Sk =
[
sk

1, sk
2, . . . , sk

T

]
represents the trajectory of the kth

joint, and T is the number of frames of V. Each joint position is located by its coordinates s =
[
sx, sy, st

]
in discrete (x, y, t)-space. To capture the spatial context of joints, a n × n dimensional local patch
centered at each joint position sk =

[
sx

k, sy
k, st

k
]

is extracted from video frames where k = 1 ∼ N.
All patches extracted over a temporal duration ( t = 1 ∼ T) are assembled into a motion volume of
joint k, denoted by vk(k = 1 ∼ N), which is illustrated by the red cuboids in Figure 3.

To filter out noise data resulting from failure or false detection of the joint position, 2D
Gaussian smoothing is first performed for the joint motion volume vk. Then, the central moment
features mr

i, j( i, j = 1 ∼ n, r = 1, 2) for each super-pixel vk
i, j of joint motion volume vk are calculated

according to Equation (1).

mr
i, j =

1
T
∑T

t=1

(
Gi, j,t −G

)r
, G =

1
n× n× T

∑T
t=1

∑n
i=1

∑n
j=1Gi, j,t (1)

where Gi, j,t is the value of the pixel located at the (i, j, t)-coordinate in filtered volume vk. Features of
all the super pixels contained in a joint motion volume vk are assembled to form the motion feature
mk, and to represent the motion pattern of the kth joint. Then, all the features of N joint volumes are
concatenated to form the final spatio-temporal feature description to represent the action instance
occurring in video V.

12



Electronics 2020, 9, 568

 
Figure 3. The pipeline of the action classification component. (The input of the action classification
component was joint trajectories obtained by skeleton detection from an RGB video. Joint motion
volume: A joint motion volume centered at each of the joint positions and comprised of the n × n spatial
context was extracted to represent the movement of each joint. Local motion pattern representation:
We employed the central moment features computed by the noise filtered joint motion volume to
describe the motion patterns of each corresponding joint, and concatenated all joint features into
the final motion descriptor. Bag-of-words (BoW) modeling: For the sake of alleviating intra-class
variation, we employed bag-of-words feature modeling, which utilizes K-means feature clustering and
cluster frequency statistics to form the final action representation of a video. Action classifier: The
SVM classifier was developed from features of labeled training samples to determine the class label of
action instance.).

We propose applying the Bag-of-Words (BoW) [24] model for action representation. Specifically,
the unsupervised K-means algorithm is first performed on all joint motion volume features extracted
from training videos to obtain K clusters for constructing the action codebook. The center of each
cluster is called a visual word, and all centers of K clusters form a visual codebook for action modeling.
Then, the original feature is projected onto the closest visual word in the action codebook. All features
of an action video are projected and aggregated into an occurrence frequency histogram of visual
words. This forms the final BoW feature representation of the action video.

Lastly, BoW features with class labels are fed into maximum margin classifier learning, as
formulated in Equation (2).

minw,b
||w||2

2
, s.t. Y

(
wTHC + b

)
− 1 ≥ 0, (2)

where HC denotes the feature vector of a training video for classification and Y is the ground-truth
action class label of each training video provided by manual annotation in the benchmark dataset. w
and b represent the normal vector and bias of the classification hyperplane, respectively.

3.3. Quality Assessment Component

As stated above, skeleton-based pose feature representations intuitively reflect the changing
process of human body movement and provide significant information for action quality assessment.
Therefore, when developing an accurate action quality assessment method, it is preferable to encode
the dynamic changes of joints or body parts into feature representation for action analysis. However,
the fine-grained quality assessment of human action is confronted by the challenges of intra-class
variations, such as different scales of the human body, variation in motion velocity, individual style,
and changes due to camera motion. We performed skeleton data preprocessing, including noise
filtering, scale normalization, and spatial alignment, to tackle the problem of intra-class variations.
Furthermore, self-similarity patterns were extracted from joint trajectories and joint displacement
sequences, respectively, to model the invariant dynamics of human body motion and to deal with view
changes in realistic scenes.

Another motivation is the observation that the movement ranges of joints are different for various
action categories. Therefore, the importance of different joint movements cannot be considered
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identical for action quality evaluation. For example, as far as serves, smashes, and swings in tennis and
badminton activity are concerned, the movement of upper limbs ranges more significantly than that
of lower limbs. On the contrary, the remarkable change that occurs in lower limb motion should be
addressed in pommel horse riding, parallel bars, and football. Furthermore, all limb movement may be
considered equal for figure skating and diving quality assessments. Therefore, it should be noted that,
for different action categories, the similarity measurement of quality features should address weight
assignment for the impact of different joints. To address this problem, a class-specific regression model
was developed to weigh different impacts of joint movements and to obtain more accurate evaluation
scores for fine-grained human action quality assessment in this work.

The quality assessment component of our proposed learning framework consists of the
preprocessing of joint trajectories, joint displacement sequence extraction, feature extraction from the
self-similarity matrix (SSM) of joint trajectories and joint displacement sequence, and class-specific
regression learning. The training process of our class-specific action quality assessment component is
illustrated in Figure 4.

 

Figure 4. The training process of our quality assessment component. (The input of the action
classification component was joint trajectories obtained by skeleton detection from an RGB video.
Joint trajectory detection and preprocessing: We performed noise filtering, normalization, and spatial
alignment processes for detected joint trajectories to deal with failure or false detection, scale variation,
and spatial transformation of human motion. Joint displacement extraction: As the middle of the left hip
and right hip was selected as the central point, the displacement of each joint relative to the central point
was computed to represent the layout relationship between human body parts. Self-similarity volume
of joint position extraction: Temporal self-similarity matrix of each joint trajectory was computed
to capture view invariant patterns of intra-joint dynamic changes. Self-similarity matrix of joint
displacement extraction: Temporal self-similarity matrix of all joint displacements was computed to
capture view invariant patterns of inter-joint dynamic changes. Feature description: the Histogram of
Gradient (HOG) descriptor was employed to describe the pattern structure of two kinds of self-similarity
matrices. Class-specific regression learning: We utilized two types of regression strategy—support
vector regression and ridge regression—to develop class-specific regression models for an action
quality assessment.).

3.3.1. Pre-Processing of the Joint Trajectory

The original skeleton data detected from RGB videos often contain noise in cases of occlusion
and cluttered environments in realistic applications. To obtain robust similarity quantization for
fine-grained assessment, the first processing step of skeleton data is the noise filtering of incorrect joint
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coordinates resulting from incorrect human detection. Then, normalization and alignment processing,
including the scale, transition, rotation, and appearances, are subsequently conducted to deal with
various intra-class variations.

In the case of occlusion or self-occlusion, the failure or false detection of the human body leads to
outliers of joint coordinates in skeleton estimation that lead to an unreliable representation of human
motions. In this study, discrete cosine transformation was performed for discrete coordinates of each
joint trajectory to filter out zero values or sharply changing coordinates resulting from failure or false
pose estimation. Low-frequency components were preserved for the reliable detection of human
body positions.

On one hand, the scale of captured skeleton data can be quite diverse due to different distances
between the subject and camera. The original joint coordinates are required to be normalized to a
prototypical range for comparison. The scale normalization process is formulized as follows. Suppose
that you are given skeleton data

{
S1, S2, . . . , SN

}
detected from an action video I, where N denotes the

number of joints and Sk =
[
sk

1, sk
2, . . . , sk

T

]
represents the motion trajectory of the kth joint through T

consecutive frames of I. First, the middle of Rhip (Joint 8) and Lhip (Joint 11) of the first frame is defined
as the central point, and the distance from Neck (Joint 1) to the central point is defined as the normalized
length. Then, the joints’ coordinates are scaled by the normalized length. The normalization process
can be formulated by the following equation.

s′kt =
sk

t

‖ s1
1 −

s8
1+s11

1
2 ‖

, (3)

where sk
t =

[
sx, sy, t

]
denotes the origin coordinate of joint k in frame t in the (x, y, t)-space.

Then, spatial alignment is conducted by performing rotation transformation. The rotation angle θ
is determined by projecting the vector from Lhip to Rhip onto the x-axis. Then, each joint’s coordinate
is transformed by rotating θ-degree, as formulated by Equation (4).

θ = acos(

−−−−−−−→(
s11 − s8

)
·→ox∣∣∣|s11 − s8|

∣∣∣‖ →ox ‖
),
→
s
′
=

[
cosθ sinθ
cosθ −sinθ

]
→
s , (4)

where,
→
s =

[
sx, sy

]
and

→
ox = [1, 0].

3.3.2. Self-Similarity Feature Description

The motion pattern for different viewpoints varies significantly for an action, as shown in Figure 5.
It illustrates two different joint trajectories of the same person performing a diving action in the side
and front views. The first row presents the skeleton detection results on the side view and the second
row shows the skeleton detection results on the front view. It should be noted that a reliable feature
representation for fine-grained quality assessment has to be robust for different camera positions.

Junejo et al. [25] introduced the use of trajectory-based self-similarity matrices (SSMs) to encode
humans observed from different views for classifying human actions. They proved that the Histogram
of Gradient (HOG) and Optical Flow (OF) features extracted from a self-similarity matrix are stable
under view changes of an action. In Reference [25], for calculating the trajectory-based SSM of{
S1, S2, . . . , SN

}
, each element of SSM is computed by the equation below.

dij =
1
N

N∑
k=1

‖ sk
i − sk

j ‖2, (5)

15



Electronics 2020, 9, 568

where sk
t =

[
sx, sy, t

]
denotes the original coordinate of joint k in frame t in the (x, y, t)-space, and ‖ . ‖2

represents the Euclidean distance.

 

Figure 5. Joint trajectories of two different views for the same person performing diving. (The first row
shows results on the side view and the second row presents results on the front view.).

It is worth noting that each element of the temporal self-similarity matrix in Reference [25]
represents the accumulated coordinate’s offset over all body joints for a frame of t, as formulated
in Equation (5). However, it completely neglects the individual motion dynamics of each joint and
the relationship between body joints’ relative positions. We believe that both of these factors can be
essential for an action similarity measurement and should be addressed in feature representation.
Different from the SSM feature in Reference [25], we represent the trajectories of each joint of the
human body independently, and further analyze the displacement sequence of inter-joints to build the
temporal self-similarity matrices. As a result, temporal self-similarity matrices of joint trajectories and
displacement sequences are computed, respectively, to capture view invariant patterns of intra-joint
and inter-joint dynamics.

The calculation process is formulized as follows. Suppose that you are given preprocessed
skeleton data

{
S1, S2, . . . , SN

}
through the procedures outlined in Section 3.3.1, where N denotes the

number of joints and Sk =
[
sk

1, sk
2, . . . , sk

T

]
represents the motion trajectory of the kth joint through T

frames of the image sequence. The temporal self-similarity matrices of joint trajectories can be denoted
by SSMJs =

[
SSMJ1 , SSMJ2 , . . . , SSMJN

]
, where SSMJk = [dk

ij]T×T
and dk

ij denotes the Euclidean distance
between the position coordinates of the kth joint in frame i and j, as formulated by Equation (6).

dk
ij = ‖ sk

i − sk
j ‖2 (6)

The middle of Rhip (Joint 8) and Lhip (Joint 11) in each frame is regarded as the central point,
and the displacement sequence of skeleton data can be represented by P = [p1, p2, . . . , pT], where
→
pt =

[
p1

t , p2
t , . . . , pN

t

]
and pk

t denotes the displacement of the kth joint relative to the central point in
frame t. It is computed by the equation below.

pk
t = |sk

t −
s8

t + s11
t

2
|, (7)

where | . | denotes the norm of the vector. Then, the temporal self-similarity matrix of the joint
displacement sequence can be denoted by SSMD = [d′i j]T×T

, where d′i j denotes the Euclidean distance

between two displacement vectors
→
pi and

→
pj belonging to frame i and j. It is computed by Equation (8).

d′i j = ‖
→
pi − →pj ‖2 =

1
N

N∑
k=1

‖ pk
i − pk

j ‖2 (8)

The Histogram of Gradient (HOG) feature descriptor extracted from a log-polar semicircle centered
on the main diagonal of the matrix is used to describe the pattern structure of the self-similarity
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matrix of joint trajectories and joint displacement sequences. For a given semicircle area, C =

{ri,θi}(ri = 0 ∼ r,θi = 0 ∼ π), where r is the radius of the semicircle, which denotes the temporal
window extent to be considered, and the origin of the pole coordinate is located at the jth element of
SSM’s main diagonal. C is segmented into 11 blocks equally divided into three sections of the polar axis
and five bins of the polar angle. One block near the origin of the pole ordinate is kept within one-third
of the radius and without division of the polar angle. For each block of C, the normalized eight-bin
HOG feature vector ha

j = [ha
j,b]
′
b=1∼8

is calculated, and the vectors of all 11 blocks are concatenated to

form a feature vector hj = [ha
j ]
′
a=1∼11

of the jth element of SSM’s main diagonal. h = (h1, h2, . . . , hT) is
computed for all elements of SSM’s main diagonal to form a feature description of SSM. Lastly, HOG
feature vectors of all joint trajectories and joint displacement sequences are concatenated to generate
self-similarity feature representation of an action instance H = [hSSMJ1 , . . . , hSSMJN

, hSSMD ].

3.3.3. Class-Specific Regression Model

Not all joints are equally involved in the motion of the human body, and, for different action
categories, the participating joints show different levels of significance. Therefore, different impact
weights should be assigned to distinguish the importance of body joints. We propose a class-specific
regression learning strategy to address this problem. In this strategy, training samples annotated
with class labels and quality scores were used to train regression weight vectors for specific action
categories, which resulted in a more effective evaluation of different categories that shared postures.
This alleviated the confusion. Correspondingly, a more accurate score can be estimated to boost the
performance of a fine-grained quality assessment. The learning process is formulated as follows.

The training set D =
{(

H1
1, y1

1

)
,
(
H1

2, y1
2

)
, . . . ,

(
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n1
, y1

n1

)
, . . . ,

(
Hc

1, yc
1

)
,
(
Hc

2, yc
2

)
, . . . ,

(
Hc

nc , yc
nc

)}
consists of action videos annotated with action class labels and quality assessment scores. Hi

j ∈ RK

is the self-similarity feature vector of the jth action instance that belongs to action class i, which is
computed through the feature description procedure described in the previous subsection. yi

j ∈ R
denotes the ground-truth quality score and ni is the number of training samples belonging to action
class i. The regression model wi of the ith action category is trained for all videos of the same action
category by finding a real-valued linear function wiTHi

j, which acquires the minimized approximation
errors between the ground truths and estimated scores. The estimated score is obtained by projecting
the original features onto the transformation space. The learning process is formulated as the following.

argminwi
∑ni

j=1‖ yi
j −wiTHi

j ‖2, (9)

where wi ∈ RK, yi
j is the ground-truth quality score of the jth action instance belonging to class i and

wiTHi
j is the corresponding predicted score.
The algorithm is performed individually for each action category to obtain a specific regression

model. In the proposed method, two types of regression strategies—Support Vector Regression (SVR)
and Ridge Regression (RR)—are employed to implement this training process. During testing, with
the supervision of the action classifier’s output, the specific regression model is determined to predict
the quality score of the testing video.

4. Experiments

The construction of an action evaluation dataset requires professional experts to annotate training
videos according to their knowledge and experience of relevant fields. The annotation is highly
dependent on the subjective judgement of professionals. It is difficult to collect training samples from
massive action categories, and accurate annotation acquisition requires a great deal of manual effort
when constructing a large-scale dataset of human action evaluation. Therefore, several limitations
are shared with the published dataset of action quality assessment, such as insufficient training data,
a limited number of action categories, a fixed position of the RGB camera, and identical scenes. In this
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study, we investigated the performance of our proposed method for the diving and figure skating
videos of the MIT Olympic Scoring dataset [26], and the gymnastic vaulting videos of the UNLV
Olympic Scoring dataset [27,28].

4.1. Introduction of Datasets and Experimental Setups

The MIT Olympic Scoring dataset [26] contains two action category sport videos: diving and
figure skating. The diving dataset contains 159 videos that include 25,000 frames with scores varying
between 20 and 100. The frame rate of diving videos is 60 fps and each diving instance is about
150 frames. The figure skating dataset consists of 150 videos captured at 24 fps. There is a total
of 630,000 frames, and each action instance is almost 4200 frames. The ground-truth score of each
action video is freely obtained by extracting the judge’s score that is released publicly in sports
footage. The quality assessment score of each action instance varies between 0 and 100. The figure
skating assessment is more suitable for activity evaluation since several action components, such as
jumps, spins, and steps, are included and repeated in each of the videos. Compulsory routines are
required in the performances of the Olympic games, including a spin, axel, spiral, and transition.
However, the sequential order of routines is different in action videos. Therefore, figure skating is more
challenging than diving because of the complexity of activity analysis rather than simple actions. Each
video is annotated with the start frame, end frame, and judgement score of action occurrence. The score
is extracted from the frame by displaying the referee’s decision from the video. Figure 6a,b show some
examples of diving and figure skating frames performed by different people with different views.

 

 

 
(a)  (b) 

Figure 6. Example frames of the MIT Olympic Scoring dataset [26]. (a) Example frames of diving.
(b) Example frames of figure skating.

The UNLV Olympic Scoring dataset [27,28] includes sport videos from Summer and Winter
Olympics events on YouTube. It comprises 1189 videos from seven action categories, including
370 videos of single-person diving from a ten-meter platform, 88 videos of synchronized diving from
a three-meter springboard, 91 videos of synchronized diving from a ten-meter platform, 176 videos
of a gymnastic vault, 175 videos of a skiing sport, 206 videos of snowboarding, and 83 videos of
trampolining in Olympic events. In the action categories of vaulting, skiing, and snowboarding, severe
view changes existed in the action videos. Since the motion patterns of a single person’s action are
addressed in our feature representation, synchronized events of more than one person are not taken
into account. Additionally, a long-range shot distance is commonly adopted in filming videos of skiing,
snowboarding, and trampolining. The accuracy of skeleton detection is severely reduced with the
influence of poor pose estimation results. Therefore, we only evaluated our proposed method for vault
videos of this dataset. The vault dataset of UNLV Olympic Scoring includes 176 videos with an average
length of about 75 frames. The frame size is 320 × 240. The ground-truth score of a vaulting video that
ranges from 12.30 to 16.87 is determined by the sum of the “execution” score and “difficulty” score.

In the action classification component, we propose extracting local motion patterns from the joint
motion volume and training the linear kernel-based SVM classifiers to determine the action label of the
testing action video. The estimation action class of the testing video can be obtained by comparing
the output of all classifiers and finding the highest category confidence. For the evaluation of our
classification component, we adopted leave-one-video-out validation for 159 diving videos, 150 figure
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skating videos, and 176 vaulting videos. The performance was measured by the average accuracy
over all videos. The proposed classification method achieved the performance of 92.6% for all action
videos. The average classification accuracies of diving, figure skating, and vaulting were 93%, 89.3%,
and 94.8%, respectively.

For validating the proposed action quality assessment method, the rank correlation coefficient
between the predicted scores and the ground truths was computed to evaluate the performance. We
employed the rank correlation coefficient measurement of two vectors’ similarity to evaluate our
proposed method. It was computed by Equation (10).

ρy,ŷ = 1− 6
∑N

i=1 d2
i

N(N2 − 1)
, (10)

where y is the ground truth score vector and ŷ is the predicted score vector. di denotes the ranking
difference between yi and ŷi of the ith video. A higher ρ value denotes a better estimation performance.
In experiments using the MIT diving and figure skating dataset, we followed the testing schema
introduced in Reference [1]. A random split of action videos was adopted, resulting in 100 videos
being selected as training samples and the rest as test samples. The average rank correlation coefficient
of 200 rounds’ testing results was computed as the final evaluation performance of the dataset.
Additionally, in experiments using the UNLV vaulting dataset, the testing schema introduced in
Reference [27] employing a fixed split of the dataset, namely 120 videos for training and the remaining
56 videos for testing, was followed. The detailed results are presented in the next section.

4.2. Results of the MIT Diving Dataset

According to the evaluation protocol introduced in Reference [1], 100 labeled action videos were
selected randomly as training samples from the diving dataset and the remaining 59 videos were used
as test samples. The rank correlation coefficient between the predicted scores and the ground truths of
this round split was computed. Then, 200 rounds of experiments with different random splits were
conducted according to the same strategy. The evaluation performance was obtained by averaging all
rounds’ rank correlation coefficients. We compared the performance of our proposed method with four
state-of-the-art action feature methods for human action recognition, and several evaluation learning
methods, including the all-action regression model, single-action regression models, support vector
regression of different kernels, and ridge regression.

We compared three feature extraction methods, including spatio-temporal interest points
(STIP) [29], dense sampling (Dense) [30], and skeleton data (Skeleton). The benchmark MIT Olympic
Scoring dataset that we employed to evaluate the proposed method was published in Reference [1].
Additionally, a similar solution strategy was employed both in Reference [1] and our proposed learning
framework. A handcrafted feature engine was first built for feature representation and a regression
model was then developed from the action features for quality assessment. Therefore, we chose
Reference [1] as the baseline method. In Reference [1], the researchers extracted both low-level
spatial and temporal filtering features that captured edges and velocities, as well as high-level pose
features obtained from the discrete cosine transformation of joint displacement vectors, and estimated
a regression model that predicted the scores of actions. They compared their performance with the
space-time interest points (STIP) method [29] and Discrete Fourier Transform (DFT) pose features.
STIP is the abbreviation for space-time interest points and was developed for feature detection in
traditional action recognition research. The method was presented based on the observation that
actions frequently occurred in positions with sharp changes in both the spatial and temporal domains.
It employed a space-time extension of the Harris corner detector to extract the prominent positions of
significant changes in spatial and temporal dimensions from the action video. Then, histograms of
oriented gradients (HOG) and the optical flow (HOF) were calculated and concatenated for each local
spatial and temporal volume centered at the prominent position. All the local features were aggregated
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to form the feature descriptor for action representation. However, it has been proven in Reference [30]
that dense sampling has demonstrated a better classification performance than original STIP for human
action recognition in realistic scenes. Dense sampling extracted video blocks at regular intervals and
scales in space and time by a sliding window moving throughout the whole video. The HOG and
HOF descriptors of each video block were computed and concatenated to represent the local feature of
each spatial and temporal position. All local feature descriptors were aggregated to form the final
feature representation of the whole video. Skeleton data can be obtained from RGB videos using the
pose estimation algorithm. Pose features extracted by transformation and projection of the original
skeleton data were regarded as being encoded with high-level semantics of human actions. Therefore,
we compared the performance of our skeleton data extraction method with that of STIP [29] and dense
sampling [30] using the benchmark MIT Olympic Scoring dataset.

On the other hand, we developed self-similarity feature representation extracted from joint
trajectories and joint displacement sequences to describe motion patterns of joints and posture
changes. The self-similarity matrices employed to encode human actions were initially proposed in
Reference [25], in which only the coordinate’s offset over all body joints was accumulated for a single
frame, and the individual motion dynamics of each joint and the relationship of body joints’ relative
positions were neglected. In contrast to Reference [25], we encoded the motion dynamics of each body
joint independently, as well as the displacement sequence between body joints, to build temporal
self-similarity matrices. On the basis of skeleton data representation for human actions, we compared
our proposed feature method with the baseline self-similarity matrix feature [25] and the pose feature
captured from discrete cosine transformation (DCT) [1] for the original coordinates of human body
joints. The performance comparison of our proposed feature and the reviewed features of the MIT
diving dataset is presented in Table 1.

Table 1. Quality assessment results on the Massachusetts Institute of Technology (MIT) diving dataset.
The average rank correlation coefficients between the predicted results and the ground truth of different
feature representation and evaluation methods are presented (The higher the value, the better the
performance.).

STIP * Dense Skeleton + DCT Skeleton + SSM * Our Method

All-action SVR-Linear 0.07 0.09 0.19 0.13 0.20

Single-action SVR-Linear * 0.18 0.16 0.45 0.35 0.52

Single-action Ridge Regression 0.07 0.10 0.32 0.30 0.4 1

1 The bolded value indicated the best performance of all compared feature methods. * STIP means space-time
interest points feature method. SSM indicates self-similarity matrices feature method. SVR means support vector
regression method.

As shown in Table 1, skeleton-based feature representations exhibited a significantly greater
strength than low-level features of STIP or dense sampling under different evaluation strategies for the
diving video assessments. On the basis of the same skeleton data detection results, the DCT feature
method captured from the discrete cosine transform on the original coordinates of joints achieved
better performances at 0.19, 0.45, and 0.32 under different evaluation strategies, in comparison to
the corresponding results of 0.13, 0.35, and 0.30 obtained by the SSM feature method. This is likely
because the SSM feature accumulated the position offsets of all joints between each frame of the video
sequences. Therefore, it completely discarded the motion information of individual joints of the human
body and the relationship between body joints. The DCT feature captured the dynamic changes of
human body movement. However, it simply considered the change of joints’ position relative to the
centroid of the human body along the time dimension, and neglected the motion patterns of each joint
trajectory and the changes of the joints’ correlation. The proposed feature method extracted patterns
from the self-similarity matrix of each joint trajectory and joint displacement sequence. It encoded
not only the dynamic changes of individual joints, but also the pose feature described by the layout
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changes of all body joints. It achieved the best rank correlation coefficients of 0.20, 0.52, and 0.4 among
all the experienced feature methods for the MIT diving dataset.

Furthermore, we compared the performance of different evaluation methods, namely all-action
support vector regression (all-action SVR) evaluation, single-action support vector regression
(single-action SVR) evaluation, and single-action evaluation ridge regression (single-action ridge
regression) evaluation for this dataset. All-action evaluation trained a unified regression function
to assess all action categories, and single-action evaluation employed the strategy of specific-action
training to learn a specific assessment function for each action category from annotated action features.
As shown in Table 1, the performance difference is not clear between single-action ridge regression and
all-action evaluation under low-level STIP (single-action, 0.18, all-action, 0.07) and dense sampling
features (single-action, 0.16, all-action, 0.09). However, the estimation results were significantly
improved under the same skeleton-based feature representation, and the performance of single-action
evaluation was significantly superior to that of all-action evaluation. This indicated that a dedicated
quality assessment model for specific action categories is suitable for sport activity scoring. Therefore,
it is less effective to design one unified feature evaluation function to assess various kinds of feature
patterns’ similarities for all action categories. We also attempted different kernel functions of support
vector regression evaluation and compared the evaluation methods of SVR and Ridge Regression
(RR). It was found that SVR with a linear kernel achieved a better performance of 0.52 than the ridge
regression method, which displayed a value of 0.4. In addition, the linear kernel always achieved
better results than the Radial Basis Function (RBF) kernel and sigmoid kernel in SVR regression.

The predicted score of each testing video for the MIT diving dataset from our best rank correlation
coefficient performance is presented in Figure 7. The horizontal axis denotes the index of the action
video for testing, and the vertical axis represents the predicted quality score. The data series of the
GT_test indicate the ground truth scores of test videos, and the pred test corresponds to the estimated
scores of the proposed method.

 

Figure 7. The predicted scores of test videos from our best rank correlation coefficient for the MIT
diving dataset.

4.3. Results on the MIT Figure Skating Dataset

The figure skating activity of the MIT Olympic Scoring dataset is more challenging than the
diving action. The frame rate of figure skating videos is 24 fps and the length of each video is about
4200 frames. Therefore, complex activity, rather than a single action, is involved in a figure skating
video. Other challenges are the irregular camera motion and cluttered background that commonly
exist in long-duration recorded videos. Compulsory routines are required and performed successively
in each video, such as jumps, spins, turns, steps, and moves. However, the order of execution for
custom actions is not strictly restricted. Moreover, significant pose variations seriously affected the
performance of action quality assessment due to the appearance of athletes, irregular changing of the
camera position, and zooming in and out for the sake of capturing the best recording effect.
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To obtain effective feature representation of complex activities in long-duration videos, we divided
each video into 10 segments with an equal length. Feature extraction was performed for each segment,
and all segments’ features were concatenated to represent the action feature of the whole video.
The performance using the figure skating dataset was also evaluated according to the testing protocol
in Reference [1] where the average rank correlation coefficient of 200 experiments was computed with
random splitting. In this case, 100 action videos were selected as training samples and the rest were
selected as tests. The performance comparison of our feature method and the baseline method and
other state-of-the-art feature methods was investigated. The details are presented in Table 2.

Table 2. Quality assessment results on the MIT figure skating dataset. The average rank correlation
coefficients between the predicted results and the ground truth of different feature representations and
evaluation methods are presented.

STIP * Dense Skeleton + DCT Skeleton + SSM * Our Method

All-action SVR-Linear * 0.13 0.15 0.21 0.15 0.25

Single-action SVR-Linear 0.21 0.23 0.37 0.19 0.41

Single-action Ridge Regression 0.20 0.21 0.25 0.17 0.28

* STIP means space-time interest points feature method. SSM indicates self-similarity matrices feature method. SVR
means support vector regression method.

From Table 2, it can be observed that most of the skeleton-based feature representations achieved a
superior performance in comparison to low-level STIP or dense sampling feature methods. In skeleton
data-based feature representation, the best mean rank correlation coefficients of the Discrete Cosine
Transform (DCT) transformation feature and our proposed feature were 0.37 and 0.41, respectively,
which outperformed STIP (0.21) and dense sampling (0.23) with single-action Support Vector Regression
(SVR) employing a linear kernel. The proposed feature representation slightly improved the result
of DCT and achieved the best value of 0.41. The promotion was limited, likely due to the simple
segmentation of videos according to the equal length strategy, and the synchronization of segments
between different action instances that were not considered. It is noted that the performance of the
original SSM feature method was clearly decreased for this dataset, and the best result obtained was
0.19, which was inferior to the low-level feature of STIP and dense sampling. This indicated that
the original SSM feature is unsuitable for fine-grained feature representation of long-duration video
sequences, likely because it accumulated all joints’ relative position offsets between each two successive
frames of a video sequence. However, the motion data of each joint and joint relationship important
for describing the intrinsic characteristic of different contained actions were completely ignored. We
also compared the all-action evaluation and single-action evaluation methods, SVR regression, and the
RR regression method using this dataset. The comparison of different evaluation methods is presented
in Table 2. In terms of the best rank correlation coefficient obtained, the predicted score of each testing
video for the MIT figure skating dataset is illustrated in Figure 8.

22



Electronics 2020, 9, 568

 
Figure 8. The predicted scores of test videos in terms of the best rank correlation coefficient obtained
for the MIT figure skating dataset.

4.4. Results on the UNLV Vault Dataset

The UNLV vault dataset comprises 176 videos of gymnastic vaulting captured from five
international competitions of the Summer and Winter Olympics on YouTube. The average length is
75 frames per vault video. The frame size is 320 × 240. The ground-truth score of each vaulting video is
freely obtained by extracting the judge’s score that is publicly released in sports footage. It ranges from
12.30 to 16.87, and is determined by the sum of the “Execution” score and “Difficulty” score. Although
a short average length and relatively simple actions are contained in vault videos compared with those
of diving and figure skating, severe view changes exist in this dataset due to the different broadcast
configurations employed for different events. Additionally, the low-resolution of some broadcasting
videos make them more difficult to employ for action quality scoring.

We followed the evaluation protocol in Reference [27], which consists of a fixed split of the dataset,
where 120 videos were chosen as training samples and the rest of the 56 videos were selected as testing
samples. The comparison of our feature method with other reviewed state-of-the-art feature methods
and different evaluation methods is presented in Table 3.

Table 3. Quality assessment results for the UNLV vault dataset. The rank correlation coefficient
between the predicted results and the ground truth is presented.

STIP Dense Skeleton + DCT Skeleton + SSM Our Method

All-action SVR-Linear 0.05 0.10 0.15 0.09 0.17

Single-action SVR-Linear 0.13 0.16 0.41 0.33 0.47

Single-action Ridge Regression 0.11 0.12 0.35 0.31 0.39

From Table 3, it can be concluded that skeleton-based feature representations exhibited a
significantly greater strength than low-level features of STIP and dense sampling under most of
the different evaluation strategies used for vault video assessment. In skeleton data-based feature
representation, the best mean rank correlation coefficients of the DCT transformation feature, SSM
feature, and our proposed feature were 0.41, 0.33, and 0.47, respectively. It outperformed STIP
(0.13) and dense sampling (0.16) with single-action SVR using a linear kernel. The proposed feature
representation improved the performance and achieved the best result of 0.47. In the comparison of
different evaluation methods, as is shown in Table 3, it could also be found that, even though the
performance difference between single-action evaluation and all-action evaluation under low-level
STIP and dense sampling features is not clear, singe-action evaluation significantly improved the
performance of skeleton-based feature representations. It is noted that the ridge regression obtained
better results for this dataset than for the diving and figure skating datasets. The predicted score of
each testing video for this dataset is illustrated in Figure 9.
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Figure 9. The predicted scores of test videos for the UNLV vault dataset.

4.5. Comparison with State-of-the-Art Feature Methods

We also compared our method with other state-of-the-art feature methods for the MIT diving,
MIT figure skating, and UNLV vault dataset, as shown in Table 4.

Table 4. Comparison results of the proposed method with the baseline and other relevant methods.

MIT Diving Dataset MIT Figure Skating Dataset UNLV Vaul Dataset

STIP feature method [1] 0.10 0.21 –

Pose+DFT method [1] 0.27 0.31 –

Pose+DCT method [1] 0.41 0.35 –

ApEn method [15] 0.45 – –

Our approach 0.52 0.41 0.47

As a baseline method, Pirsiavash et al. [1] proposed a general learning-based framework to assess
the quality of human-based actions from videos. They proposed using DFT and DCT transformation
of original coordinates of human body joints detected by the Flexible Parts Model [31], and selected k
low frequency coefficients to represent human actions. They evaluated the proposed feature method
using the MIT diving and figure skating datasets and compared the performance with two kinds
of low-level features, namely the STIP feature and DFT pose feature. For the MIT diving dataset,
the best results of the STIP feature were 0.07 with the support vector regression and 0.10 with ridge
regression. The DCT pose feature achieved the best result of 0.41, which was superior to the STIP
feature value of 0.10 and DFT pose feature value of 0.27. For the MIT figure skating dataset, the DCT
transformation-based pose feature obtained the result of 0.35, which was better than the STIP feature
value of 0.21 and DFT transformation pose feature value of 0.31. Venkataraman et al. [15] investigated
approximate entropy-based (ApEn) feature representation for segmenting untrimmed motion capture
data, and only evaluated their method for assessing the quality of diving actions included in the
MIT Olympic Scoring dataset. They reported the best result of 0.45 for the diving dataset, which
showed that a 10% improvement was achieved in the rank correlation coefficient when compared to
Reference [1].

As shown in Table 4, from the results on MIT diving and figure skating of the above-mentioned
handcrafted features, we can conclude that our proposed feature method achieved the best rank
correlation coefficients of 0.52 and 0.41, respectively, for the two actions. It is believed that the proposed
feature representation can better encode the dynamics of human motion for the fine-grained quality
assessment of human actions than the reviewed state-of-the-art feature methods by capturing the
self-similarity patterns from joint trajectories and joint displacement sequences.
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5. Conclusions

In this paper, we have proposed an integrated category classification and regression-based
evaluation framework for fine-grained human action quality assessment. In this framework, for
action classification, the local motion patterns of body joint-based feature representation are extracted
to train the discriminative classifier. The output of the classifier is used to supervise the quality
assessment process in the testing stage. To deal with intra-class variations and acquire effective dynamic
representation, the semantic pose feature captured from the self-similarity matrix of joint trajectories
and joint displacement sequences is developed. A class-specific learning algorithm is employed to build
an evaluation function for each action category. The experimental results show improvements for both
the diving and figure skating datasets in comparison with other handcrafted feature methods.

The limitations of our proposed method include the fact that the segmentation of long videos
has simply been considered and the synchronization of segments has not been researched. Our
method is more suitable for assessing well-segmented action instances. When complex activities rather
than actions are contained in videos with a long-time duration, the quality score is strongly affected.
In future studies, semantic segmentation and alignment methods will be addressed to promote the
practical application of the proposed framework.
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Abstract: The application of an unmanned vehicle system allows for accelerating the performance
of various tasks. Due to limited capacities, such as battery power, it is almost impossible for a
single unmanned vehicle to complete a large-scale mission area. An unmanned vehicle swarm has
the potential to distribute tasks and coordinate the operations of many robots/drones with very
little operator intervention. Therefore, multiple unmanned vehicles are required to execute a set
of well-planned mission routes, in order to minimize time and energy consumption. A two-phase
heuristic algorithm was used to pursue this goal. In the first phase, a tabu search and the 2-opt node
exchange method were used to generate a single optimal path for all target nodes; the solution was
then split into multiple clusters according to vehicle numbers as an initial solution for each. In the
second phase, a tabu algorithm combined with a 2-opt path exchange was used to further improve the
in-route and cross-route solutions for each route. This diversification strategy allowed for approaching
the global optimal solution, rather than a regional one with less CPU time. After these algorithms
were coded, a group of three robot cars was used to validate this hybrid path programming algorithm.

Keywords: multi-robots; path programming; tabu search

1. Introduction

Mainstream applications are currently focused on unmanned vehicle robots used in manufacturing;
unmanned air vehicles (UAVs) in monitoring the earth’s surface; emergency aid and disaster control
and prevention efforts; commercial aerial photography; logistics; and unmanned combat air vehicle
operations (UCAVs) [1,2]. When the scope of tasks and the areas involved are expanding, a system
consisting of multiple unmanned vehicles agents is required to complete a mission with a very wide
area. To complete the tasks more efficiently, well-planned path programming is a must, so as to
minimize time and energy consumption by shortening the overall distances of the routes.

Facing this problem of a large area multi-waypoints mission dealing with a multi-agent system,
we designed a hybrid dynamic path programming algorithm to help us achieve the goals of saving time
and energy, with shorter and more efficient routes so that the robot cars were not running redundant
paths. The maximum travelable distance (limited by the battery energy capacity) was used as one of
the constraints during the algorithm iterations.

Unlike other path-programming works, this study contributes to the field with a hybrid path
programming algorithm involving a combined tabu search and a 2-opt swap under the maximum
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travelable range consideration. A set of multiple robot cars was built to validate the tasks’ completeness
in the final phase.

2. Related Work

The idea of using a multi-agent robot system has been gradually adapted for wide-area searching
in large-scale missions. This includes the use of multi-robot Simultaneous Localization and Mapping
(SLAM), as explained by Atanasov et al. [3], along with hitchhiking robots as part of a collaborative
approach for efficient multi-robot navigation, as explored by Ravankar et al. [4]. However, neither
of these studies were focused on including an optimized mission path for each robot of the system.
In fact, many scholars have been conducting research on path programming, as well as various factors
regarding the number of vehicles dispatched. Most research is focused on solving the Vehicle Routing
Problem (VRP) and the multiple traveling salesman problem (mTSP). This mTSP involves m salesmen
who must visit a set of n cities, with each salesman starting and ending at the same place (city). Each city
must be visited exactly once by one salesman, with the objective of finding the shortest total distance
traveled by all of the salesmen. It could happen that we have one of the salesmen travel to all of the
cities, while others visit only one. However, in practice, every salesman has similar abilities and limits.
So the mTSP with ability constraints is more appropriate for real-world problems. Suppose the number
of cities traveled to by each salesman is limited [5]. The multi-robot, multi-target exploration problem
further extends the traveling salesman problem (TSP). This problem is called the Multiple Traveling
Robot Problem (MTRP), and it involves a team of robots visiting target points at least once (ideally,
no more than once). The overall solution quality is dependent upon both the quality of the solution
constructed by the paths of the robots, and the efficient allocation of the targets to those robots [6].

The mTSP is a generalization of the well-known TSP [7], which is an obviously non-deterministic
polynomial-time hardness (NP-hard) problem [8,9]. With NP-hard problems, the complexity of the
solution increases as the number of target points expands. Since it is almost impossible to go through all
of the feasible paths, and produce the best solution within an acceptable timeline, a heuristic algorithm
was adopted to obtain an approximate solution.

Dorigo et al. [10] suggested a new computational paradigm called ant system (AS) for solving the
TSP problem. This innovative contribution formed the foundation of today’s Ant Colony Optimization
(ACO) algorithm.

Yousefikhoshbakht et al. [11] used the New Modified Ant Colony Optimization (NMACO) that
mixed the insert, swap and 2-opt algorithms, as well as an efficient Candidate List to improve the
efficiency of the ACO. It is quite competitive with other meta-heuristic algorithms that solve a library of
sample instances for the TSP (TSPLIB) instances. But the solution it yielded still has room to improve.

Necula et al. [12] used five modified Ant Colony Optimization (ACO) algorithms to solve mTSP.
With this method, the maximum number l and the minimum number k of the city that each salesman
should visit are defined and limited. The mTSP is then solved with TSPLIB instances.

Xu et al. [13] used a hybrid Genetic Algorithm (GA) and Simulated Annealing (SA) to solve mTSP.
This enhanced the local search ability so as to achieve a better global optimal solution than general GA.
But the solution it solved is not the best. In the previously mentioned literature, the authors used ACO
and GA to solve the mTSP problem, but it does not produce the same solution with every execution,
and must be tested continuously to ensure the best solution.

Côté et al. [14] used Tabu Search (TS) to solve the VRP, which they tested with benchmark instances.
They not only achieved convergence in a reasonable time, but also surpassed many of the best solutions
in benchmark instances.

Huang and Liao [15] used a two-phased method to solve the Dynamic Vehicle Routing Problem
(DVRP). Different from mTSP, it limits its vehicle capacity. Fuzzy c-mean techniques were used to
divide existing customers, while cost function was adopted to figure out the initial solution in the
first phase. Then, in the second phase, a tabu search was combined with 2-opt and or-opt to improve
cross-route and in-route respectively, aiming to solve the problem of multi-vehicle paths programming.
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In fact, the tabu search algorithm not only adapted in path programming, but also in many other fields,
such as those involving the economic dispatch of electric generators [16].

Sariel-Talay et al. [6] studied MTRP. They mentioned that their system was able to obtain real-time,
optimal paths for traveling among multiple target points on their own platform with a robot swarm,
and the assignment was completed successfully. However, a single robot car’s maximum traveling
capacity was not considered.

There are many published articles on multi-vehicle path programming, but only a few involve
on-site experiments with cars to verify the effectiveness of the programming. In mTSP, the maximum
and minimum number of cities that each salesman should visit are defined and limited, but the tasks
may not get completed due to the limited energy capacity of one car. Therefore, we focused on the
“maximum travelable distance” for this study, and also adopted a two-phased module as our solving
module. In the first phase, a tabu search combined with a 2-opt swap method was used to program a
single optimal path, and then to get the initial solution by splitting the path into multiple sub-paths.
In the second phase, Huang and Liao’s solving module was adopted—a tabu search combined with a
2-opt swap method to improve the initial paths, and to determine whether the result exceeded the
maximum distance limit.

Additionally, a diversification strategy similar to GA was implemented for in-route path
improvements. The use of this strategy resulted in the recording and selection of the optimal
solution or second-best solution as the initial solution for the in-route path improvement later on,
so that an unwanted regional optimal solution could be avoided. In this research, the 2-opt swap
method was adopted to improve in-route paths. Once it finished, the calculation continued to improve
cross-route paths until the conditions of termination were reached. In the last stage, this solution was
verified by our experiments with real robot cars running the programmed paths. From the experiment,
we looked into the distance designed for the path programming, and the trajectory difference between
the actual paths and theoretical ones.

Research Highlights

The objective of the path programming problem of this research was to assign several series of
target points to multi-robots to maximally reduce total energy consumption. The robots had limited
onboard (fuel or battery) energy, so a maximum travelable distance constraint was expected to be
satisfied. Highlights of this research speak to these issues:

1. We developed an optimal route planning algorithm for multi-robots’ application by using an
innovative, hybrid, two-phase tabu and 2-opt search.

2. In previous research involving salesman problems, constraints in VRP, mTSP and MTRP were
mainly located on maximum reachable target points for single vehicle problems, or on maximum
cargo capacity for multiple vehicles problems. In our study, we made this problem closer to an
unmanned system’s reality by building a new model with maximum range constraint.

3. Unlike most previous research in VRP and mTSP, in which problems end with a computational
result, outdoor field tests were conducted to validate the algorithm developed in this project.

3. Design of the Two-Phase Path Programming

This research was focused on the dynamic path programming of multi-robots for achieving
missions that lowered the energy costs in each group. The problem defined in this research is similar
to the mTSP problems of visiting n targets with a shortest total route-distance by using m vehicles,
with every target being visited only once.

However, the service range of unmanned robot vehicle systems is strictly limited by its onboard
energy capacity (such as fuel or battery); hence the major difference in this research, as compared
to traditional mTSP projects, is consideration of the range-limitation as a constraint during the
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programming loops. According to the previous statement, the problem definition for this research was
modified from a standard module of SD-mTSP [17]. The object and subject were as follows:

xijk =

{
1
0

the k path goes from city i to city j
otherwise

(1)

∀(i, j) ∈ A, k = 1, . . .m (2)

Object:

min
m∑

k=1

∑
(i, j)∈A

cijxijk (3)

Subject to: ∑
(i, j)∈A

cijxijk ≤ Dlmt, k = 1, . . .m (4)

m∑
k=1

n∑
j=2

x1 jk = m (5)

m∑
k=1

n∑
j=2

xj1k = m (6)

m∑
k=1

n∑
i=1

xijk = 1 , j = 2, . . . , n (7)

m∑
k=1

n∑
j=1

xijk = 1 , i = 2, . . . , n (8)

m∑
k=1

xi1k + x1ik ≤ 1 , i = 2, . . . , n (9)

ui ≥ 1, i = 2, . . . , n (10)

where cij is the distance array of A; m is the number of robot cars; Dlmt is the value of maximum
distance limit; n is the number of target points; and ui is the number of target points visited on a car’s
path from the original point to target I. Equation (1) is variable integer, determining whether target
i to j has been traveled by k car; with Equation (2), A in the formula is the set of all specified paths;
Equation (3) is the object function of this problem; in Equation (4) the value of subject Dlmt should
not be exceeded by all of the cars; Equations (5) and (6) ensure that cars start at the original point and
come back to the same point; Equations (7) and (8) ensure that all of the targets have been entered and
exited by the car; Equation (9) indicates that each car must visit at least one target; and Equation (10)
prevents the problem of the sub-path not including the original point.

There are many kinds of heuristic algorithms to solve this problem, including ACO, Particle
Swarm Optimization (PSO), GA and tabu search. In this research we mainly adopted the tabu search
of a heuristic algorithm that can imitate human beings’ memory, which keeps experiences in the past
to prevent roundabout searches and to create a tabu list. It can learn from past solutions to avoid
any regional optimal solution being seen as a global optimal solution. Tabu search is known for its
ability to quickly converge iterations. In addition, its optimal solution and the number of iterations of
convergence are more stable than what GA can achieve.

As GA randomly generates paths by mating, the solution could have turned out to be a suboptimal
rather than an optimal solution, so we needed to repeatedly verify the result for the ultimate optimal
solution. We knew that as long as the initial solution and tabu list for tabu search were well set,
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we could quickly complete a convergence and get the more stable, optimal solution; that being the
main reason we adopted it for this study [2].

With tabu search as the core technology and involving the 2-opt swap method, a two-phase path
programming algorithm model was established for this research. As shown in Figure 1, the initial
solution established in the first phase was processed in two steps.

In the second phase, we needed to obtain the global optimal solution by improving the initial one
we realized in the first phase. As in the first phase, three steps were used. Our first was the cross-route
improvement by tabu search combined with 2-opt to exchange different target points within different
paths. Then, a diversification strategy that recorded the optimal and suboptimal solutions from last
computation was implemented to avoid the result falling into a regional optional solution. Step 3 was
to improve each in-route path with tabu search combined with 2-opt. In other words, it was a refined
solution exchanged from the first step, and we needed to repeat the process we carried out in step 2
until a termination condition was reached.

Figure 1. Main flow chart.

3.1. Tabu Search

Tabu search is a global search method. First, it establishes an initial solution, and then finds the
neighborhood optimal solution, or accords the solution of aspiration criterion as the base for moving.
That means, searching for solutions in the neighborhood domain of the current solution. Among them,
the tabu list memory mechanism is noticeably important. It records the solutions which have been
searched already to prevent any useless or redundant searching. Once the search on all neighborhood
domains is completed, the optimal solution is selected. If any solution that be selected is found to be
better than the current optimal solution, the optimal solution is updated until the termination condition
is reached [18].

3.2. 2-opt Swap Method

The tabu search combined with the 2-opt nodal line swap method that was proposed by Lin
(1965) [19] was adopted in this research. It is a method that we used to change the order of the path to
expand the current solution. Initially it was designed on TSP, and now it is widely used in solving
path problems (TSP, VRP, VRPTW, and so on). Its swap concept is shown in Figure 2. If (1, 3) and (2, 4)
nodal lines are replaced, (1, 2) and (3, 4) could be connected to change its path.

The method for the cross-route path swap is different from the one we used for the single one
path (see Figure 3 for the swap concept). If the nodal lines of (5, 6) and (1, 2) are exchanged, (5, 2) and
(1, 6) as well as (5, 1) and (2, 6) are two possible paths that will be changed, respectively. Compared to
the original path, the direction of the latter one will change. Thus, the use of 2-opt would be possible
for reversing the directions of the paths.
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Figure 2. 2-opt Swap Method Concept (a).

Figure 3. 2-opt Swap Method Concept (b).

3.3. Establishment of the Initial Solution

This phase was carried out in three steps, as shown in Figure 4. In step 1, tabu search and 2-opt
were used to optimize the single path. In step 2, the single path was being divided into multiple
sub-paths as the initial solution for our second phase.

Figure 4. Establishment of the Initial Solution.

3.3.1. Use of Tabu Search to Program a Single Path

We used Nearest Distance Method to establish a rough single path as an initial solution for the
tabu search. First, we established a distance array cij, and let the zeroth row of cij = ∞. Next, we set
the point in which the row of cij had a minimum value as the first point, and let the value of this row of
cij be infinity. Then, we repeated the same procedure to search and set the second point, the third point,
and so on. The initial solution was generated until all of the points were searched. Following this, the
tabu search and 2-opt were used to optimize the single path. The 2-opt was used as a move method
to solve the problem of the single optimal path. We also set up the length of the tabu list, with the
condition of stopping the search and using the solution of the Nearest Distance Method as the initial
solution x0 at that time. We then executed a tabu search to get the optimal single path.

3.3.2. Path Split

We roughly split the single path program into multiple sub-paths, and then split all the target
points into m sub-paths. We also made the closed sub-paths link to the original point as much as
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possible, less than the maximum distance limit. At worst, no more than one route exceeded the
maximum distance limit. The split path was not necessarily the optimal path, but it was good enough
to be the initial solution for the next phase.

3.4. Improvement of Path to Obtain an Optimal Solution

In this phase, the rules of 2-opt were followed to swap the node lines in in-route and cross-route
paths for moving. The solutions were gradually converged into the optimal solution. At this point, we
decided to minimize the distance summation of all paths, and make sure the assigned distance of each
robot car did not exceed the maximum distance limit. The flow chart is shown in Figure 5.

Figure 5. Path Improvement Flow Chart.

3.4.1. Modified Tabu Search for Improving Cross-Route Switch

Compared to a general tabu search, the major difference of this improved search is that Slmt, which
contains solutions exceeding the maximum distance limitation, were removed from the Candidate
List to ensure that all path solution values were within range. However, this limitation resulted in
an empty set for the Candidate List, thereby blocking all solutions from entering the next generation.
When this occurred, an original tabu list was adopted with Slmt, the solution set retaining all solutions,
even with values exceeding the maximum distance limitation. With loosened criteria, the search also
selected “the distance of the longest traveling path” as the solution of minimum value.

A tabu search combined with 2-opt was used in this step. By moving based on 2-opt, swapping
the nodal lines among different paths was used to improve each of the current paths. So, 2-opt was
applied to improve cross-route paths. At that time, we set up the length of the tabu list, the condition
of stopping the search, and the initial solution as x0. Then we executed the flow of the improved tabu
search to get the optimal paths as follows (its pseudo code is shown in Algorithm 1):

Step 1.

First, an initial solution x0 was set as the current optimal solution; the suboptimal solution was
x∗, x+. Then we set the current optimal and suboptimal distance function values as d(x∗), d(x+); with
the initial generation of i = 0, the number of optimal solutions was not improved (k = 0) and tabu list
T was the empty set (T = ∅).

Step 2.
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According to characteristics of 2-opt, it extends all feasible neighborhood solutions of xi
as a neighborhood solution set N(xi). The candidate list included an N(xi) deduction T,
and a solution of the maximum distance limit Slmt [N(xi) − T − Slmt]. We selected the optimal
neighborhood solution xi+1 which had an optimal total distance function value of d(xi+1) in it.
(xi+1 = MinTotalDist(N(xi) − T − Slmt)). If N(xi) − T − Slmt = ∅, we changed the Candidate List to
N(xi) − T and selected an optimal neighborhood solution xi+1, which had an optimal maximum
distance function value of t(xi+1) in it. (Note that the xi+1 = MinMaxDist(N(xi) − T))

Step 3.

We had to determine whether d(xi+1) was less than d(x∗). If it was, x∗ had to be replaced by
xi+1 (x∗ = xi). Then k = 0. Otherwise, the current optimal solution was preserved, and k = k + 1. Then,
we determined whether d(xi+1) was less than d(x+). If it was, x+ was replaced with xi+1 (x+ = xi)

Otherwise, we proceeded to the next step.

Step 4.

We determined whether the condition of stopping the search was reached (stopping the search
and setting the current optimal solution as the global optimal solution when k reached the preset).
Otherwise, we updated the tabu list. That is, we added xi+1 to T. If T was full, according to rule of
first-in, first-out, to evict the solution which is the earliest one that enters T. Then we let i = i + 1 and
returned to Step 2 to continue the operation.

Algorithm 1. Improved Tabu Search Pseudo Code

Begin

i, k = 0
xi, x∗ = x0

T = ∅
Do

Use 2-opt method to expand xi to get N(xi)

Candidate List = N(xi) − T − Slmt
xi+1 = Neighborhood optimum have minimum total distance in Candidate List
If Candidate List = ∅ then

Candidate List = N(xi) − T

xi+1 = Neighborhood optimum have minimum maximum-distance in Candidate List
end If

If xi+1 < x∗ then

x∗ = xi+1
k = 0
else

k = k + 1
If xi+1 < x+ then

x+ = xi+1
end If

end If

add xi+1 into T
i = i + 1

While k <= preset
end While

end
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3.4.2. Diversification Strategy

When this phase proceeded to the second generation, part of the cross-route improvements had
solutions that were not improved. It was possible for a solution to be identical to the one obtained
in the first generation. If this solution was sent to the calculation in the next step, it still came out as
a useless local optimal solution without any further improvements. In order to avoid this situation,
we had to determine whether the solution was improved before going to the second generation. If not,
the suboptimal solution from the cross-route path exchange had to be implemented for improvement,
to get rid of the circle of the local optimal solution and to obtain the global optimal solution.

3.4.3. Improvements for Each Single Path

In this part, the path solution given by the diversification strategy was adopted as the initial
solution. We improved the single path of each group by using a tabu search in combination with 2-opt
to be the same as in the first stage. Thus, we used each single path as an initial solution, and we used
2-opt as a move method to make improvements among different paths. Additionally, we set up the
length of the tabu list with the condition of stop search. Then we executed the tabu search that was
the same as that of the first stage. We did this until each group had been improved after the end of
the sequence.

4. Experimental Vehicle and System Architecture

4.1. System Architecture

As we aimed to complete the task with multiple target points by multiple vehicles in the
shortest possible time, a multi-agent system (MAS) under central control was set up for this research.
The so-called “central control” was enlisted to allocate assignments to each individual robot, so that
each of them could complete the tasks independently, rather than controlling the cars throughout the
procedure. Through cooperation among multiple agents, the system was able to complete a task of a
larger scale. From an MAS viewpoint on task allocation, the system was seen as having a Single-robot
Task, Single-task Robots, and an Instantaneous Allocation of Task (ST-SR-IA) [20].

Various assignments at different levels of difficulty were randomly allocated by the system,
meaning that each robot car may have received any assignment. Thus, each car in the robot swarm
was equipped with identical specifications to ensure their performance and capacity to cope with
various assignments.

From the viewpoint of MAS heterogeneity, the degree of similarity among individual robots
within a collection Het(R) can be expressed as follows:

Het(R) = −
Caste∑
i=1

pi log2(pi) (11)

where Caste represents types of robots, and pi is the decimal percent of robots belonging to any caste.
Since all specifications of this system are the same (caste = 1, pi = 1), Het(R) = 0 (Equation (11)) [21],
which indicates a homogeneity system of a robot swarm.

Figure 6 illustrates the system architecture. This system included a Remote Monitoring Station,
a Multi-Vehicle Paths Programming System, and Robot Cars. The Remote Monitoring Station acted
as a central controller capable of programming the paths and distributing paths to the robot swarm,
designed to complete the work together. From the viewpoint of network topology, the system was a
sort of star topology. Each robot car was able to communicate with the Remote Monitoring Station, but
they were not able to communicate with each other. The system mainly used LabVIEW to develop
the Dynamic Remote Monitoring Station interface. By sending a URL to obtain a Google map web
page as a display interface, it was used as a man–machine interface (MMI), in which each vehicle’s
location feedback and initial path programming could be displayed and managed. By clicking the
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target points displayed on the MMI, the location could be sent to the Remote Monitoring Station, where
the algorithm was run for the path programming. Then, the planned paths were passed to each car via
XBee. Once the cars received the data, they cross-compared their locations against the target points
designated by the central monitoring station. Next they came out at an angle between the car and
target point, and then headed out of the electronic compass. With these results, the robot car was
able to drive the DC motor forward and control the servo motor differential to successfully complete
the assignment.

Figure 6. The Robot Cars System Architecture.

4.2. Experimental Vehicle

The robot car was used as an experimental vehicle (see Figure 7). Its function was to receive the
data of target points from the Remote Monitoring Station and to establish a database for traveling.
Once the car arrived at a designated target point, its real-time location was immediately sent to the
Remote Monitoring Station.

Figure 7. The Sub-System of Robot Car Architecture Diagram.

This experimental vehicle was modified from a 1/10 scale Shot Course Truck remote control car.
We removed the car’s shell and related remote control devices, then mounted additional off-the-shelf
electronic components, including an Arduino Mega 2560 to act as an onboard computer; a U-blox
NEO-7M Global Positioning System (GPS) module to provide position information for navigation;
an HMC5883L Electronic Compass (E-Compass) to indicate heading; a 915 Mhz Xbee PRO S3B wireless
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module for duplex communication with the Remote Monitoring Station; a Liquid Crystal Display
(LCD) to act as a health information indicator for field debugging; and a memory card (SD Module)
to function as an integral data logger to include trajectory history. All the embedded automotive
electronics are shown in Figure 8.

 
Figure 8. Experimental Robot Vehicle.

The robot car control principle was constructed from the latitude and longitude data of each target
point stored in the database. Once the tasks assigned by the Remote Monitoring station were received
by the robot car, the geographical data of each target point was extracted from the database for cars to
travel among the points. On the other hand, a set of embedded steering strategies was also required
for the car to automatically move along the planned paths and directions. In order to calculate the
car’s relative distance and angle against the target point, an electronic compass H was used. Also, the
heading angle of the servo motor was set as θs. When θs = 0, the robot car would go straight. When
the θs value was positive, the robot car would turn right. When the θs became negative, the robot car
would turn left. The maximum range of the angle was set at positive/negative 180◦.

The input latitude and longitude data of the robot car (latr, lngr) and the target point (latg, lngg),
which were received from the GPS, were used in Equation (12) to get ∅ (the angle of the target point
against the exact north). Then we deducted H, the heading direction (see Equation (13)), to get the
direction error θt, which was the angle between the current direction and the target point. We then used
the proportional control θt to multiply KP (the gain used for servo proportional control; KP = 0.161)
after adding θc (the center angle of the servo motor for the steering) to obtain θs (that is, the command
sent to the servo motor for moving). In addition, the maximum range for the motor to move, ±15◦,
was set to prevent the cars from rolling over under high-speed turning. The KPθt was determined with
the understanding it should not exceed ±15◦ (Equation (14)).

∅ = tan−1
(

lngg − lngr

latg − latr

)
(12)

θt = ∅−H (13)⎧⎪⎪⎪⎨⎪⎪⎪⎩
θs = θc + KPθt

KPθt = 15, KPθt ≥ 15
KPθt = −15, KPθt ≤ −15

(14)

In addition to steering, determining whether to reach the target point was equally important.
Once the car reached the target point, only then was it allowed to move to the next one. The distance
between the car and the target point was the key. We set the target point radius R. If the robot car was
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entering the range of R (the distance between the robot car and the target point < R), the target point
hit would be determined. In this case, R was set with an appropriate value, understanding that it
would be difficult for the car to hit the target points with too small or too large of an R value. The R
value, then, was acknowledged as affecting the accuracy of the experiment [22].

5. Tests and Results

This section describes the tests for the proposed hybrid path programming method with maximum
range constraint for the mission planning of multi-robot cars. Three types of tests were performed:

1. Convergence Test—This was conducted to confirm the convergence of the hybrid programming
algorithm under range limitation.

2. Bench Test—This was performed to verify competitiveness by comparing with existing public
TSPLIB instances.

3. Field Test—This was used to validate the practicality of the proposed algorithm by a group of
three robot cars deployed on a field test.

In all tests, the proposed hybrid path programming computer code was processed on the remote
control station based on a laptop PC with Intel Core i7 2.4 GHz CPU and 8 GB RAM.

5.1. Convergence Test

To see whether this hybrid path programming algorithm could successfully converge a solution
set to optimize the route of each robot car group under their maximum travelable distance limitation,
a series of tests were conducted. First, we ensured the algorithm convergence status by a simple
22-point test. As shown in Figure 9, a solution was converged at the 63rd generation. However, the
solution was not immediately improved at the first generation. The solution exceeded the maximum
distance limit as well as the Candidate List = N(xi) − T − Slmt = ∅, so we followed the improved
tabu search and liberalized the Candidate List = N(xi) − T. We compared the maximum distance of
each of the paths and selected the solution with the minimum value in the Candidate List. Due to the
maximum distance limit, there was a function to restrict the maximum distance of the feasible solution,
which was not allowed to exceed this threshold. Starting from the maximum distance, we picked
the minimum maximum distance of the neighborhood solution, and then made the current solution
gradually close to the threshold (maximum distance limit). This eventually sufficed for meeting
the threshold. Finally, the current solution was eligible (see the green line in Figure 9—the distance
variation of the current solution). In this way, the current solution was improved and gradually got
close to the feasible solution.

 

Figure 9. Solution Convergence Diagram.

5.2. Bench Test

The problem definition of this research is similar to mTSP. The difference, in comparison to mTSP,
is that this research is limited to the travel distance of each robot car. Since mTSP instances are easy to
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obtain, we used the innovative algorithm developed in this research to solve the same mTSP problem
for comparing.

Most scholars have modified TSPLIB instances to test mTSP, because mTSP does not have public
instances. In this research, Pr76, Pr152, Pr226, Pr299 and Pr439 were tested. The mTSP rule that each
salesman must visit more than two targets was used. We then compared with MGA [23], MACO [24],
NMACO [11] and SA+EAS [25]. For establishing the initial solution, the tabu list length was set to 30,
and the condition set for stopping was that the optimal solution was not updated, and it improved in
50 generations. The tabu list length of Improvement of Each Single Path was set to 50. The tabu list
length of Improvement between Different Paths was 50 as well. As well as this, the condition set for
stopping calculations for programming both paths was that the solution had neither been updated nor
improved in the most recent 10 generations. The condition set for stopping the path improvement part
was that the optimal solution had not been updated or improved in the second iteration.

Table 1 is the comparison result of our algorithm in TSPLIB instances with each other.
The 2TS+2OPT was the hybrid algorithm developed in this research. The number of the target
is expressed as n. The number of salesmen is shown as m. The maximum number of waypoints (cities)
that each vehicle (salesman) could visit is denoted by u. As a result, the distance values of 2TS+2OPT
are better than the others, and most of the CPU Times are less than the others as well.

Table 1. The Comparison Result of 2TS+2OPT Algorithm in the library of sample traveling salesman
problem (TSPLIB) Instances.

Name pr76 pr152 pr226 pr299 pr439

n 76 152 226 299 439

m 5 5 5 5 5

u 20 40 50 70 100

SA+EAS 157482 127755 167655 81922 161698

NMACO 157413 127781 167239 81261 160298

MACO 178597 130953 167646 82106 161955
CPU Time(s) 51 128 143 288 563

MGA 178597 130953 167646 82106 173839
CPU Time(s) 43 91 165 363 623

2TS+2OPT 153840 121165 159831 72813 141526

CPU Time(s) 11.3 51.2 153.4 190.5 455.4

5.3. Field Test with Multiple Robot Cars

In this study we set out to solve the path programming of a multi-target wide area. Subject to
vehicle ability constraints, cars were not able to travel to all target points. Therefore, we sent multiple
vehicles to respectively travel to target points and complete tasks. We selected a site in Yunlin, Taiwan,
and set up several target points on it. With a maximum distance limit set up, the shortest total distance
paths and the total distance limits for each robot car were set, so they did not exceed this limit. A hybrid
tabu search combined with a 2-opt swap method was adopted to program the optimal path in the
Remote Monitoring Station, which was a laptop with CI7, 2.4 GHz, and 8 GB RAM. For establishing the
initial solution, the tabu list length was set to 30. The condition set for stopping was that the optimal
solution had not been updated nor improved in 50 generations. The tabu list length of Improvement of
Each Single Path was set to 30. The tabu list length of Improvement between Different Path parts was
30. Additionally, the condition set for stopping calculations for the programming of both paths was
that the solution had not been updated or improved in the most recent 50 generations. The condition
set for stopping the path improvement part was that the optimal solution had not been updated nor
improved in the second iteration. After all of these settings were in place, the paths were assigned to
robot cars for them to run on the designated site with the paths programmed.
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5.3.1. Maximum Distance Limit = 170 m

The test started by randomly setting up 15 target points on the e-map of the Remote Monitoring
Station. We assumed that the maximum travelable distance limit was 170 m. If we were sending
a single robot car to travel all target points, the optimal (shortest) path was 270.6 m (as shown in
Figure 10). But this path obviously had exceeded the maximum distance limit that a single car can
handle for completing a task; hence three cars were sent for this test. The system soon provided
new paths (as shown in Figure 11), with the shortest distance by using the algorithm developed in
this research. In this test, the CPU time of the Remote Monitoring Station computer was only 0.79 s.
With this solution, the A-path was 81.3 m; the B-path was 164.7 m; and the C-path was 139.9 m. None
of the paths exceeded the maximum distance limit. The shortest total distance was 385.9 m. Then the
system automatically dispatched those three routes to robot cars to visit their assigned target points.
We recorded the path trajectory of each robot car, as shown in Figure 12. The actual total distance was
401.1 m. The actual distance of the A path was 86.9 m; for the B path it was 167.9 m; and for the C path
it was 146.3 m. The maximum error of all robot cars was 6.8% of car A. The error of total distance was
3.9% (Table 2). This error was mainly caused by GPS drifting, a bumpy surface and steering center
offset factors.

 

Figure 10. Shortest Single Distance Path.

 

Figure 11. Shortest Total Distance Path When the Maximum Distance Limit Is 170 m.
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Figure 12. Experimental Trajectory When the Maximum Distance Limit Is 170 m.

Table 2. The Comparison of Shortest Total Distance (Theoretical) and Total Experimental Trajectory
(Actual) under the Constraint of the Maximum Distance Limit of 170 m for Each Car.

A B C Total

Theoretical
Actual
Error

Error%

81.3
86.9
+5.6
+6.8%

164.7
167.9
+3.2
+1.9%

139.9
146.3
+6.4
+4.5%

385.9
401.1
+15.2
+3.9%

Path programming CPU time = 0.79 s

5.3.2. Maximum Distance Limit = 164 m

With the same location target points set up, we tuned down the maximum distance limit as 164 m.
The algorithm converged a new solution set (as shown in Figure 13) in a very short (0.75 s) CPU
time. For this solution, the A path was 105.2 m; the B path was 159.9 m; and the C path was 139.9
m. None of paths exceeded the maximum distance limit. The total distance, however, increased to
405 m, because the maximum travelable distance of each car was compressed, which made the solution
more “load-balanced”. The completion time was relatively less. After the solution was converted, the
system immediately dispatched those three routes to robot cars to visit their assigned target points.
We recorded the path trajectory of each robot car, as shown in Figure 14. The actual total distance was
412.5 m. The actual distance of the A path was 106.8 m; for the B path it was 160.9 m; and for the C
path it was 144.8 m. The maximum error of all robot cars was 3.5% of car C. The error of total distance
was 1.8% (see Table 3). It is worth mentioning that none of the robots exceeded the range limitation.

 

Figure 13. Shortest Total Distance Path When the Maximum Distance Limit Is 164 m.
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Figure 14. Experimental Trajectory When the Maximum Distance Limit Is 164 m.

Table 3. The Comparison of Shortest Total Distance (Theoretical) and Total Experimental Trajectory
(Actual) under the Constraint of Maximum Distance Limit 164 m for Each Car.

A B C Total

Theoretical
Actual
Error

Error %

105.2
106.8
+1.6
+1.5%

159.9
160.9
+1.0
+0.6%

139.9
144.8
+4.9
+3.5%

405.0
412.5
+7.5
1.8%

Path programming CPU time = 0.75 s

5.4. Discussion

From the bench test, compared to other algorithms, the 2TS+2OPT hybrid algorithm proposed in
this research has very high advantages in both path optimization and CPU time, which are crucial
for the practical applications of unmanned system. Besides, when examining the results generated
from this hybrid algorithm of path programming, it was found that the total distance was inversely
proportional to the maximum distance limit value. Thus, the lower the maximum distance limit value
was, the longer the total distance would be. Relatively speaking, the lower the maximum distance limit
value, the shorter the mission time. In general, a tighter margin in onboard energy capacity yielded a
“load-balanced” situation for each robot in the group, which means every robot had equal loading.

From the field experiments, we obtained the error of maximum total distance at 3.9%, and
the maximum error of each robot car at 6.8%. These are both minor and representative of a rather
satisfying result, as we expected. In addition, we also found a few minor errors in Algorithm 1; Table 1,
which were due to the following three factors:

1. GPS drifting
The GPS device adopted in this research was designed for general commercial purposes, with

couple meters measuring error. This GPS drifting may be easily fixed with higher-level equipment,
such as that of a real-time, kinematic GPS.

2. Pavement condition
The paths programmed by the system were generated based on a smooth ground surface for car

operation. But in fact, there some unexpected surface conditions, like tiny pebbles on the pavement
that may have caused an offset to the route.

3. Offset of steering center
The steering mounted on the robot car consisted of a servo motor and a steering mechanism; this

unit may have been offset while it was traveling among target points during a long run. This offset
might have somehow led to the car moving off the path, and thus resulted in a few minor errors at the
end. In this research, we tried to minimize the effect of this factor by regularly correcting the steering.
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In terms of the case that set the maximum distance limit at 170 m, since the longest path was
164.7 m (which was very close to the maximum distance limit), the robot car could run and exceed
the limit as long as any error occurred. For example, the car with a maximum error of 6.8% in this
experiment was obviously not able to complete the task. Thus, reserving 10% as an allowance margin
when setting the maximum distance limit is recommended (maximum distance limit: 10%).

6. Conclusions

In this research, a hybrid 2TS+2OPT algorithm with limited range constraints for the path
programming of multiple robot vehicles was successfully developed. This innovative algorithm is
superior in both better path optimization and shorter CPU time, compared to other mTSP algorithm
solutions. In the last stage of this research, a general scenario was presented to show the whole process
of the multi-robot mission planning, in which three robots were deployed in a field to complete a
series of wide area multi-waypoint tasks which were far beyond a single car’s endurance capabilities.
Those tests validated that the algorithm can successfully optimize robots’ routes to visit assigned target
points within their range limitations.

In real-world, unmanned vehicles practices, optimized paths based on onboard energy capacity
(fuel or battery) constraints are critical to multiple-agent system applications of this type, including
large area multi-points surveillance exercises, robot swarm deliveries, multi-drone attacks, and so on.
This research could contribute to those types of instances.
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Abstract: In this paper, several aspects were studied, including the effect of an electromagnetic
interference (EMI) noise interference strategy with High Definition Multimedia Interface (HDMI)
1.4, the analysis of a test on a printed circuit board (PCB) layout, and a comparison of the near field
intensity radiation distribution between an EMI with a modified HDMI layout and an original layout.
In this study, the near field detection instrument of APREL EM-ISight was employed to analyze the
distribution of the strength of an electromagnetic noise field. After the practical validation, we found
that the PCB layout complies with the standards after the modifications. Meanwhile, the PCB layout
satisfies the requirements of most laptop HDMI-related products for EMI.

Keywords: high-definition multimedia interface; PCB layout; electromagnetic interference;
radiation resistance

1. Introduction

At present, electromagnetic compatibility has attracted much attention from the science and
technology industry. How to eliminate the electromagnetic interference while reaching a balance
in signal quality is a difficult challenge facing every electronic researcher. Nowadays, technology
has entered the era of Artificial Intelligence (AI) and the Internet of Things (IoT). As the functions
performed by electronic products and facilities function are made increasingly complex and diversified,
the mitigation of noise interference plays an important role. If the manufacturing process it is not
consideration during the design of electronic products unforeseeable conditions can arise. It is possible
for the electromagnetic interference to cause dysfunction, and even result in the crash or burnout of
the product.

Currently, there is only limited literature that has focused on the problems caused by
electromagnetic interference [1–5], which is a challenge faced by every single electronics developer.
The design of electronic devices is subject to various limitations in the initial stage, which increases
the difficulty that arises from reaching a balance between the quality of signal and electromagnetic
interference. It is difficult to ensure that the signal is free from distortion and that the noise meets the
existing requirements set out by the international electro technical association.

With respect to the test project of high definition multimedia interface (HDMI) electromagnetic
interference (EMI), the product can meet the standard in the design stage, but not satisfy the requirements
specified for mass production, which forces the production line to be suspended. Even worse, in some
cases, it is necessary to redesign the product, which is not desired by the company. Usually this
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Electronics 2020, 9, 426

problem arises from the design stage. The engineers fail to give full consideration to the potential
impact of electromagnetic interference, and the choice of countermeasure is unavailable. In addition,
these problems result from the design flaws and also from the countermeasure selection. In terms of
a general EMI verification project, test results are usually restricted to below the regulatory limit of
−0 dB, but the error value can exist in the practical measurement. Therefore, it is essential to identify a
proper countermeasure for these factors to be avoided.

For the general EMI test error, the error value can range between −1 dB and −3 dB. As shown
in Figure 1 [6], in order to avoid the circumstance where the shipment is affected by a lag in the test
schedule as a result of test error, some demanding customers set the verification limitation value below
−6 dB at the time of shipment. However, combined with the test errors, as mentioned above, there is a
difference of up to 9 dB. Therefore, this is a significant topic for engineers [7–9].

Figure 1. CISPR 16 1–4 site error description.

With regards to the specifications of HDMI 1.4, its resolution is supposed to support 4K2K with
30 Hz refresh rate. However, according to the verification requirements specified by the customer,
HMDI noise at 891 MHz frequency is frequently incapable of meeting the customers’ requirements for
EMI of –6 dB, as shown in Figure 2. * means that the customers’ requirements. The 891 MHz frequency
point is merely −2.578 dB. Although the measurement results comply with the EN55022 regulations,
they do not conform to the customers’ requirements. Therefore, this paper presents a practical study of
a printed circuit board (PCB) layout based on satisfying customers’ requirements for HDMI noise.
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Figure 2. Radiation 30 MHz to 1GHz measurement result data.

2. Theoretical Formulation

During the development of an electronic product, when the electrical engineer or the mechanical
engineer lacks the relevant knowledge of electromagnetic compatibility (EMC), a flawed design is
unavoidable in the initial research and development stage. The occurrence of electromagnetic radiation
during the process of production is not allowed. The most common fatal problem results from the
method of wiring.

Generically, when the electronic circuits are designed, electronic engineers take into consideration
only signal integrity (SI), power integrity (PI), and impedance matching accuracy (IMA), which means
the poor design of conducting wires in PCB is ignored, thus causing an EMI problem. However, most
mechanical engineers only give consideration to the stack structure and the minimum line-to-line
distance (line length affects price), and therefore overlook whether the wiring and wiring mode crosses
in the vicinity of the radio frequency emitting chip, as shown in Figures 3 and 4. Invariably, a bad
design results in phenomena such as radiation divergence and coupling, either directly or indirectly.
In addition, the grounding property of the basic mechanical structure can also be ignored. All these
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problems contribute to electromagnetic noise. Finally, the EMC measurement results of products are
affected. In consideration of this, the relevant issues are worthy of discussion before the design stage
in order to prevent serious problems from arising.

 

GND 

Moat 

Figure 3. Poor design of signal line across cutting groove.

 

Figure 4. Poor design of overlapping of soft wiring and Solid-state drive.

Nevertheless, in order to eliminate electromagnetic interference, no more than three elements of
electromagnetic interference should be taken into consideration. Although it is unnecessary to address
the problem from any aspect at the start, it is recommended to deal with the source of the disturbance
at the beginning. An effective design for the wiring can resolve approximately 70% to 80% of the
radiation problems. Not only does it reduce the strategy cost incurred by this problem, it also saves a
substantial amount of staffing costs related to research and development.

In the general layout of a circuit board (hereinafter referred to as the PCB layout), not only is
consideration given to the signal quality and whether the signal function is normal, attention is also
given to line width, line spacing, return path, and signal line reference plane. In addition, if the return
path is excessively large, the magnetic field effect is produced that creates the EMI radiation area.

In addition, it is necessary to prevent the circumstance where irrelevant through holes pass the
high speed or sensitive signal lines. This is because the overly strong noise source makes it easy for
signal interference and coupling mechanism to occur, as shown in Figure 5. For example, regardless of
whether a PCB is designed with either four or six layers, if the pulse signal line is shifted from the top
layer to the bottom layer, and the pulse signal line is adjacent to the through hole of the high-speed
signal line, it is highly likely to cause signal interference. This type of wiring occurs on a frequent basis,
which requires developers to pay special attention to this issue.
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Figure 5. Electromagnetic interference through hole.

In addition to eliminating the interference of signal line through holes and other signal lines, it is
also necessary to take into account the conditions of the return path when the signal lines cannot refer
to the same reference plane (GND). In general, a decoupled capacitor is employed, or a reference plane
is added to achieve reinforcement by the nearby signal line through hole, as shown in Figure 6.

 

GND via 

Figure 6. Schematic diagram of decoupling capacitance.

Therefore, it is a necessity that the 3W rule is adhered to as much as possible as part of the wiring
requirements [7]. The clearance between lines should be three times the width of lines, as shown in
Figure 7. It should be measured by midline, or the clearance between lines should be twice as wide as
a single line, and snake-like wiring needs to be reduced, as marked in yellow in Figure 8. In addition,
for the signals with high speed and high sensitivity, it is necessary to avoid the clock or the power of
the through hole as much as possible. It is also necessary to avoid the front end of the HDMI port and
the HDMI signal online. Meanwhile, the PCB factory production line and the line testing point must
be detected. If the PCB itself with HDMI signal noise has the opportunity to couple radiation to an
HDMI port, what is borrowed from HDMI cable will noise out the screen and join in the high-speed
signal transfer layer path GND via design. Moreover, the GND via advice from a signal line shows a
penetration hole distance of 25 mil, which makes it necessary not only to shorten the return path and
area but also to reduce the formation of the radiation field. These issues affect EMI test results on a
frequent basis.
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.

Figure 7. Principle of 3 times line width.

 

Figure 8. Schematic diagram of snake route.

3. EMI Test Environment and Attention

3.1. EMI Validation Environment

According to the formal EMI EN55022 regulations (30 m~1 GHZ) for validation field, there are
two kinds of spaces. One is a relatively open space, commonly known as the open site, as shown in
Figure 9. In some cases, open site testing leads to the results of validation such as the AM/FM radio
band in Taiwan from 88 MHZ to 108 MHZ due to the environmental noise effects. If the noise falls
into the radio frequency band, the system noise signal is broadcast band and the phenomenon of
cover occurs. As a result, the validation gives rise to a grey area, and it is impractical to ensure the
authenticity of the products. Due of this, additionally, another indoor dark room space was created,
and it is known as the 10 m chamber, as shown in Figure 10. Since the enclosed space can be isolated
from the external noise interference, it ensures that full spectrum noise occurs in electronic products.
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Although it is not easy to misjudge the noise signal, the venue is costly. Therefore, the chamber has a
10 m fewer third-party certification unit. In addition, to make an appointment at the site, the cost is
approximately three to four times higher as compared with the open site.

 
Figure 9. Schematic diagram of the open site.

 
Figure 10. Schematic diagram of the 10 m chamber.

3.2. EMI Site Configuration Map

In accordance with the regulations set out for an EMI measured erection diagram, as shown in
Figure 11, it is comprised of a pair of conical log periodic antennae. The antenna rises between 1 m
and 4 m, while the antenna signal is distinguishable between two vertical and horizontal polarities.
It receives the material under test (equipment under test) within 30 MHZ–1 GHZ fan questions around
noise. In addition, it locates the EUT ten meters clear of the table and performs the EUT functions.
The tunntable is rotated 360 degree, once it receives signals back and forth, to make sure the EUT
signals have no dead angles from the antenna. Meanwhile, an examination is carried out on whether
the EUT is in compliance with the requirements.
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Figure 11. EN55022 electromagnetic interference (EMI) official site configuration map.

3.3. EMI Verification Attention

During the developmental phase, in order to eliminate errors and the impact of environmental
factors, artificial factors should be taken into consideration. When validation issues are considered
for the differences in the EUT itself, it is necessary to pay more attention to laboratory space between
the measurement error values, and each set up and validation. In general, an engineering personnel
certification experimental unit is required to comply with the regulations set out in the standards set.

Every erection is different. Nevertheless, although they are seemingly identical, they are not identical.
For example, every time the validation is set u, the first and the second are consistent, and it verifies
whether the wire is surrounding the suitability problem. The most common validation that occurs it is the
wire surrounding the overlap, as shown in Figure 12. It is red box space. In some cases, it produces a
signal or noise coupling antenna effect, which makes the measurement result far from accurate. If the
EMC engineer in research and development validation fails to notice these details, the validation
results are inconsistent. A common criticism of the industry is that research and development (R & D)
staff need to pay more attention to the erection of validation status to prevent unnecessary problems.
In doing so, it ensures that the validation phase results are consistent with mass production.

 

Figure 12. Schematic diagram of staggered wire around the object to be measured.

4. Measurement Data and Experimental Results

In this paper, practicality is introduced to analyze the differences of EMI noise interference
countermeasures, as listed in HDMI 1.4 specifications, as follows:
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For the discussion and experiment on PCB wiring, this paper mainly focused on examining the
distribution of intensity radiation in the near field and EMI results before and after the improvement
of HDMI wiring.

Experiment 1 To examine the near field radiation distribution and EMI measurement results of PCB
HDMI region;

Experiment 2 To address PCBHDMI noise problem, PCB wiring improvement and measurement of the near
field intensity radiation distribution and EMI measurement results are studied.

4.1. HDMI Circuit Diagram and PCB Layout in This Paper

The HDMI circuit diagram, for this paper, is shown in Figure 13, and the HDMI circuit layout is
marked as yellow in Figure 14.

 
Figure 13. High Definition Multimedia Interface (HDMI) circuit diagram.

 
Figure 14. Printed circuit board (PCB) HDMI wiring diagram.
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In order to resolve EMI problems, it is common for EMC engineers to employ the near-field
probe to identify the source of PCB noise, in order to reduce cost due to the use of a third-party
laboratory for a long time. After identification, the tested objects are transferred to the formal site for
verification purposes.

In this paper, APREL EM—ISight was applied to perform the near field measurement, as shown
in Figure 15 [10]. The instrument relies on mechanical arm instead of hand to hold the receiving
antenna (commonly known as the probe). During the process of measurement, the probe will have
two directional scannings with a range from 0 degrees to 90 degrees, to simulate the far-field antenna
vertical level of polarity, and the area of mechanical arm measurement is set according to the size of the
PCB, the displacement of the Probe every time distance, and the minimum moving distance of 1 mm.

4.2. Experiment 1

As revealed by the PCB EMI measurement results, the measured spectrum of only HDMI at
297 MHZ and 891 MHZ EMI energy is strong, as shown in Table 1. While the original design meets the
requirements of the laws and regulations, it cannot satisfy the requirements of customers’ demand
for a limit of –6 dB. Therefore, the EM—ISight for the near field measurement is applied, and the
measurement area is shown in Figure 15. The red box marks the HDMI, and almost every intensity
distribution is shown in Figure 16.

 

Figure 15. HDMI near field measurement area diagram of PCB initial version.
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USB3.0 

HDMI 

LAN 

Figure 16. HDMI field intensity distribution map of PCB initial version.

Before its improvement, the PCB layout for EM—ISight instruments is applied to examine the
distribution of recent games intensity to find the HDMI port, and there is also a substantial amount of
EMI radiation energy. The scattering region has covered the HDMI and the adjacent IO port (LAN and
start), and therefore the noise through the wire around the test is easily out of the noise, as shown in
Figure 16. As for its color, the red represents more energy, and the blue dot in the graph indicates the
strongest power in the area.

4.3. Experiment 2

According to the original PCB layout design, we discovered that there is a large number of snaking
wires in the HDMI wiring, power supply, and clock via on the side, as well as extra winding, fine
tuning, and straightening. In doing so, the bus length can be reduced, and GND can be added at the
differential signal wiring change layer. After the improvement of the PCB HDMI layout, the near field
measurement area of the HDMI is indicated by the red box, as shown in Figure 17.
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Figure 17. The improved near field measurement area diagram of HDMI layout.

As shown in Figure 18, in addition to the obvious narrowing of the EMI radiation region,
the scattering region also concentrates in the HDMI port, and its energy is not coupled to other
ports. In doing so, most EMI problems are resolved. After the improvement of the layout, the EMI
measurements conform to the customers’ requirements of−6 db HDMI frequency band points, as shown
in Table 2.

Table 1. EMI measurement data of PCB first edition.

Noise Frequency 297 MHz 594 MHz 891 MHz

Antenna polarization H V H V H V
Measurement results −8.767 −1.667 −8.441 −11.815 −2.578 −4.728

Unit: dBuV/m

Table 2. EMI measurement data after HDMI layout improvement.

Noise Frequency 297 MHz 594 MHz 891 MHz

Antenna polarization H V H V H V
Measurement results −6.567 −7.767 −9.741 −10.515 −10.777 −7.629

Unit: dBuV/m

56



Electronics 2020, 9, 426

 
Figure 18. Intensity distribution of the near field after HDMI layout improvement.

5. Conclusions

In the laptop industry, low levels of profitability and high-quality design are the norm, but it is
challenging to ensure design precision and quality while avoiding the waste of cost. We believe this is
a difficulty facing each electronic engineer with common HDMI noise as a starting point. In this paper,
the following conclusions are drawn:

1. To resolve the EMC noise problem, first, engineers must clarify and confirm the core of the
problem and these problems can be analyzed from three aspects, which are institutional structure,
hardware design, and software design;

2. PCB wiring plays a significant role in hardware design. A good PCB layout is effective in reducing
the interference of EMI noise radiation or EMS.

In this paper, an APREL EM-Isight near field detection instrument is applied to assist in analyzing
the distribution of electromagnetic noise intensity in the near-field. After verification, the PCB wiring
proves to be compliant with the specification after adjustments made to the design, and with the EMI
requirements for most HD multimedia interface related products.
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Abstract: This paper develops a hybrid algorithm of adaptive network-based fuzzy inference system
(ANFIS) and regions with convolutional neural network (R-CNN) for stereo vision-based object
recognition and manipulation. The stereo camera at an eye-to-hand configuration firstly captures
the image of the target object. Then, the shape, features, and centroid of the object are estimated.
Similar pixels are segmented by the image segmentation method, and similar regions are merged
through selective search. The eye-to-hand calibration is based on ANFIS to reduce computing burden.
A six-degree-of-freedom (6-DOF) robot arm with a gripper will conduct experiments to demonstrate
the effectiveness of the proposed system.

Keywords: regions with convolutional neural network (R-CNN); adaptive network-based fuzzy
inference system (ANFIS); 6-DOF robot arm

1. Introduction

Various types of vision technology, such as image measurement, stereo vision, structured light,
time of flight, and laser triangulation are widely used in the field of robotics [1,2]. Due to its superior
features in safety, scope, and accuracy, stereo vision is more commonly used. Stereoscopic vision is an
imaging technique that compares two images of the same scene and takes object depth from the camera
image [3–5]. It has been used in industrial automation and applications, for example, box picking and
placing, three-dimension (3D) object positioning and recognition, as well as volume measurement [6,7].

Applying stereo vision to a robotic manipulation system typically requires camera calibration and
coordinate frame transformation between the stereo camera and the robotic arm. Through MATLAB,
the intrinsic and extrinsic parameters required for camera calibration are obtained [1]. The eye-to-hand
calibration is used to calculate the relative 3D position and orientation between the camera and the
robot arm [8,9]. On identifying objects, there are many techniques for object detection proposed in
the literature, for example, sliding window classifiers, pictorial structures, constellation models, and
implicit shape models [10]. Sliding window classifiers have been widely used in the fields of detection
of faces, pedestrians, and cars because they are especially well suited for rigid objects. Subsequently,
the convolutional neural network (CNN) [11–13] is one of the most common algorithms. It extracts
the image features through the convolutional layer and marks them. The CNN is a special class of
neural networks that is best suited for the intelligent processing of visual data. It is a variation of the
architecture of a multilayer neural network and generally includes the convolutional layer, pooling
layer, flatten layer, fully connected layer, and output layer.

Since a fixed-size frame is used to sweep the entire image one by one, and the size of the target
object is unpredictable, it is necessary to use a lot of convolutional layers to perform operations,
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which result in a longer operation time. As a consequence, the methodology of regions with CNN
(R-CNN) [14] is proposed. Regions have not been popular as features due to their sensitivity to
segmentation errors. However, region features are appealing because they encode the shape and scale
information of objects naturally and are only mildly affected by background clutter [15]. Similar pixels
are segmented by the image segmentation method [16], and then the similar regions are merged by
selective search [17]. These regions are finally merged into one. The approximate number of frames
generated during the merge process is 2000. This method can reduce the amount of input data to
speed up the training time. An effective region-based solution for saliency detection is first introduced.
Then, the achieved saliency map is applied to better encode the image features for solving object
recognition tasks [18]. Superpixels based on an adaptive mean shift algorithm as the basic elements for
saliency detection are extracted to find the perceptually and semantically meaningful salient regions.
In addition, the Gaussian mixture model (GMM) clustering is used to calculate spatial compactness
to measure the saliency of each superpixel. A region-based object recognition (RBOR) method is
proposed to identify objects from complex real-world scenes via performing color image segmentation
by a simplified pulse-coupled neural network (SPCNN) for the object model image and test image.
Then, a region-based matching between them is conducted [19]. Cai et al. [20] proposed a mitosis
detection method for breast cancer histopathology images of TUPAC (Tumor Proliferation Assessment
Challenge) 2016 and ICPR (International Conference on Pattern Recognition) 2014 datasets by applying
the modified R-CNN whose backbone feature extractor is the Resnet-101 network pre-trained on the
ImageNet dataset. For traffic surveillance systems, Murugan et al. [21] employed techniques of box
filter-based background subtraction to identify the moving objects by smoothing the pixel variations
due to the movement of vehicles and R-CNN for the classification of variant moving vehicles. Moreover,
region proposals and support vector machine (SVM) classifier are used to reduce the computational
complexity and the recognition of vehicles. In order to improve the efficiency of the service robot’s
target capture task, Shi et al. [22] used Light-Head R-CNN to replace the mask branch into the Mask
R-CNN network, increased R-CNN subnet and regions of interest (RoI) warping, and adjusted the
proportion of the anchor in the region proposals network (RPN). They claimed that the detection time
is reduced by more than two times. For recognizing values of pointer meters, He et al. [23] proposed
the Mask R-CNN with a principal component analysis (PCA) algorithm to fit the pointer binary mask
and PrRoIPooling to improve the instance segmentation accuracy.

Consequently, in this paper, we decided to use a stereo camera for R-CNN. The main reason is
that the verification process is at least to recognize one target by pair cameras. On the other hand, with
a stereo camera, the target detection process will be more accurate because of the triangulation among
the right camera, left camera, and dataset. In practice, we use the hybrid object recognition algorithm,
firstly using R-CNN to determine the triangle or square target. Secondly, the object recognition
algorithm is also used to ascertain the coordinates of triangles or squares in an image frame, including
the bounding box area (height and width). The stereo camera at an eye-to-hand configuration and a
six-degree-of-freedom (6-DOF) robot arm with the gripper are firstly applied to capture the images
of the target object in this paper. The eye-to-hand calibration is based on adaptive network-based
fuzzy inference system (ANFIS). An algorithm of regions with convolutional neural network (R-CNN)
is developed for image processing to extract the specific features of the target object, such as the
shape, features, and centroid of the object. Therefore, we confer on a high accuracy to estimate the
XYZ position using ANFIS and the ability of the system to distinguish triangles, squares, or other
objects according to the environment settings using R-CNN. Finally, the experiments demonstrate the
effectiveness of the proposed system.

In this paper, the stereo vision-based object manipulation is introduced in Section 2. In Section 3,
the method of regions with convolutional neural network is described. Experimental results are shown
in Section 4. Finally, conclusions are given in Section 5.
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2. Stereo Vision-Based Object Manipulation

The stereo vision-based object manipulation system includes four tasks, stereo camera calibration,
object feature extraction, pose estimation, and eye-to-hand calibration using adaptive network-based
fuzzy inference system (ANFIS). The configuration scheme of the stereo vision is shown in Figure 1 [24].
This consists of two cameras with the same parameters to be obtained by stereo camera calibration in
MATLAB [1]. Given a reference point P(Xp, Yp, Zp), the projections in image plan 1 is p1(x1, y1) and in
image plan 2 is p2(x2, y2), where f is the focal length; d = x1 + x2 is the parallax; and b is the distance
of two camera’s optical centers [25]. Referring to Figure 2 and the principle of similar triangles, we can
get the depth Z and the X and Y coordinates of point P from Equations (1) to (3), respectively:

Z = b ∗ f /d (1)

X = Z ∗ x1/ f (2)

Y = Z ∗ y1/ f (3)

b

),,( ppp ZYXP

1cp

2cp
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Figure 1. Configuration scheme of stereo vision.
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Figure 2. Triangulation scheme of stereo vision.

Before estimating the actual object distances, camera calibration is essential for determining the
intrinsic and extrinsic camera parameters in computer vision tasks. (α, β, γ, u0, v0) stand for the
intrinsic parameters, where an image plane includes u and v axes; (u0, v0) are the coordinates of the
principal point; α and β are the axial scale factors; and γ is the parameter describing the skewness.
(R, t) represent the extrinsic parameters, meaning the rotation and translation of the right camera with
respect to (w.r.t.) the left camera, respectively [26].
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The coordinate frame systems of the stereo vision-based object manipulation system and their
relationships (BξE: end-effector coordinate frame w.r.t. robot base frame, EξG: gripper to end-effector,
CξT: targeted object to camera, and BξT: targeted object to robot base) are depicted in Figure 3 [24].
BξC is the camera coordinate w.r.t. robot base that will be obtained using ANFIS so that the targeted
object to robot base BξT can be found based on the information of CξT, as shown in Figure 4.

E
B

T
B

T
C

C
B

G
E

Figure 3. Coordinate transformation relationship.

Figure 4. Block of the proposed adaptive network-based fuzzy inference system (ANFIS).

The ANFIS architecture consists of a fuzzy layer, product layer, normalized layer, de-fuzzy
layer, and summation layer. Figure 5 [24] shows the structure of a two-input type-3 ANFIS with
Takagi-Sugeno if-then rule [3] as follows, in which the circle and square respectively indicate a fixed
node and an adjustable node,

IF x is Ai and y is Bi and z is Ci THEN Zi = Zi + pix + qiy + riz + si (4)

where x and y stand for input variables; Ai and Bi (I = 1,2) are linguistic variables that cover the input
variable universe of discourse; zi(x, y) (i = 1 : 4) mean output variables; and pi, qi and ri (I = 1:4) are
linear consequent parameters. The layers and their functions can be described as follows:
Layer 1: Fuzzification Layer

The fuzzification is realized by the corresponding membership function, denoted by the node.
The membership functions generally include adjustable parameters to provide adaptation. The
Gaussian membership functions (MFs) of fuzzy sets Ai and Bi, (i = 1, 2), μAi(x), μBi(y), and μCi(z), are
considered here and shown in Equation (5),

gaussm f (x, ci, si) = e
− (x−ci)

2

2si
2 (5)
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where x is the input, and ci and si are the center and standard deviation that change the shape of the MF.
Layer 2: Product Layer

The T-norm operation is used to calculate the firing strength of a rule via multiplication:

ωi = μAi(x)μBi(y)μCi(z). (6)

Layer 3: Normalization Layer
The ratio of a rule’s firing strength to the total of all firing strengths is calculated via:

ωi =
ωi∑6

i=1 ωi
=

ωi
ω1 +ω2 +ω3 +ω4 +ω5 +ω6

. (7)

Layer 4: Defuzzification Layer
The linear compound is obtained from the inputs of the system as THEN part of fuzzy rules as:

ωiZi(x, y, z) = ωi(pix + qiy + riz + si) (8)

where �i is the output of layer 3 and
{
pix + qiy + riz + si

}
is the consequent parameter set.

Layer 5: Summation Layer
A fixed node calculates the overall output as the summation of all incoming inputs:

Z =
∑6

i=1
ωiZi(x, y, z) =

ω1Z1 +ω2Z2 +ω3Z3 +ω4Z4 +ω5ωZ5 +ω6Z6

ω1 +ω2 +ω3 +ω4 +ω5 +ω6
. (9)

The ANFIS block shown in Figure 4 consists of the inputs of CξT or (Xc, Yc, Zc, Oc) which are the
orientation and coordinates of the targeted object base w.r.t. the camera coordinate frame, which is
found by the stereo vision system for computing the solution of camera to robot arm calibration, and
the outputs of BξT or (Xr, Yr, Zr, Or), which are the orientation and coordinates of the targeted object
w.r.t. the robot base, which is acquired by positioning the end-effector to the desired object position
using the teaching box of the robot arm controller. In addition, BξC is the camera coordinate w.r.t. the
robot base that will be obtained by training the ANFIS.

Figure 5. ANFIS structure.
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3. Regions with Convolutional Neural Network (R-CNN)

The CNN is a special class of neural networks that is best suited for the intelligent processing
of visual data. It is a variation of the architecture of a multilayer neural network and is generally
composed of many neural layers, including a convolutional layer, pooling layer, fully connected layer,
and output layer, as shown in Figure 6 [27]. On identifying the object from a picture and marking the
location, the easiest way is to use the concept of sliding a window, which is a fixed-size frame, sweeping
the entire picture one by one. The output is dropped into the CNN each time to determine the classes.
However, the number and size of objects to be identified are unpredictable. In order to maintain high
spatial resolution, the CNN usually has two or more convolutional layers and pooling layers, which
possess huge data at each layer input and result in computational complexity during processing.

 
Figure 6. General configuration of a convolutional neural network (CNN).

A convolutional layer has a set of matrix filters that are applied to images and isolate a feature.
A combination of several of these layers will build up new signs for the previous ones with signs of a
lower order. In practice, this means that the network is trained to see complex features, which is a
composition of simpler ones. In the process, the rectified linear unit (ReLU) is used to remove negative
values for a sharper object shape. The sub-sample layer represents a layer without training, where the
images are filtered with the highest value of the pixel in the window and the others ignore it. Thus,
the image decreases in size and only the most significant features are left, regardless of the location.
The last layer is a fully connected network, where each neuron takes in the inputs from all the outputs
of the neurons of the previous layer. The obtained feature map is reduced by pooling to reduce the size
of the data. The most commonly used method is max pooling. During the pooling process, there is no
impact on the image, and it has a good anti-aliasing function. Before entering the fully connected layer,
it is necessary to flatten it and turn the data into a straight line.

The method of region identification of regions with CNN (R-CNN) [15] is used to solve the
above-mentioned problem of CNN. The image segmentation method [16] is used for selective search [17]
on the input image. Then, about 2000 region proposals are selected and act as the inputs to convolutional
neural networks to extract features and distinguish the regions. In this paper, in principle, we do
something similar to [16] and [17], which conduct segmentation to find the centroid (XY coordinate)
of an object. However, as an additional proposal in this paper, R-CNN is used to distinguish the
triangle and square blocks captured from the stereo camera. Finally, the regression is used to correct
the position of the frame.

An image is formed by interconnecting pixels. The pixels are also called vertices (V). The lines
connecting pixels are called edges (E). Let G = (V, E) be an undirected graph with vertices vi ∈ V, and
edges

(
vi, vj

)
∈ E corresponding to adjacent vertices, each having a weight w

(
vi, vj

)
. There are paths at

any two vertices in the graph, but those without loops are called trees. The tree with the smallest sum
of the edges’ weights is called the minimum spanning tree (MST). The image segmentation method
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initializes each pixel as an independent vertex at the initialization time, and uses Equation (10) to
calculate the similarity between each pixel,

pixel distance =
√
(r1 − r2)

2 + (g1 − g2)
2 + (b1 − b2)

2 (10)

where ri, gi, and bi are the three color values of the pixel, respectively. To identify the similarity between
two regions or a region and a pixel, a threshold is set to consider the similarity between two parts.
Below the threshold, the two regions are merged into one region; thus, the threshold needs to be
changed in accordance to different areas. The intra-class variation of Equation (11) is used to find the
largest dissimilarity in the MST, which is also the largest luminance difference in a region,

Int(V) = max w
(
vi, vj

)
. (11)

The inter-class difference method of Equation (12) will obtain the dissimilarity of the edges with
the least dissimilarity between the two regions, that is, the most similar in the two regions,

Di f f (V1, V2) = min w
(
vi, vj

)
. (12)

Int(V1) and Int(V2) are the maximum differences that can be accepted by the regions V1 and
V2, respectively, and they are larger than or equal to Di f f (V1, V2). When both regions can meet the
requirements, they are merged into one region. Otherwise, they cannot be merged. Finally, using the
above method, the original image can be divided into different color regions for segmentation.

The selective search first uses image segmentation to get the color regions R = {r1, . . . , rn} in the
image; then, it calculates the similarity s

(
ri, rj

)
of each adjacent region and merges the two regions with

the highest degree each time. The entire image is finally merged into a few regions. The algorithm for
the similarity of each region may be based on color, texture, size, and fit.

On the training data, we mark the target regions and use the labeled regions as positive samples.
A selective search is used to generate the hypothetical region of the target. The region with the overlap
degree between 20% and 50% of the target label region is marked as a negative sample. Then, the
extracted feature is input for training. The false positive is added to the training samples to increase
the number of difficult samples after each training finishes. Then, training is conducted again until
convergence happens.

As for verifying, Precision (Equation (13)), Recall (Equation (14)), and Accuracy (Equation (15))
are used to describe the performance [26], where TP denotes the number of true positives, FP denotes
the number of false positives, FN denotes the number of false negatives, and TN indicates the correct
rejection of results (triangle or square), respectively [28],

Precision =
TP

TP + FP
(13)

Recall =
TP

TP + FN
(14)

Accuracy =
TP + TN

TP + TN + FP + FN
. (15)

Hence, the disparity between our previous research [24] and the current one is that we include
R-CNN to recognize objects. If the object is identified successfully, the gripper will grasp; see Table 1.
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Table 1. Comparison of previous with the proposed method. 6-DOF: six degrees of freedom, ANFIS:
adaptive network-based fuzzy inference system, R-CNN: regions with convolutional neural network.

Previous Method [24] Proposed Method

Arm robotic control inverse kinematic-6 DOF inverse kinematic-6 DOF
Vision structure eye to hand (stereo camera) eye to hand (stereo camera)
Pose estimation ANFIS ANFIS

Centroid detection HSV masking image boundary
Object recognition image segmenting R-CNN

Object characteristic cylindrical with some colors triangle and square (same color)

4. Experimental Results

We conducted experiments to validate the proposed method. The experimental setup is shown in
Figure 7, which includes a set of stereo cameras consisting of two identical Logitech C310 cameras
and the targets placed anywhere in the work area. On the other hand, the robotic arm controller uses
the built-in software development commands of MATLAB to drive the robotic arm through a serial
communication interface and implement the proposed method through a graphical user interface
(GUI). We estimated the pose of the object by using a calibrated stereo vision system and its coordinates
relative to the base frame of the robot. Then, a target grabbing task is performed using a three-finger
gripper and a 6-degree-of-freedom (6-DOF) robot to confirm the performance of the 3D target pose
estimation in the robotic coordinate system.

 

Figure 7. Stereo camera, robot arm, gripper, and their working space.

According to the experimental results, the calibration of the stereo camera is successful and the
internal and external parameters can be used for the triangulation process. The intrinsic and extrinsic
camera parameters are first computed by stereo camera calibration, and then eye-to-eye calibration is
performed. In this paper, the method proposed in [2] and the classic black-and-white checkerboard is
used to calibrate a stereo camera system, which was built with two cameras with a baseline of 92 mm.
The checkerboard has 63 square blocks (9 × 7 patterns) whose dimensions are 40 mm × 40 mm. For the
calibration process, each camera captures 16 different positions and orientations of the 640 × 480 pixels
image of the board and loads them into MATLAB. The corners of the checkerboard are detected by
sub-pixel precision as input to the calibration method. The outputs include the internal matrix and the
outer matrix of the two cameras and perspective transformation matrix. All of them are required to
re-project the depth data to the real-world coordinates. Camera calibration is an essential part of robotic
vision, but it is only a portion of this study. On the other hand, calibration is necessary to reset the
camera back into its standard conditions (α, β, γ, u0, v0, R, t). Thus, the right and left camera are valid
in estimating the position of XtYtZt(target world). In the end, the pose estimation of the left camera, the
pose estimation of the right camera, and the target world dataset will be compared and triangulated as
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XrYrZr(robot world). To make sure the stereo camera is working validly, we include the stereo camera
parameters in each, taking a picture. In other words, we do not use autofocus when snapping targets.

Figure 8 illustrates the difference in orientation (angle), which in this paper is known by calculating
a number of the major ellipse axis to the x-axis. After calibrating the stereo camera, we take pictures
from different angles to identify the target object as shown in Figure 9 and use the built-in Image
Labeler of MATLAB to capture the region of interest (ROI), in which the object will be identified.
As shown in Figure 10, the R-CNN is used to distinguish objects to be grasped, which are a triangle or
square. After the training by R-CNN is completed, it can be tested to recognize at any position or at
different angles of the object and the possibility of the targeted object (confidence). In terms of the level
of confidence in our study, we set a minimum limit of 80%. If the detection results are less than that
value, then the target will not be held by the gripper.

 

Figure 8. Views from various angles of the object.

After calibrating the internal and external camera parameters of the stereo camera, the image
processing system will perform the tasks of feature extraction and pose estimation. Figure 11 shows
estimations of postures at each step of the target feature extraction in the two cameras. First, two cameras
capture the image pair at the same time, and, based on the color, the HSV (Hue, Saturation, Value) space
threshold is used to extract the target from the image and locate the boundary. Next, the boundary
target and the centroid of the positioned target in the image pair are searched. Finally, the position of
the target object will be determined based on the estimated centroid.

The ANFIS structure of the first-order Sugeno fuzzy system is used to perform eye-to-hand
calibration training, and three, five, and seven Gaussian membership functions are respectively used
to calibrate the position of the stereo camera relative to the robot arm. The centroid point of the
three-dimensional object is calculated by the stereo vision system and input into ANFIS for training.

 

Figure 9. Marking objects.
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Figure 10. Training results.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 11. Target feature extraction and pose estimation process: (a) Color image taken by the left
camera, (b) Color image taken by the right camera, (c) Image of the left camera on the HSV space,
(d) Image of the right camera on the HSV space, (e) Filtered image of the left camera, (f) Filtered image
of the right camera, (g) Object pose estimation on the left camera, and (h) Object pose estimation on the
right camera.
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After the training process is finished, the ANFIS will learn the input and output mapping and
test it with different test data. Table 2 shows the comparison of details and errors between different
MF training results. It is found that the training error results obtained using the five membership
functions were the smallest compared to the other cases. Figure 12 shows that the training error of
the orientation data is 0.28923 and is reached in approximately 7000 epochs during ANFIS training.
This value indicates that the target direction can be estimated with the ANFIS structure.

Table 2. ANFIS training error.

No. of Input Data No. of MFs
Training Error (mm)

Average Error (mm)
X Y Z

81
3 0.086907 0.08204 0.029948 0.066298
5 0.002016 0.002831 0.002224 0.002357
7 0.014919 0.015392 0.013941 0.014751

 
Figure 12. Minimum training error of ANFIS in the target orientation.

The target object identification and pose estimation experiments are conducted to validate the
system performance and its orientation in the camera coordinate system, as shown in Figures 13
and 14. Figure 13 shows the object name, location, and the direction estimates, that is, triangle (object
name), 38.9 mm (x axis), 37.1 mm (y axis), 686.5 mm (z axis), −2.8◦ (orientation). Since the x, y, and z
coordinates are known, then with inverse kinematics, these three points are enough to be transformed
into six movements at each joint of the 6-DOF manipulators. Two different objects at any position and
orientation within the workspace of the camera coordinate system have been successfully identified
and detected in Figure 14. A triangular object was detected at −69.9 mm (x axis), −16.4 mm (y axis),
717.6 mm (z axis), and 30.8◦ (orientation), and a square object (blocks) was detected at 33.3 mm (x axis),
43.9 mm (y axis), 642.2 mm (z axis), and 7.3◦ (orientation). Then, the tasks of target grabbing, picking,
and placing are shown in Figure 15.

 
Figure 13. Object name and location and their orientation estimation results.
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Figure 14. Estimation results of two object names and positions and their orientations.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 15. Estimations of the object and the gripper (a) The measured orientation of the object is
85.85◦, (b) The orientation of the gripper is 83.71◦, (c) The measured orientation of the object is 117◦,
(d) The orientation of the gripper is 119.95◦, (e) The measured orientation of the object is 93.78◦, (f) The
orientation of the gripper is 93◦, (g) The measured orientation of the object is 6.23◦, (h) The orientation
of the gripper is 6◦.
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Table 3 shows the actual values and measured values for four different cases. The absolute error
of the orientation and averaged absolute position error are also included. The results demonstrated
that the gripper can successfully reach the target object according to the measurements of the position
and orientation of the object. The manipulation system shows good performance of the 3D object pose
estimation and grabbing in applications. The corresponding GUI user interface is shown in Figure 16.

Table 3. Test results of object position and orientation.

No.
Actual Coordinates and Orientation

Measured Coordinates and
Orientation

Absolute
Orientation

Error (◦)

Absolute Averaged
Position Error

(mm)X Y Z Or X Y Z Or

1 267.91 327.52 289.49 −83.71 264.83 325.45 289.49 −85.85 2.14 2.575
2 106.12 345.96 294.68 −119.95 108.32 347.74 294.68 −117 2.95 1.99
3 210 360.59 287.75 −93 209.33 360.59 287.75 −93.78 0.78 0.335
4 213.52 367.92 280.85 −6 210.04 368.09 280.85 −6.23 0.23 1.655

 
Figure 16. User interface.

After determining the scope of the work area, image processing techniques will be used to
distinguish all the objects in the range and the background. The coordinates of the camera relative
to the object are obtained by triangulation. The names of all the objects in the range can be known
through the use of R-CNN. ANFIS will convert the camera coordinates to the coordinates of the robotic
arm. Figure 17 shows the sequence in estimating the position of XYZ + O. In the beginning, we called
the stereo camera parameters from the camera calibration results. It is followed by the stereo camera
taking pictures for both the right and left cameras. The second result of the image is processed to
determine the object area using HSV and color thresholding. Since some color thresholding results
sometimes omit the noise especially when lighting is feeble, noise removal is necessary by a median
filter and a morphological filter. When the two images are completely clear from noise, using the
centroid feature in MATLAB, the center of the object can be seen from two perspectives (right and left
cameras). As a result, the two centroid points are triangulated with the dataset to estimate the actual
position, see Figure 11g–h. Finally, the arm is driven to pick up the object and place it in a preset style
and position, as shown in Figures 18–20.
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Figure 17. The sequence of processes in estimating the position of XYZ + O.

The number of datasets in the R-CNN training was 120 images and 64 images for testing.
The performance of our method is very reliable that it is capable of recognizing triangles at 100% for
precision, recall, and accuracy, as listed in Table 4. The tendency for our method to recognize objects
is only with one bounding box result. If there are many bounding boxes, then the decision to make
blocks will be based on the most significant coordinate position. Examples such as Figure 18b were a
square block (15.1, 61.6, 634.9, 3.0) and triangle (−99.8, −15.7, 724.2, 21.7); then, the rectangle will be
grasped first by the gripper. Meanwhile, to prove the absolute errors of the estimated position and
orientation, our system is tested with a scenario of setting up buildings from blocks. As shown in
Figure 19, the robot arm can execute commands based on ANFIS estimation results captured from a
stereo camera. In a piling position, if the error is high, it is impossible to complete the final layout such
as a house.

  
(a) (b) 

 
 

(c) (d) 

Figure 18. Cont.
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(e) (f) 

Figure 18. Operation process: (a) Get the image in the working range, (b) Image processing, (c)–(f) Pick
and place objects intentionally for the first specified layout style.

 

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 19. Operation process: (a)–(e) The second layout style.
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Table 4. Performance of R-CNN to recognize triangle and square block.

Triangle Square

Precision (%) 100 96.68
Recall (%) 100 100

Accuracy (%) 100 98.44

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 20. Operation process: (a)–(e) The third layout style.

5. Conclusions

In this paper, the coordinate frame systems of the stereo vision-based object manipulation system
and their relationships are first introduced. The camera coordinate with respect to the robot base
is obtained using ANFIS so that the targeted object to robot base can be easily found based on the
information of the targeted object to the camera. The ANFIS architecture consists of a fuzzy layer,
product layer, normalized layer, de-fuzzy layer, and summation layer, wherein the two-input type-3
first-order Sugeno fuzzy system is used to perform eye-to-hand calibration training, and three, five,
and seven Gaussian membership functions are respectively used to calibrate the position of the stereo
camera relative to the robot arm. From the training data, it can find that the errors are small, as shown
in Table 2 and Figure 12. Based from the above results and the operation of R-CNN in the three
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experiments of picking and placing various numbers of blocks for specified styles and positions shown
in Figures 18–20, the ability of XYZ coordinate estimation with the highest error at 2575 mm can be
seen. Subsequently, for orientation of 2.14 degrees, this condition is still at an acceptable level because
the system is able to form a construction, as proven in Figures 19 and 20. The application of R-CNN to
recognize triangle blocks has precision, recall, and accuracy of 100% each. Meanwhile, percentages to
identify square blocks are slightly lower, the precision is 96.88%, the recall is 100%, and the accuracy is
98.44%. Based on the testing results, we conclude the effectiveness of the proposed system.
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Abstract: The main purpose of this study was to create an acousto-optic control lock device to convert
electrical signals with a specific sound command using an acousto-optic conversion module, thereby
improving the reliability and safety of opening or closing remote controlled door locks, such as car
central locks or rolling doors. We used music playing through a smart phone speaker to create a
special laser pointer to connect with the smart phone‘s auxiliary input. The laser pointer (wavelength
of 630–650 nm and maximum output of 5 mw) lights up when the smart phone’s music starts playing
at a music frequency matching the light frequency. When the solar panel receives light, it converts the
frequency of the light signal into an electrical frequency signal. The current is amplified using the
power amplifier and then the amplified current flows to the sound recognition module. The sound
recognition module performs audio comparison on the set sound signal, and once the comparison is
correct, the output voltage activates the electromagnetic switch on the door to open or close it.

Keywords: laser pointer; electromagnetic lock; sound recognition module

1. Introduction

Traditional electronic remote controls [1,2] have been widely used in iron rolling doors, car central
locks, scooter electronic locks, and various types of door locks. The remote control is used to control
the lock. A signal transmitter is configured in the remote control to send the control signal to open
or close the door to a signal receiver. The signal receiver is usually connected to an actuation circuit,
which then turns the connection mechanism on or off to open or close the door. Most remote controls
use an infrared signal or a radio frequency (RF) signal [3–5] as the control signal to open or close
the door. However, this requires the user to carry an additional device, which can be lost, stolen,
or damaged easily. Losing or forgetting the remote control would result in being locked out and the
electronic remote controls fail when their battery power is depleted. With technological advancement,
electronic remote controls are susceptible to replication and theft, and their security is gradually being
challenged. Such incidences cause inconvenience to the users of traditional remote controls.

Traditional electronic remote controls need to be improved to eliminate the inconvenience and
lack of security. To overcome these issues, in this study we formulated a method so that users do not
need to carry an electronic remote control with them at all.

2. Materials and Methods

The proposed model is based on a control lock device: an audio-coupled, laser-actuated,
electromagnetic lock device mounted on a door plank used to open or close the door using audio. The
audio-coupled, laser-actuated, electromagnetic lock device consists of a transmitting unit, a receiving

Electronics 2019, 8, 1524; doi:10.3390/electronics8121524 www.mdpi.com/journal/electronics77
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unit, a recognition unit, and an actuation unit. The transmitting unit of the proposed device is
composed of an acoustic receiver and an acousto-optic conversion module, and the receiving unit is
configured with an optical receiver. The acousto-optic conversion module converts a specific audio
command signal into an electrical signal, thereby improving the reliability and safety of door locking
or unlocking. The transmitting unit can be embedded in a mobile phone to open or close the door lock.
Thus, users would not need to carry the remote control, increasing convenience of use.

2.1. Apparatus

The energy conversion module contains a power amplifying circuit, signal input and output
terminals, and a power terminal. When the energy conversion module is operating, its temperature
increases. The positive and negative poles of a solar panel are connected to the input pins of the energy
conversion module using wires. Because ambient light in the environment can affect a solar panel
and generate noise, the panel was modified to include a masking structure. The energy conversion
module adopts a low-voltage LM386 chip (U.S. National Semiconductor, city, state abbrv. if USA,
country) [6,7], which is equipped with a pin function (Figure 1). These chips are commonly used in
low-voltage consumer products to minimize peripheral chip components. The LM386 chip’s voltage
gain is typically set to 20. However, by adding an external resistor and a capacitor between pins 1 and
8, the voltage gain can be arbitrarily adjusted up to a maximum value of 200 (Figure 2).

Figure 1. LM386 chip function pin, which features low static power consumption (approximately 4 mA)
that is suitable for battery power supply, a wide operating voltage range (4–12 V or 5–18 V),
fewer peripheral components, an adjustable voltage gain of 20–200 V, and a low distortion rate.

Figure 2. Circuit diagram with a gain of 200 V.
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2.2. Electromagnetic Lock Mechanism Modeling

Figure 3a presents the mathematical model [8] with physical parameters, with the equation of
motion as follows:

m
..
x + c

.
x + kx = f (t) (1)

where m, c, and k represent the mass, damping coefficient, and spring constant, respectively, which are
the physical quantities of the system’s mass, damping, and spring components, respectively. Figure 3b
presents a mathematical model with modal parameters. By dividing Equation (1) by m and substituting
the variables, the equation of motion for the physical parameters can be rewritten in modal parameter
form as follows:

..
q + 2ξωn

.
q +ω2

nq = N(t) (2)

where

ωn =

√
k
m

, ξ =
c
cc

, cc = 2mωn = 2
√

mk q(t) = x(t), and N(t) =
f (t)
m

,

where cc is the critical damping coefficient, which denotes the damping ratio, ωn denotes the natural
frequency, x(t) is the physical coordinate, f(t) defines the physical force, and q(t) is the modal coordinate.

(a) (b) 

Figure 3. Mathematical model with (a) physical parameters and (b) with modal parameters.

Each conversion between domains, such as the conversion from a mathematical model with
physical parameters to one with modal parameters, or the conversion of a mathematical model with
modal parameters into one with frequency parameters, has a corresponding equation (Figure 4).

 

 

Figure 4. Circuit diagram of an audio-coupled, laser-actuated, electromagnetic lock device.
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2.3. Response Analysis

Harmonic excitation force was set as the external force, f (t) = Feiωt. By substituting x(t) = Xeiωt

into the equation of motion, the frequency response function is obtained:

H(ω) =
X
F

=
1

(k−mω2) + i(ωc)
=

1/m

(ω2
n −ω2) + i(2ξωnω)

(3)

Using Equation (3), the frequency response function can be converted into a function of physical
or modal parameters, which is related to the harmonic excitation frequency ω.

For the transient response analysis, if the input condition f (t), initial conditions x0 and v0,
and system content (e.g., the physical and modal parameters) are known, the time-domain output
response of the system can be obtained using the following equation:

x(t) = e−ξωnt(A cosωdt + B sinωdt) +
∫ t

0 f(t)h(t− τ)dτ
ωd = ωn

√
1− ξ2; h(t) = 1

mωd
e−ξωnt sinωdt

(4)

where ωd denotes the damped natural frequency; A and B are random constants defined by the initial
condition; and h(t) represents the unit impulse response function of the system.

For the spectrum response analysis, if the frequency domain can be presented as the power
spectral density (PSD) [9] function x(t) and the frequency response function is known, the frequency
domain response can be obtained through spectrum response analysis:

Gxx(ω) =
∣∣∣H(ω)

∣∣∣2G f f (ω) (5)

where Gxx(ω) is the physical coordinate and x(t) denotes the PSD function.
Figure 4 depicts the circuit of an audio-coupled, laser-actuated, electromagnetic lock device.

In the creation of the proposed method, the audio-coupled, laser-actuated, electromagnetic lock
included a light-emitting diode (LED) and a modulation circuit. The LED was used to generate an
optical signal, and the modulation circuit was electrically connected to the audio receiver and LED.
Next, the receiving unit, which included an amplification circuit, was electrically connected to an
optical receiver to amplify its electrical output signal. In the third implementation, the optical receiver,
namely a solar panel, was included. In the fourth implementation, the solar panel and door lock were
mounted on a door plank. Then, the recognition unit was configured with a comparator to compare
the electrical signal with a preset signal, which generated an actuation signal if the comparison result
was the same. Next, the recognition unit, which includes storage, stores the preset signal. In the
seventh implementation, the actuation unit was created, which included an electromagnetic actuator
for opening or closing the door lock. In the eighth implementation, the transmitting unit was built into
a portable electronic product, either a smartphone or a tablet. In the ninth implementation, the audio
receiver, a monophonic plug, was inserted in the sound port of a portable electronic product.

As described earlier, the acousto-optic control lock device of the proposed model can open or
close the door lock using a specific audio command signal, thereby improving the reliability and safety
of the door lock, as well as preventing a lock key from being replicated or stolen. The transmitting unit
embedded in the mobile phone enables the lock to be opened or closed without the use of a remote
control, increasing convenience of use for the user. The proposed model is suitable for long-distance
transmission because an audio command signal is replaced with an optical signal and a specific audio
signal is transmitted, thereby increasing convenience.

The objective of the modal system analysis and testing was to develop specific analysis procedures
and testing and measurement methods to obtain a mathematical model of the sound vibration
mechanism. This model can be presented in the form of a mathematical model with modal or physical
parameters. The analysis process flowchart is presented in Figure 5.
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Figure 5. Flowchart of analysis of the sound vibration mechanism.

3. Results

3.1. Speech Endpoint Detection

We adopted a single channel in this experiment. Because different volumes generate different
amplitudes, audio signals are normalized in order to unify amplitudes and obtain a valid frame range
for subsequent signal processing. Human speech often contains aspiration or friction, which can
complicate the detection of sound energy due to its low energy. The zero crossing rate in the endpoint
detection method [10] can be employed to correct the endpoint range and extract an entire syllable
(Figure 6).

Figure 6. Sampled voice signals in the time domain after ZCR calculation.
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3.2. Feature Extraction

Signal characteristics are difficult to recognize by observing changes in the amplitude of an audio
signal over time (Figure 7). Converting an audio signal into a spectrogram (Figure 8) allows sonic
characteristics to be identified [11]. The amplitude value of an audio signal in the time domain is
often converted into an energy distribution in the frequency domain for observation. Various energy
distributions in the frequency domain represent different speech characteristics. A signal changes
rapidly and constantly over time, leading to inaccurate observation. Therefore, the most commonly
used technique is conversion of the audio signal from the time domain to the frequency domain,
enabling the identification of the spectral characteristics of various sounds through their energy
distribution. The spectrum is a representation of a time domain signal in the frequency domain and
can be obtained by performing FFT on the signal [12–17]. The result is presented as a spectrogram,
with the amplitude or phase as the vertical axis and the frequency as the horizontal axis (Figure 9).

Figure 7. Amplitude value of audio signal, where fs (44,100) is the sampled frequency.

 

Figure 8. Audio signal spectrogram.

Figure 9. Audio signal spectrum.

3.3. Filter Design

Figure 10 shows the design of a Butterworth filter [18–22] with a cutoff frequency of 1000 Hz.
The plot depicts the magnitude frequency response of the filter.
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Figure 10. Magnitude frequency response of the filter.

When the order of the filter is larger, the filtering effect is better at the cost of longer computation
time. A lower order leads to a shorter computation time and a less desirable filtering effect. Figure 11
demonstrates the magnitude frequency response as a function of the order of the Butterworth filter.
Figure 11 shows that when the order increases from one to eight, the magnitude frequency response
sharpens at the cutoff frequency of 1000 Hz.

Figure 11. Frequency response of a low-pass Butterworth filter.

The original audio was passed through a low-pass filter with a cutoff frequency of 1000 Hz to test
whether it can filter the treble (Figure 12). Figure 13 depicts the difference between the original signal
and the filter output signal, indicating that the treble is almost removed. So, we can apply the audio to
see if the high-frequency components can be removed.
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Figure 12. Original audio.

Figure 13. A low-pass filter with a cutoff frequency of 1000 Hz.

If we set the cutoff frequency to 100 Hz, then the output signal is almost inaudible unless we
use a speaker with a subwoofer, as shown in Figure 14. After applying the low-pass filter at a cutoff
frequency of 100 Hz, most of the sounds were removed, except the bass.

Figure 14. A low-pass filter with a cutoff frequency of 100 Hz.

The low-pass chopper functions to pass the low-frequency signal and attenuate the high-frequency
signal, which is suitable for high-frequency noise. For example, if the temperature or flow sensor
has a low frequency, the low-pass chopper can be used to remove electrical noise generated by a
motor [23–26].

A digital filter can be represented by two parameter vectors, a and b, where the lengths of a and b
are p and q, respectively, and the first element of a is always 1, as follows:

a = [1, a2 , . . . ap
]

b = [b1 , b2 , . . . bq
]
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If we apply a digital filter with parameters a and b to a stream of discrete-time signal x[n],
the output y[n] should satisfy the following equation:

y[n] + a2y[n− 1] + a3y[n− 2] + . . .+ apx[n− p + 1] = b1x[n] + b2x[n− 1] + . . .+ bqx[n− q + 1]

Or equivalently, we can express y[n] explicitly as:

y[n] = b1x[n] + b2x[n− 1] + . . .+ bqx[n− q + 1] − a2y[n− 1] − a3y[n− 2] − . . .− apx[n− p + 1]

The preceding equation is somewhat complicated. We provide some more specific examples to
facilitate understanding.

First, if we have a filter with the parameters a = [1] and b = [1/5, 1/5, 1/5, 1/5, 1/5], then the output
of the filter is y[n] = (x[n] + x[n − 1] + x[n − 2] + x[n − 3] + x[n − 4])/5.

Figure 15 shows the different levels of filtering effects at different cutoff frequencies. The treble
part is almost deleted after filtering. Only the sound of the bass survives, and then the bass sound that
appears through these regular rules allows us to track the beat.

Cutoff frequency of 200 

Cutoff frequency of 300 

Cutoff frequency of 400 

Cutoff frequency of 500 

Figure 15. The different levels of filtering effects at different cutoff frequencies.
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The result is a simple filter set y[n] as the average of the preceding five points of the input signals.
In fact, this is a low-pass filter [27–31], since after the averaging operator, the high-frequency component
is averaged out, while the low-frequency component is retained. The effect of a low-pass filter is like
putting a paper cup over one’s mouth while speaking, generating a murmuring-like, indistinct sound.

4. Discussion

The acousto-optic control lock (Figure 16) in the proposed device can open or close a door lock
using a specific audio command signal, thereby improving the reliability and safety of the door lock and
preventing a key from being replicated or stolen. The transmitting unit, embedded in a mobile phone,
enables a door lock to be opened or closed without a remote control, which is convenient for the user.
This model is suitable for long-distance transmission because the audio command signal is replaced
with an optical signal and a specific audio signal is transmitted, thereby further enhancing convenience.
The benefits of the proposed model are as follows: (1) elimination of inconvenience caused when keys
are forgotten; (2) elimination of the need to carry multiple keys due to the laser-actuated electromagnetic
lock device being coupled with mobile audio; (3) avoidance of the need to open a door with a key,
as with a mobile phone a user can open multiple doors and set different opening passwords for each
door; and (4) a significant reduction in the need for metallic materials for creating keys and elimination
of the requirement for electroplating, which damages the environment, thus mitigating environmental
pollution. The performance factors of an audio-coupled, laser-actuated, electromagnetic lock device
are as follows: (1) An audio file is equivalent to a key. Users can easily set up or change different
audio files on their own as the key. It is even more convenient than changing keys for traditional door
locks. (2) The device allows for high confidentiality. As the audio file in the mobile phone is outputted
through the laser carrier waves emitted by the laser pointer at the same audio frequency, only laser light
is emitted when the phone plays the audio file, whereas no sound is generated. Hence, external remote
sensors cannot detect the audio information. (3) Compared to traditional door locks, this device enables
users to carry fewer bulky keys with them. (4) For traditional door locks, once the key is lost, both the
lock and key have to be replaced. However, the photoelectric lock and laser pointer of this device are
independent of one another and need not be replaced simultaneously. (5) The effective distance of
the laser pointer (wavelength of 630–650 nm and maximum output of 5 mw) is <100 m and the time
latency is about 30 ms. Table 1 shows the performance comparison of various locks

Table 1. The performance comparison of various locks.

Traditional Door Locks
Radio Frequency (RF) Electronic

Remote Lock
Optical Electromagnetic Lock

Unlock
mode key RF signal laser pointer

Remote
open X V (10 m) V (100 m)

safety Easy to destroy and copy RF is susceptible to strong wave disturbances
Easy to copy and steal

Laser is not easily interfered with
or copied

Convenience Door locks or keys are damaged
and must be replaced together It is not easy to copy the program after losing it Audio can be easily copied

Security Easy copying from mobile audio Easy to destroy from the outside Because the electromagnetic lock
is in the door, it is difficult to break

Interactivity X V V
cost NT $100–$200 NT $3000–$4000 NT $1000 or less
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Figure 16. The composition and application of acousto-optic control locks. (a) Disassembly of a laser
diode. (b) The circuit combination of a 3.5 monoseat and laser diode. (c) Laser pointer combined with
mobile phone audio for unlocking. (d) The door lock is opened.
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Abstract: Electrostatic discharge (ESD) events are the main factors impacting the reliability
of Integrated circuits (ICs); therefore, the ESD immunity level of these ICs is an important
index. This paper focuses on comprehensive drift-region engineering for ultra-high-voltage (UHV)
circular n-channel lateral diffusion metal-oxide-semiconductor transistor (nLDMOS) devices used
to investigate impacts on ESD ability. Under the condition of fixed layout area, there are four
kinds of modulation in the drift region. First, by floating a polysilicon stripe above the drift region,
the breakdown voltage and secondary breakdown current of this modulation can be increased. Second,
adjusting the width of the field-oxide layer in the drift region when the width of the field-oxide layer
is 5.8 μm will result in the minimum breakdown voltage (105 V) but the best secondary breakdown
current (6.84 A). Third, by adjusting the discrete unit cell and its spacing, the corresponding improved
trigger voltage, holding voltage, and secondary breakdown current can be obtained. According
to the experimental results, the holding voltage of all devices under test (DUTs) is greater than
that of the reference group, so the discrete HV N-Well (HVNW) layer can effectively improve its
latch-up immunity. Finally, by embedding different P-Well lengths, the findings suggest that when
the embedded P-Well length is 9 μm, it will have the highest ESD ability and latch-up immunity.

Keywords: drift region; electrostatic discharge (ESD); holding voltage (Vh); lateral diffusion MOS
(LDMOS); transmission-line pulse system (TLP system)

1. Introduction

In recent years, the UHV LDMOS has been implemented in power electronics,
Microelectromechanical systems (MEMS) domains, power management circuits, and internet of
things (IoT) applications [1–16]. The power management circuit is also an indispensable project of the
internet of things. The internet of things is facing the tricky problem of battery endurance, but it can be
improved through the power management circuit [14]. However, high-voltage ICs pose serious risks
to electrostatic discharge (ESD), and according to the statistics, the ratio of component failure is nearly
half due to ESD damage, so ESD protection for the silicon chips is needed to reduce the number of ESD
failures. To achieve effective ESD protection, according to the ESD design window shown in Figure 1,
there are three important parameters: trigger voltage (Vt1), holding voltage (Vh), and secondary
breakdown current (It2). The trigger voltage must be lower than the core circuit breakdown voltage.
However, if a high-voltage transient is injected into a circuit, the protection device should be turned on
to bypass the heavy current in order to avoid core circuit destruction. Additionally, these protection
devices need to be turned on quickly and can sustain a heavy current. The Float Cum Boost Charger
(FCBC) architecture [17] itself is susceptible to large current damage, so a contactor is commonly used

Electronics 2019, 8, 1469; doi:10.3390/electronics8121469 www.mdpi.com/journal/electronics91



Electronics 2019, 8, 1469

to discharge its large voltage/current. The ESD protection component in our paper is also the same
as the contactor role, so the UHV nLDMOS component response time (Vt1 related) is a key factor.
Therefore, we can find out the Vt1 of the component by using the transmission-line pulse (TLP) system
to determine whether the protection component can be turned on quickly under a large voltage/current
bombardment to prevent the circuit from being damaged by the instantaneous large voltage and
current transient. The holding voltage must be higher than positive supply voltage (VDD), otherwise
there is a latch-up risk. The secondary breakdown current is as high as possible because it is defined
as a device of ESD ability. Additionally, the whole-chip ESD protection design has been proposed
to suggest where the chip should be protected to reduce the ESD risk [18]. The protect method is
divided into two types—the first is to design ESD protection circuits, which protect chips by using
the gate-couple technique [19,20] and the substrate-trigger technique [20,21]; the second is to design
ESD protection devices, which use silicon controlled rectifier (SCR) [22,23], Grounded-gate nMOS
(GGnMOS) [24], stacked field-oxide device (FOD) [25], and diodes [26] to protect a chip.

The current crowding effect can often reduce the reliability level of UHV LDMOS [27–29].
For example, when the n-type heavily doped (N+) junction edge of the drain side is adjacent to the
field oxide, as shown in Figure 2a, a large ESD spike will inject into the N+ junction and then crowd at
the edge of the field oxide when an ESD event occurs. If the ESD current is too large because the power
is equal to the voltage multiplied by the current, the power dissipation will increase when the current
is increased. This causes heat generation at the current gathering location and a current crowding
effect can occur, which causes device damage.

In this paper, four kinds of novel modulations are proposed for drift-region engineering in order
to strengthen the ESD ability of UHV nLDMOSs. (1) By using a floating polysilicon stripe above the
field-oxide layer; (2) shortening the width of the field-oxide layer; (3) discrete HV N-Well layer; and (4)
the embedded P-Well, the ESD protection ability can be effectively improved.

Figure 1. Electrostatic discharge (ESD) protection window of a LDMOS.

2. Layout of UHV Circular nLDMOS Devices under Test (DUTs)

2.1. UHV Circular nLDMOS Reference Group

The cross-sectional view and layout top view of an UHV circular nLDMOS are shown in Figure 2a,b,
respectively. Due to the process specifications, a field-oxide layer (FOX) is fabricated above the drift
region to enhance the breakdown of the electric field. Due to the operational voltage of UHV
applications, the n-type lightly doped HVNW layer is used in the drift region. The PBody and the deep
P-Well (DPW) form a RESURF structure, which causes the drift region to be completely depleted and
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increases the breakdown voltage of the device without increasing the length of the drift region [30].
The polysilicon-stripe (poly2) above the drift region is used to reduce the peak value of the electric
field. The traditional UHV ESD protection device adopts the elliptical layout type, but the layout area
is huge. In this paper, a circular layout type is adopted, which reduces the layout area and makes
the voltage distribution more uniform [31,32]. In order to ensure the normal operation of the device
characteristics, a semiconductor curve tracer is used to measure the current-voltage (I-V) curve and
the breakdown voltage to assure that the DUTs have the correct output characteristics and the correct
breakdown voltage value. When the UHV nLDMOS transistor acts as an ESD protection device, its
device configuration forms a GGnMOS structure by grounding the gate electrode, which can discharge
the ESD current beneath the parasitic Bipolar junction transistor (BJT). In this paper, all the DUTs are
fabricated via a TSMC 0.5 μm BCD process. The channel length (L) is 4 μm, the channel width (W) is
394.4 μm, and the drift region length is 29 μm.

 

(a) 

 
(b) 

Figure 2. (a) Cross-sectional view and (b) layout top view of a circular lateral diffusion MOS (nLDMOS).

2.2. UHV Circular nLDMOS—Polysilicon-Stripe Modulation above the Drift Region

In this structure, the layout of the polysilicon-stripe varies from spiral type to concentric circle
type, as shown in Figure 3. The spiral poly2 starts from the drain-side edge, then passes above the
field-oxide layer in the drift region, and finally connects to the source electrode. Initially, when an ESD
event occurs, the poly2 contact is damaged due to the excessive current density, which reduces the ESD
capability. The concentric poly2 type has multiple concentric circles that float above the drift region.
The concentric poly2 type reduces the peak value of the electric field below the FOX and increases the
breakdown voltage. Additionally, the floating concentric circle poly2 has no contacts, so it avoids the
risk of contact damage.
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Figure 3. Layout top view of a circular nLDMOS with concentric polysilicon-stripe (poly2) circles.

2.3. UHV Circular nLDMOS—Field-Oxide Width Modulation in the Drift Region

A cross-sectional view and layout top view of the field-oxide width modulation in the drift region
are shown in Figure 4a,b, respectively. By shortening the width of the field-oxide layer in the drift
region, the equivalent series resistance of this device decreases. The purpose of this is to reduce the
device impedance, so the breakdown voltage is also reduced. Due to a strong correlation between the
breakdown voltage and the trigger voltage, these devices can be applied for the desired operating
voltage applications and are fabricated by the same process. The cell names of the modulation
parameter are shown in Table 1.

 

(a) 

 
(b)  

Figure 4. (a) Cross-sectional view and (b) layout top view of a circular nLDMOS with a field-oxide
width modulation in the drift region.
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Table 1. Cell names of the field-oxide width modulation.

Samples Name Field-Oxide Width (μm)

Ref. 29
FOX_1 23.2
FOX_2 17.4
FOX_3 11.6
FOX_4 5.8

2.4. UHV Circular nLDMOS—Discrete HV N-Well (HVNW) Layer Modulation in the Drift Region

The cross-sectional view and the layout top view of the discrete HVNW layer modulation in the
drift region are shown in Figure 5a,b, respectively. In this architecture, the drift region is designed
to be discrete and independent by using layout skills. Furthermore, the poly2 layer is changed to
a concentric circle form to evaluate the influence of poly2 concentric circles on the discrete HVNW
layer. Due to the fact that the parasitic resistance of n-epi is larger than the HVNW layer, the discrete
HVNW layer can upgrade the equivalent resistance of the drift region. The DUTs are divided into
two modulation types: a unit cell-size modulation (three cell sizes: 1, 2, and 3 μm) and a unit-cell
spacing modulation (cell spacings: 1.34, 2.68, and 4.02 μm). Cell names of the discrete HVNW layer
modulation are shown in Table 2.

 

(a) 

 
(b) 

Figure 5. (a) Cross-sectional view and (b) layout top view of a circular nLDMOS with discrete HV
N-Well (HVNW) layer modulation.
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Table 2. Cell names of the discrete HVNW layer modulation.

Space

Size
1 μm 2 μm 3 μm

1.34 μm dis10 dis20 dis30
2.68 μm dis11 dis21 dis31
4.02 μm dis12 dis22 dis32

2.5. UHV Circular nLDMOS—Embedded P-Well Length Modulation in the Drift Region

The cross-sectional and layout top views of the embedded P-Well length modulation in the drift
region are shown in Figure 6a,b, respectively. Starting from the drain side, the N+ junction edge extends
into the local oxidation of silicon (LOCOS) region with an embedded P-Well layer, and the lengths of
the extended P-Well (K) are 5, 7, 9, and 11μm. Since the P-Well and N+ regions form a reverse bias
junction, when an ESD event occurs, the ESD current flows into the deeper path via the HVNW and
BNW layers to avoid device failure due to the current crowding effect at the drain-side LOCOS/N+

edge. The cell names of the embedded P-Well length modulation are shown in Table 3.

μ μ μ

 
(a) 

 
(b) 

Figure 6. (a) Cross-sectional view and (b) layout top view of a circular nLDMOS with an embedded
P-Well length modulation in the drift region.
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Table 3. Cell names of the embedded P-Well length modulation.

Samples Name P-Well Length (μm)

Ref. 0
PW_5 5
PW_7 7
PW_9 9

PW_11 11

3. Testing Machine

The related electronic instruments in a TLP testing system achieve an automated measurement
process via the LabVIEW interface. This TLP machine provides a continuous rising square wave to get
the I-V curve data of the DUTs. This testing system uses a square wave with 100 ns pulse width and
has a short rising/falling time of <10 ns to obtain the voltage and current responses through the DUTs.
This short transient pulse is used to simulate the human body model (HBM) waveform of an ESD
event. Eventually, the I-V characteristics of the DUTs, such as the trigger voltage, holding voltage,
and secondary breakdown current, can be measured.

4. Test Results and Discussion

4.1. UHV Circular nLDMOS—Polysilicon-Stripe Modulation above the Drift Region

The experimental results of the UHV nLDMOS-related DUTs with polysilicon-stripe modulation
above the drift region obtained from the breakdown voltage measurement and TLP testing are shown
in Table 4. These experiment results demonstrate that the floating poly2 improves the electric field
distribution under the field-oxide layer, smoothing the electric field distribution and reducing the peak
value of the electric field to enhance the breakdown voltage of a device. The secondary breakdown
current is strongly related to the breakdown voltage that a device can withstand. Therefore, in the
same device geometries, we find that as the breakdown voltage increases, the secondary breakdown
current also increases.

Table 4. Snapback parameters of ultra-high-voltage (UHV) nLDMOS-related devices under test (DUTs).

Samples Vt1(V) Vh(V) It2(A) VBK(V)

Spiral type 375.13 58.69 3.20 395.12
Concentric circle

type 375.71 41.66 5.09 411.20

4.2. UHV Circular nLDMOS—Field-Oxide Width Modulation in the Drift Region

The experimental results of the UHV nLDMOS-related DUTs with the field-oxide width modulation
in the drift region obtained from the breakdown voltage measurement and TLP testing are shown in
Figures 7–9. As the field-oxide width decreases, the the equivalent series resistance, the breakdown
voltage, and the trigger voltage are significantly reduced, and the holding voltage also lowers.
Interestingly, the secondary breakdown currents of the ESD capability were higher than that of the
reference group. It appears that the higher the operation voltage is, the lower It2 value it has. The test
results of the UHV nLDMOS with field-oxide width modulation in the drift region are shown in Table 5.
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Figure 7. Breakdown voltage trend chart of nLDMOSs with the field-oxide width modulation in the
drift region.

Figure 8. Secondary breakdown current trend chart of nLDMOSs with the field-oxide width modulation
in the drift region.

Figure 9. Trigger voltage and holding voltage trend charts of nLDMOSs with the field-oxide width
modulation in the drift region.

Table 5. Snapback parameters of field-oxide width modulation in the drift region.

Samples Vt1(V) Vh(V) It2(A) VBK(V)

Ref. nLDMOS 364.44 60.49 2.46 389.59

FOX width

FOX_1 311.40 52.97 3.65 269.85
FOX_2 213.88 37.34 2.99 142.25
FOX_3 160.61 29.74 2.43 130.34
FOX_4 104.89 31.09 6.84 105.43

4.3. UHV Circular nLDMOS—Discrete HVNW Layer Modulation in the Drift Region

Similarly, the experimental results of the UHV nLDMOS-related DUTs with discrete HVNW
layer modulation in the drift region obtained from using the breakdown voltage measurement and
TLP testing are shown in Figures 10–12. In Figure 10, the breakdown voltage decreases when the
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HVNW layer is discrete (or experiences an increase in unit cell spacing). Due to the continuous
depletion region formed by HVNW/PBody/DPW in the reference device, it can withstand a breakdown
voltage of more than 400 V. However, when the HVNW layer was discrete, the breakdown voltage
decreased due to the discontinuous depletion layer, which cause the maximum electric breakdown
decreased. Figures 11 and 12 demonstrate that since the concentration of the n-epi layer is lower than
the HVNW layer, the holding voltages of these HVNW discrete devices are higher than the reference
group voltages, because the concentration is inversely proportional to resistivity, which means that the
equivalent resistance of the n-epi is indeed higher than that of the HVNW layer. The test results of the
UHV nLDMOS with discrete HVNW layer modulation in the drift region are shown in Table 6.

Figure 10. Breakdown voltage trend chart of nLDMOSs with the discrete HVNW layer modulation in
the drift region.

Figure 11. Secondary breakdown current trend chart of nLDMOSs with the discrete HVNW layer
modulation in the drift region.

Figure 12. Trigger voltage and holding voltage trend charts of nLDMOSs with the discrete HVNW
layer modulation in the drift region.
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Table 6. Snapback parameters of discrete HVNW layer modulation in the drift region.

Samples Vt1(V) Vh(V) It2(A) VBK(V)

Ref. nLDMOS 375.71 41.66 5.09 411.20

HVNW
discrete

dis 10 341.94 52.52 3.43 212.32
dis 11 324.67 46.48 3.72 193.79
dis 12 318.69 47.31 4.15 190.29
dis 20 364.15 49.65 3.20 255.48
dis 21 344.48 47.72 4.17 215.27
dis 22 333.98 48.52 3.57 196.76
dis 30 380.50 54.60 2.22 289.29
dis 31 351.92 51.99 3.20 222.75
dis 32 342.27 50.95 4.12 197.62

4.4. UHV Circular nLDMOS—Embedded P-Well Length Modulation in the Drift Region

Finally, the experimental results of the UHV nLDMOS-related DUTs with embedded P-Well
length modulation in the drift region obtained from the breakdown voltage measurement and TLP
testing are shown in Figures 13–15. The trigger voltage and the holding voltage increase when the
current flow path is blocked by the P-Well, due to the N+/P-Well reverse bias junction, which results in
an increase in the turn-on resistance. Nevertheless, even when the trigger voltage slightly decreases,
the holding voltage increases related to the increase in P-Well length. When the P-Well length is
9 μm, the trigger voltage is the lowest and the holding voltage (65.5 V) is the highest. Meanwhile,
its secondary breakdown current can be reached at 2.47 A, which is the best among the modulation
samples. The test results of the modulations of UHV nLDMOS with embedded P-Well in the drift
region are shown in Table 7.

Figure 13. Breakdown voltage trend chart of nLDMOSs with the embedded P-Well length modulation
in the drift region.

Figure 14. Secondary breakdown current trend chart of nLDMOSs with the embedded P-Well length
modulation in the drift region.
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Figure 15. Trigger voltage and holding voltage trend chart of nLDMOSs with the embedded P-Well
length modulation in the drift region.

Table 7. Snapback parameters of embedded P-Well length modulation in the drift region.

Samples Vt1(V) Vh(V) It2(A) VBK(V)

Ref. nLDMOS 364.44 60.49 1.72 389.59

P-Well
PW_5 377.42 62.39 1.73 391.56
PW_7 376.195 63.39 1.73 392.10
PW_9 374.92 65.46 2.47 391.00
PW_11 377.19 59.72 1.73 391.25

5. TCAD Simulation

To verify the differences, the impact generation rate profiles of the UHV nLDMOS transistors
with (a) a reference device and (b) an embedded 9 μm P-Well in the drift region structures under the
VG = VS= VBulk = 0 V and VD = 310 V conditions are shown in Figure 16a,b. According to these
three-dimensional (3-D) TCAD simulations, the general impact ionization process is described by
Equation (1) [33]. Here, G represents the generation rate of the electron-hole pairs, and a device will fail
if the G value is too high as in the reference DUT in Figure 16a The ionization coefficients for electrons
and holes are αn,p, and these coefficients describe the number of electron-hole pairs generated per unit
distance traveled by a solitary carrier between two collisions. Their current densities are represented
by Jn,p. The impact generation rate profile of the reference device is higher than that of the embedded
P-Well modulation. The minority carriers contribute to the drain current, and the majority of carriers
are attracted and collected by the bulk electrode, thereby generating the bulk current. As the bulk
current continues to increase, the additional carriers increase the forward currents in the transistors.
Increasing the currents leads to massive growth heat generation that can lead to a device failure.
Therefore, for ESD, latch-up immunities, and breakdown voltage performance, the embedded 9 μm
P-Well in the drift region is the most suitable structure for drain-end modulated engineering.

G = αn|
⇀
J |n + αp|

⇀
J |p (1)

 
 

(a) (b) 

Figure 16. Impact generation rate diagrams of (a) reference device and (b) embedded 9 μm P-Well in
the drift region (full scale: 1 × 10−7 A/cm2) as the VG = VS= Vbulk = 0 V, VD = 310 V bias condition.
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6. Conclusions

Four kinds of modulations are used in circular UHV nLDMOS drift-region engineering:
(1) changing the layout of the poly2 layer, (2) field-oxide width modulation, (3) discrete HVNW
layer, and (4) embedded P-Well in the drift region. In the first type of modulation, the breakdown
voltage increased more than 400 V due to the reduction of the peak electric field and an increase in
the secondary breakdown current up to 5 A also occurred. In the second modulation, the breakdown
voltage of the drain region reached 105 V, which meant that the operating voltage of the high-voltage
circuits could be adjusted by the modulation length of the drift region. For the third modulation,
the trigger voltage, holding voltage, and breakdown voltage were adjusted for different application
voltages by adjusting the discrete unit cell size and spacing. Finally, for the embedded P-Well of
different lengths in the drift region, when the embedded P-Well length was 9 μm, it had the best ESD
ability due to the reduction of the impact ionization.
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Abstract: Dental cone-beam computed tomography (CBCT) is a powerful tool in clinical treatment
planning, especially in a digital dentistry platform. Currently, the “as low as diagnostically acceptable”
(ALADA) principle and diagnostic ability are a trade-off in most of the 3D integrated applications,
especially in the low radio-opaque densified tissue structure. The CBCT benefits in comprehensive
diagnosis and its treatment prognosis for post-operation predictability are clinically known in
modern dentistry. In this paper, we propose a new algorithm called the selective anatomy analytic
iteration reconstruction (SA2IR) algorithm for the sparse-projection set. The algorithm was simulated
on a phantom structure analogous to a patient’s head for geometric similarity. The proposed
algorithm is projection-based. Interpolated set enrichment and trio-subset enhancement were used
to reduce the generative noise and maintain the scan’s clinical diagnostic ability. The results show
that proposed method was highly applicable in medico-dental imaging diagnostics fusion for the
computer-aided treatment planning, because it had significant generative noise reduction and
lowered computational cost when compared to the other common contemporary algorithms for
sparse projection, which generate a low-dosed CBCT reconstruction.

Keywords: cone-beam computerized tomography (CBCT); as low as diagnostically acceptable
(ALADA); selective anatomy analytic iteration reconstruction (SA2IR); low-dosed; sparse projections;
diagnostic ability

1. Introduction

Digital dentistry offers a comprehensive workflow in oral healthcare treatment and monitoring
for most of the daily clinical practical protocols [1,2]. Oral and dentition anatomy are key to the image
diagnostic efficiency, which would reduce complications in planning. This makes the operations more
accurate, predictable, and safer. This also benefits the clinical expectation, which would help improve
patient comfort. DICOM-based (Digital Imaging and Communications in Medicine) virtual planning
is the golden standard in dental implantology, orthodontics, maxillofacial surgery, and comprehensive
cosmetic dentistry. This method is used for systematic and specific computer-aided functionality.
Cone-beam computed tomography was first introduction in the 1990s for dental implantology.
Cone-beam computed tomography (CBCT) has been integrated into the current workflow of digital
dentistry and has been improved upon by computer-aided design and manufacturing (CAD/CAM)
solutions. These advancements have improved the clinical predictability and success rate; this is
evidence-based and has been studied in dental literature. It is currently recommended in the dental
professional community to use CBCT as a standard protocol [3–6]. Dental 3D imaging equipment
allows clinicians to view enhanced visual information to aid in the correct diagnosis of the patient.
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Newer imaging equipment has improved upon previous clinical results by producing reliable and
consistent treatment planning. Soft tissue surface morphology has been digitally reproduced through
3D scanned modeling via CBCT or oral 3D scanners, which includes intra-oral and desktop scanners.
Therefore, three-dimensional multi-modality fusion diagnosis is recommended to be applied for digital
treatment planning standardization in modern dentistry [5–7].

According to the latest radioactive safety directives, dental CBCT reconstruction algorithms
are being developed for dental hard and soft tissues attenuation density, and must be designed to
avoid excessive radiation exposure. Those are issued as limitations to the number of projections
and the exposure dosage, per a single revolution, or a couple revolutions. Recently, the standard for
dosage optimization has changed from “As Low As Reasonably Achievable” (ALARA) to “As Low As
Diagnostically Acceptable” (ALADA). This has caused a need for refined algorithms that lie within the
range of ALADA for the new acceptable dosage optimizations. At the 2014 NCRP (National Council on
Radiation Protection of United States) Annual Meeting, the term “ALADA” was first proposed by Dr.
Jerrold T. Bushberg as a variation of the acronym ALARA to emphasize the importance of optimization
in medical imaging [8]. ALADA began initially in pediatric imaging and then expanded into dental
imaging, in regard to the Image Gently® Campaign (for the pediatric population) [9] and Image Wisely®

Campaign (for the adult patients) to promote the clinician’s responsibility in both medico-dental
imaging indications and practices [8,10,11]. The “trade-off” constraints are between diagnostically
valuable and radioactive safe practices. Currently, these are coined as dose reduction and essential
informativeness enhancement. This makes it possible for three main approaches in 3D reconstruction
that have high computational efficiency. The first approach is based on the approximation and its
regularization. This is called the “regularized approach”. The second approach is based on statistical
modeling, in regard to the objects’ anatomy and the radiation exposure physics; this is called the
“statistical approach”. The last one is based on the efficiency of parallel computation for sparse
representation in the inverse problems, which is integrated with the graphical processing unit (GPU),
which is called the “GPU-based approach”. Over the past decade, difficulties in dental low-dosed
CBCT and sparse-projection 3D reconstruction have been studied extensively. The first issue, inefficient
input quality, is caused by generative blurring and defects, which are termed “generative noises”.
The second issue is ill-posed computation due to the sparsity of input projections. The aforementioned
issues are being worked on intensively. These issues are addressed by approximate solutions and
are iteratively solved by using compressed sensing theory for the under-defined sampling, or one
can use the sparse representation theory for general sparsity computation. This is most efficiently
implemented with GPU-based paralleling computation, during image post-processing [12]. As result,
the fusion solutions of both estimation and filtering have been used globally, locally, and adaptively.
These solutions are trended in technically prior-interpolated dictionary learning, and supervised and
unsupervised machine learning. Afterwards, it will be clinically verified by professionals or expertized
end-users in the field.

On the engineering side, it is not intuitive to understand clinical diagnostic uncertainties. This is due
to the lack of anatomical and pathologic knowledge, and also in part due to a lack of clinical experience
or understanding [13,14]. Similarly, the same situation is concerned in dental image diagnostics,
which has been subjectively evaluated by clinicians as the augmented tool for their individual visuality
experience, in which any uncertainties may cause clinical failures or non-manageable complications,
in the studies of Jacobs et al. (2018) [14] and Katsumata et al. (2007) [15]. The importance of application
understanding and experience for both sides is de facto essential to improve the clinical user’s
professionality and in vivo practical confidence. Additionally, with the recent advances in visualization
augmentation, multi-formatted data structural registering, computer-aided design, and manufacturing
integration, digitalization has been applied in modern dentistry. In fact, digitalization has been
proposed to be applied in most branches of dentistry such as implantology [2,16], maxillofacial surgery
(orthognathic or dentofacial cosmetic surgeries) [17], oral surgery, orthodontics, endodontics [18,19],
periodontics [20], and the viral digital smile design in some comprehensive applications [21]. However,
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comprehensive dental implantology and maxillofacial surgery have been pioneered and successfully
developed. It is recommended that modern digital diagnostic dentistry is used for dental implantology
and maxillofacial surgery [22].

In this work, the proposed algorithm focuses on projection-based processing prior to reconstruction.
The algorithm is made up of two parts: (a) projection-based pre-processing and (b) three-dimensional
reconstruction. Due to the sparsity and low-dosed effects, the initial input projections set is interpolated
to make a “pseudo up-sampling”; then, the interpolated pseudo-set is used as a dictionary to reweight
for the new set bilaterally, which is based on both prior and posterior projections. According to the
quadrant-based specifications, the anatomic containment in each projection is statistically metric
and verified in the orthogonal and complimentary paired sets per each quadrant. After enhancing,
a new pseudo-set is updated. This new set of projections is used to reconstruct iteratively the final
three-dimensional model, which is processed by the GPU for computational effectiveness. Therefore,
this algorithm is a combination of the regularization and statistical approaches and is implemented
by GPU-based computation. The proposed algorithm is named “selective anatomy analytic iteration
reconstruction” (SA2IR). This study proposes an alternative reconstruction algorithm for CBCT using
dental imaging diagnostics, which is used to prevent the clinical radiological imaging overexposure
and thus improve the radiation safety and assure the clinical diagnostic quality for the digital planned
treatments in dentistry. For the detailed factors, the algorithm will be clarified and demonstrated
further in the Methodology, Results, Discussion, and Conclusion.

2. Methodology

2.1. Equipment Configuration of the Duplicated Simulation

In order to lower the dosage radiation in image diagnostics, we propose a new approach using the
sparse set of the CBCT’s projections; this corresponds to the specific anatomical similarity analysis of
the orthogonal and complimentary paired sets. This is different from other inverse problems in CBCT
3D reconstruction. The key to our approach is focused on sparse projection reconstruction, using new
re-generatively interpolated projections to create a pseudo-set. This is based on their orthogonal
and complimentary constraints by making successive prior-et-posterior weight approximations.
The assumptions of our approach are as follows:

(1) Use a flat-panel imaging detector (FPID) to determine the CBCT modality.
(2) Set the number of the received projections to sparse.
(3) Scan the region of interest in dental anatomy structures for various diagnoses such as

head-and-neck, oral, and dentition anatomy.

To simulate a real CBCT system, the parameters of CBCT DCT100-0X0 (Taiwan Care Tech
Corporation (TCT), Taiwan, Integrated Biomedical System laboratory, STUST) is duplicated for the
experimental studies, as shown in Table 1.

Table 1. DCT100-0X0 cone-beam computed tomography (CBCT) technical configuration. FPID:
flat-panel imaging detector.

Technical Parameters
Information -

Notation Unit Value

Source-to-Detector Distance SDD cm 72 Term of “Patient”
position means

“Rotation Axis” position
Source-to-Patient Distance SPD cm 50

Patient-to-Detector Distance PDD cm 22

X-ray beam exposure size WE × HE cm × cm 12.8 × 12.8 Width × Height

Cone-beam opening of FPID βx
βz

(o) 9.15◦
9.15◦

Respected to xx and
yy axis
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Table 1. Cont.

Technical Parameters
Information -

Notation Unit Value

Detector’s size (Width × Length) W × L cm × cm 13 × 13 Amorphous Silicon
Receptor

Voxel size Vx mm 0.125 and 0.200 -

Rotation degree A (o) 180◦ or 360◦ Projection arch per scan

Field-of-View
(Diameter × Height)

FOV
(D × H) cm × cm 9 × 9 and 15 × 9 -

Projection rotation angular step αpst (o/step) 0.6 -

Number of projections Np projections 300 or 600 np = α/pp

2.2. Selective Anatomy Analytic Iteration Reconstruction (SA2IR)

In the overview, the regularization in CBCT reconstructed algorithms is used primarily in two
ways: as analytic and synthetic formulations. Generically, the regularization is to minimize the cost
function, with respect to the successive forward or backward projections per each projection, which are
defined in Equation (1) as

p̂ = argminp
{
Υ(p) � J(p) + λ ∗ψ(S ∗ p)

}
(1)

wherein J(·) represents data fidelity, ψ(·) is a functional regularization operator, S represents the sparse
transforming coefficient set, and λ is a regularization parameter to optimize the computing. Due to the
sparse view conditions for the low-dosed reconstruction, the regularized algorithms have trade-offs
between image quality, computational complexity, and diagnostic ability, as mentioned in the literature
reviews and studies [23–28]. However, excessively generating noise and significantly reducing the
diagnostic values of the reconstructed images, sparsity, and low-dose exposure per projection are
highly desirable in the recent studies. One such study is the sinogram-based dictionary learning
patched-based algorithms in reconstructed images denoising and enhancement, by Karimi and Ward
(2016) [23]. Another study by Zhu et al. (2013) applied compressed sensing (CS) algorithms when
violating the sampling theory in the discrete wavelet or discrete gradient transforms by using the
total-variation-based (TV-) CS algorithm to suppress the streaking artifacts significantly without any
image quality compromises [24]. Zhang et al. (2016) used the sinogram-based inpainting technique in
metal artifact reducing (MAR) [25]. In a different study Zhang et al. (2015) [26] used the combination of
compressed sensing and dictionary learning to regularize parameter determination via sparse constraint
of the TV minimization to reduce the computational cost. Du et al. (2019) [27] also used compressed
sensing image recovery through dictionary learning and thresholding shape-adaptiveness of the discrete
cosine transform (DCT). The sinogram-based and regularization solutions have been proved practically
efficient in sparse representative for low-dose CT reconstruction. Kim et al. (2018) [28] proposed the
iteration algorithm for the compressed-sensing reconstruction method to reduce the computational cost
regularized voxelization. Therefore, the proposed algorithm is implemented to generate a pseudo-set
from the input projections and the “prior-et-posterior” bounded coefficients are reweighed in order
to reconstruct the three-dimensional volume. The input projections set is implemented from a set
of preset angular-position-wise events in order to capture the projection. By means of the sparse
view conditions and in order to have a safer low-dose mode to approach the ALADA requirements,
the continuity of the input sequence is not efficient enough to reconstruct the diagnostic-able images.
To address this issue, we propose to enrich the optimum quantity of the projections set and enhance
the projection set quality before reconstructing the final three-dimensional model.

Firstly, the interpolation enrichment is implemented by Algorithm 1. The initial projection

set
{
pinit

i

}∣∣∣∣
ninit

projection

is sparse viewed, so the proposal of input set enrichment is implemented by the
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interpolation as a denser pseudo-set of projections with the projection number ninterp
projection = ninit

projection ∗
(kint + 1) − kint to adapt the completeness of the basic computed tomography (CT) reconstruction
fundamentals. Secondly, to enhance the projections set quality, our algorithm does not use the
prior regularization as the others, but a loop of an “estimating–filtering–verifying” process for the
regenerative interpolation (pseudo-) set of input projections is proposed to be applied with the same
projection number nregen

projection = ninterp
projection. This is based on the pseudo-complete interpolated projection

set before applying the final reconstruction. It is an enhancement process. The generative interpolation
set of the initial projections set is implemented by updating the successive trio projection subset per each
new projection. This is similar to a sliding window modulation. That regeneration is individualized
per each normalized view of the full revolution, as shown in Figure 1. The prior projection, as pinterp

i−1 ,

is used to estimate an in-flow overlapping of the successive one, as p̂new
i = Kin− f low

i ∗ pinterp
i−1 , in which

the Kin− f low
i maximization is focused, which is termed the “Bhattacharyya distance” (DB), as shown in

Equation (2). Based on the total similarity, proportional to Kin− f low
i , the updated projection for a new

(pseudo-) set is estimated and pre-enhanced by the first two projections of a trio subset, respectively
with the interpolated prior projection and the interpolated central projections, which is implemented
via the discretized probability distribution.

DB
(
pinterp

i , pinterp
i−1

)
= − ln

(
BC

(
pinterp

i , pinterp
i−1

))
(2)

wherein BC
(
pinterp

i , pinterp
i−1

)
=

∑interp
pi−1,pi ε{P}

√
pinterp

i ∗ pinterp
i−1 , 0 ≤ BC

(
pinterp

i , pinterp
i−1

)
≤ 1 is called a “total

similarity coefficient” (TSC), which is defined by “Bhattacharyya coefficient” (BC) of the pair of
interpolated projections, of pinterp

i and pinterp
i−1 , while Kin− f low

i is called the “estimated operator”, which is
defined as shown in Equation (3).

Kin− f low
i = 1−DB

(
pinterp

i , pinterp
i−1

)
(3)

The central projection, as a kernel of (pinterp
i ), is used to filter the result of p̂new

i , while the

posterior projection, as pinterp
i+1 , is used to verify the p̂new

i , the updated regenerative projection,

as pregen
i = p̂new

i = Kout− f low
i ∗ pinterp

i+1 , in which the minimization of Kout− f low
i is focused and termed

as Kullback–Leibler’s divergence conditioning, as its distance (DKL) is shown in Equation (4). Then,
the verification is implemented by the informative discrimination between the p̂new

i and the posterior

one, pinterp
i+1 , to update the regenerative projections as pregen

i = p̂new
i , if the informative discrimination is

not exceeded ξ (computational parameter). Otherwise, pregen
i =

(
p̂new

i

)∗
. The

(
p̂new

i

)∗
= (1− ξ) ∗ pinterp

i+1

is the proper state of p̂new
i , which is modified by the L2-norm of the relevant pinterp

i , p̂new
i to pinterp

i+1 , as
shown in Equation (5).

DKL
(
p̂new

i ‖ pinterp
i+1

)
= −

interp−regen∑
pi ,pi+1 ε{P}

(pinterp
i+1 log

⎛⎜⎜⎜⎜⎜⎜⎝
p̂new

i

pinterp
i+1

⎞⎟⎟⎟⎟⎟⎟⎠) (4)

wherein 0 ≤ DKL
(
p̂new

i ‖ pinterp
i+1

)
≤ DKL

(
pinterp

i ‖ pinterp
i+1

)
≤ 1, and Kout− f low

i is called “verification operator”.
Let Δi

KL(·) be the “absolute informative discrimination” of the verification at the ith projection,
which is shown in Equation (5), as:

0 ≤ Δi
KL

(
projectioni

∣∣∣∣pinterp
i+1

)
�‖ DKL

(
p̂new

i ‖ pinterp
i+1

)
−DKL

(
pinterp

i ‖ pinterp
i+1

)
‖2 . (5)
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Let 0 ≤ σi
r.i.d.

(
p̂new

i , pinterp
i

)
=

DKL

(
pinterp

i ‖pinterp
i+1

)

DKL

(
p̂new

i ‖pinterp
i+1

) , where σi
r.i.d. is called the “relative informative

discrimination” between the estimated and the origin of the ith interpolated projection p(·)i . Substituting
in Equation (6), we have:

0 ≤ Δi
KL

(
projectioni ‖ pinterp

i+1

)
�‖ DKL

(
p̂new

i ‖ pinterp
i+1

)(
1− σi

r.i.d.

(
p̂new

i , pinterp
i

))
‖2 . (6)

So, the updated projection is assigned to the regenerated projections set by “verification operator”,
which is defined as shown in Equation (7):

0 ≤ Kout− f low
i =

⎧⎪⎪⎨⎪⎪⎩
1, i f σi

r.i.d.

(
p̂new

i , pinterp
i

)
→ 1

Δi
KL(projectioni

∣∣∣∣pinterp
i+1

) (7)

Figure 1. The illustrations of the projection set and the trio subset in selective anatomy analytic iteration
reconstruction (SA2IR).
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Algorithm 1: “Densification enrichment process” or Pseudo-Set Interpolation

Input: Initial projection set captured by FPID, as follows:
{
pinit

i

}∣∣∣∣
ninit

projection

=

{
pinit

0 , pinit
1 , . . . , pinit

ninit
projection

}

Output: Interpolated pseudo-set for the reconstruction completeness availability, as

follows:
{
pinterp

i

}∣∣∣∣
ninterp

projection

=

⎧⎪⎨⎪⎩pinterp
0 , pinterp

1 , . . . , pinterp

ninterp
projection

⎫⎪⎬⎪⎭
Begin Initialize necessary parameters. For k = 1 to k = maximum number of iterations:
1: pinterp

0 = pinit
0 ← pinit

0 , ninit
projection, kint and: ninterp

projection = ninit
projection ∗ (kint + 1) − kint. Find the common

projection angle coincidences of two sets:
{
pinit

i

}∣∣∣∣
ninit

projection

and
{
pinterp

j

}∣∣∣∣∣
ninterp

projection

2: Assign a kernel to remove the non-attenuated outer-cored region of interest (ROI). Implement the iteration
loop by ninterp

projection times. Then, assign the targeted pseudo-set with a denser viewed set, implanted with kint

more interpolated projections in each interval of
{
pinit

i

}∣∣∣∣
ninit

projection

, between pinit
i and pinit

i+1.

3: Correct iteratively the implanted interpolated projections’ sinograms quality by structural similarity and
mean squared errors with the given number of iterations. Assign the corrected ones as the final interpolated

pseudo-set
{
pinterp

i

}∣∣∣∣
ninterp

projection

.

End

Our proposed enhancement process of the pseudo-set is shown in Algorithm 2.

Algorithm 2: “Quality enhancement process” or Pseudo-Set Trio Subset Enhancement Operator

Input: Interpolated pseudo-set, as followed:
{
pinterp

i

}∣∣∣∣
ninterp

projection

=

⎧⎪⎨⎪⎩pinterp
0 , pinterp

1 , . . . , pinterp

ninterp
projection

⎫⎪⎬⎪⎭
Output: Regenerative pseudo-set for reconstruction, as follows:{
pregen

i

}∣∣∣∣
nregen

projection

=

{
pregen

0 , pregen
1 , . . . , pregen

nregen
projection

}

Begin

1: pregen
0 = pinterp

0 ← pinterp
0 , ninterp

projection and: nregen
projection = ninterp

projection
2: Apply the trio subset’s “estimating–filtering–verifying” processing loop per each projection in the
interpolated pseudo-set iteratively.

1. Estimate the p̂new
i by the prior projection pinterp

i−1 and calculate the estimation operator
{
Kin− f low

i

}
,

using Equation (3).

2. Apply the convolutional filter the p̂new
i by the center projection pinterp

i and calculate the filtering operator

K f ilt
i . Update the

{
p̂new

i

}
with the filtered p̂new

i .

3. Verify the p̂new
i by the posterior projection pinterp

i+1 by “verification operator”
{
Kout− f low

i

}
,

using Equation (7).

3: Assign the corrected ones as the regenerative pseudo-set
{
pregen

i

}∣∣∣∣
nregen

projection

.

End

Finally, the output three-dimensional reconstruction is computed by our proposed variation
of simultaneous iterative reconstruction technique (SIRT), which is called SA2IT (selective anatomy
analytic iteration technique). The SIRT-based solution is chosen due to its advantage on the
higher precision imaging quality reconstruction from the less accurate set of the appropriate
noise-patterned projections, which is firstly introduced for medical computed tomography applications.
However, its disadvantages are also mentioned in numerous studies, including (1) the expensive
computational cost of the iteration, (2) the normalized blurring effect at the transition boundary of the
less-intensity-discriminated levels, and (3) globalized intensity scale shifting, bandwidth truncating,
and warping intensity distribution. Additionally, the effects of the background intensity levels affect
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the global contrast of an image, and the human-stimulated vision (as Weber’s Law) will be ignored
in this study. The proposed SA2IT is conceptualized as a SIRT variation with constraints regarding
the post-reconstruction average volumetric stabilization coefficients, which is recalled from any view
of the prime input projections. This is constructed by the complimentary paired and the orthogonal
paired projections. The proposed workflow is shown in Algorithm 3. As an iterative reconstruction
technique, the generalization of Equation (8) for SA2IT is applied in this algorithm.

Fk+1 = Fk − γ ∗C ∗AT ∗R ∗
(
A ∗ Fk − P

)
(8)

wherein: ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

AM x N = ai, j
∣∣∣
i=[1,M], j=[1,N]

Ci,i =
1∑M

j=1 ai, j
, and R = 1∑N

j=1 ai, j
, where C and R anddiagonal

Bi, j =
Ai, j√

Ai+∗Aj+
, converge when : BT ∗ B < 2, and (Vcalib

0 −VGD
SIRT) < ε

where k is the iteration number, γ is a noise reduction relaxation parameter, C =
{
Ci,i

}
and R =

{
Ri,i

}
are

weighted coefficients for the back-projection and correction computation of the projection, successively,
and

(
A ∗ Fk − P

)
is the correction computation based on the forward projection. The B =

{
Bi,i

}
is the

convergence condition recommended by Byrne et al. [29]. Additionally, the orthogonality featured
convergence condition, (Vcalib

0 −VGD
SIRT) < ε, is proposed by our SA2IT, in which Vcalib

0 and VGD
SIRT are

known as the orthogonality-featured bounded volume and the gradient descent SIRT (GD-SIRT)
reconstructed volume. The corresponded correction computation is indicated in the term of the denser

pseudo-set (
{
pregen

i

}∣∣∣∣
nregen

projection

), which is enriched, and enhanced by trio-subset principle as above.

Algorithm 3: SA2IT algorithm

Input: Regenerative pseudo-set, as follows:
{
pregen

i

}∣∣∣∣
nregen

projection

=

{
pregen

0 , pregen
1 , . . . , pregen

nregen
projection

}

Output: The SA2IT results
Begin Initialize necessary parameters. For k = 1 to k = maximum number of iterations:
1: Apply the conventional SIRT algorithm to compute forward projection

(
A ∗ Fk

)
, correction computation

(A ∗ Fk − P), back-projection, and the reconstructed volume (Vrec
SIRT = V

{
F(k+1)

}
), by Equations (8) and (9).

2: Apply the gradient descent to the reconstructed Vrec
SIRT → VGD

SIRT.
3: Assign the corrected ones, adapted (Vcalib

0 −VGD
SIRT) < ε.

End

3. Experimental Setup

3.1. Phantom Reconstruction Experiments

As mentioned in dental literature and professional protocols, dental cone-beam computed
tomography is used to give more clinical evidence for treatment planning and monitoring, which is
anatomically relevant to hard tissues and various sinuses and air cavities of the maxillofacial region
as well as dental structures. In ALADA’s radiation safety standard, the exposure dose is accurately
managed to maintain the quality of diagnostic ability while strictly conforming to the patient’s radiation
safety. Therefore, the experiments are designed as a sparse–viewed exposure of X-ray to lower the
dosage per projection. This is different from the other algorithms; the proposed SA2IR enriches the
input projection set with various sparsity, which is formulated with the densifying factorization or
pseudo-up-sampling, to implant the possible slice into the sinogram of the original input. The specific
number of input projections is set to minimum due to the trio-subset featured enhancement (a subset of
three projections’ enhancement) and the orthogonality (periodic quadrant orthogonality per revolution)
of the algorithm. When then SA2IR algorithm is applied, the pseudo-set is quantitatively enriched
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and qualitatively enhanced. Its reconstruction is based on SA2IT and was introduced in Part 4.
In this work, the modified Shepp–Logan phantom, a variant of the numerical phantom for computed
tomography simulation suggested by Shepp and Logan (1974) [30], was used to simulate the studied
experiment results. For the clinical simulation, the realistic digital three-dimensional head phantom
for C-Arm computed tomography supported by Aichert et al. (2013) [31] was used to simulate the
clinical applicability of the algorithm in dental diagnostic imaging.

3.2. Comparison with the Other Reconstruction Algorithms

The reconstructed result of the proposed SA2IR algorithm is compared to the results of
other algorithms, such as the Feldkamp–Davis–Kress (FDK) Algorithm [32], simultaneous iterative
reconstruction technique (SIRT) [33], simultaneous algebraic reconstruction technique algorithm
(SART) [34], order-subset SART (OS-SART) [35], total variation SART (TV-SART), adaptive steepest
descent projection onto convex sets (ASD-POCS) [36], order-subset ASD-POCS (OS-ASD-POCS) [36],
and conjugated gradient least square algorithm (CGLS) [37], and fast iterative shrinkage-thresholding
algorithm (FISTA). Furthermore, the application of the trio-subset enhancement process to the sparse
input of those is also implemented and studied.

4. Results and Discussions

4.1. Results of the SA2IR Algorithm’s Reconstruction Simulation

The simulated results of the proposed SA2IR are demonstrated into three parts: (a) the pseudo-set
enrichment process, (b) the trio-subset enhancement process, and (c) the SA2IT reconstruction,
respectively. The results are conducted on the modified Shepp–Logan phantom and the realistic
patient’s head data. The simulations are implemented in the MATLAB environment (MATLAB 2017b,
The MathWorks Inc., Natick, Massachusetts, USA) and tomographic iterative GPU-based reconstruction
framework [38]. The simulations are based on the configuration of DCT100-0x0 CBCT (shown in Table 1)
and implemented with the compilation support of the Nvidia CUDA toolkit 10.1, accelerated by Nvidia
GTX 1650 GPU. Corresponding to the experimental setup, the specific number of input projections is
simulated at the minimum of 12 projections (conducted by the ksparse = 6), which was demonstrated
with the odd and even quadrant-bases number. The simulation results are conducted with ksampling
values of 3, 8, and 14, which successively corresponded to the number of interpolated projections
of 36, 96, and 168. The relevant sinograms of the enrichment process for the cases, including those
sparse projections, denser projections, and enriched projections sets, are shown in Figure 2. Obviously,
the lesser number of projection input is, the lower the reconstruction quality. Therefore, our proposed
algorithm inserts the common between a sparse input to the denser expectation, with the given ksampling
values of 3, 8, and 14, respectively as the number of projections in the enriched pseudo-sets. That made
no changes in the histograms. However, it made a bounding enhancement. The generative noise
is patterned as two parts, as external and internal patterned effects. The external patterned effect is
shown as the bright streaked bounded frames and the aliased interfere, which is proportional to the
times of overlapping, in terms of the common interaction of those, while the internal patterned effect is
shown as a cumulative “edge-blurring”. It causes an effect, which is similar to contrast diffusion from
the internal patterned out to the external patterned part, in the meaning of gradient, while preserving
the histogram. That is partly also discussed by Perona and Malik regarding the Perona–Malik diffusion,
which is known as a nonlinear anisotropic diffusion and is equivalent to Gaussian blurring in the
case of constant diffusion coefficient, as a conventional heat equation [39]. In the case of SA2IR
enrichment, the noise pattern is disturbed by the spacing of the interpolation. The densification
of those depends on the overlapping of the common projections of the initial and the pseudo-set,
which would be normally distributed (ninterp = 96 and 144) or partly compressed (ninterp = 168). Due to
the symmetricity of the phantom, the orthogonality repetition base on equilateral segments is studied,
which shows the behavior of the pseudo-set’s cumulative noise pattern. That orthogonality of the
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post-enrichment processing interpolated pseudo-set is also shown via eight equilateral segments of
one scanning revolution (45 degrees per each segment), which are named successively as Ω1, Ω2,
. . . , Ω7 and Ω8. The pattern and deterioration of the orthogonality per each segment are detected.
The noise distribution changes per one scanning revolution; especially at the transition points at
0 degrees and 360 degrees, the flattened effect is observed. Otherwise, the shifting effects and blurring
are differentiated per orthogonality pattern and the deterioration of each segment.

The parameters of trio-subset enhancement processing, such as the estimation operator
(
{
Kin− f low

i

}
), filtering operator (

{
K f ilter

i

}
), verification operator (

{
Kout− f low

i

}
), and their representation,

are called ‘total trio-subset enhancement operator’ (
{
Ktotal

i

}
), which is shown quantitively in

Table 2. The contribution of the operators on the total enhancement operator (
{
Ktotal

i

}
) is calculated,

which corresponded to the overlapped indices of each projection with its prior and posterior projections.
The results show the efficiency of the bilateral approximation to construct a new pseudo-set of the
same interpolated projections. The results and the relationship between the estimation and verification
processes of three cases A, B, and C, with the specific common views or projections in each segment Ωi

are shown in Table 2, between Di
B, Kin− f low

i , Δi
KL, and Kout− f low

i . Those specific common views are
categorized as the first, middle, and last projections groups; these describe the behavior of each process
per each segment Ωi and per different cases, which are set with 96, 144, and 168 projections to generate
a new pseudo-set prior to the reconstruction.

  

   

   

  
Figure 2. The reconstruction and sinograms illustration of the enrichment process of a sparse 12
projections (original, the first row), at the denser interpolated set of 36 (upper-left) (the second row),
96 (upper-right), and 168 projections (the third row).

Additionally, the results also show that the overlapping coefficient, koverlapping, is meaningful
in relation to the values regarding the number of projections and the operators in the trio sub-set
enhancement. This coefficient is defined in Equation (9).
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koverlapping = DSO ∗
(

Wdetector
2∗DSO − tan

(
arctan

(Wdetector
2∗DSO

)
− 2∗π

2∗ninterp

))
∗

∗
(
1 + cos

(
2 ∗ arctan

(Wdetector
2∗DSO

)
− 2∗π

ninterp

)) (9)

wherein DSO is the distance between the detector and subject, Wdetector is the width of the detector,
and ninterp is the number of interpolated projections of the pseudo-set.

Table 2. The trio-subset enhancement operators of the simulated results.

Simulated Results Based on the Modified Shepp–Logan Phantom

Processes Estimation Process Verification Process koverlap

Studied Segments Di
B Kin−flow

i
Δi

KL Kout−flow
i

-

Ω1

A
1,6,12

0.1634 0.8366 2.4442 2.4442 ± 2.0901 × 10−14

0.32150.0050 0.9950 2.4575 2.4575 ± 1.3341 × 10−14

0.0063 0.9937 2.4577 2.4577 ± 1.4675 × 10−14

B
1,9,18

0.1283 0.8717 2.4576 2.4576 ± 2.2235 × 10−14

0.21390.0052 0.9948 2.4575 2.4575 ± 4.4470 × 10−16

0.0046 0.9954 2.4575 2.4575 ± 2.1790 × 10−14

C
1,11,21

0.1008 0.8992 2.4575 2.4576 ± 1.2451 × 10−14

0.18330.0028 0.9972 2.4575 2.4575 ± 8.4492 × 10−15

0.0023 0.9977 2.4574 2.4575 ± 6.6704 × 10−15

Ω2

A
12,18,24

0.0063 0.9937 2.4577 2.4577 ± 1.4675 × 10−14

0.32150.0041 0.9959 2.4577 2.4577 ± 2.3569 × 10−14

0.0019 0.9981 2.4577 2.4577 ± 2.0011 × 10−14

B
18,27,36

0.0046 0.9954 2.4575 2.4575 ± 2.1790 × 10−14

0.21390.9324 0.9991 2.4575 2.4575 ± 7.5598 × 10−15

0.1033 0.9999 2.4575 2.4575 ± 8.4492 × 10−15

C
21,32,42

0.0023 0.9977 2.4575 2.4575 ± 6.6704 × 10−15

0.18330.0041 0.9959 2.4575 2.4575 ± 1.4230 × 10−14

0.3650 1.0000 2.4575 2.4575 ± 1.5120 × 10−14

Ω3

A
24,30,36

0.0019 0.9981 2.4577 2.4577 ± 2.0011 × 10−14

0.32150.3053 0.9997 2.4576 2.4576 ± 2.2401 × 10−14

0.9441 0.9999 2.4576 2.4576 ± 1.9122 × 10−14

B
36,45,54

0.1033 0.9999 2.4575 2.4575 ± 8.4492 × 10−15

0.21390.0016 0.9984 2.4575 2.4575 ± 5.7810 × 10−15

0.0056 0.9944 2.4575 2.4575 ± 1.6009 × 10−14

C
42,53,63

0.3650 1.0000 2.4575 2.4575 ± 1.5120 × 10−14

0.18330.1337 0.9999 2.4575 2.4575 ± 1.2451 × 10−14

0.0125 0.9875 2.4575 2.4575 ± 2.0901 × 10−14

Ω4

A
36,42,48

0.9441 0.9999 2.4576 2.4576 ± 1.9122 × 10−14

0.32150.0015 0.9985 2.4576 2.4576 ± 1.2451 × 10−14

0.0036 0.9964 2.4576 2.4576 ± 2.3124 × 10−14

B
54,63,72

0.0056 0.9944 2.4575 2.4575 ± 1.6009 × 10−14

0.21390.0102 0.9898 2.4575 2.4575 ± 1.9122 × 10−14

0.0060 0.9940 2.4575 2.4575 ± 1.0228 × 10−14

C
63,74,84

0.0125 0.9875 2.4575 2.4575 ± 2.0901 × 10−14

0.18330.6270 0.3730 2.4575 2.4575 ± 1.1562 × 10−14

0.0022 0.9978 2.4575 2.4575 ± 1.7343 × 10−14

115



Electronics 2019, 8, 1381

Table 2. Cont.

Simulated Results Based on the Modified Shepp–Logan Phantom

Processes Estimation Process Verification Process koverlap

Studied Segments Di
B Kin−flow

i
Δi

KL Kout−flow
i

-

Ω5

A
48,54,60

0.0036 0.9964 2.4576 2.4576 ± 2.3124 × 10−14

0.32150.0055 0.9945 2.4576 2.4576 ± 9.3386 × 10−15

0.0050 0.9950 2.4576 2.4576 ± 1.3786 × 10−14

B
72,81,90

0.0060 0.9940 2.4575 2.4575 ± 1.0228 × 10−14

0.21390.0045 0.9955 2.4575 2.4575 ± 1.3341 × 10−14

0.0013 0.9987 2.4575 2.4575 ± 1.5120 × 10−14

C
84,95,105

0.0022 0.9978 2.4575 2.4575 ± 1.7343 × 10−14

0.18330.0055 0.9945 2.4575 2.4575 ± 5.3363 × 10−15

0.1044 0.9999 2.4575 2.4575 ± 1.0228 × 10−14

Ω6

A
60,66,72

0.0050 0.9950 2.4576 2.4576 ± 1.3786 × 10−14

0.32150.0086 0.9914 2.4576 2.4576 ± 1.1562 × 10−14

0.0054 0.9946 2.4576 2.4576 ± 1.2007 × 10−14

B
90,99,108

0.0013 0.9987 2.4575 2.4575 ± 1.5120 × 10−14

0.21390.8497 0.9999 2.4575 2.4575 ± 1.8677 × 10−14

0.0022 0.9978 2.4575 2.4575 ± 9.3386 × 10−15

C
105,116,126

0.1044 0.9999 2.4575 2.4575 ± 1.0228 × 10−14

0.18330.3272 0.9997 2.4575 2.4575 ± 1.2007 × 10−14

0.0108 0.9892 2.4575 2.4575 ± 1.8677 × 10−14

Ω7

A
72,78,84

0.0054 0.9946 2.4576 2.4576 ± 1.2007 × 10−14

0.32150.0027 0.9973 2.4576 2.4576 ± 2.9456 × 10−14

0.0019 0.9981 2.4576 2.4576 ± 8.8939 × 10−15

B
108,117,126

0.0022 0.9978 2.4575 2.4575 ± 9.3386 × 10−15

0.21390.0056 0.9944 2.4575 2.4575 ± 6.2257 × 10−15

0.0077 0.9923 2.4575 2.4575 ± 6.2257 × 10−15

C
126,137,147

0.0108 0.9892 2.4575 2.4575 ± 1.8677 × 10−14

0.18330.0031 0.9969 2.4575 2.4575 ± 6.2257 × 10−15

0.0057 0.9943 2.4575 2.4575 ± 3.5576 × 10−15

Ω8

A
84,90,96

0.0019 0.9981 2.4576 2.4576 ± 8.8939 × 10−15

0.32150.0012 0.9988 2.4576 2.4576 ± 1.4657 × 10−14

- - 2.4532 2.4532 ± 6.2257 × 10−15

B
126,

135,144

0.0077 0.9923 2.4575 2.4575 ± 6.2257 × 10−15

0.21390.0060 0.9940 2.4575 2.4575 ± 4.8917 × 10−15

- - 2.4576 2.4575 ± 2.0011 × 10−14

C
147,158,168

0.0057 0.9943 2.4575 2.4575 ± 3.5576 × 10−15

0.18330.0054 0.9946 2.4575 2.4575 ± 1.6898 × 10−14

- - 2.4575 2.4575 ± 1.0228 × 10−15

Three cases A, B, and C, defined as sparse 12 projections’ input, and the ninterp = 96, 144, and 168.
The A, B, and C result sets are quoted at the first, middle, and last projections of each segment
Ωi (i = [1,8], I ∈ N). The Ωi is defined in degrees of (0,45), (45,90), (90,135), . . . (270,315), (315,360).
The notation explanation of the common first, middle, and last projections represented for each segment
of those cases is shown in Table 3.
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Table 3. The notation of the common projections for eight segments, notation of the common projections
of three cases A, B, and C for eight segments Ωi (sparse 12 projections input and the ninterp = 96, 144,
and 168).

Segment Ωi
Case A Case B Case C

First Middle Last First Middle Last First Middle Last

Ω1 1 6 12 1 9 18 1 11 21
Ω2 12 18 24 18 27 36 21 32 42
Ω3 24 30 36 36 45 54 42 53 63
Ω4 36 42 48 54 63 72 63 74 84
Ω5 48 54 60 72 81 90 84 95 105
Ω6 60 66 72 90 99 108 105 116 126
Ω7 72 78 84 108 117 126 126 137 147
Ω8 84 90 96 126 135 144 147 158 168

4.2. Comparison to the Other Reconstruction Algorithms

The reconstructed results are implemented on the sparse 12-projection set, the result of the
proposed SA2IR is compared to different algorithms, as mentioned above, included FDK, SIRT,
SART, OS-SART, TV-SART, ASD-POCS, OS-ASD-POCS, β-ASD-POCS, CGLS, and FISTA. Obviously,
the sparse set is unable to be implemented with FDK; the other results are shown in Figure 3. The result
of our proposed algorithm (Figure 3(k1)) for the sparse case shows the transition quality between
the results of SIRT (Figure 3(b1)) and SART (Figure 3(c1)). The edge preservation of the proposed
algorithm is better than that of the conventional SIRT and nearly the same as that of SART. The external
generative noise is a little bit thinner than the result of SIRT, while the internal generative noise is
likely homogenous and better than the result of SART. Furthermore, the proposed algorithm shows
that the edge preservation and global homogeneity are significantly better than the other results of
OS-SART (intensity reducing), TV-SART (informative loss of edge and intensity), ASD-POCS (structural
similarity reducing), OS-ASD-POCS (blurring), β-ASD-POCS (edge and intensity deterioration), CGLS
(edge blurring), and FISTA (total image quality reducing) (in Figure 3, from (d1) to (j1)). Consequently,
in the case of sparse projection input, the proposed algorithm reduced the generative noise significantly,
compared to the other algorithms, as mentioned above, while preserving the edge and intensity; thus,
had diagnostic ability.

The reconstructed results are implemented on the denser projection set of 48, as shown in Figure 3
(from (a2) to (l2). The result of the SA2IR algorithm is compared to different algorithms, as mentioned
above, included SIRT, SART, OS-SART, TV-SART, ASD-POCS, OS-ASD-POCS, β-ASD-POCS, CGLS,
and FISTA. In this section, we implemented both results of the proposed algorithm, as the origin and
the modified ones, successively shown in Figure 3(k2,l2). The results are shown to be the same as what
was discussed in the case of the sparse projection input.

Due to the shape-ness characteristics, the noise distributions are shown patterned per segments.
The boundary ripple causes the edge detail loss, and the shifting causes the intensity loss. The image
quality metrics of the reconstructed results are qualitatively evaluated in Table 4. The qualitative
metrics of image quality are proposed to be measured in root mean square error (RMSE), structural
similarity (SSIM), peak signal-to-noise ratio (PSNR), and signal-to-noise (SNR), and the entropy of
the results are shown in Figure 3. According to Table 4, the quantitative metric benefits of SA2IR are
indicated as asterisked. Those metrics are divided into two main groups, included (1) the Referral
metrics group, included RMSE, SSIM, PSNR, and SNR, which is referred to the original phantom,
and (2) the Individual metrics group, as the entropy measurement. Corresponding to the results
in Figure 3 and Table 4, the proposed SA2IR algorithm is proved to reduce the generative noise,
both external and internal of the edges, or inner or outer of the edge, compared to the other algorithms.
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Figure 3. The Shepp–Logan phantom reconstructed results, based on sparse 12-projection
input (from (a1) to (k1)) and sparse 48-projection input (from (a2)–(l2)), such as: (a1,a2)–Origin
phantom, (b1,b2)–SIRT (simultaneous iterative reconstruction technique), (c1,c2)–SART (simultaneous
algebraic reconstruction technique algorithm), (d1,d2)–OS-SART (order-subset SART), (e1,e2)–TV-SART
(total variation SART), (f1,f2)–ASD-POCS (adaptive steepest descent projection onto convex sets),
(g1,g2)–OS-ASD-POCS (order-subset ASD-POCS), (h1,h2)–β-ASD-POCS, (i1,i2)–CGLS (conjugated
gradient least square algorithm), (j1,j2)–FISTA (fast iterative shrinkage-thresholding algorithm) and
(k1,k2)–SA2IR.

Table 4. Qualitative image quality metric evaluation of the reconstructed results in Figure 3 (from (a2)
to (l2)). RMSE: root mean square error, SSIM: structural similarity, PSNR: peak signal-to-noise ratio,
SNR: signal-to-noise.

Algorithms RMSE SSIM PSNR SNR Entropy

SIRT 0.0082 * 0.6401 * 20.8486 * −1.7900 5.1575
SART 0.0057 * 0.6517 * 22.4720 * −0.9387 5.3968 *
OS-SART 0.0055 0.7024 22.6087 * −1.0994 5.1386 *
TV-SART 0.0156 0.5216 18.0633 −1.8817 5.8063
ASD-POCS 0.0063 * 0.5802 21.9976 * −0.9116 5.3289 *
OS-ASD-POCS 0.0053 0.7150 22.7878 * −0.91174 4.7335
β-ASD-POCS 0.0081 0.4037 20.8905 −0.5470 5.8491
CGLS 0.0058 0.6488 22.3796 −1.3787 5.6202
FISTA 0.0509 0.1795 12.9291 −25.0662 1.7108
SA2IR 0.0079 * 0.6452 * 21.0202 * −1.9962 5.0969 *

The asterisks (*) mean the concerned values of the other algorithms in comparison to SA2IR.

For the patient head data clinical simulation, the reconstructed results are implemented and
demonstrated into the different section of maxillofacial and mandibular structures (shown in Figure 4).
The reconstruction was done with the initial sparse set of 68 projections. The enrichment ratio was
chosen as ksampling = 8 for doubling scan angular rotation. Those results are addressed as the upper
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jaw region (basal palatine bone), lower arch, mid-facial region, and temporomandibular joint region,
respectively to the 68th, 52nd, 108th, and 112nd slices of the used patient head data (shown in Figure 5).
The boxing volumetric size of the head data reconstruction is 360 × 360 × 360 (in mm). According to
the simulation results of the phantom in Table 4, the qualitative image quality metric evaluation of
those is shown in Table 5. Regarding the meaning of image quality indexes and computational time
“trade-off”, the significant benefit of using the proposed algorithm compared to the other common
contemporary algorithms for sparse projection reconstruction was observed. According to the results
in Figure 3, the reconstructed results of the clinical simulation is to compare SA2IR to SIRT, SART,
OS-SART, ASD-POCS, OS-ASD-POCS, and CGLS algorithms. The remainder were omitted, because of
their disadvantages when compared to the SA2IR. To clarify the trade-off beneficiary of SA2IR to the
others, the differentiation beneficiary is shown in Table 5.

    
(a) (b) (c) (d) 

Figure 4. The patient head data referred to dental anatomical regions (from left to right), such as:
(a)–Upper jaw region (at slice #68), (b)–Lower arch (at slice #52), (c)–Mid-facial region (at slice #108),
(d)–Temporomandibular joint region (at slice #112).

According to Table 5, the results of the proposed algorithm are significantly beneficiary in
balancing between the ALADA adaptation and computation time (in seconds) in comparison to the
other referred algorithms. To evaluate the “clinical diagnostic-ability”, the mean square error (MSE),
structural similarity (SSIM), entropy (E), and the signal-to-noise ratios (PSNR and SNR) are used.
In the complicative structures of the mid-facial and temporomandibular joint regions, the results of
SA2IR are shown to be better than those of SART and ASD-POCS. The results are shown to have
no meaningful diagnostic-able visual differences compared to OS-SART and OS-ASD-POCS. Except
for the computation time of the SIRT and CGLS algorithms, SA2IR took less time to implement than
the others. The computation time that the SA2IR algorithm took was 4.8, 5.0 and 5.3 s, which are
significantly less when compared to SART (30.2, 30.2 and 35.1 s) and ASD-POCS (32.0, 35.9 and 37.1 s),
while arithmetically less than that of OS-SART (5.4, 5.3 and 5.8 s) and OS-ASD-POCS (5.3, 5.3 and 5.6 s).
However, the image quality of SIRT and CLGS is lower and has more blurring than the other algorithms,
as shown in Figure 5. The SA2IR result has similar effects to the ordered-subset regularizations of
both ASD-POCS and SART in generative noise reduction, contrast equalization, and cost-effective
computation. Furthermore, the generative noise reduction in SA2IR is less than all the other algorithms
shown in Figure 5. This is due to the “chirp soft ablation” effect of the trio subsets enhancement
of SA2IR.

The proposed algorithm shows good agreement with the trade-off problem when using sparse
projections to design low-dosed CBCT reconstructions. The results are promising when compared to
other algorithms due to the balanced image quality, diagnostic potential, along with more cost-effective
computation, and lowered exposure. The generative noise reduction effect is significantly reduced
due to the initial projects set densification (enrichment) and trio subset enhancement. The structural
features and contrast are maintained as able to be diagnostic. The computation time has been
reduced significantly in comparison to the other algorithms such as SART, OS-SART, ASD-POCS,
and OS-ASD-POCS.
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SIRT SART OS-SART ASD-POCS OS-ASD-POCS CGLS SA2IR 

      
(a) 

      
(b) 

       
(c) 

       
(d) 

Figure 5. The reconstructed results of others algorithms compared to SA2IR, with respect to the
different anatomical regions, as: (a)–Upper jaw region (the first row), (b)–Lower arch (the second row),
(c)–Mid-facial region (the third row), and (d)–Temporomandibular region (the fourth row).

Table 5. Qualitative image quality metric evaluation of the patient data simulation results.

Algorithms RMSE SSIM PSNR SNR Entropy Computation Time (secs.)

Upper Jaw Arch Region–Head

SIRT 0.0013 * 0.6139 29.0292 −0.2467 4.1147 3.00
SART 0.0013 * 0.5423 28.9282 −0.0218 4.2795 * 30.20 *
OS-SART 0.0009 * 0.6005 * 30.5914 * −0.0514 4.1238 5.40
ASD-POCS 0.0011 * 0.5625 * 29.6087 * −0.0906 4.1928 * 32.00 *
OS-ASD-POCS 0.0006 0.6747 32.4155 −0.0827 3.712 5.30 *
CGLS 0.0022 * 0.4164 26.5544 −0.0671 5.6606 1.80
SA2IR 0.0009 * 0.5988 * 30.2784 * −0.1543 4.2824 * 4.80 *

Lower Jaw Arch Region–Head

SIRT 0.0012 * 0.6003 29.254 −0.2533 3.8695 2.80
SART 0.0012 * 0.5412 29.22 −0.0383 4.0492 * 30.20 *
OS-SART 0.0008 * 0.5976 * 30.7944 * −0.0614 3.9003 * 5.30 *
ASD-POCS 0.0010 * 0.5557 29.8809 * −0.1041 4.072 * 35.90 *
OS-ASD-POCS 0.0006 0.6596 32.2566 −0.0931 3.5123 5.30 *
CGLS 0.0020 * 0.4042 26.8865 −0.0846 5.4896 1.90
SA2IR 0.0009 * 0.5865 * 30.3070 * −0.1638 4.0506 * 5.00 *

Mid-Facial Region–Head

SIRT 0.0011 * 0.6161 29.7068 −0.2359 3.885 2.80
SART 0.0011 * 0.5509 29.4622 * −0.0267 4.0768 * 29.40 *
OS-SART 0.0008 * 0.6062 * 31.108 * −0.0526 3.9013 * 5.40 *
ASD-POCS 0.0010 * 0.5662 30.1793 * −0.0919 3.9817 * 31.60 *
OS-ASD-POCS 0.0005 0.6764 32.8669 −0.0823 3.5258 5.20 *
CGLS 0.0019 * 0.4185 27.162 −0.0628 5.5153 1.80
SA2IR 0.0008 * 0.6037 * 30.8624 * −0.1472 4.0744 * 4.80 *
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Table 5. Cont.

Algorithms RMSE SSIM PSNR SNR Entropy Computation Time (secs.)

Temporomandibular joint Region–Head

SIRT 0.0040 * 0.5173 23.9879 −0.5294 4.7749 3.00
SART 0.0027 0.5377 * 25.6691 * −0.0972 4.9691 * 35.10 *
OS-SART 0.0021 0.5889 26.8414 −0.1208 4.7041 5.80 *
ASD-POCS 0.0026 * 0.5494 * 25.8782 * −0.1777 4.9102 * 37.10 *
OS-ASD-POCS 0.0018 0.6166 27.4522 −0.1851 4.6107 5.60 *
CGLS 0.0053 * 0.3314 22.7355 −0.2227 6.1786 1.90
SA2IR 0.0030 * 0.5151 * 25.1978 * −0.3472 5.0687 * 5.30 *

The asterisks (*) mean the concerned values of the other algorithms in comparison to SA2IR.

5. Conclusions

In this paper, the SA2IR is proposed as a specific iterative method for dental CBCT reconstruction
problems. This algorithm is made up of two parts: the pre-reconstruction processing and the 3D
reconstruction of a CBCT projection set. The pre-reconstruction process is composed of the pseudo-set
enrichment and the trio-subset enhancement processes. Experimental simulation was implemented
with (1) a minimum projection set of 12 projections and (2) the sparse cases of 48 projections, on a
phantom. Clinical simulation was implemented with the sparse projections set of 68 projections,
with respect to the diagnostic anatomy differentiation of four regions. These regions are the upper
jaw arch, lower jaw arch, mid-facial, and temporomandibular. The results have shown that when
compared to previous conventional algorithms (SIRT, SART, OS-SART, ASD-POCS, OS-ASD-POCS,
and CGLS), the SA2IR method produces comparable diagnostic ability image quality compared to
the other conventional methods. SA2IR reduces generative noise, can preserve structural features,
and has enhanced global contrast when compared to SART, OS-SART, ASD-POCS, and OS-ASD-POCS.
The SA2IR’s computation time is significantly better than all of the other methods, especially when
compared to SART and ASD-POCS. The clinical simulation has shown the compatibility of the
algorithm with many applied dental image diagnostics, especially for dental implantology and
maxillofacial surgery.

The proposed algorithm is shown to be highly applicable in the sparse projection and low-dose
CBCT reconstruction, adapting the ALADA concept, as “radiation safer and imaging diagnostic-ability
optimization”. That is more humane for the patients and clinicians, regarding both heath and
responsibility. This approach is also available to be applied in other medical CBCT reconstruction
applications. This selective anatomical analytic iteration reconstruction (SA2IR) algorithm uses a
combination of the regularization approach and statistical approach, and utilizes the robustness
of GPU-based computation. To improve upon this study, further research will be conducted on
human head and body anatomy structures and properties. That study will help to enhance the
SA2IR’s trio subset enhancement process. The bio-physical relationship will aid in modeling between
exposure–direction and various other anatomical structures. The outcome of this experiment is expected
to reduce generative noise as well as computational uncertainties, and enhance the imaging of the soft
tissue structure.
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Abbreviations

The following abbreviations are used in this manuscript:

ALADA As Low As Diagnostically Acceptable
ALARA As Low As Reasonably Achievable
(OS)-ASD-POCS (Order-Subset) Adaptive Steepest Descent Projection On Convex Sets
CAD/CAM Computer-Aided Design/ Computer -Aided Manufacturing
CBCT Cone-Beam Computed Tomography
CGLS Conjugated Gradient Least Square
CT Computed Tomography
DICOM Digital Imaging and Communication in Medicine
FISTA Fast Iterative Shrinkage-Thresholding Algorithm
FPID Flat Panel Imaging Detector
FDK Feldkamp - Davis - Kress
GPU Graphical Processing Unit
NCRP National Council on Radiation Protection (United States)
RMSE Root Mean Square Error
SA2IR Selective Anatomy Analytic Iteration Reconstruction
SA2IT Selective Anatomy Analytic Iteration Technique
(OS)-SART (Order-Subset) Simultaneous Algebraic Reconstruction Technique
SIRT Simultaneous Iterative Reconstruction Technique
SNR Signal-To-Noise Ratio
PSNR Peak Signal-To-Noise Ratio
SSIM Structural Similarity
TSC Total Similarity Coefficient
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Abstract: A dual-input high step-up isolated converter (DHSIC) is proposed in this paper, which
incorporates Sheppard Taylor circuit into power stage design so as to step up voltage gain. In addition,
the main circuit adopts boosting capacitors and switched capacitors, based on which the converter
voltage gain can further be improved significantly. Since the proposed converter possesses an
inherently ultra-high step-up feature, it is capable of processing low input voltages. The DHSIC also
has the important features of leakage energy recycling, switch voltage clamping, and continuous
input-current obtaining. These characteristics advantage converter efficiency and benefit the DHSIC
for high power applications. The structure of the proposed converter is concise. That is, it can
lower cost and simplifies control approach. The operation principle and theoretical derivation of the
proposed converter are discussed thoroughly in this paper. Simulations and hardware implementation
are carried out to verify the correctness of theoretical analysis and to validate feasibility of the converter
as well.

Keywords: dual-input converter; high voltage gain; leakage energy recycling; galvanic isolation;
voltage clamping

1. Introduction

Nowadays, electricity is mostly generated by fossil fuels and nuclear fuel. Although nuclear
power plants can generate considerable power by utilizing a little amount of nuclear fuel, nuclear
waste influencing the environment is inevitable. Fossil fuels have been overused and become in
shortage. Therefore, human beings attempt to discover more alternatives for maintaining global
economic development and environment protection. To alleviate the problems of global temperature
rising and serious greenhouse gas emission, many kinds of clean-energy power generation, such as
photovoltaic (PV) panel, wind turbine, and fuel-cell stack, are developed imperatively [1,2].

In general, renewable power systems need a DC-bus voltage in the range of 380 V–400 V for
grid-tied connection or in high power applications. Unfortunately, the output voltage of a PV module,
battery or fuel cell is much lower than the dc-bus voltage and thus conventional DC/DC converters
cannot be utilized directly to serve as an energy interface for dealing with power control. In addition,
if the power supplied from two input ports has to be processed simultaneously, dual-input converter
with high voltage gain is essentially anticipated. Figure 1 illustrates a hybrid generation system that
includes two sources, a high step-up converter, and an inverter for AC application, which reveals that
a dual-input converter with high step-up voltage gain is urgent in such system.

Electronics 2019, 8, 1125; doi:10.3390/electronics8101125 www.mdpi.com/journal/electronics125
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Figure 1. An illustration of the hybrid renewable-energy generation system.

Theoretically, conventional step-up converters, like Boost and Flyback [3–6], can achieve a high
voltage gain under the operating with extremely high duty ratio or the design of a much higher turns
ratio. However, extreme high duty cycle or turns ratio will dramatically degrade the conversion
efficiency due to large conduction loss and copper loss of windings. In order to improve conversion
efficiency and voltage gain, many transformerless high step-up converters are proposed [7–10].
Although these converters are designed to achieve high step-up characteristics with reasonable duty
ratio, here still exits some problems, for instance, large transient current and limited voltage gain,
confining converter flexibility. To mitigate the mentioned drawbacks, converters incorporating coupled
inductor and/or switched capacitor are proposed [11–14], however, which are only able to process
single-input source. In order to deal with two different kinds of inputs, dual-input converters (DIC)
are proposed. In comparison with single input, a dual generation system is capable of providing
higher reliability, durability and power rating. The structure of DICs can be simply classified as
series type and parallel one. The conventional series-type DICs construct string connection at input
ports [15,16]. Such a DIC will malfunction in case that either of the two inputs fails. The parallel-type
DICs collocate different sources in parallel so that even if one of the inputs is out of commitment, it
still can accomplish voltage stepping to meet DC-bus level [17–23]. Some of them are controlled with
time-sharing scheme. That is, only one DC source is permitted to delivery its energy to the load at a
time. Compared with series-type DICs, parallel ones possess much better features from the aspects of
reliability and controllability. Nevertheless, limitation on voltage gain is unavoidable, which confines
converter applications in the field of high DC-bus voltage requirement.

In order to convert a lower DC voltage to a much higher level and to provide consecutive power
even under the situation that one input source shuts down, this paper proposes a DHSIC, which
is developed by means of boosting capacitor, switched capacitor and Sheppard Taylor circuit. The
proposed dual-input converter can achieve the following important features: ultra-high step-up ability,
continuous input current, and galvanic isolation. Furthermore, the proposed converter possesses
the competence of inherent voltage clamping without any additional devices and recycling leakage
energy stored in transformers. Therefore, the voltage spike on the power switch can be suppressed
and converter efficiency is also improved.

The structure of this paper is organized as follows. Following the introduction, the operation
principle of the proposed dual-input high step-up isolated converter is described in Section 2. The
steady-state analysis is discussed in Section 3, which covers voltage gain of the converter, voltage
and current stresses of the semiconductor device, and magnetizing inductance design in continuous
conduction mode (CCM). To verify the correctness of proposed converter, experimental results from a
200-W prototype are illustrated in Section 4. Finally, Section 5 summarizes the conclusions of this paper.
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2. Operation Principle of Proposed Dual-Input Converter

The equivalent of the proposed DHSIC is shown in Figure 2. Parameters in Figure 2 are represented
in the following. Vin1 and Vin2 are input voltages, while iin1 and iin2 denote input currents. The
practical model of coupled inductor includes magnetizing inductance, leakage inductance, and an ideal
transformer. The Lm1 and Lm2 are the magnetizing inductances of T1 and T2, respectively, meanwhile,
leakage inductances are expressed as Lk1 and Lk2. The S1–S4 represent the four main power switches.
The C1 and C2 function as boosting capacitors, and C3 and C4 serve as switched capacitors. These
capacitors can elevate converter voltage gain effectively. The D1–D6 are rectifier diodes. In addition,
Do and Co are the output diode and filter capacitor, respectively. Output voltage and current of DHSIC
are in turn described as Vo and Io. Finally, the output equivalent resistance is presented as Ro. Even
though the proposed DHSIC works normally in dual input operation (DIO), it still possesses the ability
to be in single-input operation (SIO) while either input source fails. In Section 2, DIO will be first
discussed followed by SIO.
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Figure 2. Equivalent circuit of the proposed converter.

2.1. Dual-Input Operation

The switches S1 and S2 are turned on/off simultaneously, so do the switches S3 and S4. Assume
that the turn-on period of S1 and S2 is D1Ts and D2Ts is for S3 and S4. In addition, the magnitude of
Vin2 is twice that of Vin1. While the proposed DHSIC operates at DIO and in continuous conduction
mode (CCM), converter operation over one switching cycle can be divided into six states. Converter
operation will be described state by state as the following proceeds with. In addition, the equivalent of
each state and conceptual waveforms are depicted in Figures 3 and 4, respectively.

• State 1 [t0~t1]: Converter operation begins at this state, in which all switches S1–S4 are turned on at
t = t0. All diodes are reverse except the output diode Do. The currents of leakage inductances, iLk1

and iLk2, increase linearly and steeply. Meanwhile, the energy stored in magnetizing inductances
Lm1 and Lm2 is released to the output via transformers and diode Do. When leakage inductance
current rises to be equal to magnetizing current, the diode current flowing through Do will drop
to zero and then this state ends. The diode Do turns OFF under zero current transition. That is,
the reverse-recovery problem at Do can be therefore overcome.

• State 2 [t1~t2]: In State 2, the switches S1–S4 remain ON. The diodes D1–D4 and Do are reversely
biased, but diodes D5 and D6 are forwarded. In this time interval, leakage inductance and
magnetizing inductance of the coupled inductor T1 absorb energy from Vin1 and C1, similarly, Lk2

and Lm2 of T2 from Vin1 and C1. The voltage across Tr1 is Vin1 + VC1 and Tr2 is Vin2 + VC2. At the
secondary of the DHSIC, switched capacitors C3 and C4 are charged by the energy from coupled
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inductors Tr1 and Tr2, respectively. This state lasts for a time interval much longer than that of
State 2 and is a major state in the converter operation.

• State 3 [t2~t3]: During the period from t2 to t3, switches S1 and S2 continue conducting. On the
contrary, S3 and S4 are turned off at t2. The diodes D1–D4 and Do are reversely biased, but D5 and
D6 are in a forward state. The parasitic capacitances of S3 and S4 are charged and current iLk2

decreases dramatically. As the increasing voltages blocked by S3 and S4 reach VC2, diodes D3 and
D4 become forwarded and then the operation state enters State 4.

• State 4 [t3~t4]: All active switches remain the same on-off conditions as in State 3. That is, S1 and
S2 are closed but S3 and S4 open. The voltage Vin1 + VC1 will supply Tr1 and forwards the energy
to charge switched capacitor C3. Meanwhile, the capacitor C2 absorbs energy from Vin2 and Tr2.
Leakage energy of Lk2 is recycled to C2. The voltage stress of S3 and S4 will be clamped to VC2.
This operation state ends at the time both switches S1 and S2 are turned off.

• State 5 [t4~t5]: After S1 and S2 are turned off, the voltage across both switches increases. At the
same time, their parasitic capacitances are charging toward the value of VC1. With respect to the
other switches, S3 and S4 are still in the OFF state. Once parasitic capacitance-voltage approaches
to VC1, State 5 ends and blocking voltage of S1 and S2 will be clamped at VC1. The switched
capacitor C3 is still charging. During the time interval of State 5, the current flowing through Lk1

drops steeply. The diodes D1 and D2 will be forwarded at t = t5 and then this state ends.
• State 6 [t5~t6]: From t5 to t6, all switches remain OFF. The Lm1 pumps its stored energy to charge

C1 and to the output as well. With respect to Lm2, it is also in energy-releasing but charges toward
C2, meanwhile, part of its energy will be transformed to the secondary of Tr2 to power the output.
The leakage energy stored in Tr1 and Tr2 will be recycled to capacitors C1 and C2, respectively.
During State 6, the series voltage of Tr1, C3, Tr2, and C4 is connected to the output. That is, the
output can accordingly obtain a high voltage level. Like State 2 and 4, State 6 also plays a major
role in the converter operation. While switches S1–S4 are turned on again at t = t6, this state ends
and converter operation over one switching cycle is completed.

2.2. Single-Input Operation

Once one of the inputs fails to supply power, the proposed converter still can function as a high
step-up feature. Suppose that only Vin1 powers the DHSIC and in CCM condition. The converter will
have four operation states over switching cycle. The corresponding key waveforms and equivalent
circuits are illustrated in Figures 5 and 6 in turn.

• State 1 [t0~t1]: If only Vin1 supplies the converter, power processing is controlled by switches
S1 and S2. Both switches are turned on at t = t0 and converter operation begins. As shown in
Figure 6a, the voltage across Tr1 will be equal to the series voltage of C1 and Vin1. Magnetizing
inductance Lm1 pumps its stored energy to the secondary of Tr1. Therefore, the current flowing
through Lm1 decreases. The current iLk1 increases quickly. When iLk1 is equal to iLm1, this state
ends. At this time, the current flowing through the diodes Do and D6 also drops to zero. That is,
the reverse-recovery problem of both diodes is therefore resolved.

• State 2 [t1~t2]: The equivalent of State 2 is illustrated in Figure 6b, in which the switches S1 and S2

remain closed. The Lm1 absorbs energy form Vin1 and C1 and thus iLm1 increases linearly. At the
secondary of Tr1, the switched capacitor C3 is charging continuously over this stage. State 2 is a
major state in the converter operation at SIO. At time t = t2, the switches S1 and S2 are turned off
and then the converter operation enters the next stage.

• State 3 [t2~t3]: In State 2, all diodes are in reverse bias except D5. The parasitic capacitance of
power switches S1 and S2 are charged and the current iLm1 decreases. The blocking voltage of S1

and S2 is therefore increasing. The associated equivalent is shown in Figure 6c. When the voltage
across S1 and S2 approaches to VC1, diodes D1 and D2 become forwarded. Then, State 4 starts.
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• State 4 [t3~t4]: The equivalent circuit refers to Figure 6d, in which the magnetizing inductance
forwards its stored energy to charge capacitor C1 and to the output via the ideal transformer.
Meanwhile, the leakage energy of Lk1 is recycled to C1, which also suppresses the voltage spike
on the active switches. Over the time interval from t3 to t4, switches S1 and S2 are open. With
respect to diode, the D5 is in reverse state but D1, D2, D6 and Do are forward biased. State 4 is also
a major state similar to State 2, dominating the converter operation. Both switches S1 and S2 will
be turned on again at t = t4 and then this state ends. Converter operation over one switching cycle
is completed.
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iLk1

iS1 ,iS2

iD1,iD2
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iDo
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T
D1T
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Figure 3. The conceptual key waveform of the proposed converter at DIO (dual input operation) and
CCM (continuous conduction mode) operation.
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Figure 4. The equivalents of the proposed converter at DIO and CCM operation: (a) State 1, (b) State 2,
(c) State 3, (d) State 4, (e) State 5, (f) State 6.
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Figure 5. Conceptual key waveform of the proposed converter at SIO (single-input operation) and
CCM operation.
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Figure 6. The equivalents of the proposed converter at SIO and CCM operation: (a) State 1, (b) State 2,
(c) State 3, (d) State 4.
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3. Steady-State Analysis of Proposed Converter

The voltage ratio of output to input, voltage stress and current stress of the semiconductor device,
and magnetizing inductance design will be covered in this section. To simplify the steady-state analysis,
the following assumptions are made.

1. The values of the boosting capacitors C1 and C2 are large enough so as to keep their across
voltages invariant.

2. All diodes are regarded to be ideal. That is, forward drop voltage and ON-state resistance
are neglected.

3. The magnetizing inductance of the coupled inductor is much more than leakage inductance so
that influence of the leakage inductance can be ignored.

4. The turns ratios of the coupled inductors, N1s/N1p and N2s/N2p, are defined as n1 and
n2, respectively.

5. The DHSIC is at CCM operation.

The driving pattern relating to the four switches is the same as that discussed in the previous
section. The S1 and S2 are closed for D1T and S3 and S4 for D2T. In addition, the duty ratio of D1 is
greater than D2. Based on the assumptions made at the beginning of this section, states 2, 4 and 6 in
Figure 4 will dominate the converter operation.

3.1. Voltage Conversion Ratio

The proposed DHSIC can be regarded as a combination of two step-up converters which
are symmetrical to common ground at the input side and in series connection at the output port.
Furthermore, the two step-up converters are capable of operating individually. Therefore, the obtaining
of voltage conversion ratio of the DHSIC can simply be derived from a single input situation and then
to augment to dual-input situation. Suppose that only the Vin1 powers the DIC and both switches S1

and S2 are closed for D1T and open for (1 − D1)T over one switching period. The equivalents of switch
ON and OFF are depicted in Figure 7. Applying voltage second balance criterion to Lm1 can yield

VLm1,on·D1T + VLm2,o f f ·(1−D1)T = 0 (1)

From Figure 7b, the VLm1,on and VLm1,off can be obtained as follows:

VLm1,on = Vin1 + VC1 (2)

and
VLm1,o f f = Vin1 −VC1. (3)

Substituting Equations (2) and (3) into Equation (1) can find the expression of VC1:

VC1 =
1

1− 2D1
Vin1. (4)

From Figure 7a, the voltage across capacitor C3, VC3, is found by the multiplication of turns ratio
n1 and VLm1,on, and then, from Equations (2) and (4) the VC3 can be written as

VC3 =
2n1(1−D1)

1− 2D1
Vin1. (5)

According to Figure 7b, the following relationship holds:

n1VLm1,o f f = VC3 −Vo. (6)
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Based on Equations (3)–(6), the output voltage of the converter at SIO can be given by

Vo =
2n1

1− 2D1
Vin1. (7)
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Figure 7. The simplified equivalents while DHSIC (dual-input high step-up isolated converter) operates
at SIO: during (a) switch-ON interval, (b) switch-OFF interval.

According to Equation (7), the switch duty ratio has to be less than 0.5, which is the converter
limitation. Figure 8 depicts the relationship of voltage gain and duty ratio under different turns ratio.

Vo Vin1

n
n 
n 

Figure 8. The voltage gain versus duty ratio under the SIO situation.

With respect to the DIO situation, the DHSIC has the same control scheme shown in Figure 3. The
S1 and S2 are closed for D1T and open for (1 − D1)T, while S3 and S4 are closed for D2T and open for
(1−D2)T over one switching period. Equations (4) and (5) can be applied to the finding for the voltages
of C2 and C4. That is, VC2 and VC4 are calculated by

VC2 =
1

1− 2D2
Vin2 (8)

and

VC4 =
2n2(1−D2)

1− 2D2
Vin2, (9)

respectively. Being similar to Equation (6), the following relationship will hold under a dual-input
situation.

n1VLm1,o f f + n2VLm2,o f f = VC3 + VC4 −Vo. (10)
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Thus, the corresponding output voltage at DIO of the converter can be described as

Vo =
2n1

1− 2D1
Vin1 +

2n2

1− 2D2
Vin2. (11)

Assume that Vin2 = 2Vin1, D1 = D2 = D, and n1 = n2 = n, according to Equation (11), Figure 9
represents the relationship of voltage gain versus turns ratio, while under DIO situation.

Vo Vin2

n
n
n

Figure 9. The voltage gain versus duty ratio under the DIO situation.

3.2. Voltage Stress of Semiconductor Device

According to the structure of the DHSIC, the semiconductor devices, S1, S2, D1, and D2, will have
the same voltage stress. In addition, the power stage has inherently symmetrical configuration and is
able to operate independently and individually at primary side. Therefore, the voltage stress of S1,
S2, D1, and D2 can be determined from Figure 7, accordingly all of which will be equal to VC1. From
Equation (4), this voltage stress is expressed as

VS1,stress = VS2,stress = VD1,stress = VD2,stress = VC1 =
1

1− 2D 1
Vin1. (12)

Similarly, voltage stress of S3, S4, D3, and D4 can be determined by

VS3,stress = VS4,stress = VD3,stress = VD4,stress = VC2 =
1

1− 2D 2
Vin2. (13)

With attention to the semiconductor devices at the output port (the secondary side of the DHSIC),
an associated determination is discussed in the following. While all active switches are in OFF-state,
the blocking voltages of diodes D5 and D6 are obtained by

VD5,stress = VC3 + n1(VC1 −Vin1) (14)

and
VD6,stress = VC4 + n2(VC2 −Vin2), (15)

respectively. The VC1 and VC3 can be founded by Equations (4) and (5) in turn, and VC2 and VC4 by
Equations (8) and (9). As a result, the above Equations (14) and (15) can be rewritten as

VD5,stress =
2n1

1− 2D1
Vin1 (16)
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and
VD6,stress =

2n2

1− 2D2
Vin2, (17)

respectively. Voltage stress of the output diode DO is estimated at the state that all active switches are
closed and thus it will be

VDo,stress = VC3 + n1(VC1 −Vin1) + VC4 + n2(VC2 −Vin2). (18)

Based on Equations (4), (5), (8) and (9), the expression of Equation (18) is rewritten as

VDo,stress =
2n1

1− 2D1
Vin1 +

2n2

1− 2D2
Vin2. (19)

3.3. Magnetizing Inductance Design

The minimum currents of active switches S1 and S2, iLm1,min and iLm2,min, can be expressed as

iLm1,min = ILm1 − ΔiLm1

2
, (20)

and
iLm2,min = ILm2 − ΔiLm2

2
, (21)

respectively. The ΔiLm1 and ΔiLm2 stand for the current change on Lm1 and Lm2 in turn, while ILm1 and
ILm2 are the average currents of Lm1 and Lm2. Assume that the converter is lossless. Then, The ILm1 and
ILm2 can be determined as follows:

ILm1 =
2n1

(1− 2D1)
Io, (22)

and
ILm2 =

2n2

(1− 2D2)
Io, (23)

in which the Io denotes output current. In addition, ΔiLm1 and ΔiLm2 can be calculated by

ΔiLm1 =
VLm1,on

Lm1
D1Ts (24)

and

ΔiLm2 =
VLm2,on

Lm2
D2Ts. (25)

At the boundary, ΔiLm1 and ΔiLm2 are equal to zero, that is,

2n1Vo

(1− 2D1)Ro
=

VLm1.on
2Lm1

D1Ts (26)

and
2n2Vo

(1− 2D2)Ro
=

VLm2,on

2Lm2
D2Ts. (27)

From Equations (26) and (27), the minimum magnetizing inductances for CCM operation have to meet
the following inequality:

Lm1 >
(1−D1)D1RoVin1

2n1 fs(
2n1

1−2D1
Vin1 +

2n2
1−2D2

Vin2)
(28)

and

Lm2 >
(1−D2)D2RoVin2

2n2 fs(
2n1

1−2D1
Vin1 +

2n2
1−2D2

Vin2)
. (29)
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Suppose that the turns ratio n1 = n2 = n, Vin2 = 2Vin1 = 24 V, switching frequency fs = 40 kHz, and
both switches have the same duty ratio denoted as D. In addition, the converter operates at boundary
condition mode (BCM) at 25 W. Figure 10 illustrates the relationship between magnetizing inductance
and duty ratio for Lm1 and Lm2.

Lm1

 
(a) 

Lm2

(b) 

Figure 10. The relationship between the magnetizing inductance and the duty cycle. (a) Lm1, (b) Lm2.

The comparison with other similar converters is summarized in Table 1. It can be found that
even though the DHSIC needs more power components, it achieves excellent voltage gain over other
DICs in addition to that the features of galvanic isolation, continuous input current and switch voltage
clamping still can be possessed.

Table 1. Performance Comparison among the Proposed and Other Multi-Input Converters.

Converter
Number of
Switches

Number of
Magnetic

Components

Number of
Capacitors

Input Current
Ripple

Voltage Stress
Switch Voltage

Camping
Galvanic
Isolation

Output Voltage
(Vo)

[15] 2 2 5 low medium no no
3

1−D Vin1 =
3

1−D Vin2

[16] 4 2 2 high low yes yes n1D1Vin1 +
n2D2Vin2

[19] 3 1 5 high medium no no 3[D1Vin1+(D1−D2)Vin2]
(1−D3)

[24] 6 2 2 low high no no Vin1
(1−D1)

= Vin2
(1−D2)

DHSIC 4 2 5 medium low yes yes
2n1

(1−2D1)
Vin1 +

2n2
(1−2D2)

Vin2

4. Experimental Results

To verify the proposed DIC, a 200-W prototype is built, simulated and measured. Converter
parameters and components adopted are summarized in Table 2. The control block diagram of the
prototype is depicted in Figure 11. Power of input port 1 is calculated according to the detected input
voltage and current, that is, Vin1,fb, and Iin1,fb, and then it is compared to a reference Pref1. The control
signals for S1 and S2 are determined by the PI power controller and the carrier. Accordingly, the input
power at port 1 can be readily controlled. With respect to the other part of the control block diagram,
the output voltage is regulated by controlling the switches S3 and S4. With such voltage regulation,
the input port 2 can accommodate the supplement to output power and thus power dispatch at both
input ports is accomplished. The proposed converter adopts MCU dsPIC30F4011 to serve as system
controller. Figure 12 shows the control signals and the corresponding input currents at full load
under DIO situation. In Figure 12 the duty ratios of S1 and S2 are 0.32 and 0.23, respectively, which
is consistent with Equation (11) for a 400-V output. Meanwhile, the switch voltages, vds1 and vds2,
are measured and shown in Figure 13, from which it can be observed that there is no voltage spike
on active switches. That is, the boosting capacitors C1 and C2 are able to recycle leakage energy and
can effectively clamp switch voltage. Additionally, withstood voltages on the switches at port 1 and
port 2 are 34 V and 45 V, respectively, which verifies the theoretical analysis results of Equations (12)
and (13). Figure 14 is the measurement of the voltages of boosting capacitors. This figure reveals that
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voltages of C1 and C2 are in turn 34 V and 45 V, both voltage magnitudes of which meet the theoretical
results of Equations (4) and (8). While step change takes place from half load to full load and then
drops back, Figure 15 shows the related output voltage and current. Figure 15 illustrates that constant
400-V output still can be kept with even under step change. The overshoots at step-up and step-down
transitions are only 1 V and 0.7 V, respectively. With respect to SIO situation, once power failure occurs
at input 1, Figure 16 shows the measured control signal, output voltage, and input current. Similarly, if
at input 2, Figure 17 is the related measurement. Both figures demonstrate the operation ability of the
converter at SIO situation. The measured waveform of output current is presented in Figure 18, from
which it can be observed that the output current of the converter is near to be ripple-free. The efficiency
of the proposed converter is measured and then shown in Figure 19, in which the peak value is about
91.4%. In the experiment, a very low level of voltage, Vin1 = 12 V, is considered, therefore, which yields
that higher current has to be demanded at a specific power, resulting in large conduction loss. This is
the major reason why the converter efficiency is not as high as satisfied in the measurement. However,
if input voltage is raised, the converter efficiency will be advanced. At single-input situation, if only
the 24 V of Vin2 suppled the DHSIC, measured converter efficiency is shown in Figure 20. This figure
reveals that a higher voltage input can yield a better efficiency even under the operation of single input.
A photo of the built-up DHSIC is shown in Figure 21.

Table 2. Parameters of the DHSIC for Simulations and Practical Measurements.

Parameter Value

Vin1 (PV arrays) 12–16 V
Vin2 (fuel-cells stack) 24–30 V

fs (switching frequency) 40 kHz
Vo (output voltage) 400 V

Power rating 200 W
Lm1 and Lm2 (magnetizing inductors) 176 μH and 302 μH

LLk1 and LLk2 (leakage inductors) 1.9 μH and 2.4 μH
S1–S4 (power MOSFET) IRFP4668

D1, D2, D3, and D4 DSSK60-02AR
D5, D6 and Do BYR29-600

C1 68 μF
C2 33 μF

C3 and C4 22 μF
Co 82 μF

n1 and n2 (transformer turns ratio) 3 and 2.5

Vo,ref

Vo,fb

Pref1

Pin1

contral signals 
for S1 and S2

Vin1,fb

Iin1,fb

contral signals 
for S3 and S4

Figure 11. Control block diagram of the proposed converter.
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vgs1

vgs3

iin1

iin2

 
(control signals: 10 V/div, iin1 and iin2: 5 A/div, time: 10 s/div) 

Figure 12. The waveforms of control signals and corresponding input currents at full load under the
DIO situation.

vds3

vds1

vgs1

vgs3

 
(control signal: 10 V/div, vds1 and vds2: 50 V/div, time: 10 s/div) 

Figure 13. The practical waveforms of the voltages across active switches.

vgs1

vgs3

vC2

vC1

 
(control signals: 10 V/div, vC1 and vC 2: 50 V/div, time: 10 s/div) 

Figure 14. The voltage measurement of boosting capacitors C1 and C2.
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Vo

io

Vo

io

 
(Vo: 100 V/div, io: 0.5 A/div, time: 500 ms/div) 

Figure 15. The waveforms of output voltage and current while step change occurs at load.

vgs1

Vo

iin1

 
(vgs1: 10 V/div, Vo: 500 V/div, iin1: 10 A/div, time: 10 s/div) 

Figure 16. The measured waveforms of the control signal, output voltage, and input current while
input 2 encounters power failure.

vgs3

Vo

iin2

 

(vgs3: 10 V/div, Vo: 500 V/div, iin2: 10 A/div, time: 10 s/div) 

Figure 17. The measured waveforms of the control signal, output voltage, and input current while
input 1 encounters power failure.
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Vo
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Figure 18. The practical measurement of output current Io.
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Figure 19. The conversion efficiency of the proposed converter.
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Figure 20. Measured converter efficiency while only input port 2 powers the DHSIC.
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Vin1 Vin2

Vo

 

Figure 21. Photo of the prototype.

5. Conclusions

In this paper, a dual-input converter is proposed, which possesses the characteristics of ultra-high
voltage gain, continuous input currents, galvanic isolation, inherent voltage-clamp feature, and
recycling the energy stored in leakage inductance. This converter is capable of controlling the dual
inputs independently and individually. Moreover, it still can accomplish all the mentioned features even
under the case that either input encounters power failure. That is, the converter has operation flexibility
to operate at dual-input situation or single-input situation for accommodating input conditions.
A maximum of measured efficient is about 91.4% at dual-input operation.
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Abstract: Dengue fever is a public health issue of global concern. Taiwan is located in the subtropical
region featuring humid and warm weather, which is conducive to the breeding of mosquitoes and
flies. Together with global warming and the increasing frequency of international exchanges, in
addition to the outbreak of pandemics and dengue fever, the number of people infected has increased
rapidly. This study is dedicated to the development of a new mosquito-trapping system. Research
has shown that specific wavelengths, colors, and temperatures are highly attractive to both Aedes
aegypti and Aedes albopictus. In this study, we create equipment which effectively improves the
trapping capabilities of mosquitoes in a wider field. The design of the special Secondary Freeform
Lens Device (SFLD) is used to expand the range for trapping mosquitoes and create illumination
uniformity; it also directs light downward for the protection of users’ eyes. In addition, we use
the correct amount of stearic acid as a mosquito attractant to allow a better control effect against
mosquitoes during the day. In summary, when the UV LED mosquito trapping system is combined
with a quadratic free-form lens, the experimental results show that the system can extend the capture
range to 100 π m2 in which the number of captured mosquitoes is increased by about 350%.

Keywords: mosquitoes; Aedes aegypti; Aedes albopictus; secondary freeform lens device
(SFLD); stearic

1. Introduction

Dengue fever is a public health issue of global concern. Zika virus, dengue fever, [1,2] chikungunya,
and yellow fever are all transmitted to humans by the Aedes aegypti mosquito. More than half of
the world’s population live in areas where this mosquito species is present. To date, there are still no
dengue vaccines or therapeutic drugs. The worldwide incidence of dengue has risen 30-fold over
the past 30 years. Vector-mosquito control is the main prevention and treatment method against
this disease.

Electronics 2019, 8, 624; doi:10.3390/electronics8060624 www.mdpi.com/journal/electronics143
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Taiwan is in the subtropical region and enters the season of facilitated dengue infection every
summer, especially in southern Taiwan. According to the statistics of the Disease Control Agency, it is
enters an epidemic period from July to November every year. Dengue fever is an arthropod-borne virus.

The main vectors are Aedes aegypti and Aedes albopictus. Aedes aegypti are mainly distributed
in tropical and subtropical countries south of the Tropic of Cancer, including Southeast Asian countries,
parts of the Pacific Ocean, Central and South America, Northern Australia, Africa, and the Eastern
Mediterranean, etc. (Guzman et al., 2010; [3] Li et al. 2007 [4]).

There are still no effective vaccines or drugs for treating dengue, but there has been continuous
research, development, and improvement. General mosquito repellent products use mosquito vision
and phototaxis to attract the insects. Possible physical trapping factors for mosquitoes include light,
color, and carbon dioxide concentration (see Brown et al. [5,6]). Mosquitoes have been found to be
highly sensitive to wavelength, direction, light intensity, color, and contrast. A cross-sectional analysis
of mosquito eyes by Kay [7] et al. revealed their sensitivity to ultraviolet (UV) light. A study by
Shimoda et al. [8] explored pest control using low-energy and specific-wavelength light emitting diode
(LED) sources.

The effectiveness of the luminescent traps used to guide mosquitoes has been supported by the
above studies and experimental evidence. Moreover, such illuminating trap systems for guiding
mosquitoes are now mass-produced and widely used. The Secondary Freeform Lens Device can be
used to control the angle and range of illumination of UV LED strips to effectively enhance mosquito
attraction. For example, to efficiently trap mosquitos, a secondary lens, which relies on total internal
reflection (TIR) [9] and the bird-wing asymmetrical reflector [10], was proposed by Tseng et al. to
accomplish a UV LED with wide-angled batwing light distribution. In this paper, a system is proposed
with a novel TIR lens array with stearic acid can achieve 300% times the effectiveness of commercial
products in terms of its mosquito-trapping efficiency.

2. Principles and Methods

2.1. Principles of the UV LED Mosquito-Trapping Device

The outgoing surface of the freeform lens is responsible for refracting its incident light to achieve
the design targets. The light refracted by the outgoing surface is governed by Snell’s law.

The vector equation of Snell’s law is expressed as follows: [11]

O · n0 − I · nI = [n0
2 + nI

2 − 2n0nI(O · I)]1/2 ·N. (1)

where O is the refraction unit vector; n1 is the refractive index of incidence within the lens; n0 is the
refractive index of reflection within the lens; I denotes the incident unit vector; and N is the normal
vector corresponding to the incident and refraction vectors.

To improve the optical efficiency of the mosquito trapping system, the UV LED lamp is combined
with a quadratic free-form lens, and its reflecting surface is designed to totally and internally
reflect the LED emitting light to the outgoing surface. To facilitate prototyping and optical testing,
polymethylmethacrylate (PMMA) is used as the material of the Secondary Freeform Lens Device
(SFLD) prototyping sample in the experiments.

2.2. Use of Stearic Acid as a Mosquito Attractant

Previous studies have demonstrated that the attraction of dengue fever mosquitos to humans is
increased by the presence of acid. Moreover, humans have uniquely high levels of skin-borne lactic
acid when compared with other mammals, which is similar to stearic acid in terms of smell. In previous
studies, lactic acid and stearic acid have been shown to be attractants of the yellow fever mosquito
Aedes aegypti L. (Acree et al. 1968 [12]; Smith et al. 1970 [13]; Eiras and Jepson 1991 [14]; Geier et al.
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1996 [15]; Bernier et al. 2002 [16]). Knols et al. (1997) [17] demonstrated that a blend of 12 carboxylic
acids affected the behavior of the malaria vector Anopheles gambiae Giles sensu stricto.

In summary, lactic acid and stearic acid may play a critical role in the host-seeking behavior
of anthropophilic mosquitoes, which seem to have adapted to utilize this human compound
(Dekker et al. 2002) [18].

2.3. Design Method

The design flow of the SFLD is shown in Figure 1.

 
Figure 1. The design process of the Secondary Freeform Lens Device (SFLD).

The luminous intensity distribution curve (LIDC) and uniform illumination of the UV LED
mosquito trap system was set as the main target of the SFLD design advantage function. In the SFLD
design process, the total internal reflection surface and the output surface can be freely modified;
the the trapping range of the UV LED mosquito trapping system can expand the range of trapping
mosquitoes and, furthermore, better control the effects of dengue fever.

Additionally, Aedes aegypti plays a considerable role in the transmission of dengue fever.
The lifespan of Aedes aegypti is about 30 days; in contrast, the lifespan of Aedes albopictus is about
14 days (Chen, 2006) [19]. After the vector mosquito bites the viremia patient, the virus takes about
10 days to travel from the gastrointestinal tract of the mosquito to the salivary gland. After about
8–12 days, the vector mosquito will have the ability to spread the virus for life. Therefore, the right
amount of stearic acid as a mosquito attractant has a better control effect on active mosquitoes during
the day (Aedes aegypti L.).

Next, we set the target light mode for the secondary freeform lens device (SFLD) and used a
PMMA (PolyMethyl MethAcrylate) with a refractive index of 1.49 and a TIR critical angle of 42.15
degrees (10) as the material, as shown in Figure 2.
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(a) (b)  (c) 

(1) Refracting surface. (2) Light projected through the SFLD directly. 

Figure 2. Target light pattern for the SFLD. (a) Lens of angle 130; (b) Lens of angle 150◦; (c) Lens of
angle 170◦.

3. Experiments and Results

3.1. Optical Model of a Secondary Freeform Lens Device

We designed and optimized the SFLD with Solidworks software, as shown in Figure 3.

 
  

(a) Lens of angle 130° (b) Lens of angle 150° (c) Lens of angle 170° 

Figure 3. Design and optimization of the SFLD by Solidworks software.

We simulated and analyzed the luminous intensity distribution curve (LIDC) in the space of the
traditional LED mosquito lamp and the SFLD’s designed UV LED strip module using the TracePro
optical software, as shown in Figure 4.

  

(a) (b)  

   

(c) (d) (e) 

Figure 4. Cont.
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(f) (g) 

   
(h) (i) (j) 

Figure 4. Simulated and analyzed luminous intensity distribution curves (LIDCs) in the space of the
traditional LED mosquito lamp and the SFLD’s designed UV LED strip module. (a) The traditional
LED mosquito lamp; (b) the traditional designed UV LED strip module of the semicircular lens; (c) the
SFLD’s designed UV LED strip module with an angle of 130◦; (d) the SFLD’s designed UV LED strip
module with an angle of 150◦; (e) the SFLD’s designed UV LED strip module with an angle of 170◦;
(f) the traditional LED mosquito lamp of LIDCs; (g) the UV LED strip designed semicircular lens
module of LIDCs; (h) SFLD_UV LED module of LIDCs (130◦); (i) SFLD_UV LED module of LIDCs
(150◦); (j) SFLD_UV LED module of LIDCs (170◦).

The light-intensity distribution angle and the divergent angle centering the angle of the new
trapper were targeted at 130◦, 150◦, and 170◦, respectively, in the SFLD’s designed UV LED strip
module using the TracePro optical software optimization process. We found the SFLD_UV LED module
can restrict upward UV ray generation to decrease the glare for the human eye and cover the trapping
area as far as possible.

3.2. Process PMMA to Create a SFLD Model

We used a five-axis CNC (Computer Numerical Control) milling machine to process PMMA to
create an SFLD model, as shown in Figure 5 [20].

3.3. Luminous Intensity Distribution Measurements

We used the ProMetric near field measurement system (PM-NFMS) developed by Radiant Vision
Systems Co, and we measured the LIDC measurements of the LED lights as shown in Figure 6.
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(a) 

 
(b) 

 
(c) 

Figure 5. Polymethylmethacrylate (PMMA) model of SFLD. (a) Lens of angle 130◦; (b) Lens of angle
150◦; (c) Lens of angle 170◦.

  
(a) 

  
(b) 

  

(c) 

Figure 6. Cont.
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(d) 

Figure 6. The 2D LIDC of the narrow UV LED strips and novel mosquito coil UV_LED strip modules
(unit: mcd/Klm). (a) The 2D LIDC of the module of the traditional LED mosquito lamp; (b) The 2D
LIDC of the module of the novel mosquito trap UV_LED light bar module (130◦); (c) The 2D LIDC
of the module of the novel mosquito trap UV_LED light bar module (150◦); (d) The 2D LIDC of the
module of the novel mosquito trap UV_LED light bar module (170◦).

3.4. Real Machine Verification and Data Analysis

On the basis of the above three different central angles of the SFLD, three sets of the SFLD modules
were prototyped and installed with inward air flow for the experiments, as shown in Figure 7. The 3W
commercial mosquito trapper was also used in the experiments for comparison, as shown in Figure 8.
After the experiments, the amounts of captured mosquitos were compared and are shown in Figure 9.
On the basis of the results, it can be calculated that the trapped mosquito numbers are elevated by 350%
by the proposed system at most in compared with the conventional method. It was found that the
LIDC of the SFLD module with a central angle of 150◦ had the best result of all experimental systems.

   

Figure 7. Proposed mosquito trapper with Secondary Freeform Lens Device and its mosquito
trapping results.

   

Figure 8. Traditional mosquito trapper and its mosquito trapping results.
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Figure 9. Comparison of the proposed mosquito trapper with Secondary Freeform Lens Device and
the traditional one in terms of mosquito trapping number.

To verify the effect of use of stearic acid as a mosquito attractant on the proposed system, stearic
acid was smeared on the reflective surface portion of the UV LED mosquito-trapping system, as shown
in Figure 10.

 

Figure 10. Use of the right amount of stearic acid as a mosquito attractant.

Because stearic acid can have a critical role in the host-seeking behavior of anthropophilic
mosquitoes, the SFLD module with a central angle of 150◦ for a UV LED mosquito-trapper was used
as the test sample to evaluate the difference before and after the coating of stearic acid in terms of
mosquito trapping efficiency. According to our experiments, it was found that the trapped amount can
be even elevated by 50% after applying the coating, as shown in Figure 11.
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Figure 11. Comparison of the SFLD with a central angle of 150◦ for the UV LED mosquito-trapping
system and that coated with stearic acid.

4. Conclusions

The experimental results showed that the specific secondary free-form lens device (SFLD) can be
used to change the trapping range of the UV LED mosquito trapping system. The LIDC of the SFLD
module with a central angle of 150◦ was the best of all experimental systems. Additionally, it can be
extended to 100 πm2 in terms of the outdoor trapping range. The number of mosquitoes captured by
the UV LED mosquito trap system increased by about 350% in comparison with the general violet blue
LED mosquito trap. In addition, when using the appropriate amount of stearic acid as a mosquito
attractant, the UV LED mosquito trapping system of the SFLD module demonstrated a better control
effect on mosquitoes during the day. According to our experiments, we found that, after coating, the
amount of capture can be increased by 50%.

We can choose not to use chemical methods to fight mosquitoes to avoid harming people and
the environment. We designed and optimized a mosquito trap, and, through the actual machine
test, the UV LED mosquito trapping system of the SFLD module offers obvious advantages. The
effectiveness of mosquito trapping is a disease vector control device that is worth promoting.
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Abstract: ZnO films with a thickness of ~200 nm were deposited on SiO2/Si substrates as the seed
layer. Then Zn(NO3)2-6H2O and C6H12N4 containing different concentrations of Eu(NO3)2-6H2O
or In(NO3)2-6H2O were used as precursors, and a hydrothermal process was used to synthesize
pure ZnO as well as Eu-doped and In-doped ZnO nanowires at different synthesis temperatures.
X-ray diffraction (XRD) was used to analyze the crystallization properties of the pure ZnO and the
Eu-doped and In-doped ZnO nanowires, and field emission scanning electronic microscopy (FESEM)
was used to analyze their surface morphologies. The important novelty in our approach is that the
ZnO-based nanowires with different concentrations of Eu3+ and In3+ ions could be easily synthesized
using a hydrothermal process. In addition, the effect of different concentrations of Eu3+ and In3+

ions on the physical and optical properties of ZnO-based nanowires was well investigated. FESEM
observations found that the undoped ZnO nanowires could be grown at 100 ◦C. The third novelty is
that we could synthesize the Eu-doped and In-doped ZnO nanowires at temperatures lower than
100 ◦C. The temperatures required to grow the Eu-doped and In-doped ZnO nanowires decreased
with increasing concentrations of Eu3+ and In3+ ions. XRD patterns showed that with the addition of
Eu3+ (In3+), the diffraction intensity of the (002) peak slightly increased with the concentration of
Eu3+ (In3+) ions and reached a maximum at 3 (0.4) at%. We show that the concentrations of Eu3+ and
In3+ ions have considerable effects on the synthesis temperatures and photoluminescence properties
of Eu3+-doped and In3+-doped ZnO nanowires.

Keywords: ZnO-based nanowires; hydrothermal method; Eu3+ and In3+ ions;
photoluminescence properties

1. Introduction

Nanostructured semiconducting ZnO-based materials have been widely investigated, attracting
significant attention due to their novel physical and chemical properties. Important applications include
solar cells [1], light-emitting diodes [2], and super-hydrophobic surfaces [3]. The electron transport
efficiency and mechanisms of semiconducting ZnO-based materials are dependent on surface states
closely linked to the surface-to-volume ratio. One-dimensional (1D) and two-dimensional (2D) ZnO
nanostructures are of great interest because they possess a large surface-to-volume ratio, enabling them
to absorb more test molecules or accept more measured signals on their surface and, thereby, be highly
efficient sensors. They are considered promising materials for various sensors because they have high
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Electronics 2019, 8, 446

electrochemical stability, are not toxic, are receptive to doping, and are inexpensive [4]. Many different
methods of growing ZnO-based nanostructured materials have been investigated. For example,
Lupan et al. used a successive ionic layer adsorption and reaction (SILAR) method to deposit undoped
and Sn and Ni co-doped nanostructured ZnO thin films on glass [5]. Niarchos et al. investigated a
reliable and low-cost method for large-scale ZnO nanorod production, using an alternative aqueous
chemical growth (ACG) low-temperature process to grow ZnO nanorods on patterned Si substrates [6].
Kenanakis et al. used an aqueous solution to thoroughly investigate the growth of highly oriented
ZnO nanowires on different substrates [7].

Recently, ZnO-based nanostructured materials, including nanotubes, nanowires (nanorods), and
thin films, have been synthesized by various physical and chemical methods and used to fabricate
sensors for a variety of applications. For example, Mondal et al. used a ZnO-SnO2 composite material
to fabricate a micro-electro–mechanical system (MEMS) microheater on silicon (Si) to develop a
low-power gas sensor [8]. Zhao et al. grew a single ZnO nanowire on a flexible substrate using a
custom-built nano-manipulation system and investigated it as an ultra-high-sensitivity strain sensor [9].
Thomas et al. used a microwave successive ionic layer adsorption reaction to synthesize pure and
Al-doped photosensitive ZnO films and investigated their luminescence properties [10].

Various attempts have been made to grow pure ZnO and different ion-doped ZnO nanowires and
investigate them as different applications. For example, Bai et al. used a seed-assisted hydrothermal
method to grow the Al-doped ZnO nanowires on a silicon substrate [11]. Even though they could
grow the ZnO nanowires at a low temperature of 95 ◦C, this method is very complicated to grow the
Al-doped ZnO nanowires because they needed to deposit the Al on ZnO seed layer and annealed the
samples at 550 ◦C. Chang et al. used a traditional thermal evaporation method to synthesize ZnO
nanowires on a (100) Si substrate and then used a molecular beam epitaxy system to subsequently carry
out the Mn doping process [12]. They constructed a back-gated Mn-doped ZnO nanowire field-effect
transistor (FET) to demonstrate the electric-field control properties of ferromagnetism.

In-doped ZnO nanowires can be synthesized and grown using different methods. For example,
the In-doped ZnO nanowires were synthesized via a thermal evaporation process, using metallic
powders of zinc and indium as precursors and oxidizing them in the presence of oxygen [13,14].
Xu et al. also used a thermal evaporation method to synthesize the In-doped ZnO nanowires, but the
used precursors were ZnO and In2O3 powders [15]. The Eu-doped ZnO nanowires could also be
synthesized using different methods. Rifai and Kulnitskiy used chemical vapor deposition method
to synthesize the single-crystal Eu3+-doped wurtzite ZnO micro- and nanowires [16]. Lupan et al.
investigated Eu-doped ZnO nanowire arrays that could be electrodeposited in a three electrode
electrochemical cell using an aqueous solution containing ZnCl2, KCl, and EuCl3 as the supporting
electrolyte [17]. Geburt et al. first used the vapor–liquid–solid mechanism to synthesize ZnO nanowires
with diameters of about 100 to 300 nm. After that, they used ion implantation to dope the Eu3+ ions
in ZnO nanowires [18]. Apparently, the concentrations of Eu3+ and In3+ ions in these researches are
difficult to control well, and it is difficult to investigate the effects of different concentrations of Eu3+

and In3+ ions on their properties.
When all the synthesis methods are compared, using an aqueous solution to grow ZnO

nanostructured materials is considered better, mainly due to low growth temperature and good
potential for large-scale production. Previously, we found that changing the deposition parameters in
our hydrothermal method (the concentrations of Zn(NO3)2-6H2O and C6H12N4; the face direction of
ZnO/SiO2/Si substrates during hydrothermal deposition; and deposition time) resulted in ZnO films
with three different morphologies on ZnO/SiO2/Si substrates [19]. Different deposition parameters
yielded undoped ZnO in the shape of irregular plate-structured films, nanowires (nanorods), and
chrysanthemum-like clusters (nanoflower films). We also found that with a synthesis temperature
of 100 ◦C, nanowires could be grown using an undoped ZnO solution. ZnO-based nanowires can
be used in many fields, for example, as ultraviolet (UV) photodetectors or sensors [20]. Trivalent
lanthanide ion-doped wide-bandgap semiconducting ZnO nanowires could be the promising active
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materials in opto-electronic devices [17]. We believe that if the photoluminescence excitation (PLE)
and photoluminescence emission (PL) properties are enhanced, the sensitivity of these fabricated UV
photodetectors or sensors and the emission properties of opto-electronic devices will also be improved.
We, therefore, used Eu3+ and In3+ ions and investigated the PLE and PL properties of Eu-doped and
In-doped ZnO nanowires.

In the present study, the first important novelty is that we used Eu(NO3)3-6H2O and
In(NO3)2-6H2O as the dopant sources of Eu3+ and In3+ ions because we could control their
concentrations well. Next, we could synthesize the Eu-doped and In-doped ZnO nanowires using
the hydrothermal method at low temperature (below 100 ◦C) and investigate the effects of different
concentrations of Eu3+ and In3+ ions on their crystalline and photoluminescence properties. The last
novelty is that the Eu3+ and In3+ ions form a compound with ZnO during the synthesis process of
ZnO-based nanowires, for that the Eu3+ and In3+ ions can reach the whole region of the synthesized
Eu-doped and In-doped ZnO nanowires. We found that at 100 ◦C, ZnO-based nanowires did not
grow well when different concentrations of Eu3+ and In3+ ions were added. The needed synthesis
temperatures drop increased with the concentrations of Eu3+ and In3+ ions. We will demonstrate how
the designs of synthesis temperature and precursor materials can control the structures of pure ZnO
and of Eu-doped and In-doped ZnO nanowires with hexagonal prismatic structures.

As compared with other researches, another important novelty is that no researches prove tht the
concentrations of Eu3+ and In3+ ions will affect the growth temperatures of Eu-doped and In-doped
ZnO nanowires and investigate the effect of the concentrations of Eu3+ and In3+ ions on the growth
morphologies and PL properties. As the hydrothermal method was used to grow the Eu-doped and
In-doped ZnO nanowires, their crystal qualities have been enhanced. The visible-light emission, which
is caused by the defect states, was not found in Eu-doped and In-doped ZnO nanowires and the
near-band-edge emission peak (located at around 395 nm) was enhanced because the number of defect
states was reduced. We thoroughly investigate the effects of different concentrations of Eu3+ and
In3+ ions on the growth properties of ZnO-based nanowires. We also show that the ions used and
their concentrations have considerable effects on the synthesis temperatures and photoluminescence
properties of ZnO-based nanowires.

2. Experimental

A ZnO seed layer is necessary to initialize the uniform growth of oriented nanowires using aqueous
solutions. ZnO powder (Us Research Nanomaterials Inc., purity 99.99%, particle sizes small than 1 μm,
Houston, TX, USA) was mixed with polyvinyl alcohol (PVA, ECHO Chemical Co., Ltd. Miaoli, Taiwan)
as a binder, and the ZnO-PVA mixture was pressed into pellets 6 mm thick and 56 mm in diameter using
a steel die. After debindering, each ZnO pellet was sintered at 1100 ◦C for 2 h to form a ceramic target.
SiO2/Si (Summit-Tech Resource Corp. Hsinchu, Taiwan) was used as the substrate to fabricate pure
(undoped) as well as Eu3+-doped and In3+-doped ZnO nanowires. First, the SiO2/Si substrates were
cleaned with deionized (DI) water (office created), acetone (ECHO Chemical Co., Ltd.), and isopropyl
alcohol (ECHO Chemical Co., Ltd.), then radio frequency (RF) magnetron sputtering was used to
deposit the ZnO seed layers (ZnO/SiO2/Si substrates). Next, Zn(NO3)2-6H2O (Alfa Aesar, MA, USA),
C6H12N4 (ECHO Chemical Co., Ltd.), and Eu(NO3)3-6H2O (Alfa Aesar) or In(NO3)2-6H2O (Alfa Aesar)
were mixed with DI water with the designed compositions. The Zn(NO3)2-6H2O, Eu(NO3)3-6H2O,
and In(NO3)2-6H2O decomposed to form the mixed solutions of Zn2+ and In3+ ions or Zn2+ and Eu3+

ions in DI water. It was impossible for In3+ and Eu3+ ions to be separated with Zn2+ ions from the
solutions during the growth processes of ZnO-based nanowires, the Eu-doped and In-doped ZnO
nanowires could be grown from the mixed solutions. The Eu3+-doped and In3+-doped ZnO nanowires
were synthesized at temperatures of 100 to 60 ◦C for 1 h using a hydrothermal method. Previously,
we used a well-designed structure to grow ZnO-based nanostructured materials via a hydrothermal
method [19]. We found that when Zn(NO3)2-6H2O and C6H12N4 were used as reagents to synthesize
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ZnO-based nanostructured materials, the concentration of the diluted solution had important effects on
the synthesis results. We, therefore, fixed the concentration of the diluted solution as a reference point [19].

We also found that the face direction of the ZnO seed layer and the synthesis time were two
important factors affecting the synthesis of ZnO-based nanostructured materials. We found that when
the face direction was down, nanowires grew on the ZnO seed layer, and when the direction was
up, nanoflowers grew on the layer. We also determined that 1 h was the best synthesis duration for
growing ZnO nanowires on the ZnO seed layer. Hence, facedown and 1 h were used as the parameters
for growing pure, Eu3+-doped, and In3+-doped ZnO nanowires. The compositions for growing the
Eu3+-doped nanowires were ZnO + y Eu3+ ions, where y = 0, 1, 2, or 3 at%, abbreviated as ZnO-0-Eu
(undoped-ZnO), ZnO-10-Eu, ZnO-20-Eu, ZnO-30-Eu, and ZnO-40-Eu. The compositions for growing
the In3+-doped ZnO nanowires were ZnO + x In3+ ions, where x = 0, 0.4, 0.8, or 1.2 at%, abbreviated as
ZnO-4-In, ZnO-8-In, and ZnO-12-In. The morphologies of pure ZnO and Eu3+-doped and In3+-doped
ZnO nanowires were observed by field-emission scanning electron microscopy (FESEM, Hitachi 4800,
Tokyo, Japan) and used to determine the effects of synthesis temperature and the concentrations of
Eu3+ and In3+ ions on the synthesis properties of the pure and doped ZnO nanowires. Crystalline
phases were analyzed using X-ray diffraction (XRD, D8, Bruker, MA, USA) to determine the effects
of concentrations of Eu3+ and In3+ ions on the crystalline and photoluminescence properties of the
ZnO-based nanowires.

3. Results

In the case of undoped ZnO grown at 80 ◦C, ZnO nanowires were not synthesized on the
ZnO/SiO2/Si substrate and only irregular ZnO nano-particles were observed, as Figure 1a shows
(presents a top-down image). As the temperature was 100 ◦C, ZnO nanowires were successfully
synthesized on the ZnO/SiO2/Si substrate, as Figure 1b shows. To investigate the effects of concentrations
of Eu3+ and In3+ ions on the synthesis properties of hydrothermally grown Eu3+-doped and In3+-doped
ZnO nanostructures, the synthesis temperature of all the ZnO + y Eu3+ and ZnO + x In3+ compositions
was set at 100 ◦C. The general surface morphologies of the hydrothermally grown Eu3+-doped ZnO
nanostructures were examined by FESEM, and the results are also shown in Figure 1. The SEM image
of this sample revealed that the undoped ZnO nanowires had a hexagonal wurtzite structure, with an
easily discernable hexagonal prism arrangement. When the compositions were changed to ZnO-20-Eu
and ZnO-40-Eu, as Figure 1c,d show, no nanowires grew on the ZnO/SiO2/Si substrates and only
irregular plate-structured grains were observed. When the compositions were changed to ZnO-60-Eu
and ZnO-80-Eu (not shown here), only very large, irregular plate-structured grains were observed.
These results prove that synthesis temperature is an important parameter to affect the synthesized
results of ZnO-based nanowires.

 

Figure 1. Surface morphologies of hydrothermally grown Eu3+-doped ZnO nanostructures, (a) undoped
ZnO synthesized at 80 ◦C; synthesized at 100 ◦C: (b) undoped ZnO, (c) ZnO-20-Eu, and (d) ZnO-40-Eu.
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However, when In3+ was used, the surface morphologies of the In3+-doped ZnO nanostructures
resembled those of the Eu3+-doped ZnO nanostructures. When ZnO-4-In, ZnO-8-In, and ZnO-12-In
were used to grow ZnO-based nanowires at 100 ◦C, their FESEM images were similar to those of
ZnO-20-Eu and ZnO-40-Eu: no nanowires grew, and only irregular plate-structured grains were
observed (not shown here). These results suggest that when the ZnO seed layer is deposited, the
concentrations of Eu3+ or In3+ ions have an important effect on the synthesis results of the ZnO-based
nanostructures. Increasing the concentrations of Eu3+ or In3+ ions lowers the temperature required
to form the ZnO-based nanowires. We next demonstrated that the concentrations of Eu3+ or In3+

ions (or the synthesis temperature) are the most important factor in the syntheses of Eu3+-doped and
In3+-doped ZnO nanowires on ZnO/SiO2/Si substrates.

The Eu3+-doped ZnO nanomaterials were synthesized at 100 ◦C using various concentrations of
Eu3+ ions. The XRD patterns of the Eu3+-doped ZnO nanostructures are shown in Figure 2. Only the
diffraction peak of the (002) plane was observed; no (004) plane diffraction peak appeared. Apparently,
the diffraction intensity of the Eu3+-doped ZnO nanostructures decreased as the concentration of Eu3+

ions increased, reaching a minimum at ZnO-30-Eu, then becoming saturated as the concentration
of Eu3+ ions was further increased. Using Figure 2, we also measured the 2θ value and full width
at half maximum (FWHM) value of the (002) plane of the Eu3+-doped ZnO nanostructures. The 2θ
values of the (002) plane of the 100 ◦C-synthesized Eu3+-doped ZnO nanostructures were unchanged
at 34.44 ± 0.02 as the concentration of Eu3+ ions increased. The FWHM value of the (002) plane initially
increased, reaching saturation when the concentration of Eu3+ ions was 3 at%. These results suggest
that the crystallinity of the Eu3+-doped ZnO nanostructures degenerated as the concentration of Eu3+

ions increased. Comparison with the results in Figure 1 leads us to believe that the degeneration was
caused by unformed nanostructures.

θ 

Figure 2. X-ray diffraction (XRD) patterns of synthesized Eu3+-doped ZnO nanowires as a function of
the concentration of Eu3+ ions; the synthesis temperature was 100 ◦C.

When In3+ was used as the ion, the XRD patterns of the In3+-doped ZnO nanomaterials were
similar to those of the Eu3+-doped ZnO nanomaterials (not shown here). These results also suggest that
increasing the concentration of In3+ ions led the In3+-doped ZnO to form ZnO-based nanowires at lower
temperatures. In addition, only the diffraction peak of the (002) plane was observed in the In3+-doped
ZnO nanostructures; no diffraction peak for the (004) plane was evident. The diffraction intensity of
the In3+-doped ZnO nanostructures decreased as the concentration of In3+ ions increased, reaching a
minimum at ZnO-4-In, then it was unchanged as the concentration of In3+ ions was further increased.

The morphologies of the synthesized Eu3+-doped ZnO nanowires are shown in Figure 3 for
different concentrations of Eu3+ ions and synthesis temperatures. Figure 3a shows that when ZnO-10-Eu
was used at 90 ◦C, nanowires with diameters in the range of 50 to 160 nm and hexagonal prism
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structures were readily observable. When the concentration of Eu3+ ions increased, the synthesis
temperature could be lowered. As Figure 3b–d show, the synthesis temperatures of the ZnO-20-Eu,
ZnO-30-Eu, and ZnO-40-Eu nanowires were 80, 70, and 60 ◦C, and their diameters were in the ranges
of 50 to 85, 40 to 80, and 140 to 450 nm, respectively. Other than the nanowire structure changing
from an equilateral hexagon to a non-equilateral hexagon, the surface morphologies experienced no
apparent change, and all had a hexagonal prism structure.

 
Figure 3. Surface morphologies of hydrothermally grown Eu3+-doped ZnO. (a) ZnO-10-Eu nanowires
synthesized at 90 ◦C, (b) ZnO-20-Eu nanowires synthesized at 80 ◦C, (c) ZnO-30-Eu nanowires
synthesized at 70 ◦C, and (d) ZnO-40-Eu nanowires synthesized at 60 ◦C.

Figure 4 shows top-view SEM images of high-density In3+-doped ZnO nanowires grown on
ZnO/SiO2/Si substrates at different synthesis temperatures and with different concentrations of In3+

ions. Figure 4a shows that the 88 ◦C ZnO-4-In nanowires had the structure of hexagonal prisms
with diameters in the range of 45 to 150 nm. When the concentration of In3+ ions was increased, the
In3+-doped ZnO nanowires could be synthesized at a low temperature. As Figure 4b,c shows, the
synthesis temperatures of ZnO-8-In and ZnO-12-In nanowires were 75 and 60 ◦C, and their diameters
were in the ranges of 130 to 280 and 70 to 150 nm, respectively. The top-view image shows that
the In3+-doped ZnO nanowires changed from an equilateral hexagon structure to a non-equilateral
hexagon structure as the concentration of In3+ ions increased. When Eu3+ or In3+ ions were added, the
nanowires still displayed a hexagonal wurtzite structure, providing strong evidence that the undoped
ZnO and the Eu3+-doped and In3+-doped ZnO nanowires grew in the (002) direction, independent of
the concentrations of Eu3+ or In3+ ions.

 

Figure 4. Surface morphologies of hydrothermally grown In3+-doped ZnO: (a) ZnO-4-In nanowires
synthesized at 88 ◦C, (b) ZnO-8-In nanowires synthesized at 75 ◦C, and (c) ZnO-12-In nanowires
synthesized at 60 ◦C.
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Table 1 shows the corresponding FESEM images of formed Eu-doped and In-doped ZnO nanowires
(Figures 3 and 4) the elemental ratios obtained by FESEM equipped with energy dispersive X-ray
spectroscopy (EDX) analyses for elemental Zn and Eu or Zn and In. Six different areas of Eu-doped
and In-doped ZnO nanowires were depicted for analysis, and the range of the measured elemental
ratio for Eu and In and the average value of the measured elemental ratio are shown in Table 1. The
Eu and In elements were detected in Eu-doped and In-doped ZnO nanowires, respectively, and the
measured elemental ratios increased with the concentrations of Eu3+ and In3+ ions.

Table 1. Energy dispersive X-ray spectroscopy (EDX) analyses for elemental Zn and Eu or Zn and In.
Eu(In)-measured: the range of the measured elemental ratio; Eu(In)-average: the average value of the
measured elemental ratio.

Composition Eu-Measured Eu-Average Composition In-Measured In-Average

ZnO-10-Eu 0.56–0.78% 0.69% ZnO-4-In 0.04–0.34% 0.21%
ZnO-20-Eu 1.32–1.77% 1.47% ZnO-8-In 0.38–0.72% 0.59%
ZnO-30-Eu 2.02–2.51% 2.24% ZnO-12-In 0.85–1.11% 1.02%
ZnO-40-Eu 3.25–3.56% 3.32%

We investigated the crystallinity of Eu3+-doped ZnO nanowires synthesized with different
concentrations of Eu3+ ions and synthesis temperatures using XRD, and the results are shown in
Figure 5. All of the patterns were in agreement with the diffraction data from the standard card (JCPDS
36-1451). The main diffraction peak of ZnO is (101) (JCPDS 36-1451), which is located around 2θ∼36.25◦.
However, the stronger intensity of the (002) diffraction peak, which is located at 2θ = 34.44 ± 0.02~34.40
± 0.02, was discernible for all of the Eu3+-doped ZnO nanowires, suggesting that all of the Eu3+-doped
ZnO nanowires had a high c-axis orientation. The 2θ value of the c-orientation (200) peak decreased
from 34.43 ± 0.02, 34.43 ± 0.02, 34.42 ± 0.02, 34.41 ± 0.02, to 34.40 ± 0.02 as the concentration of Eu3+

ions increased from 0 1, 2, 3, to 4 at%. The radius of Eu3+ ions larger than that of Zn2+ ions is the reason
to cause an unapparent decrease in the 2θ value of the c-orientation (200) peak. The FWHM value of
the (200) diffraction peak decreased from 2θ = 0.19 (34.37–34.55), 0.18 (34.35–34.52), 0.17 (34.34–34.50),
to 0.15 (34.34–34.48) as the concentration of Eu3+ ions increased from 0, 1, 2, to 3 at%, indicating that the
crystallization of the nanowires increased with the concentration of Eu3+ ions. When the concentration
of Eu3+ ions increased from 3 or 4 at%, the (100) peak was observed, the diffraction intensity of the
(200) diffraction peak increased, and the FWHM value increased from 2θ = 0.15 to 0.17 (34.34–34.50).
Figure 5 also shows that the diffraction intensity of the (100) peak increased and the FWHM value
decreased as the concentration of Eu3+ ions increased from 3 to 4 at%. These results suggest that the
crystallization property changed when the concentration of Eu3+ ions was 3 at% or more.

 θ 

θ 

Figure 5. XRD patterns of the synthesized Eu3+-doped ZnO nanowires as a function of the concentration
of Eu3+ ions (or synthesis temperature).
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The crystallinities of In3+-doped ZnO nanowires synthesized with different concentrations of
Eu3+ ions were investigated using XRD, and the results are shown in Figure 6. Comparison of these
results showed differences when the concentration of In3+ ions was varied. As the concentration of In3+

ions was increased from 0 to 0.4 at%, the FWHM value of the (200) diffraction peak decreased from
2θ = 0.18 (34.37–34.55) to 0.17 (34.37–34.54) and the diffraction intensity increased. As the concentration
of In3+ ions was further increased from 0.4, 0.8, to 1.2 at%, the FWHM value of the (200) diffraction
peak decreased from 2θ = 0.17, 0.20 (34.36–34.55), to 0.25 (34.33–34.57) and the diffraction intensity
decreased. Nevertheless, the synthesized In3+-doped ZnO nanowires exhibited no (100) diffraction
peak. Further analysis of the XRD data in Figure 6 showed that the radius of the In3+ ions (0.80 nm)
was larger than that of the Zn2+ ions (0.74 nm), and all the (002) diffraction peaks were located at
2θ = 34.44 ± 0.02 as the concentrations of In3+ ions were 0.0 and 0.4 at% and located at 2θ = 34.43 ± 0.02
as the concentrations of In3+ ions were 0.8 and 1.2 at%. Even the radius of In3+ ions is larger than
that of Zn2+ ions, but the concentration of In3+ ions used to dope into the In-doped ZnO nanowires
was very low, and the 2θ value of the c-orientation (200) peak was almost unchanged. The results
in Figures 1–6 prove that when the undoped ZnO and the Eu3+-doped ZnO and In3+-doped ZnO
nanowires grew well, the synthesized ZnO-based nanowires had a good wurtzite hexagonal crystal
structure. The undoped ZnO, the Eu3+-doped ZnO, and the In3+-doped ZnO had similar crystalline
results; thus, we believe they will have different PLE and PL spectra.

 

θ 

θ 

Figure 6. XRD patterns of the synthesized In3+-doped ZnO nanowires as a function of the concentration
of In3+ ions (or synthesis temperature).

The radii of 4-coordination and 6-coordination Zn2+ ions are 60 and 74 pm, and the radii of
4-coordination and 6-coordination In3+ ions are 62 and 80 pm; 4-coordination Eu3+ ions do not exist,
and the radius of 6-coordination Eu3+ ions is 95 pm. The values of the calculated lattice constant, c, of
the Eu3+-doped and In3+-doped ZnO nanowires were considerably smaller than the c value of the
undoped ZnO nanowires. Because all the investigated ZnO-based nanowires had a hexagonal wurtzite
structure, the Zn2+, Eu3+, and In3+ ions were in a 6-coordination structure. Comparison of the results
in Figures 2, 5 and 6 shows that the radii of Eu3+ (0.95 nm) and In3+ (0.80 nm) are larger than that of
Zn2+ (0.74 nm), and no variation in the lattice parameters of the undoped, Eu3+-doped, and In3+-doped
ZnO nanowires was observable. However, comparison of the images in Figures 1a, 3 and 4 show that
from the top view, the ZnO-based nanowires changed from an equilateral hexagon to a non-equilateral
hexagon configuration as the concentrations of Eu3+ and In3+ ions increased. We believe this was the
result of the differences between the radius of Zn2+ ions and the radius of Eu3+ ions.

Figure 7 shows the room-temperature PLE spectra of different ion-doped ZnO nanowires recorded
in the wavelength range of 200 to 350 nm. The PLE spectra were measured at an emission wavelength
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of 395 nm, while the PL spectra were measured for maximum emission intensity. There are obvious
differences between the PLE spectra of pure ZnO and different ion-doped ZnO nanowires. The emission
intensity of the PLE spectra of the Eu3+-doped ZnO nanowires increased with the concentration of
Eu3+ ions and reached a maximum value in the 60 ◦C-grown ZnO-40-Eu, and that of In3+-doped
ZnO nanowires appeared in the 88 ◦C-grown ZnO-4-In. Comparison of the results in Figures 1–4
suggests that the photoluminescence properties of the ZnO-based nanowires were dependent on
their crystalline properties. We, therefore, used the PLE and PL spectra of the 100 ◦C-grown ZnO,
60 ◦C-grown ZnO-40-Eu, and 88 ◦C-grown ZnO-4-In nanowires to compare their optical properties.

 
Figure 7. Photoluminescence excitation (PLE) spectra of 100 ◦C-grown ZnO, 60 ◦C-grown ZnO-40-Eu,
and 88 ◦C-grown ZnO-4-In nanowires.

The PLE spectra in Figure 7 changed as different ions were added. As the wavelength in Figure 7
increased from 200 to 350 nm, the PLE emission intensities first decreased to a minimum, then increased
to a maximum, then decreased again. Compared with that of pure ZnO nanowires, the wavelengths of
0 ◦C-grown ZnO-40-Eu, and 88 ◦C-grown ZnO-4-In nanowires reveal the minimum intensities were
shifted to higher values and wavelengths of them reveal the maximum had no apparent changes.
When different ions were added to synthesize the ZnO-based nanowires, they caused dissimilar
energy level transitions in different energy bands, leading the phosphors to release light with different
emission peaks (or wavelengths). This is why the PLE spectra of the 100 ◦C-grown ZnO, 60 ◦C-grown
ZnO-40-Eu, and 88 ◦C-grown ZnO-4-In nanowires differed. The broadening of the emission peaks of the
100 ◦C-grown ZnO and 60 ◦C-grown ZnO-40-Eu nanowires can be interpreted by the formation of band
tailing in the band gap, which often is induced by the formation of the defects in the semiconductor
during the synthesis process or the introduction of an impurity into the semiconductor [15].

The room-temperature PL emission spectra of the 100 ◦C-grown ZnO, 60 ◦C-grown ZnO-40-Eu,
and 88 ◦C-grown ZnO-4-In nanowires were excited using a wavelength of 242 nm and recorded in the
range of 200 to 700 nm. These PL properties were obtained at room temperature, and the results are
compared in Figure 8. In addition, there are obvious differences between the PL spectra of pure ZnO and
different ion-doped ZnO nanowires. The wavelengths resulting in the maximum emission intensities
were 395 ± 2, 396± 2, and 397 ± 2 nm for 100 ◦C-grown undoped ZnO, 60 ◦C-grown ZnO-40-Eu, and
88 ◦C-grown ZnO-4-In nanowires, respectively. These results suggest that the additions of Eu3+ or
In3+ affect the maximum intensities of the emission spectra, but they almost cannot affect wavelengths
resulting in the maximum emission intensities. The 100 ◦C-grown undoped ZnO and 60 ◦C-grown
ZnO-40-Eu nanowires had two distinct, visible-light emission peaks, one centered at ~361 nm and the
other at 395 or 396 nm, and the emission spectra ranged from 280 to 570 nm.
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Figure 8. Photoluminescence emission (PL) spectra of 100 ◦C-grown ZnO, 60 ◦C-grown ZnO-40-Eu,
and 88 ◦C-grown ZnO-4-In nanowires.

With the 88 ◦C-grown ZnO-4-In nanowires, only one peak was observed, and the emission
spectra ranged from 360 to 520 nm. The maximum intensities of the PL emission spectra were
100 ◦C-grown ZnO < 88 ◦C-grown ZnO-4-In < 60 ◦C-grown ZnO-40-Eu. Our results suggest two
important findings. First, when a hydrothermal method is used to grow ZnO-based nanowires,
adding different concentrations of Eu3+ and In3+ ions can reduce the synthesis temperature, and this
temperature decreases with the concentrations of Eu3+ and In3+ ions. Second, when different ions
in different concentrations are added to grow ZnO-based nanowires, the optical properties of the
synthesized ZnO-based nanowires can be controlled. The PLE and PL properties of these ZnO-based
nanowires depend on their crystalline properties.

In the past, different researches or different methods to synthesize the undoped and ion-doped
ZnO nanowires would have different emission results of PL spectra. Xu et al. measured a PL spectrum
using a He-Cd laser of 260 nm as the excitation source at room temperature. They found that the
undoped ZnO nanowires has a visible-light emission band with center at about 490 nm and the
In-doped ZnO nanowires with an emission band centering at around 398 nm dominate in the PL
spectrum [15]. Kim et al. used He-Cd (325 nm) laser as the excitation source, they found that the
room-temperature PL spectroscopy of In-doped ZnO nanowires exhibits an unapparent UV emission
centered at 378 nm and a broad emission centered at 561 nm [13]. Zeng et al. found that as a Xe lamp
was used as the excitation light, the room-temperature PL properties of an undoped ZnO nanosheet
featured a broad yellow band centered at 575 nm and they thought that the emission of yellow light is
attributed to transitions of oxygen interstitials (Oi) [21]. They also found that as UV (464 nm) light was
used as the excitation light, the spectra of Eu-doped ZnO nanowires emitted a pure red luminescence
and consisted of a series of resolved emission peaks centered at 577, 589, 612, 619, and 654 nm, they
can be assigned to the transitions of 5D0→7F0 (577 nm), 5D0→7F1 (589 nm), 5D0→7F2 (612, 619 nm),
and 5D0→7F3 (654 nm), respectively [22].

Geburt et al. also found that the Eu-doped ZnO nanowires have the sharp and structured emission
features between 1.5 and 2.1 eV, and these peaks can be clearly assigned to the 5D0→7FJ (J = 0, 1, 2, 3, 4)
transitions of Eu3+ ions [18]. Lupan et al. recorded the PL spectrum of Eu-doped ZnO nanowires
under UV 266 nm excitation, no red emission due to the transitions of Eu3+ ions could be detected.
The main emission peak centered at 382 nm was found and a weak green luminescence due to ZnO
intrinsic defects could also be observed at about 530 nm [17]. Gomi et al. found earlier that interstitial
Zn (Zni) causes the red emission [23] and Teke et al. found that vacancy Zn and oxygen (VZn and VO)
cause the green emission [24]. TekeXing et al. also found that VZn and VO cause the green emission and
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excess oxygen cause the orange–red emission [25]. Chen et al. also found that the excess oxygen on
the surfaces of ZnO nanowires causes the orange–red emission, and it is adjustable via the annealing
process or the surfaces’ modification of ZnO nanowires [26]. However, we had measured the emission
spectrum of ZnO NPs excited by UV light with wavelength of 242 nm, and the main peak was at
about 393 nm [27]. Usually, the PL emission of ZnO-based materials is attributed to different defects,
such as oxygen vacancies (VO), zinc vacancies (VZn), or is caused by the complex defects of involving
interstitial zinc (Zni) and interstitial oxygen (Oi) [28]. The energy level of Zni is one type of shallow
donor level below conduction band, and it locates 3.15 or 2.91 eV, whereas, the energies of VZn, Oi, and
OZn are more acceptors level above the valence band. The 3.15 eV related to light wavelength can be
calculated using 1240 (nm)/3.15 = 394 nm. In this study, the centered wavelengths of PL spectra for the
grown undoped, Eu-doped, and In-doped ZnO nanowires are about 395 nm. These results suggest
that Zni is the main reason to cause PL properties of the grown undoped, Eu-doped, and In-doped
ZnO nanowires.

Thus, in our case, we used the hydrothermal method to synthesize the ZnO-based nanowires
and used Eu(NO3)2-6H2O or In(NO3)2-6H2O as precursors of the dopants. We believe that the Eu3+

and In3+ ions will purely occupy the sites of Zn and act as a dopant to change the semiconducting
characteristic and enhance the emission intensities of Eu-doped and In-doped ZnO nanowires, and the
defects of Zni, VZn, and VO will not happen in the synthesized ZnO-based nanowires. The emission
peaks of 100 ◦C-grown undoped ZnO, 60 ◦C-grown ZnO-40-Eu, and 88 ◦C-grown ZnO-4-In nanowires
centered at about 395 nm are characteristic of ZnO near band edge recombination. However, as
the Eu(NO3)2-6H2O or In(NO3)2-6H2O are used as the dopants of ZnO-based nanowires and the
hydrothermal method is used to synthesize the Eu-doped and In-doped ZnO nanowires, their emission
intensities of PL spectra are really enhanced. When In is used as dopant in ZnO nanowires, an
enhancement in near-band-edge emission peak (located at around 395 nm) occurs than for pure ZnO
nanowires while visible-light emission is decreased significantly owing to change in the growth kinetics
due to In supply which helps to reduce the number of defect states resulting in improved crystal
quality [29]. XRD patterns in Figures 5 and 6 show that the 100 ◦C-grown undoped ZnO nanowires
had high crystal quality and the crystal qualities of the 60 ◦C-grown ZnO-40-Eu and 88 ◦C-grown
ZnO-4-In nanowires were higher than that of 100 ◦C-grown undoped ZnO nanowires. For that, the
visible-light emission, which is caused by the number of defect states, cannot be found in Figure 8 and
only near-band-edge emission peak is observed. We thought that it is the reason that the maximum PL
intensities of the 60 ◦C-grown ZnO-40-Eu and 88 ◦C-grown ZnO-4-In nanowires are higher than that of
the 100 ◦C-grown undoped ZnO nanowires. The synthesized 60 ◦C-grown ZnO-40-Eu and 88 ◦C-grown
ZnO-4-In nanowires can be the promising active materials in UV detectors and opto-electronic devices.

4. Conclusions

In this study, we used a hydrothermal method to investigate a simple process for synthesizing
the Eu3+-doped and In3+-doped ZnO nanowires at temperatures lower than 100 ◦C. We found that
the requisite synthesis temperatures for undoped ZnO, ZnO-10-Eu, ZnO-20-Eu, ZnO-30-Eu, and
ZnO-40-Eu nanowires were 100, 90, 80, 70, and 60 ◦C, and for ZnO-4-In, ZnO-8-In, and ZnO-12-In
nanowires were 88, 75, and 60 ◦C, respectively. For the undoped, Eu3+-doped, and In3+-doped ZnO
nanowires, the (200) peak was the main diffraction peak, and the 2θ values of the c-orientation (200)
peak were almost unchanged as the concentration of Eu3+ ions increased from 0 to 4 at% and the
concentration of In3+ ions increased from 0 to 1.2 at%. The (200) diffraction peak was observed when
the concentrations of Eu3+ ions were 3 and 4 at%; its diffraction intensity increased, and the FWHM
value of the (200) diffraction peak decreased with the concentration of Eu3+ ions. Two distinct emission
peaks were discernible in the 100 ◦C-grown undoped ZnO and 60 ◦C-grown ZnO-40-Eu nanowires, one
centered at ~300 nm and the other at 395 or 396 nm, and the emission spectra ranged from 280 to 570 nm.
The visible-light emission the visible-light emission was not found in the 100 ◦C-grown undoped-ZnO,
60 ◦C-grown ZnO-40-Eu, and 88 ◦C-grown ZnO-4-In nanowires and only near-band-edge emission
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peak was observed because their crystal qualities were enhanced, and the number of defect states was
reduced. The 88 ◦C-grown ZnO-4-In nanowires exhibited only one peak, and the emission spectra
ranged from 360 to 520 nm. The PL emission spectra showed that the maximum intensities increase in
the order 100 ◦C-grown ZnO < 88 ◦C-grown ZnO-4-In < 60 ◦C-grown ZnO-40-Eu.
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Abstract: Electronic devices and circuits with negative differential resistance (NDR) are widely
used in oscillators, memory devices, frequency multipliers, mixers, etc. Such devices and circuits
usually have an N-, S-, or Λ-type current-voltage characteristics. In the known NDR devices and
circuits, it is practically impossible to increase the negative resistance without changing the type or
the dimensions of transistors. Moreover, some of them have three terminals assuming two power
supplies. In this paper, a new NDR circuit that comprises a combination of a field effect transistor
(FET) and a simple bipolar junction transistor (BJT) current mirror (CM) with multiple outputs is
proposed. A distinctive feature of the proposed circuit is the ability to change the magnitude of
the NDR by increasing the number of outputs in the CM. Mathematical expressions are derived to
calculate the threshold currents and voltages of the N-type current-voltage characteristics for various
types of FET. The calculated current and voltage thresholds are compared with the simulation results.
The possible applications of the proposed NDR circuit for designing single-frequency oscillators and
voltage-controlled oscillators (VCO) are considered. The designed NDR VCO has a very low level
of phase noise and has one of the best values of a standard figure of merit (FOM) among recently
published VCOs. The effectiveness of the proposed oscillators is confirmed by the simulation results
and the implemented prototype.

Keywords: negative differential resistance; current-voltage characteristics; multiple simple current
mirror; threshold voltage; oscillator; voltage-controlled oscillator

1. Introduction

Nowadays, negative differential resistance devices and circuits are widely used in oscillators,
memory, frequency dividers, and multiplier circuits [1–5]. The presence of negative resistance in
an electrical circuit makes it possible not to dissipate electrical energy in the form of heat, but to
generate electrical power, even if it has only two terminals and not three as in transistors. There are
two types of negative resistance, namely, differential and static. Sometimes NDR is also called
negative dynamic resistance. The NDR is the first derivative of the voltage relative to the current
at the operating point. The current-voltage characteristics with NDR region can be created in
two ways. The first way involves the use of special electronic devices, such as a Gunn diode,
a tunnel diode, three-terminal graphene NDR devices [6], and others. In the second way, the
current-voltage characteristics with NDR region are created artificially with the help of special
electronic circuits. However, the known NDR electronic circuits have some disadvantages that
limit their use. Let us consider the well-known electronic circuits with NDR. The studies [7,8]
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considered the NDR circuit based on complementary metal-oxide-semiconductor (CMOS) NDR
inverters requiring two power supplies. Thus, to create the current-voltage characteristics with NDR
region three terminals should be used. The study [9] considered an electronic oscillator based on a
bipolar junction transistor (BJT)-metal-oxide-semiconductor field-effect transistor (MOSFET) structure
with Λ-type current-voltage characteristics and two power supplies. The study [10] considered an
NDR circuit composing three resistors and two BJT. The N-type current-voltage characteristics are
achieved by selecting the appropriate resistor values. The study [11] considered a special connection of
a BJT with a junction gate field-effect transistor (JFET) that has N-type current-voltage characteristics.
However, this circuit is subject to thermal runaway, which makes it difficult to use the circuit in
practice. The study [12] considered a novel sinusoidal NDR VCO for very high frequency band.
The VCO circuit comprises a JFET in combination with a P–channel metal-oxide-semiconductor (MOS)
improved Wilson current mirror (CM). The study [13] considered a new NDR circuit, which uses a FET
and BJT transistors to create the S-type current-voltage characteristics. The study [14] considered a
systematic method to design NDR circuits comprising two transistors and resistors only. The study [15]
considered a comparison of five proposed NDR VCOs for microwave applications. The NDR
circuits include a gallium-arsenide transistor and different BJT CMs. The study [16] considered
a novel voltage-controlled NDR device, using complementary silicon-on-insulator four-gate transistors.
The work experimentally demonstrated new circuits for the inductor-capacitor (LC) oscillator and
Schmitt trigger based on the proposed NDR device. The study [17] considered a novel multiple NDR
device with an ultra-high peak-to-valley current ratio by combining tunnel diode with a conventional
MOSFET. The study [18] proposed complement double-peak NDR devices by combining tunnel diode
with conventional CMOS and its compact five-state latch circuit by introducing standard ternary
inverter. The study [19] considered four novel NDR circuits based on the combination of the standard
n-channel MOS transistors and silicon-germanium heterojunction bipolar transistor (HBT). Depending
on the design parameters, the proposed circuits can exhibit Λ- or N-type current-voltage characteristics.
The study [20] considered a tri-valued memory circuit based on two cascoded MOS-BJT-NDR devices
that can show the NDR current-voltage characteristic by adjusting the MOS transistor parameters.
The study [21] considered a three-terminal voltage controlled Λ-type negative resistance MOSFET
structure using the merged integrated circuit of a NELS (n-channel enhancement mode with load
operated at saturation) inverter and an n-channel enhancement MOS driver.

It should be noted that in the reviewed NDR devices and circuits there is practically no possibility
of increasing the negative resistance without changing the type of transistors or the dimensions of
transistors. Moreover, some devices and circuits have three terminals assuming two power supplies.
These circumstances significantly reduce the range of possible applications of NDR devices and circuits.
For example, negative resistance may not be sufficient to start-up the oscillator circuit [22]. This paper
proposes a new NDR circuit based on a FET in conjunction with multiple simple CMs, in which the
magnitude of the negative resistance is easily controlled by changing the number of CM outputs.
Description, mathematical and numerical modeling of the NDR circuit is given. The proposed NDR
electronic circuit can be used in designing an oscillator, a VCO, an amplifier, etc. The most promising
applications are related to generating ultrahigh-frequency signals with low phase noise.

2. Circuit Operation

Figure 1a shows the proposed NDR circuit, which consists of two bias resistors Ra and Rb,
a FET (Q0) and simple CM with n − 1 outputs (collectors of transistors Q2, Qn). We further assume
that transistors Q1, Qn are matched. Figure 1b shows the current-voltage characteristics of the NDR
circuit where the total current I0 is a function of the power supply voltage Vxy. The steepness of the
current-voltage characteristic between points β and γ depends on the number of outputs of the CM.
Curve 1 corresponds to the one output of the CM, i.e., only transistors Q1 and Q2 are used. In this
particular case, the differential resistance between points β and γ is positive, and the circuit does not
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have an NDR region. When choosing the appropriate transistors, the circuit can have the NDR region
even with one CM output.

 
(a) 

 
(b) 

Figure 1. (a) Negative differential resistance circuit with multiple simple current mirror; (b) N-type
current-voltage characteristics of the circuit.

As can be seen in Figure 1b, with an increase in the number of the CM outputs to two and further
to four, the differential resistance becomes negative and the slope of the characteristic in the NDR
region increases.

The current-voltage characteristics in Figure 1b include four regions, respectively, between points 0
and Vα, Vα and Vβ, Vβ and Vγ, and Vγ and ∞. The NDR region is located between points Vβ and Vγ.

Let’s look at the general principle of the circuit operation. When voltage Vxy varies from 0 to Vα,
all transistors in the circuit are OFF. At the supply voltage Vα, all transistors are turning ON, and, up to
the voltage Vβ, the current I1 rises, and the total current I0 also increases. The current I2 is a mirrored
copy of I1, and it behaves like I1.When the supply voltage is Vβ, the current I1 reaches a maximum,
which also corresponds to the maximum of the total current I0. When the voltage Vxy changes from Vβ

to Vγ, the current I1 decreases due to an increase in the negative voltage between the gate and the source
of the transistor Q0. At the same time, an increase in current Ib does not cover this decrease in current
I1. As a result, the total current I0 decreases up to the voltage Vγ, at which the voltage between the gate
and the source of the transistor Q0 reaches a pinch-off voltage and Q0 is turning OFF, and, consequently,
the transistors Q1, Qn also turning OFF. When the supply voltage is higher than Vγ, the total current I0

is entirely determined by the voltage Vxy and the resistances of Ra and Rb. Therefore, in the interval
(Vγ, ∞) differential resistance of the current-voltage characteristics is positive.

Let us determine the coordinates of points α, β, and γ. In the first region of the current-voltage
characteristics, between points 0 and Vα, all transistors are OFF, and the overall current depends on
the resistor values Ra and Rb, and power supply voltage Vxy.

I0 =
Vxy

Ra + Rb
. (1)

The threshold voltage Vα is determined by applying Kirchhoff’s voltage law (KVL) equation to
the circuit of Figure 1a when transistor Q0 is turning ON and VDS0 = 0, where VDS0 is the drain-source
voltage of Q0.

Vα = VEB + IaRa, (2)

169



Electronics 2019, 8, 409

where VEB is the emitter-base voltage of transistors
(
Q1, Qn

)
and Ia is the current through resistor Ra.

Since at voltage Vα the current Ia is equal to I0, then Equation (2) transforms to the following form:

Vα =
VEB(Ra + Rb)

Rb
. (3)

Combining (1) and (3), we obtain:

Iα =
VEB
Rb

. (4)

When voltage Vxy a little exceeds Vα transistors Q1, Qn are turning ON, and transistor Q0 starts to
operate in the triode region where:

VDS0 < VGS0 + VP0, (5)

where VGS0 and VP0 are, respectively, the gate-source and pinch-off voltage of Q0.
By applying KVL from +Vxy to ground, we get:

Vxy = VEB + VDS0 + IaRa. (6)

From (6) we find current Ia as follows:

Ia =
Vxy − VEB − VDS0

Ra
(7)

As it follows from the circuit of Figure 1a:

Ib = Ia − I1. (8)

Substituting (7) to (8) gives:

Ib =
Vxy − VEB − VDS0

Ra
− I1. (9)

Applying KVL around the loop (Rb, Q0, Q1), we obtain:

− IbRb + VDS0 + VEB = 0. (10)

Substituting (9) into (10) and performing some mathematical transformations, we get:

VDS0 =
RbVxy

Ra + Rb
− I1(Ra‖Rb)− VEB. (11)

The gate-source voltage of transistor Q0 is given by:

VGS0 = −IaRa. (12)

Voltage VGS0 we obtain by combining (7), (11), and (12) and performing necessary transformations.

VGS0 = − RaVxy

Ra + Rb
− I1(Ra‖Rb). (13)

Substituting VDS0 from (11) to (7), we determine that:

Ia =
Vxy

Ra + Rb
+

I1Rb
Ra + Rb

. (14)
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We find the current I0 by applying Kirchhoff’s current law (KCL) to the node y in the circuit of
Figure 1a.

I0 = Ia + (n − 1)I2. (15)

By substitution of (14) into (15), we obtain general equation for the circuit total current.

I0 = (n − 1)I2 +
I1Rb

Ra + Rb
+

Vxy

Ra + Rb
. (16)

Since the current I2 is close to the reference current I1, we can assume that I2 ≈ I1. In this case
Equation (16) transforms into the following form:

I0 ≈ I1

(
n − 1 +

Rb
Ra + Rb

)
+

Vxy

Ra + Rb
. (17)

The slope of the current-voltage characteristics in the region of negative resistance is determined
by the first derivative of the current I0 with respect to the voltage Vxy.

dI0

dVxy
≈

(
n − 1 +

Rb
Ra + Rb

)
dI1

dVxy
+

1
Ra + Rb

. (18)

As can be seen from (18), the slope is indeed proportional to the number of outputs of the
current-mirror n. Therefore, by changing n, it is possible to reduce or increase the slope of the
current-voltage characteristics between the voltage thresholds Vβ and Vγ.

Substituting (11) and (13) into (5), we find that when transistor Q0 operates in the triode mode,
the following relationship holds between the supply voltage Vxy and the voltages VEB and VP0:

Vxy < VEB − VP0. (19)

When voltage Vxy increases more, FET Q0 reaches the saturation region where:

VDS0 ≥ VGS0 + VP0. (20)

The threshold voltage Vβ is reached at the boundary between the triode and the saturation region
of transistor Q0, i.e., when:

VDS0 = VGS0 + VP0. (21)

Substituting (11) and (13) into (21), we obtain the threshold voltage Vβ.

Vβ = VEB − VP0. (22)

We determine the threshold current Iβ by substitution of (22) into (17).

Iβ ≈ I1

(
n − 1 +

Rb
Ra + Rb

)
+

VEB − VP0

Ra + Rb
. (23)

As can be seen in Figure 1b, the slope of the current-voltage characteristics in the regions (0, Vα)

and (Vγ, ∞) is the same. It means that at the voltage threshold Vγ the FET Q0 is OFF and I1 = 0.
Transistor Q0 is turning OFF when VGS0 = VP0. Substituting VP0 instead of VGS0 into (13) and solving
the obtained equation with respect to Vxy, we get:

Vxy = Vγ = −
(

1 +
Rb
Ra

)
VP0. (24)
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The threshold current Iγ we find by substituting Vxy from (24) into (1).

Iγ =
|VP0|

Ra
. (25)

As can be seen from (11), (13), (14), (16), (17), and (23), to calculate the currents and voltages
related to the thresholds of the circuit current-voltage characteristics, it is necessary to know the
current I1. Modeling the current I1 depends on the type of FET Q0. Transistor Q0 can be an N-channel
JFET, metal-semiconductor field-effect transistor (MESFET), high-electron-mobility transistor (HEMT),
or pseudomorphic high-electron-mobility transistor (PHEMT). In the voltage region (Vβ, Vγ) transistor
Q0 operates in the saturation mode. Therefore, we should model the current I1 for the case when Q0

operates in the saturation mode.
As is well known, the operation of a JFET in the saturation mode is quite good described by the

Shockley equation [23].
Substituting VGS0 from (13) to the Shockley equation gives:

I1 = IDSS

(
1 +

AVxy + BI1

VP0

)2
, (26)

where IDSS is the saturation drain-source current at zero gate–source voltage, A and B are determined
as follows:

A = Ra/(Ra + Rb), B = Ra‖Rb.

Solving (26) with respect to current I1, we obtain the following quadratic equation:

IDSSB2

V2
P0

I2
1 +

[
2IDSS

(
1 +

AVxy

VP0

)
B

VP0
− 1

]
I1 + IDSS

(
1 +

AVxy

VP0

)2
= 0. (27)

Equation (27) has two positive roots. The acceptable root is the value of the current I1 that is less
than IDSS.

Figure 2a shows the dependence of the drain current I1 versus power supply voltage Vxy in
the interval (Vβ, Vγ) when BF245B is used as a JFET Q0 and Positive-Negative-Positive (PNP) BJT
transistors BFT92W are used in the CM. Assume that Ra = 0.5 kΩ, Rb = 2 kΩ, and n = 5, i.e., the CM
has four outputs. From the simulation program with integrated circuit emphasis (SPICE) model of the
selected JFET transistor follows that VP0 = −2.31 V and IDSS = 6 mA.

 
(a) 

 
(b) 

Figure 2. (a) Dependence of the drain current I1 versus voltage Vxy; (b) Dependence of the total current
I0 versus voltage Vxy in the negative differential resistance region when n = 4 (curve 1), n = 5 (curve 2),
and n = 6 (curve 3).
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As can be seen in Figure 2a, in the NDR region the current I1 changes from 1.47 mA to 0. Figure 2b
shows the dependence of the total current I0 versus voltage Vxy in the NDR region when n = 4
(curve 1), n = 5 (curve 2), and n = 6 (curve 3).

The curves in Figure 2b were calculated using (17) and (27). As can be seen in Figure 2b, the total
current I0 increases by the same value with each increase in the number of the CM outputs. At the
same time, the threshold voltage Vγ shifts slightly to the right with increasing n.

Let us compare the calculated and simulated voltage and current thresholds for the circuit of
Figure 1a for the same data as in Figure 2. From the interactive SPICE simulation of transistor
BFT92W operation with the help of Multisim (ed. 14.1) follows that VEB = 0.52 V (at threshold α) and
VEB = 0.62 V (at threshold β). The results of calculations and SPICE simulations are shown in Table 1.

Table 1. Calculated and simulated threshold voltages and currents with junction gate field-effect
transistor (JFET).

Threshold Calculated Value Simulated Value Error %

Vα (V) 0.65 0.62 −4.8%

Iα (mA) 0.26 0.28 7.1%

Vβ (V) 2.93 2.89 −1.4%

Iβ (mA) 8.22 8.30 1%

Vγ (V) 11.60 11.05 −5.0%

Iγ (mA) 4.62 4.50 −2.7%

As can be seen in Table 1, the absolute relative error for the calculated voltage thresholds
of the NDR region does not exceed 5% and for current thresholds slightly exceed 2.5%. Such a
high accuracy of calculating voltage and current thresholds testifies on the adequacy of the derived
mathematical equations.

Let us now consider the case when Q0 is a GaAs transistor, i.e., MESFET, HEMT, or PHEMT.
We model the current of Q0 by the Statz nonlinear model, which has a high accuracy in the
approximation of the drain current [24].

Substituting VDS0 and VGS0 from (11) and (13) to the Statz model [24,25], we get the following
nonlinear equations in respect to the drain current I1:

δ(AVxy+BI1+VP0)
2

1−Δ(AVxy+BI1+VP0)

[
1 + λ

(
CVxy − BI1 − VEB

)]{
1 − [

1 − α
(
CVxy − BI1 − VEB

)
/3

]3
}
− I1 = 0,

for 0 < CVxy − BI1 − VEB < 3/α,

(28)

δ
(

AVxy + BI1 + VP0
)2

1 − Δ
(

AVxy + BI1 + VP0
) [1 + λ

(
CVxy − BI1 − VEB

)]− I1 = 0, for CVxy − BI1 − VEB ≥ 3/α, (29)

where α is the current saturation parameter, δ is the transistor transconductance, Δ is the doping profile
parameter, λ is the channel length modulation coefficient, and C is determined as follows:

C = Rb/(Ra + Rb).

Let us again compare the calculated and simulated voltage and current thresholds for the circuit of
Figure 1a when a low noise PHEMT ATF-33143 is used as transistor Q0 and the same PNP transistors
BFT92W are used in the CM. From the SPICE model of ATF-33143 [26] follows that α = 4 [1/V],
δ = 0.48

[
A/V2

]
, Δ = 0.8, λ = 0.09 [1/V], and VP0 = −0.95 [V]. The other circuit parameters have the

same values as in the previous example.

173



Electronics 2019, 8, 409

To obtain the calculated values of the voltage and current thresholds, we solve Equations (28) and
(29) and use Equations (3), (4), and (22)–(25). The results of calculations and SPICE simulations with
the help of Multisim (ed. 14.1) are shown in Table 2.

Table 2. Calculated and simulated threshold voltages and currents with pseudomorphic
high-electron-mobility transistor (PHEMT).

Threshold Calculated Value Simulated Value Error %

Vα (V) 0.65 0.62 −4.8%

Iα (mA) 0.26 0.28 7.1%

Vβ (V) 1.57 1.71 8.2%

Iβ (mA) 7.18 6.92 −3.8%

Vγ (V) 4.75 4.73 −0.4%

Iγ (mA) 1.9 1.91 0.5%

As can be seen in Table 2, a good agreement exists between the theoretical and simulated values
of the current and voltage thresholds, which proves the validity of the derived equations.

3. Circuit Applications

3.1. LC Oscillator

Oscillators are one of the main elements in modern communication, control, and navigation
systems. Modern oscillators can be divided into two classes, namely oscillators with negative input
impedance and oscillators with NDR. A distinctive feature of the first-class oscillators is the presence
of a negative real part in the input impedance. Examples of such oscillators are numerous Colpitts,
Clapp, Hartley oscillator circuits, and their modifications [27–30], as well as cross-coupled CMOS
oscillators [31–34]. The second class of microwave oscillators supposes to use a tunnel diode or a Gunn
diode [35,36], which have an NDR region in the N-type current-voltage characteristics. The location
of the operating point in the NDR region leads to the creation of a negative resistance induced into
the contour of the LC tank to compensate for its losses. The circuit of Figure 1a can also be used for
designing an LC oscillator because it has an NDR region.

Figure 3 shows an LC oscillator on the base of the proposed NDR circuit. The oscillator tank
circuit consists of an RF coil L and two series-connected capacitors C1 and C2. Small capacitor CF is a
feedback capacitor allowing to speed-up the oscillator start-up. Large capacitor C0 reduces the noise
level significantly at the nodes y, z, d, and s of the oscillator. This allows increasing the slope of the
noise skirt around the fundamental harmonic, which in-turn reduces the oscillator phase noise.

 
Figure 3. LC oscillator with NDR.
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3.1.1. Simulation Results

Let us perform a SPICE simulation of the proposed oscillator circuit with the help of Multisim
(ed. 14.1). Assume that n = 3, Ra = 0.15 kΩ, Rb = 1 kΩ, transistor Q0 is a PHEMT ATF-33143, and all
transistors in the CM are BFT92W. Figure 4 shows the simulated current-voltage characteristics. As
can be seen in Figure 4, the NDR region has the following voltage and current thresholds: Vβ = 1.58 V,
Iβ = 15 mA, Vγ = 7.26 V, and Iγ = 6.33 mA. We set the operating point at Vxy = 3.75 V and
I0 = 12.5 mA.

Figure 4. Oscillator current-voltage characteristics.

The selected circuit components have the following values: L = 5 nH, C0 = 10 μF, and
C1 = C2 = 5 pF. Figure 5 shows the oscillator starting voltage waveforms at the output node y
for different values of the feedback capacitor CF. The frequency of oscillations is 1.096 GHz. We can
observe from Figure 5, that the oscillations reach the steady-state amplitude of 2.2 V at t = 130 ns and
2.4 V at t = 55 ns when CF = 5 pF and CF = 10 pF, respectively. Thus, an increase in the capacitance
CF leads to a significant reduction in the self-excitation time of the oscillator and an increase in the
amplitude of the steady-state oscillations.

 
(a) 

 
(b) 

Figure 5. Oscillator start-up behavior at CF = 5 pF (a) and CF = 10 pF (b).

Figure 6 shows the amplitude spectrum of the oscillated voltage for C0 = 1 nF and CF = 5 pF
(blue line) and C0 = 10 μF and CF = 10 pF (red line). As can be seen from comparison of two spectrums
in Figure 6, the noise skirt of the fundamental harmonic at the level of -80 dBm is significantly narrower
for larger values of capacitances C0 and CF. Moreover, the total harmonic distortion (THD) is 3.3% for
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C0 = 10 μF and CF = 10 pF and 3.7% for C0 = 1 nF and CF = 5 pF, i.e., larger capacitances C0 and CF
provide a smaller level of THD.

 
Figure 6. Oscillator output spectrum when C0 = 1 nF and CF = 5 pF (blue line) and C0 = 10 μF and
CF = 10 pF (red line).

The decrease in the noise level of the oscillator output voltage in Figure 6 is explained by the fact
that with an increase in the capacitances C0 and CF, the simulated spectral density of noise decreases
significantly at the nodes y, z, d, and s of the oscillator circuit as shown in Figure 7. As can be seen
in Figure 7c, the most substantial decrease in noise spectral density occurs at the drain of transistor
Q0, i.e., just where there is a large capacitance C0. This observation confirms a similar conclusion
concerning the effect of capacitance on noise in CMOS LC oscillators [37].

 
(a) 

 

(b) 

 
(c) 

 
(d) 

Figure 7. Noise spectral density at nodes y (a), z (b), d (c), and s (d) when C0 = 1 nF and CF = 5 pF
(blue line) and C0 = 10 μF and CF = 10 pF (red line).
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3.1.2. Oscillator Prototype Implementation

The oscillator circuit of Figure 3 was implemented using a JFET BF245B (NXP Semiconductors,
Eindhoven, Netherlands) as transistor Q0 and five transistors BFT92W (NXP Semiconductors,
Eindhoven, Netherlands) in the CM, i.e., n = 5. We selected the following component values:
Ra = 0.5 kΩ, Rb = 2 kΩ, C1 = C2 = 82 pF, CF = 2.2 pF, C0 = 0, and L = 330 nH.

Figure 8 shows the printed circuit board (PCB) assembly of the implemented NDR oscillator.

 
Figure 8. Photograph of the NDR oscillator printed circuit board assembly.

Figure 9 shows the measured current-voltage characteristics of the implemented NDR oscillator.
The measured values of the threshold voltages in the NDR region are V∗

β = 3 V and V∗
γ = 12 V.

The calculation of the theoretical voltage thresholds by Equations (22) and (24) gives Vβ = 2.93 V and
Vγ = 11.55 V. As can be seen, there is a perfect agreement between the measured and theoretical
results. The dc operating point has the following coordinates: Vxy = 5.2 V and I0 = 7.6 mA.

Figure 9. Measured current-voltage characteristics of the implemented NDR oscillator.

Figure 10 shows the photographs of the output voltage (a) and output power spectrum (b) of the
implemented oscillator. We used the HMO1002 oscilloscope (Rohde & Swartz, Munich, Germany)
and the HMS3000 spectrum analyzer (Rohde & Swartz, Munich, Germany) to measure the oscillator’s
output voltage in the time and frequency domain. To connect the oscillator output to oscilloscope and
spectrum analyzer, we used, respectively, RF probes HZ154 (Rohde & Swartz, Munich, Germany) and
P-20A (Auburn Technology Corporation, Wichita, Kansas, USA) with 20 dB attenuation. We can see
from Figure 10 that the frequency and the peak-to-peak amplitude of oscillations are 16.1 MHz and
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4.12 V, respectively. We can also observe in Figure 10b that the noise-floor power level is more than
75 dB below the fundamental harmonic power.

 
(a) 

 
(b) 

Figure 10. (a) The oscillogram of the oscillator output voltage; (b) The measured spectrum of the
oscillator output power with span of 20 MHz.

3.2. LC Voltage Controlled Oscillator

Voltage-controlled oscillators are fundamental building units in modern phase-locked loop
synthesizers used in communication and navigation transceivers [38–40]. The NDR circuit of Figure 1a
can also be used to design an LC VCO. Figure 11 shows the proposed LC VCO with a controllable
slope of the NDR region. The varactor diodes VC1 and VC2 replace the capacitors C1 and C2 in the
circuit of Figure 3. The control voltage Vc is applied to cathodes of varactor diodes VC1 and VC2

providing a frequency tuning of the VCO. Resistor Rc isolates the variable power supply from the
VCO tank circuit.

Figure 11. LC voltage-controlled oscillator with NDR.

The SPICE simulation of the VCO circuit with the help of Multisim (ed. 14.1) was conducted
using varactor diodes ZC820 (Zetex) and the same transistors, inductor L, and resistors Ra and Rb as
in Section 3.1.1. We set the VCO circuit elements C0, CF, and Rc to 10 μF, 10 pF and 10 kΩ, respectively.
The control voltage Vc was varied from 1 to 25 V. Figures 12 and 13 show the VCO starting voltage
waveform (a) and steady-state voltage waveform (b) when Vc = 1 V and Vc = 25 V, respectively.
The oscillation frequency varied from 775 MHz (at Vc = 1 V) to 1.375 GHz (at Vc = 25 V). The THD is
4.6% at Vc = 1 V and 3.8% at Vc = 25 V.

From a comparison of voltage starting waveforms in Figures 12a and 13a, we can observe that
voltage oscillations reach the steady-state mode at 160 ns and 80 ns, respectively. In the steady state
operation mode, the voltage amplitude is around 2 V over the entire control voltage range.
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(a) 

 
(b) 

Figure 12. (a) Voltage-controlled oscillators (VCO) starting voltage waveform when Vc = 1 V; (b) VCO
steady-state voltage when Vc = 1 V.

 
(a) 

 
(b) 

Figure 13. (a) VCO starting voltage waveform when Vc = 25 V; (b) VCO steady-state voltage when
Vc = 25 V.

Figure 14 shows the tuning characteristic of the VCO. As can be seen in Figure 14, the simulated
VCO covers a wide frequency range. The ratio of the maximum VCO frequency to minimum exceeds 1.75.

Figure 14. VCO tuning characteristic.
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LC Voltage-Controlled Oscillator Performance

Let us compare the overall performance of the proposed NDR VCO with state of the art
VCOs. The conventional FOM is used to evaluate the overall performance of the designed VCO,
which includes phase noise at a particular frequency offset from the carrier PN(Δ f ), power dissipation
Pd, and the ratio of the carrier frequency fc to the frequency offset Δ f for comparing VCOs operating
at different frequencies [41,42].

FOM = PN(Δ f )− 20 log
(

fc

Δ f

)
+ 10 log

(
Pd

1 mW

)
. (30)

Table 3 presents the part numbers of the VCO elements. In the simulation, we used the VCO
circuit of Figure 11 when n = 2. The simulated values of the NDR threshold voltages are as follows:
Vβ = 2.84 V and Vγ = 20.7 V. The calculated thresholds are Vβ = 2.84 V and Vγ = 20.7 V. The selected
DC operating point has the following coordinates: Vxy = 6.5 V and I0 = 8.5 mA. Thus, the VCO power
dissipation is 55.25 mW. The control voltage Vc applied to the cathodes of the SMV1104-34 varactors
varied from 2 V to 6 V. The frequency tuning range is from 1.225 GHz to 1.620 GHz. Figure 15 shows
the dependence of the VCO phase noise versus Δ f when Vc = 2 V. As can be seen in Figure 15, the use
of large C0 reduces phase noise for more than 20 dB in all range of offset frequencies. The low level of
the phase noise is also due to the use of a high-Q coil L [43]. In the tuning VCO range, the inductor
quality factor is varied from 50 to 60.

Table 3. Part numbers used in the designed voltage-controlled oscillator.

Circuit Elements Part Numbers

Transistor Q0 NE722S01

Transistors Q1, Qn MRF5211LT1

Inductor L 0201DS-3N3XJEU

Capacitor C0 C1608X5R1E105K

Capacitor CF C0603C0G1E030C

Varactors SMV1104-34

Resistor Ra ERJ1GEJ471

Resistor Rb ERJ2GEJ392

 
Figure 15. Phase noise versus offset frequency when C0 = 1 μF (curve 1) and C0 = 1 nF (curve 2).

Table 4 shows a comparison of the designed VCO with the VCOs in recently published studies in
terms of the FOM (30). As can be seen in Table 4, the designed NDR VCO has one of the best FOM.
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It should be noted that all previously published VCOs in Table 4, except [58,59], fabricated in CMOS or
BiCMOS technologies.

Table 4. Performance of designed VCO and some recently published VCOs.

VCO
Frequency

GHz
Frequency

Offset MHz
Phase Noise

dBc/Hz
Power

Dissipation mW
FOM dBc/Hz

[44] 1.61 0.1 −121 2.7 −202

[45] 2.5 1 −119.7 0.515 −190.3

[46] 11.58 1 −112.62 6 −198.6

[47] 8 1 −134.3 6.6 −204

[48] 2.7 0.1 −121.3 3.9 −204

[49] 3.6 1 −124 2.05 −192

[50] 15.57 1 −116.6 6 −192.7

[51] 2.4 1 −120 0.267 −193.3

[52] 2.4 1 −135.6 6.17 −195.3

[53] 12.67 1 −120.6 17.7 −190

[54] 1.94 1 −153 20 −205.7

[55] 2.38 3 −132.7 1 −190.7

[56] 2.4 1 −124 2.86 −187.25

[57] 7 1 −132 198 −185.9

[58] 7.9 1 −135 1456 −181.3

This work 1.225 0.1 −141.1 55.25 −205.4

Oscillators manufactured using MESFET, HEMT, and PHEMT have significantly lower FOM
values due to substantially higher power consumption [58,59]. However, as follows from Table 4,
the proposed NDR VCO can even compete with the best CMOS oscillators due to the low level of
phase noise and despite the significantly higher power consumption.

4. Discussion and Conclusions

There is a large number of electronic circuits [1–22], in which the current-voltage characteristics
have an NDR region. The basis of these circuits is formed by various combinations of BJT and FET.
Conventionally, the circuits with NDR can be classified into the following groups: circuits with
MOS transistors [7,8,16–18,21], circuits with BJT transistors [10,14], circuits with BJT and JFET [11–15],
circuits with JFET and MOS transistors [12,22], circuits with BJT and MOS transistors [9,20], and circuits
with BJT and HBT [19]. It should be noted that in the known NDR devices and circuits it is practically
impossible to change the angle of inclination of the current-voltage characteristics in the area of
negative resistance. Therefore, it is not possible to increase the NDR of the device or circuit without
changing the type or the size of the transistors.

This paper proposes a new NDR circuit based on the connection of a FET and a BJT simple current
mirror with multiple outputs. A JFET, MESFET, HEMT, or PHEMT can be used as a FET. A distinctive
feature of this circuit is the ability to control the NDR without changing the types or the size of
transistors. This feature is based on the property of a simple current mirror to increase the current gain
due to the parallel connection of transistors at the output of the mirror [59]. In the proposed circuit, the
current-voltage characteristics are of the N-type with three threshold voltages. General mathematical
equations for calculating the threshold voltages and currents have been derived. Since the threshold
current related to the beginning of the NDR region depends on the FET drain current, a mathematical
modeling of this current has been performed for a JFET and a gallium-arsenide FET, such as MESFET,
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HEMT, or PHEMT. A comparison of the calculated voltage and current thresholds with the SPICE
simulations showed perfect convergence as for the case of using a JFET as well as for PHEMT,
which was modeled by the Statz nonlinear model. The latter indicates the adequacy of mathematical
expressions derived for the calculation of current and voltage thresholds.

The proposed NDR circuit can be used to design various oscillators. By connecting a parallel LC
tank to the output of the proposed NDR circuit, one can get a sinusoidal oscillator, which can operate
in different frequency bands. When using an ultra-high frequency JFET, the maximum frequency is
limited to several hundred MHz. When using a gallium-arsenide transistor such as MESFET, HEMT,
or PHEMT, the maximum oscillation frequency lies in the region of several GHz. Self-excitation
of the oscillator by the proposed NDR circuit depends on the magnitude of the negative resistance
introduced into the parallel LC tank circuit. If the value of the introduced negative resistance is
sufficient to compensate for losses in the tank circuit, then the amplitude of oscillations increases
and reaches a steady-state value. However, if the magnitude of the introduced negative resistance is
insufficient, the oscillator does not self-excite. In any other NDR oscillator, in this case, it is necessary
to change the transistors or their sizes for increasing negative resistance. However, in the proposed
NDR circuit, it is enough to add one or more transistors in the current mirror as shown in Figure 1a
and in this case, according to formula (18), the NDR will increase, and hence the absolute value of the
negative resistance introduced into the tank circuit will also increase. Then the oscillator will oscillate.
A SPICE simulation of the LC oscillator with a PHEMT and a BJT current-mirror at the frequency
of 1.096 GHz showed that the generated signal has a low level of distortion, as well as a low noise
level when using additional capacitances in the positive feedback circuit and between the drain of
the PHEMT and ground. The implemented LC oscillator prototype operating in the high-frequency
band has confirmed theoretical results. The proposed NDR circuit can also be used to design a VCO.
Depending on the transistors used, such VCO can operate in different frequency bands, ranging from
high-frequencies and up to microwaves. Thus, the simulated VCO circuit with PHEMT covers the
frequency range from 775 MHz to 1.375 GHz, i.e., the frequency overlap ratio is higher than 1.75.
Moreover, the amplitude of oscillation is about 2 V and practically does not change in the whole range
of tunable frequencies. A comparison of the performance characteristics of the designed VCO with
VCOs in previously published studies has shown that it is about 20 dB more efficient than the HEMT
VCOs and is not inferior to the best CMOS VCOs.

The proposed NDR circuit can also be used in laboratory works in the electronics departments of
universities to study the properties of negative resistance, to model various oscillators and to analyze
the conditions for self-excitation of oscillators.

Our future work will include an analysis of the use of various bipolar and MOS current mirrors
instead of the simple current mirror in the proposed NDR circuit.
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BJT Bipolar junction transistor
CM Current mirror
CMOS Complementary metal-oxide-semiconductor
FET Field-effect transistor
FOM Figure of merit
HBT Heterojunction bipolar transistor
HEMT High-electron-mobility transistor
JFET Junction gate field-effect transistor
KCL Kirchhoff’s current law
KVL Kirchhoff’s voltage law
MESFET Metal-semiconductor field-effect transistor
MOS Metal-oxide-semiconductor
MOSFET Metal-oxide-semiconductor field-effect transistor
NDR Negative differential resistance
NENS N-channel enhancement mode with load operated at saturation
PCB Printed circuit board
PHEMT Pseudomorphic high-electron-mobility transistor
PNP Positive-negative-positive
RF Radio frequency
SPICE Simulation program with integrated circuit emphasis
THD Total harmonic distortion
VCO Voltage controlled oscillator
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Abstract: This paper proposes a low-cost test pattern generator for scan-based built-in self-test (BIST)
schemes. Our method generates broadcast-based multiple single input change (BMSIC) vectors
to fill more scan chains. The proposed algorithm, BMSIC-TPG, is based on our previous work
multiple single-input change (MSIC)-TPG. The broadcast circuit expends MSIC vectors, so that the
hardware overhead of the test pattern generation circuit is reduced. Simulation results with ISCAS’89
benchmarks and a comparison with the MSIC-TPG circuit show that the proposed BMSIC-TPG
reduces the circuit hardware overhead about 50% with ensuring of low power consumption and high
fault coverage.

Keywords: test pattern generation; built-in self-test; broadcast circuit; low cost

1. Introduction

Nowadays VLSI testing is always used to ensure the correctness and reliability of the finished
chip [1], but we encountered some problems during VLSI testing. In the process of chip testing, the test
power consumption is two to four times greater compared with the normal power consumption [2,3].
This excessive power consumption will limit the stability of the circuit and it will also increase the cost
of packaging [4]. In consideration of the economics of design for testability, we need to balance the
cost and interest [5]. Therefore, this paper aims to find a low-cost test pattern generation method based
on our previous work multiple single-input change (MSIC)-TPG [6].

The built-in self-test (BIST) method can effectively reduce the difficulty and complexity of VLSI
testing. The BIST technology can be roughly divided into two categories: logic BIST (LBIST) and
memory BIST (MBIST) [7,8]. The test pattern generation method proposed in this paper is based on
the LBIST method. The traditional LBIST technology is based on the pseudo-random test patterns
generated by the linear feedback shift register (LFSR) [9]. This will lead to a large test power
consumption during the test. To solve this problem, a method of MSIC test pattern generation
combining a pseudo-random sequence with a low-transition sequence has been proposed in paper [6].
It can consider both high fault coverage and low power consumption [10,11]. However, this method
increases the area of circuits. To overcome the limitations, a novel low-cost BIST architecture using
test pattern broadcast circuits called broadcast-based multiple single input charge (BMSIC)-TPG has
been developed. This method reduces the area overhead, and it scores well in power consumption and
fault coverage.

The rest of this paper is organized as follows. In Section 2, the proposed BMSIC-TPG scheme
is presented. The mathematical features of the new BMSIC sequences is described in Section 3.
In Section 4, the performance of the BMSIC sequences are analyzed. Conclusions are given in Section 5.
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2. BMSIC-TPG Structure

2.1. BMSIC-TPG

The BMSIC-TPG structure includes a clock control module, an original scan chain generation
module, and a broadcast module [12–15], as shown in Figure 1. The square A is the clock control
module, which is used to generate a slow clock (CLK1) and a fast clock (CLK2). CLK1 is used to drive
LFSR to update seed vectors [16], and CLK2 is used to drive reconstructed Johnson counter to update
Johnson vectors and generate the vector J [17]. The square B is the original scan chain generation
module, which is composed of the LFSR, the reconfigurable Johnson counter, and the exclusive OR
(XOR) network [18]. The LFSR is used to generate the seed vector. The reconfigurable Johnson counter
is used to generate the Johnson vector, and the XOR network generates the original scan chain vector
by bitwise XOR operation of the seed vector S and the vector J. The square C is the broadcast module,
which will broadcast m original scan chains to 4m broadcast scan chains [14]. The specific circuit is
shown in Figure 3.

Figure 1. Broadcast-based multiple single input charge (BMSIC)-TPG structure.

Suppose that there are m scan chains before broadcast and M scanning chains after broadcast,
and each scanning chain has l scanning cells in a full scan design. The bits of seed vector S generated
by LFSR is m. The bits of the vector J generated by reconfigurable Johnson counter is L.

Through many mathematical analyses and experiments, we know the solution to optimize the
configuration of BMSIC-TPG is L = l, which is called the test convention constraint. Due to test pattern
generation algorithm, the test pattern generator is constrained to have L ≥ m, which is called the test
generation constraint, and must be satisfied compared with the test convention constraint. The test
convention constraint is an optimal to generate the test pattern under the premise of satisfying the test
generation constraint. Obviously, the two constraints are satisfied if L ≥ m. The configuration is the
optimal configuration if L = l. If l < m, it just satisfies the test generation constraint L ≥ m (in this
article L = m). According to these constraints and the broadcast of test patterns we studied, we can
find M = 4m, the bits of the seed vector is m, the bits of the Johnson vector is L(L = l), this is the
premise of the follow-up contents. The above analysis result is also easy to understand. Under the
premise that L ≥ m, the filling of the scan chain is realized by cyclic shifting of the updated current
Johnson vector. The period of the cyclic shift is L. If L < l, the cyclic shift of the Johnson vector
needs several shifting cycles, and the filling value will correspondingly appear repetitive parts. So the
possibility of transition between adjacent bits of vectors generated after encoding will increase. If L = l,
the cyclic shift of the Johnson vector is exactly a shift period, and the filled value is just all the bits of the
Johnson vector. So this configuration can ensure low possibility of transition. If L > l, the cyclic shift
of the Johnson vector is less than one shift period, and the filling value is part of the bits of Johnson
vector. Thus, the possibility of transition will decrease. But this configuration will increase the area of
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the circuits. In this paper, the bits of seed vector and Johnson vector are always equal which is called
the same scan configuration.

2.2. LFSR Structure and Johnson Counter Structure

The LFSR is composed of multiple shift registers and XOR gates connected in a certain way.
The m-bit linear feedback shift register can generate (2m − 1) different states at most [19]. If the m-bit
linear feedback shift register generates (2m − 1) different states and begins to repeat periodically,
the (2m − 1) different states of the sequence is called the maximum length sequence, which is also
known as the M sequence.

Because the number of transitions between adjacent bits of the test vector is positively correlated
with the power consumption of the test [20], the Johnson counter can generate Johnson vectors that has
low transition properties between adjacent vectors and adjacent bits of the same vector. The Johnson
sequence is a single input change sequence (SIC). The vector generated by the next clock in the
sequence is a one-bit change from the previous clock generation vector. Johnson sequences consist of a
series of “0” and a series of “1”. So we choose a Johnson counter to reduce power consumption. But a
simple Johnson counter can not complete the data shift loading process. We reconstruct the Johnson
counter according to the test pattern generation method.

The L-bit reconfigurable Johnson counter is shown in Figure 2. When the mode is set to one,
the counter implements the counting function. Under this mode, the initialization of all flip-flops
will be completed after running L clocks if the Rst signal is set to zero. If the Rst signal is set to one,
the counter implements the normal counting function. When the mode is set to zero, the counter
implements a shift function and feeds the last bit of the counted vector back to the first bit. The adjacent
bit of each Johnson vector jumps to zero or one, so the sequence generated by the reconfigurable
Johnson counter still holds the single-hop characteristic.

Figure 2. L-bit reconfigurable Johnson counter structure.

2.3. XOR Network

The XOR network generates the original scan chain vector by bitwise XOR operation of
the seed vector S which is generated by the LFSR and the vector J which is generated by the
reconfigurable Johnson counter. The LFSR generates an m-bit seed vector S = [S0, S1, S2, . . . , Sm−1].
The reconfigurable Johnson counter generates a L-bit vector J = [J0, J1, J2, . . . , JL−1]. The result of the
bit-wise XOR operation is X = [X1, XL+1, X2L+1, . . . , X(m−1)L+1].

2.4. Broadcaster

A broadcaster [12–14] distributes test patterns from a MSIC-TPG [6] module to fill multiple scan
chains in a minimally constrained manner. The specific structure is shown in Figure 3. The broadcast
circuit extends the original scan chains from two to eight. S1 and S2 are original scan chains. B0 and
B1 are broadcast vectors which are generated by the two-bit LFSR. The post-broadcast seed vectors
S11, S12, S13, S14 and S21, S22, S23, S24 to be applied to the scan chains are generated by bit-XOR the
original scan chains S1 and S2 and the broadcast vectors B0 and B1. Suppose the number of original
scan chains is m, so the number of seed vectors after broadcast is M and M = 4m.
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Figure 3. Broadcast circuit.

2.5. The Process of BMSIC-TPG

What follows are the operation mode of the BMSIC-TPG.

1. Clock control module generates CLK1 and CLK2. CLK1 drives the LFSR to update the seed vector,
and CLK2 drives the reconfigurable Johnson counter to update the J vector and enables the scan
to move in.

2. Original scan chain generation module is made up of the LFSR, reconfigurable Johnson counter,
and XOR network. The LFSR generates the S vector. The reconfigurable Johnson counter generates
the J vector. The XOR network operates the bit-XOR between the S vector and the J vector to
generate the original scan chain data.

3. Broadcast module is used to extend the original scan chain.

3. BMSIC-TPG Mathematical Features

3.1. Periodicity

Since the seed vectors, broadcast vectors, and original scan chain vectors before the broadcast are
all periodic and the XOR operation is a linear operation, the BMSIC test pattern is also assumed to
have periodic characteristics [6]. Suppose the seed vector is S = [S0, S1, S2, . . . , Sm−1]. The vector J is
J = [J0, J1, J2, . . . , JL−1], and the broadcast vector B is B = [B0, B1]. Then at time t, S, J, and B can be
expressed as:

S(t, x) = S0(t)x0 + S1(t)x1 + . . . + Sm(t)xm

J(t, x) = J0(t)x0 + J1(t)x1 + . . . + JL−1(t)xL−1

B(t, x) = B0(t)x0 + B1(t)x1.

(1)

According to the generation algorithm, the original input test vector consists of parts or all bits of
the seed vector or multiplexing of seed vectors, which can be expressed as:

Vin(t, x) = S0(t)x0 + S1(t)x1 + . . . + Sm−1(t)xm−1+

S0(t)xm + S1(t)xm+1 + . . . + Sm−1(t)x2m−1 + . . . + Sh(t)xN−1.
(2)

In Equation (2), 1 ≤ h ≤ m and h is an integer. The specific value depends on the number of the
original inputs N and the number of seed vectors m. At the same time, the k-th original scan chain
vector can be expressed as:

Ck(t, x) = [
L−1

∑
i=0

Sk−1(t)xi ⊕ Jk(t, x)]xN+(k−1)L. (3)
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The vector in Equation (3) represents the J vector applied to the k-th scan chain.
Assume that the two pre-broadcast original scan chain vectors S1, S2 of the broadcaster shown in

Figure 3 are denoted as Cq(t, x), Cq+1(t, x). The test vector of the i-th scan chain after broadcasting is
Vi(t, x), then the eight scan chain vectors S11, S12, S13, S14, S21, S22, S23, S24 after broadcasting can be
expressed as:

S11 = V4q−3(t, x) = Cq(t, x)⊕
L

∑
j=1

B1(t)xj

S12 = V4q−2(t, x) = Cq(t, x)⊕
L

∑
j=1

[B0(t)⊕ B1(t)]xj

S13 = V4q−1(t, x) = Cq(t, x)

S14 = V4q−3(t, x) = Cq(t, x)⊕
L

∑
j=1

B0(t)xj

S21 = V4q+1(t, x) = Cq+1(t, x)⊕
L

∑
j=1

B0(t)xj

S22 = V4q+2(t, x) = Cq+1(t, x)

S23 = V4q+3(t, x) = Cq+1(t, x)⊕
L

∑
j=1

[B0(t)⊕ B1(t)]xj

S24 = V4q+4(t, x) = Cq+1(t, x)⊕
L

∑
j=1

B1(t)xj.

(4)

Considering the above, the ω complete scan chain vector loaded into the circuit under test can be
expressed as:

P(ω) = P(tω, x) = Vin(tω, x) +
M

∑
i=1

Vi(tω, x). (5)

Bit-XOR the ωth test pattern with the dth test pattern can be expressed as:

P(ω)⊕ P(d) = Vin(tω, x)⊕ Vin(td, x) +
M

∑
i=1

[Vi(tω, x)⊕ Vi(td, x)]. (6)

Only if S(tω , x) = S(td, x), B(tω , x) = B(td, x), and ∑m
l=1 Cl(tω , x) = ∑m

l=1 Cl(td, x) are established
at the same time, then P(ω)⊕ P(d) = 0 is established. It is known that the period of seed vector S is
TS = 2m − 1. The period of the broadcast vector B is TB = 22 − 1 = 3. It is known from the literature [6]
that the period of original scan chain vector S before broadcast is TMSIC = (2m − 1)2L. So the BMSIC
test pattern is also periodic, and the period is the least common multiple of the period of seed vector,
the broadcast vector and the original scan chain vector. It can be expressed as:

TBMSIC =

{
(2m − 1)2L (TMSIC%3 = 0)
(2m − 1)6L (TMSIC%3 	= 0).

(7)

From Equation (7), the period of the BMSIC test pattern is related to the number of bits of the
seed vector and the J vector. Under the same configuration, the TBMSIC is larger than the TMSIC [6].
The greater the period of the test pattern is, the better the pseudo-randomness of the test pattern
sample is, and the higher the fault coverage is. The number of bits in the seed vector S and J vectors
directly affects the hardware overhead. The exponential relationship and multiple relationship of the
Equation (7) make it possible to obtain a test pattern with large period and good pseudo-randomness
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with fewer vector bits, so BMSIC test patterns can reduce hardware overhead on the premise of
achieving satisfactory fault coverage.

3.2. Transition

The number of transitions between adjacent bits of the test pattern is positively correlated with the
power consumption of the test [20], so it can be used to quantitatively analyze the transition properties
of the BMSIC test pattern. We take some test patterns under different scanning configurations as
the samples and count the transition numbers for the BMSIC test generation method. We have
obtained some statistical laws after our analysis. The results are shown in Table 1, and the “transition
period” indicates how many test patterns the transition characteristics will repeat. “Pattern transitions”
indicates the total transitions of a single test pattern.

Table 1. Transition of the broadcast-based multiple single input charge (BMSIC)-TPG.

Seed Vector
Bits

Johnson Vector
Bits

Transition
Period

Pattern
Numbers

Pattern
Transitions

8 8 8 1 0
7 56

8 17 17
1 0
8 60
8 64

8 20 20
1 0
8 60
11 64

10 10 10 1 0
9 90

10 36 36
1 0
10 76
25 80

10 44 44
1 0
10 76
33 80

We can make a conclusion from Table 1: (1) the transitions of per test pattern repeats with L for
the transition period. (2) If L = m, the transition of one pattern is zero, and the transition of L − 1
patterns is 8(m − 1). (3) If L > m, the transition of one pattern is zero. The transition of m patterns is
8(m − 1) + 4, and the transition of (L − m − 1) patterns is 8m. The above conclusion is derived because
the BMSIC test pattern needs to satisfy both the test generation constraints and the test convention
constraints. The average transition between the adjacent slices of the BMSIC test pattern is calculated
as Equation (8), which is almost equivalent to the average transition of the MSIC [4] test pattern (shown
in Equation (9)).

CBMSIC_ave =

{ 8(m−1)
L (L = m)

8m(L−1)−4m
L(L−1) (L > m).

(8)

CMSIC_ave =

{ 2(M−1)
L (L = m)

2M(L−1)−M
L(L−1) (L > m).

(9)

3.3. Randomness

The random sequence can detect most of the faults in CUT. Therefore, this paper discusses the
randomness of the “0”, “1” distribution of BMSIC test patterns that have been generated to evaluate its
capability to detect faults. The generated test pattern is evaluated from the scanning moving direction
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and the test pattern direction respectively according to the scanning test scheme and the scanning
design technique.

As shown in Figure 4a, the randomness of scan moving direction is to calculate the probability of
“0” or “1” of a given scan chain under each test pattern, which reflects the randomness of the same test
pattern between its scan units on this scan chain. However, the randomness of scan moving direction
does not reflect the randomness of the same scanning unit in the designated scan chain being filled
with “0” or “1” under different test patterns, thus introducing the randomness of test pattern direction
as shown in Figure 4b. The randomness of test pattern direction is to calculate the probability of “0” or
“1” being filled in different test patterns for each scan unit in the specified scan chain, which reflects
the difference between test patterns. We take 10,000 BMSIC test patterns and each test pattern has
32 scan chains as the samples and choose one chain to study. Then compare with LFSR and MSIC
test patterns in the same configuration to reflect the performance of randomness. Other chains also
has the similar result. The probability distribution of logic “0” in the scan moving direction is shown
in Figure 5. It can be concluded BMSIC has a large fluctuation in randomness and has periodicity.
The probability distribution of logic “0” in the test pattern direction is shown in Figure 6. It can be
concluded the randomness of the test sequence arranged from good to bad is MSIC, BMSIC and LFSR,
but the distributions are basically between 0.495 and 0.505, all have good randomness. So we consider
the BMSIC test patterns have good fault detection capability.

(a) (b)

Figure 4. (a) Scan moving direction randomness analysis diagram. (b) Test pattern direction
randomness analysis diagram.

Figure 5. Scan moving direction Logic “0” probability distribution.

Figure 6. Test pattern direction Logic “0” Probability distribution.
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The above analysis shows that BMSIC test patterns are good in randomness. Although it is based
on a statistical approximation, it is necessary to evaluate the fault detection capability of test pattern.
Therefore, it is speculated that BMSIC test patterns can achieve satisfactory fault coverage.

4. BMSIC-TPG Performance Analysis

BMSIC test patterns had low power consumption and low area overhead and it can achieve satisfactory
fault coverage from theoretical analysis. This section verifies its fault coverage, power consumption, and
area cost performance through the specific simulation experiments and performance estimates. The circuit
under test (CUT) in the experiment are five circuits in ISCAS’89 series, using Nangate 45 nm process
library. The synthesis of CUT were carried out with DFT_Compiler of Synopsys. Test generation and
test application were carried out with Perl. The fault simulation was carried out with TetraMAX. The
power consumption simulation was carried out with the Synopsys Design Analyzer and Prime Power.
Because the BMSIC-TPG proposed in this paper was designed to overcome the drawback of the previous
method [6], we compare the performance of BMSIC with our previous method [6].

4.1. Fault Simulation

The fault simulation results of the BMSIC test generation method are shown in Table 2.
DFF represents the number of scanning units in the circuit under test. Chain represents the number of
scan chains. Depth represents the number of scanning units per scan chain. TL represents the number of
test patterns, and SFC and TFC represent stuck fault coverage and transition fault coverage respectively.

We used DFT_Compiler of synopsys to synthesize the CUT, Perl to implement test patterns
generation algorithm to achieve test generation, test application, and TetraMAX to complete the fault
simulation, the results are shown in Table 2. Comparing with the literature [6], BMSIC test program
can achieve higher fault coverage under the same configuration. Comparing with the literature [21],
we needed less test patterns to achieve high fault coverage. At the same time, we found that the same
CUT under different test generation configuration resulted in different fault coverage, indicating that
the fault coverage is related to test generation configuration.

Table 2. Comparison of fault coverage of the three test generation methods.

CUT DFF Chain Depth TL
LFSR MSIC [6] BMSIC

SFC TFC SFC TFC SFC TFC

S13207 638
32 20 10,000 91.44 80.75 90.51 74.3 91.42 74.02
36 18 10,000 92.01 80.33 86.63 71.11 92.6 73.57
40 16 10,000 95.24 84.05 89.22 70.82 93.52 77.71

S15850 534
32 17 10,000 93.9 85.55 92.01 78.36 89.45 75.12
36 15 10,000 93.82 85.55 91.23 76.79 91.79 77.01
40 14 10,000 94.69 86.59 90.11 73.19 93.59 80.60

S35932 1728
40 44 10,000 99.55 97.04 97.34 86.28 99.97 95.99
48 36 10,000 99.60 96.66 99.94 93.99 99.98 92.04
56 31 10,000 99.56 96.34 97.77 88.7 99.98 94.53

S38417 1636
40 41 10,000 93.48 83.67 83.69 59.11 84.65 60.4
48 35 10,000 93.68 83.18 85.33 61.68 85.22 61.58
56 30 10,000 93.66 82.87 84.34 61.09 83.46 52.74

S38584 1426
40 36 10,000 95.99 90.51 93.39 76.6 97.32 81.31
48 30 10,000 96.01 90.99 95.36 82.4 98.00 84.67
56 26 10,000 97.17 92.15 95.23 82.11 98.16 90.04

4.2. Power Consumption Simulation

The power simulation results of the BMSIC test generation method are shown in Table 3. The test
frequency was 100 MHz, and the power supply voltage was 1.1 V. Table 3 shows the total power
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consumption and peak power consumption caused by the three test generation methods: LFSR, MSIC,
and BMSIC. From Table 3, the BMSIC test pattern generation circuit has obvious advantages in terms
of the total power consumption and the peak power consumption compared with the LFSR generation
method. The MSIC generation method was better in power consumption compared with BMSIC
generation method. But the difference is not particularly obvious.

Table 3. Comparison of power simulation results of the three test generation methods.

CUT DFF Chain Depth

Primepower

Total (μW) Peak (μW)

LFSR MSIC [6] BMSIC LFSR MSIC [6] BMSIC

S13207 638
32 20 116.61 105.89 107.78 6891.83 5535.75 5582.29
36 18 116.39 104.75 107.72 6818.38 5737.82 5617.09
40 16 116.59 104.51 108.20 7337.72 5536.47 5617.74

S15850 534
32 17 109.26 96.4 99.31 6633.73 5137.78 5429.68
36 15 108.59 95.13 99.41 6518.92 5026.07 5396.98
40 14 109.09 94.8 99.13 6656.53 5442.83 5345.9

S35932 1728
40 44 320.86 276.83 272.26 20,835.3 17,317.1 19,303.6
48 36 322.54 275.91 277.25 21,014.8 14,695.9 19,864.5
56 31 322.22 274.54 282.07 21,380.5 25,411.3 20,922.4

S38417 1636
40 41 347.57 280.81 286.98 20,349.8 17,630.4 17,503.9
48 35 347.32 282.52 286.92 20,578.5 17,081.9 16,952.8
56 30 346.68 280.41 289.17 19,979 17,425.5 17,150.1

S38584 1426
40 36 335.26 286.89 292.9 21,125.5 15,583.2 18,163.6
48 30 335.46 287.13 293.95 20,058.9 15,768.9 17,835.2
56 26 335.43 285.67 291.39 20,011.9 16,110.7 15,692.3

4.3. Area Overhead Evaluation

The hardware area cost of the three test patterns are shown in Table 4. The unit is the area of a
two-input XOR gate. The “reduction” indicates the percentage reduction in area of BMSIC compared
with MSIC. From the analysis of Table 4, BMSIC method had a great advantage in an equivalent scan
configuration, and it can reduce the area overhead by about 50% in the best case.

Table 4. Area Overhead Comparison of the three test generation methods.

CUT Chain Depth
LFSR MSIC [6] BMSIC

Reduction (%)
S L Area S L Area S L Area

S13207
32 20 32 0 94 32 32 218 8 20 131 39.9
36 18 36 0 103 36 36 243 9 18 131 46.09
40 16 40 0 116 40 40 271 10 16 133 50.92

S15850
32 17 32 0 94 32 32 218 8 17 122 44.04
36 15 36 0 103 36 36 243 9 15 122 49.79
40 14 40 0 116 40 40 271 10 14 127 53.14

S35932
40 44 40 0 116 40 44 283 10 44 212 25.09
48 36 48 0 139 48 48 325 12 36 207 36.31
56 31 56 0 161 56 56 378 14 31 209 44.71

S38417
40 41 40 0 116 40 41 274 10 41 204 25.55
48 35 48 0 139 48 48 325 12 35 205 36.92
56 30 56 0 161 56 56 378 14 30 206 45.5

S38584
40 36 40 0 116 40 40 271 10 36 190 29.89
48 30 48 0 139 48 48 325 12 30 190 41.54
56 26 56 0 161 56 56 378 14 26 195 48.41
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5. Conclusions

This paper proposes a low-cost test pattern generation method BMSIC-TPG based on our previous
work MSIC-TPG, which can take into account both low power consumption and satisfactory fault
coverage [6]. The hardware overhead of the proposed MSIC-TPG is reduced by inserting a broadcaster
between the MSIC-TPG module and the CUT. The inserted broadcaster is responsible for distributing
test patterns from a MSIC-TPG module to fill a larger number of scan chains. By the introduction
of the broadcaster, one original scan chain can be split into several shorter scan chains in a balanced
way. Analysis results show that BMSIC sequences have the favorable features of uniform distribution
and low input transition density. Compared with MSIC-TPG, experimental results show that in most
cases, hardware overhead is reduced by 50% and fault coverage is higher. This is achieved with a little
increase in test power and no increase in test length to hit a target fault coverage. For the larger CUT,
the performance of the proposed BMSIC-TPG in area overhead is better.
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Abstract: Researchers have given attention to lower limb exoskeletons in recent years. Lower limb
exoskeletons have been designed, prototype tested through experiments, and even produced.
In general, lower limb exoskeletons have two different objectives: (1) rehabilitation and (2) assisting
human work activities. Referring to these objectives, researchers have iteratively improved lower
limb exoskeleton designs, especially in the location of actuators. Some of these devices use actuators,
particularly on hips, ankles or knees of the users. Additionally, other devices employ a combination
of actuators on multiple joints. In order to provide information about which actuator location is more
suitable; a review study on the design of actuator locations is presented in this paper. The location of
actuators is an important factor because it is related to the analysis of the design and the control system.
This factor affects the entire lower limb exoskeleton’s performance and functionality. In addition,
the disadvantages of several types of lower limb exoskeletons in terms of actuator locations and the
challenges of the lower limb exoskeleton in the future are also presented in this paper.

Keywords: actuator; lower limb exoskeleton; wearable robot

1. Introduction

Nowadays, people work even more strenuously and require stronger and longer lasting muscle
movements. However, human muscles have a fatigue limit when doing regular and repetitive activities.
To help overcome this fatigue limit, some researchers have suggested that humans use an external
wearable device, i.e., an exoskeleton. An exoskeleton, also known as a wearable robotic, is a system
that can be worn to help human beings to support and protect parts of their bodies [1]. Such a device
has been used for many applications, including enhancing workers when doing their jobs or as medical
tools for rehabilitation. In many industries, exoskeletons have been used to increase worker strength
for walking on long journeys [2] or lift heavy items [3]. In the medical field, exoskeletons have been
used to assist patients who have lost their ability to walk due to spinal cord injuries, stroke, and other
trauma [4]. Coenen et al. [5] reported that rehabilitation exoskeletons can improve the quality of
exercises during rehabilitation and can accelerate recovery process.

The application of the exoskeleton to the human body can be divided into three locations: (1)
throughout the human body [6], (2) at the upper part of human body, such as the torso and arms [7],
and (3) at the lower part of the human body, i.e., from the waist down [8]. Various parts of the human
body simultaneously play certain functions in supporting movement during walking. However,
the lower limbs of the human body have more important roles than the other parts. This is because the
lower limbs generate more torque than other parts while walking. This paper reviews a number of

Electronics 2019, 8, 1283; doi:10.3390/electronics8111283 www.mdpi.com/journal/electronics199



Electronics 2019, 8, 1283

existing published papers related to lower limb exoskeletons. However, this paper limits its discussion
to the classification of joint motions and types of actuators of the exoskeleton.

The joints in the lower limb of the human body are the hips, knees, and ankles. Each joint has
different abilities to move or degrees of freedom (DoF), as shown in more detail in Table 1. The types
of lower limb exoskeletons based on joint motions are differentiated into several types based on how
the actuators drive the exoskeleton. The actuators can drive just the hips, the knees, or the ankles.
In a small number of studies, exoskeletons have multiple actuators to drive a combination of joints.
These combinations of actuators are hips and knees, knees and ankles, and all three joints (hips, knees,
and ankles).

Table 1. Degrees of freedom (DoF) of each joint in the lower limb.

No Joints DoF Movement

1 Hips 3
Flexion–extension

Abduction–adduction

Internal–external rotation

2 Knees 2
Flexion–extension

rotation

3 Ankles 3
plantar flexion–dorsiflexion

Abduction–adduction

Eversion–inversion

The source of motion of the actuator can be distinguished by whether it is an active actuator or a
passive one. An active exoskeleton is one that uses a power source to activate the actuators. Moreover,
an actuator for active motion can be electric, pneumatic [9], or hydraulic [3]. On the other hand,
a passive exoskeleton is a device that has no power source. This type of exoskeleton exploits kinematic
forces, e.g., by using springs and dampers [10].

This paper is organized as follows. Section 2 presents a brief overview of the biomechanics of
the walking process. Section 3 presents a number of exoskeletons grouped according to the locations
of the actuators. Section 4 discusses the present state and the future of the lower limb exoskeleton.
Finally, Section 5 provides concluding remarks.

2. The Walking Process

Prior to designing the kinematics of a lower limb exoskeleton, it is necessary to study the cycle of
the human walking gait. The human walking gait can be modeled as represented in Figure 1 (adapted
from [11]). The human walking gait cycle starts from the right heel contact and ends with the same
situation; the steps in the gait cycle are described in Table 2. This cycle determines the movement of
the exoskeleton. Moreover, the relationship between the human walking gait cycle with the angle of
the hips and the torques needs to be considered. In [12], the authors performed tests on 15 subjects to
examine the relationship between angles and torques within the human walking gait cycle. The subjects
consisted of 11 males and four females, with heights between 166 and 184 cm. The results of the
experiments are presented in Figure 2. The experiment was only conducted for walking on a level
surface. The results of the relationships would have differed in the case of other activities, such as
running. In addition, angles and torques generated by the human gait also depend on the condition of
the surface, e.g., walking on a ramp [13]. The movement of an exoskeleton can be determined by using
the relationship between the angles and the cycle gait. Ultimately, torque can be calculated based on
the movements of an exoskeleton.
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Figure 1. Human walking gait cycle (adapted from [11]).

Table 2. Gait cycle position.

No Right Leg Left Leg

1 Heel strike Pre swing
2 Loading response Toe off
3 Mid Stance Mid Swing
4 Terminal Stance Terminal Swing
5 Pre swing Heel strike
6 Toe off Loading response
7 Mid Swing Mid Stance
8 Terminal Swing Terminal Stance

  
(a) (b) 

Figure 2. (a) Angles of joints and (b) torques of the joint versus the gait cycle (adapted from [12]).
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Dominant movement takes place in the sagittal plane (the plane that divides the human body
into right and left parts) during the gait. Lower human limbs have three main joints, namely ankles,
knees and hips. Therefore, researchers have focused on the movement of exoskeletons in these joints.

For research purposes, there have been several simplifications of the DoF of lower human limb.
Some studies have simplified the lower limbs into seven DoF, i.e., three on hip, one on the knee,
and three on the ankle; five DoF, i.e., two on the hip, one on the knee, and two on the ankle; and even
only three DoF for the main DoF only, as presented in Figure 3. The main DoF are the flexion
(positive direction) and extension (negative direction) movements of the hip, knee and ankle joints.
For each hip and ankle, one or two DoF can be added. The other DoF in the hip and ankle are
abduction (movement of pulling away from the center of the body) vs. adduction (movement of
pushing toward the center of the body) and eversion (movement away from midline of the body)
vs. inversion (movement toward the midline of the body). The simplified DoF of the exoskeleton
cause a reduction in the ability of the device to be utilized by the user. However, researchers have
mainly focused on the basic human movements that are used for daily activities. The various types of
locations/joint movements of the actuators of exoskeletons are discussed in Section 3.

Hip

Knee

Ankle

Figure 3. The dominant movements of the human walking gait.

3. Joints of the Exoskeleton

This section provides a discussion about the various types of exoskeletons. Exoskeletons are
classified by the location of the power sources of the lower exoskeleton. The actuators of the lower
exoskeleton are usually placed on the joints of the human. The purpose of this part of the exoskeleton
is to move the joint of the user. The actuator can be placed only one joint on each leg, such as the hip,
knee or ankle; a combination between two joints (hip and knee, or knee and ankle); or a combination
between three joints (hip, knee and ankle).

3.1. Hip Exoskeleton

Hips connect the upper limbs and the lower limbs. Human hips enable their owner to perform
the motions of flexion/extension, abduction/adduction, and medial/lateral rotation (three DoF motions).
These motions are required for a human to walk or run. Most researchers have placed actuators on the
hips of the users for their exoskeletons. Moreover, Lenzi et al. [14] concluded that the hip exoskeleton
enables a reduction of hip and ankle muscle activities.

Honda developed an exoskeleton called the Honda Walking Assist [15]. This device has one
Direct Current (DC) motor on each hip. The force from the motor is passed to the thigh of the user
through the straps, resulting in a light and neat exoskeleton. In another design similar to Honda
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Walking Assist [15], Giovacchini et al. [16] developed a hip orthotic whose actuator is located near the
user’s hips. This exoskeleton helps the user to move their hip in the flexion and extension directions
(Figure 4a). Moreover, this wearable robot is equipped with a passive actuator that enables the user to
move in the abduction–adduction direction, resulting in user comfort.

The HiBSO (hip ball screw orthosis) exploits a ball screw in each leg for transmitting the force
from a DC motor [17]. At the end of the ball screw is a strap that passes the actuation movement
to the thigh (see Figure 4b). This structure has other movements beside the flexion/extension action.
The HiBSO enables the user to move in the abduction/adduction direction in the hips, while allowing
for the rotation of the thigh. Another wearable robot, Powered Hip Exoskeleton or PH-EXOS also
added abduction/adduction motions and internal and external rotation [18]. These motions enrich
its primary movements, namely flexion/extension, with the abduction and adduction motions being
passive actions. The motors are placed on the waist of the user and are connected to the pulley through
a Bowden cable, as seen in Figure 4c.

Asbeck et al. [19] constructed an exoskeleton called the Exosuit. They constructed the webbing
straps with a geared motor that is carried on the user’s back. These straps are linked to the thigh of the
user, as seen in Figure 4d. These straps perform by contracting and expanding on the leg during the
heel strike until the terminal stance.

(a) (b) (c) (d)

Figure 4. (a) exoskeleton developed by Giovacchini et al. [16]; (b) HiBSO (hip ball screw orthosis) [17];
(c) PH-EXOS [18]; (d) Exosuit [19].

3.2. Knee Exoskeleton

The human knee is an important object of study by researchers, because this part of the human body
generates significant torque for walking [12], running [20], and movement from squatting to standing
and vice versa [21,22]. Moreover, knees also restrain impact during those activities. Additionally,
the position of the knee is between the hip and the ankle. Compared to the hip and ankle, the knee
has a more straightforward movement—flexion/extension as well as rotation movements. However,
for the sake of simplification, most studies of exoskeletons have modeled only one DoF for the knee
exoskeleton, dedicated entirely to moving the knee in the flexion/extension actions.

A soft inflatable cushion is used as the actuator in an exoskeleton [23]. The inflatable part is placed
behind the knee of the user. This component allows for the reduction of the weight of the exoskeleton.
To inflate and deflate the component, a pneumatic system is used. This exoskeleton is inflated during
the swing phase of the walking gait and deflated during the other phases of the walking gait cycle.
Figure 5a shows this exoskeleton. Two DC motors are used to actuate two Bowden cables [24]. One of
the cables is connected to a strap behind the lower thigh, while another cable is connected to a strap in
front of the top of the thigh, as presented in Figure 5b.

Another activity that is often used while working is squatting. Human knees have an essential
role in the squatting motion. The squatting action requires a high torque from the knees [21]. Moreover,
several activities are required in the squatting movement. However, most wearable robots are not
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designed for this action. A passive one-DoF knee exoskeleton was developed by Ranaweera et al. [10]
to help humans lift loads from the squatted position. This device employed two helical elastic springs
on each knee. This component was connected to the pulley disk, which was placed behind the knees of
the user. Figure 5c shows the prototype of this exoskeleton. Huang et al. [25] designed an exoskeleton
to prevent injury because they observed that the squatting motion makes one susceptible to personal
injury. This device can help the user to squat and walk without carrying any load. They utilized a
motor and transmitted the torque to the gear and pulley by a flexion cable, as presented in Figure 5d.
Meanwhile, an exoskeleton was designed for walking and kneeling. Wang et al. [26] developed
a knee exoskeleton actuated with a motor and transmitted to a double pulley on the user’s knee.
This configuration helps the user to walk and to assume a kneeling posture. The design of this
exoskeleton is presented in Figure 5e.

 
Figure 5. Knee exoskeletons using (a) an inflatable actuator [23], (b) a Bowden cable put in the front
and back of the leg [24], (c) springs [10], (d) a DC motor and pulley [25], (e) double pulleys [26].

3.3. Ankle Exoskeleton

According to Figure 2, the ankle has the most significant torque during the walking gait compared
to other joints. This has caused most studies to place actuators in the ankle. This joint has four
bones in three planar motions (three DoF). However, plantar or dorsiflexion movement is the primary
movement during the gait cycle. Some researchers have simplified the motions on their exoskeletons
to only one DoF for this main ankle movement.

Mooney and Herr [27] developed a one-DoF exoskeleton, as seen in Figure 6a. This equipment
was intended to help the user to walk while carrying a load. This exoskeleton uses a brushless DC
motor (BLDC) placed in the shank of the user, while the motor controller and batteries are attached to
a vest. The device activates a fiberglass strut to pull the ankle of the user; the struts are connected to
the boots. Another design called a soft exosuit was proposed by Asbeck et al. [28]. This equipment’s
purpose is to assist the user in walking while carrying a load. Their exoskeleton is actuated by an
electric motor; the motor, batteries and controller are placed in a backpack. This motor is connected to a
Bowden cable. The purpose of the cable is to pull the heel of the user (see Figure 6b). The cables behave
similarly to the human calf muscle. Another exoskeleton was designed by Bai et al. [29]. This device
is used for the therapy of subjects suffering from ankle injuries. Figure 6c shows this exoskeleton.
An electric motor is mounted in front of the shinbone, while the motor control and batteries are carried
on the subject’s waist. The belt is used to transmit the movement of the motor to the gear. This system
functions to activate the subject’s ankle. An ankle exoskeleton powered pneumatically was devised by
Shorter et al. [9]. The movement of the subject’s ankles is actuated by a rotary pneumatic actuator.
This device is attached at the ankle of the user. This exoskeleton utilizes two valves, with the air source
placed on the subject’s waist.

Some studies have attempted to add additional DoF of the ankle exoskeleton, such those of Carberry
et al. [30], Agrawal et al. [31], and Park et al. [32]. A two-DoF ankle exoskeleton was proposed by
Carberry et al. [30]. They enhanced their exoskeleton with eversion/inversion movements. This device
is intended for post-stroke rehabilitation. The mechanism of the exoskeleton is pneumatically actuated,
with the air source placed separately from the exoskeleton, as shown in Figure 6d. Agrawal et al. [31]
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developed another two-DoF exoskeleton which has a motion similar to Carberry’s. They combined
an active joint with a passive joint. The flexion/extension ankle motions are controlled by a DC
servomotor, while the inversion/eversion motions are controlled use a spring and damper mechanism.
Three pneumatic synthetic muscles are used to simulate the human leg muscles [32], as seen in Figure 6f.
This system enables the user to move their ankle with two DoF using these devices with movements
similar to the natural ankle.

(a) (b) (c) (d) (e)  
Figure 6. One-DoF ankle exoskeleton using: (a) DC motor and struts [27]; (b) motor and Bowden
cable [28]; (c) DC motor and belt [29]; (d) two-DoF with active actuators [30]; and (e) two-DoF active
pneumatic actuators [32].

3.4. Multiple Joints Exoskeleton

To actuate a joint, more than one muscle that passes through multiple joints may be required.
Some studies have utilized more than one actuator to actuate joints in their exoskeletons. The actuators
actuate a combinations of joints, namely hip and knee; knee and ankle; and hip, knee and ankle.
These multiple joint exoskeletons need to have a more advanced control system than single joint
exoskeletons, because the movement of the joints has to be controlled in such a way that results in a
harmonious gait. These exoskeletons are discussed in this section.

Some researchers have proposed a knee–ankle, two-DoF exoskeleton for rehabilitation.
The National University of Singapore (NUS) developed a device to rehabilitate stroke patients.
They used a series elastic actuator (SEA) to actuate the knee and ankle joints [33]. The SEA is a
connection between a motor with a serial spring. The actuators are placed between the joint and the
thigh or shank of the user, with each actuator using a crank and a connecting rod to move the leg of the
user. Figure 7a shows this exoskeleton. The WAKE-up (wearable ankle knee exoskeleton) also utilized
an SEA [34]. The actuators are chosen to prevent direct contact between the user and the actuator.
To transmit power, a timing belt is used. This device is a modular exoskeleton, which can be worn for
single joints or for multiple joints at once.

In 2006, a prototype hip–knee exoskeleton was developed by University of Twente. This exoskeleton
is called the LOPES (lower extremity-powered exoskeleton) and is intended as a rehabilitation
device [35]. This device has actuators on the hip and knee. This design enables the user to move
the hip on the flexion/extension and abduction/adduction directions, as well as the flexion/extension
direction on the knee. The actuator is actuated by a motor and transmitted to the SEA using a Bowden
cable. The LOPES is shown in Figure 7b. For rehabilitation purposes, the clearance of the foot must be
sufficient so that this exoskeleton does not actuate the ankle during the gait.

Another type of combined exoskeleton is the hip, knee and ankle exoskeleton, in which all joints
of the user’s lower limb are actuated. In 2004, the University of California developed an exoskeleton
called the Berkeley Lower Extremity Exoskeleton (BLEEX) [3]. This exoskeleton is actuated using
linear hydraulics and has the ability to provide additional power for carrying heavy loads. The two
DoF of the hip are actuated using active actuators, while the rotation of the hip is passively actuated by
using springs and elastomers. One motion each is actively actuated in the knee joint and the ankle
joint. The BLEEX is shown in Figure 7c. The exoskeleton constructed by the University of Salford is
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an example of an exoskeleton that uses pneumatic muscle actuators (PMA) [36]. This equipment is
intended for paraplegic patient rehabilitation. They equipped their exoskeleton with PMA to actuate
the hip with three DoF—only one each for the knee and ankle.

 
Figure 7. Multiple joints exoskeletons: (a) the National University of Singapore (NUS) exoskeleton [33];
(b) the lower extremity-powered exoskeleton (LOPES) (all lower limb joints) [35]; and (c) the Berkeley
Lower Extremity Exoskeleton BLEEX [3].

4. Discussion

To achieve the aims of the exoskeletons, these devices are equipped with actuators to amplify
human gait and power by actuating on joints. The selection of the joints to actuate depends on the
objective of the research. Some studies have been intended for the development of exoskeletons whose
joint systems are focused on rehabilitation, e.g., ankle exoskeletons developed for the rehabilitation of
ankle injuries [29]. To study how an exoskeleton may help squatting activity, the knee joint has been
focused on by some researchers [25]. In another example, to help the user carry a heavy load and walk
long distances, some researchers considered an exoskeleton in which all the joints in the device were
actuated with powerful actuators [3].

The simplest exoskeletons only use a single DoF for actuating the lower human limb joint.
This type of manipulator is lightweight and solid. Moreover, this design has advantages, e.g., it is
easy to wear, can be worn by different users, and is comfortable. However, such exoskeletons are not
ergonomic. In addition, their use can also lead to injury for users [37]. Furthermore, these devices
have a limited ability and are not versatile.

On the other hand, exoskeletons with high DoF resembling human DoF will enable users to walk
normally and naturally because the design imitates human anatomy. These designs allow users to
easily control their devices; moreover, these users have a high maneuverability. However, high-DoF
exoskeletons are complex, costly, and cumbersome. In addition, their construction is challenging
to wear.

Some exoskeletons combine active and passive actuators. Active actuators are used for actuating
the main DoF, e.g., the flexion/extension motion, while additional movements, which are not too
significant to the human gait, use passive actuators. This combination is intended to reduce the weight
of the device and also to reduce the cost of production. Even though this design lowers power and the
ability to maneuver, it is relatively suitable for rehabilitation, a goal which does not need a high level
of maneuverability or power.

Other methods to reduce weight include selecting light and reliable materials, such as carbon fiber
composites, and using small active actuators. The power source of the active actuator (e.g., batteries)
has significant weight costs, although the weight of components has lessened in recent decades.
Non-portable exoskeletons, such as exoskeletons for rehabilitation, can have a power source for active
actuators outside the exoskeleton. This can minimize the actual weight of the device.
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Active exoskeletons can be pneumatically, hydraulically, or electrically powered. The active
pneumatic actuator uses a pressurized air source. This type of actuator has several advantages,
namely, a light weight and flexibility similar to the human muscle. A pneumatic ankle exoskeleton
weighs below 1 kg [32]. However, pneumatic actuators have limited power and are difficult to control.
Hydraulic actuators have high power and stability. A hydraulic actuator is able to generate power up
to 1.3 kW to actuate a joint. However, this type of actuator is cumbersome and costly. Electric actuators
have the benefit of being controllable. This property can be utilized to allow for precise movements of
the exoskeleton. Electric motors are often used for this reason. Power transmission from an electric
actuator can be done through various ways, such as using Bowden cables, struts, ball screws or belts.
Moreover, several types of electric motors can be used, such as a BLDC. However, the drive from an
electric motor sometimes needs a gear system to amplify its power.

In the future, exoskeleton research should develop applicable devices that are lightweight,
inexpensive, compact, convenient, durable, and efficient. Thus, research should focus on the design of
exoskeletons, the choice of actuators and frames, and the harmonization of exoskeleton movement
with the natural human gait. Table 3 presents exoskeletons with their types of actuators.

Table 3. Actuators in joints of lower limb exoskeletons.

No Name/Institution Joint DoF Actuator Type of Actuator Weight (kg)

1 Honda Walking Assist [15] Hip 1 Active
flexion–extension DC motor 2.7

2
Exoskeleton/The BioRobotics

Institute, Scuola Superiore
Sant’Anna [16]

Hip 2
Active

flexion–extension
Passive abduction–adduction

DC motor (SEA)
carbon fiber

linkage
8.5

3 HIPSO [17] Hip 2
Active

flexion–extension
Passive abduction–adduction

DC Motor
ball-bearing 9.5

4 PH-EXOS [18] Hip 3

Active
flexion–extension

Passive
abduction–adduction and
internal–external rotation

AC motor
mechanical

structure
n/a

5 Hip exosuit/Harvard
University [19] Hip 1 Active

flexion–extension DC motor n/a

6 Soft inflatable exosuit [23] Knee 1 Active
flexion–extension Pneumatics 0.16

7 Knee Exo/Carnegie Mellon
University [24] Knee 1 Active

flexion–extension DC motor 0.76

8 University of Moratuwa,
Katubedd [10] Knee 1 Passive

flexion–extension Spring n/a

9 Soft hybrid EXO/The City
University of New York [25] Knee 1 Active

flexion–extension DC motor n/a

10 The City University of New
York [26] Knee 1 Active

flexion–extension DC motor 3.2

11 MIT ankle exoskeleton [27] Ankle 1 Active
flexion–dorsiflexion DC motor 4

12 Knee soft exosuit/Harvard
University [28] Ankle 1 Active

flexion–dorsiflexion DC motor 12.15

13 Beijing Institute of
Technology [29] Ankle 1 Active

flexion–dorsiflexion DC motor n/a

14 University of Illinois [9] Ankle 1 Active
flexion–dorsiflexion Pneumatics n/a

15 University of Bristol [30] Ankle 2
Active

flexion–dorsiflexion Pneumatics n/a
Active

Inversion–eversion Pneumatics
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Table 3. Cont.

16 University of Delaware [31] Ankle 2
Active

flexion–dorsiflexion DC motor n/a
Passive

Inversion–eversion
Spring and

damper

17 Harvard University [32] Ankle 2
Active

flexion–dorsiflexion Pneumatics
0.95

Active
Inversion–eversion Pneumatics

18
National University of

Singapore [33]
Knee–
ankle

2
Active knee

flexion–extension DC motor n/a
Active ankle

flexion–dorsiflexion DC motor

19 WAKE-up [34] Knee–
ankle

2
Active knee

flexion–extension DC motor
2.5

Active ankle
flexion–dorsiflexion DC motor

20 LOPES [35] Hip–
ankle

3

Active Hip
Flexion–extension DC motor

n/aActive hip
abduction–adduction DC motor

Active knee
flexion–extension DC motor

21 BLEEX [3]
Hip–

Knee–
ankle

5

Active hip
Flexion–extension Hydraulic

14
Active hip

Abduction–adduction Hydraulic

Passive hip
rotation Spring

Active knee
Flexion–extension Hydraulic

Active ankle
flexion–dorsiflexion Hydraulic

22 University of Salford [36]
Hip–

Knee–
ankle

5

Active hip
Flexion–extension Pneumatic

12
Active hip

Abduction–adduction Pneumatic

Passive hip
rotation Pneumatic

Active knee
Flexion–extension Pneumatic

Active ankle
flexion–dorsiflexion Pneumatic

5. Conclusions

This paper presents a review of current studies focused on prototype lower limb exoskeletons.
Some of them have had specific joints actuated, while others have used combinations of actuators to
actuate multiple joints. The selection of the placement of the actuators to assist the joints is dependent
on the aim of the research. Lower limb exoskeletons with DoF similar to human biomechanics
enable users to move more naturally. However, the utilization of multiple DoF is complicated and
cumbersome. To reduce the weight of devices, some exoskeletons use passive actuators instead of active
ones. Some studies have utilized passive actuators for joints or movements that are not significantly
involved in the human gait; however, passive actuators are more challenging to control. In the future,
the development of research on exoskeletons is expected to significantly increase. The potential for
use of these device is broadening, and in the future, the exoskeleton will have a vital role in daily
human activities.
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