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Preface to “Novel Methods and Applications for

Mineral Exploration”

Exploration geologists, both industry- and academia-based, have always been highly innovative

in their approach to exploration. This mindset has never been as visible as in these exciting times,

with the advent of advanced computer technologies such as big data, artificial intelligence, and

machine learning. These tools lend their considerable power to the re-imagination and re-invention

of some of the classical and most common mineral exploration methods such as geophysics (e.g.,

electromagnetics, magnetotellurics, and gravity) and geochemistry (e.g., trace elements), but also to

the emergence of novel conceptual frameworks, for example, hyperspectral exploration.

The present Special Issue was envisioned with the desire to capture, in one volume, the latest

and most inventive applications of these methods in the field of mineral exploration. In that

regard, it has been successful beyond our expectations: all articles, summarized in the Editorial,

are highly innovative and make full use of the abovementioned computational developments.

This is particularly true in the re-imagination of geophysical data interpretation and specifically

addressing the thorny problem of non-unique interpretation. Several papers also use enhanced

computation for integrated 3D geochemistry-geophysics modelling, resulting in effective examples

of what exploration will look like in the future. One can imagine that in the future, far from battling

with several, and sometimes contradictory, interpretations of the raw data, exploration geologists

will rely on trustworthy, dependable, and robust models that will greatly reduce the risks inherent in

mineral exploration.

In conclusion, the present volume provides a timely and accurate snapshot of the forefront of

mineral exploration research and provides insights into what mineral exploration will look like in the

future. Specifically, all articles in this Special Issue make full use of the most modern computational

tools and modeling concepts, underlining the significance of the intimate collaboration between

academia-based scientists and the exploration industry.

Finally, I would like to personally acknowledge all those who worked tirelessly to make this

volume a great success. Chief among those are our authors who contributed some wonderful

groundbreaking research. They are closely followed in importance by the countless and selfless

reviewers who, for the love of science and animated by altruism, worked hard not only to provide

thoughtful and constructive reviews, but to significantly improve the quality of the papers. Finally,

this volume would not have been possible without the dedicated MDPI staff and editors, in particular

Managing Editor Irwin Liang, who has spared no effort to make this volume a success. To all these,

my heartfelt and deepest thank you!

Paul Alexandre

Special Issue Editor
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1. Introduction

The mineral exploration industry is undergoing a profound transformation, reflecting not only the
presence of some novel societal, economic, and environmental considerations, but also reflecting the
changes in the deposits themselves, which tend to be deeper, with lower grades, and in more remote
regions. On the other hand, recent technological advances, not only in geophysics and geochemistry,
but in fields such as in artificial intelligence, computational methods, and hyperspectral exploration, to
name but a few, have profoundly changed the way exploration is now conducted. This special volume
is a representation of these cutting-edge and pioneering ways to consider and conduct exploration
and should serve both as a valuable compendium of the most innovative exploration methodologies
available and as a fore-shadowing of what form the future of exploration will likely take. As such, this
volume is of significant importance and would be useful to any exploration geologist and company.

2. Review of the Papers in the Special Issue

The papers published in this Special Issue are diverse, with contributions in the fields of
geophysics (four papers), computational methods (three papers), geochemistry (two papers), and
one review paper on a specific deposit type. These distinctions are, of course, somewhat artificial, as
modern exploration geophysics and geochemistry heavily rely on computation, data treatment, and
interpretation. The individual contributions will be briefly reviewed here.

2.1. Geophysics

The contribution by Zhang et al. [1] provides an example of successful deep-seated deposit
exploration, where the geological background was interpreted in combination with geophysical methods
such as gravity, aeromagnetic, and controlled source audio-frequency magnetotellurics (CSAMT). The
method was applied to one of the largest Ni–Cu–(PGE) deposits in the world: The Jinchuan Cu–Ni
sulfide deposit in the North China Craton. The authors found that medium-low resistivity, high density,
and high magnetic anomaly areas near the structural belt tend to correspond to the known ore-bearing
rocks in the area, thus providing an exploration tool for this type of deposits.

The paper by Guo et al. [2] reports the application of electromagnetics (EM) combined with
controlled source audio-frequency magnetotellurics (CSAMT) to the exploration of the Eagle’s Nest
lead–zinc deposits in Jianshui, SW China. Importantly, the authors report several specific optimizations
of the methods, based on previously obtained dual- frequency induced polarization data, allowing
them to infer that the Pb–Zn ore-bodies correlate with high induced polarization and low resistivity,
suggesting that EM and CSAMT can be used for similar deposits in the area.

Minerals 2020, 10, 246; doi:10.3390/min10030246 www.mdpi.com/journal/minerals1
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The contribution by Zhang et al. [3] reports the development of a geophysical exploration method
based on the joint inversion of 2D gravity, gradiometry, and magnetotelluric data, based on data-space
and normalized cross-gradient constraints. Both a synthetic example and a real-world example (from
the Haigou gold mine, Jilin, Northern China) are provided to test the method, allowing the authors
to conclude that the method can be applied with relative ease and can be useful, in particular in
geologically complicated terrains.

The next paper, by Zhang et al. [4], also deals with the joint 2D inversion of gravity and
magnetotelluric data that are structurally constrained in this study. A synthetic and a real-world
(Linjiang Cu mine, Jilin, Northern China) example are used to test the method, allowing the authors to
conclude that the elastic-net regularization method and the cross-gradient constraints help to provide
a more meaningful, integrated interpretation of the subsurface. The method results in more detailed
and sharp boundary models leading to the less ambiguous distinction of geologic units and materials.

2.2. Geochemistry

The contribution by Steiner et al. [5] provides an elegant example of a combined stream sediment
geochemistry and automated mineralogy approach to the exploration of the Kagenfels and Natzwiller
fractionated granites, Vosges Mountains, NE France. Characteristic geochemical fractionation and
principal component analysis trends are combined with mineralogical evidence from a series of stream
sediment samples to suggest that the fractionated granite suites in the northern Vosges Mountains
contain rare metal mineralization indicators and are therefore highly prospective for further exploration.

An intriguing paper by Harmon et al. [6] describes a novel analytical tool that has high potential in
mineral exploration: laser-induced breakdown spectroscopy (LIBS). A review of previously published
research and new data demonstrates the high usefulness of this method in geochemical fingerprinting,
sample classification and discrimination, quantitative geochemical analysis, rock characterization by
grain size analysis, and in situ geochemical imaging. Given that LIBS data can be obtained in the field
by a hand-held instrument, LIBS has high potential in mineral exploration.

2.3. Computational Methods

The contribution by Mao et al. [7] reports the results of mineral prospectivity modeling, involving
a combination of 3D geological modeling, 3D spatial analysis, and prospectivity modeling, applied to
the Axi low-sulfidation epithermal gold deposit NW China. The results suggest that genetic algorithm
optimized support vector regression (GA-SVR) outperforms multiple nonlinear regression or fuzzy
weights-of-evidence in complicated nonlinear and high-dimensional cases of prospectivity modeling.

The contribution by Battalgazy et al. [8] focuses on the use of complex bi-variate plots and provides
an algorithm for combining projection pursuit multivariate transform (PPMT) with a conventional
(co)-simulation. The proposed algorithm is applied to geochemical exploration data from a real-world
case: a deposit in south Kazakhstan.

A valuable contribution by Chen et al. [9] provides a novel method for the use of a one-class
support vector machine (OCSVM) algorithm by combining it with the bat algorithm. This combination
results in the automatic optimization of the initialization parameters of the OCSVM. The bat-optimized
OCSVM is then applied to the mineral prospectivity of the Helong district, Jilin Province, China.

2.4. Review of a Deposit Type

The paper by Steiner [10] provides a comprehensive review of the main controls for the formation
of Li–Cs–Ta pegmatite deposits. The review recommends an optimized grassroots exploration
workflow and suggests the methods that can be used in this exploration. It also provides specific case
studies from the Vosges Mountains in northeast France and the Kaustinen pegmatite field in west
Finland. It is a compendium that is very valuable as a “cookbook” to guide exploration for Li–Cs–Ta
pegmatite deposits.
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3. Summary

Exploration geologists have always been very innovative and have always strived to develop and
utilize the most advanced exploration techniques. This has never been as visible as today, when some
very significant technological advances, specifically in computational power, artificial intelligence,
and machine learning, have opened completely new perspectives and vistas allowing not only to
extract much more and more detailed and specific information from the raw observational data,
but also to develop completely new and exciting exploration methods and techniques. The present
volume provides a snapshot of the fore-front of exploration research, underlining the significance of
the collaboration between academia-based scientists and the exploration industry.
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Abstract: The exploration of deep mineral resources is an important prerequisite for meeting the
continuous demand of resources. The geophysical method is one of the most effective means of
exploring the deep mineral resources with a large depth and a high resolution. Based on the study
of the geological background, petrophysical properties, and aeromagnetic anomaly characteristics
of the Jinchuan Cu–Ni sulfide deposit, which is famous throughout the world, this paper uses the
widely used gravity, aeromagnetic, and CSAMT (controlled source audio-frequency magnetotellurics)
methods with a complementary resolution to reveal the favorable prospecting position. In order to
obtain better inversion results, the SL0 norm tight support focusing regularization inversion method
is introduced to process the section gravity and aeromagnetic data of the mining area. By combining
the results with CSAMT, it is found that the medium-low resistivity, high density, and the high
magnetic anomaly areas near the structural belt can nicely correspond with the known ore-bearing
rock masses in the mining area. At the same time, according to the geophysical exploration model
and geological and physical property data, four favorable ore-forming prospect areas are delineated
in the deep part of the known mining area.

Keywords: Jinchuan Cu–Ni sulfide deposit; deep mineral exploration; CSAMT; inversion

1. Introduction

Mineral resources are the material basis of human science and technology progress and social and
economic development [1]. In recent years, with the continuous and stable growth of China’s economy,
the contradiction between the supply and demand of mineral resources has become increasingly
prominent, among which all kinds of metal mineral resources are in short supply. The effective way to
alleviate the shortage of resource supply is to carry out deep prospecting and strengthen the resource
reserve. The Jinchuan Cu–Ni sulfide deposit is one of the three largest Ni–Cu–(PGE) deposits in the
world. It is of great significance to carry out deep prospecting in this area to ensure the supply of
copper and nickel resources. Moreover, the available geological data show that the deep parts of the
known mining area and the surrounding area have a good prospecting potential, mainly based on the
following: according to the metallogenic model, structural characteristics, and the spatial location of
ore-bearing magma emplacement, there may be more ore bodies in the deep part of the mining area;
the lower end of the main rock mass in the first, second, and third mining areas is not completely
revealed; the new ore body is indeed found in the deep of the II mining area [2]. An independent ore
body has been found in the surrounding rock at the bottom of No.24 ore body, with an increase of more

Minerals 2020, 10, 168; doi:10.3390/min10020168 www.mdpi.com/journal/minerals5



Minerals 2020, 10, 168

than 600,000 tons of nickel metal. It is believed that there may be a relatively rich copper–nickel sulfide
ore bodies in the surrounding rocks in the footwall direction of the western rock bodies of Jinchuan,
and there may be a large number of sulfide residues in the deep magma chamber corresponding to the
eastern rock body [3]. For the surrounding area of the mining area, the previous data show that the
rock mass of the mining area shows the characteristics of echelon arrangement in space, and there are
new ore-bearing rock masses near the main ore body, such as No. 58 ore body of the third mining
area [4].

The deep prospecting methods mainly include geological, geophysical, geochemical, and drilling
methods. The geological prospecting method relies on the observation and analysis of surface
outcrop or drilling core to infer the underground geological conditions, which has limitations for deep
prospecting, especially for the concealed characteristics. Geochemical exploration is an important
technical support condition for deep prospecting, and drilling engineering is the realization condition.
However, the depth and scope that these two methods can reach is also limited. Geophysical exploration
is the basic means to obtain the information of concealed parts beyond other prospecting methods,
which has a large detection depth, a high resolution, and various means [5–8]. It can carry out
multi-scale detection in the target area and provide rich information for deep ore prospecting [9,10].
Kheyrollahi et al. [11] discovered and predicted the distribution pattern of porphyry copper deposits in
the tertiary magmatic belt by the upward extension and boundary enhancement of magnetic anomalies.
Xiao and Wang [12] used Bouguer gravity and aeromagnetic data to further understand the geological
and mineral resources near the porphyry copper molybdenum polymetallic mineralization in the
Tianshan area of China. Hu et al. [13] explored potential iron and polymetallic lead–zinc–copper
deposits in the Longmen area by the CSAMT method and found high-grade lead–zinc–silver–titanium
ore through drilling based on inversion results. Guo et al. [14] applied the CSAMT method to the
exploration of the Jianshui lead–zinc mine and drew the underground resistivity distribution map
through data processing and inversion. According to the CSAMT results, the location of the ore body
is inferred, and the results are verified by drilling. The lead–zinc ore body is 373.70–407.35 m in the
well. Shah et al. [15] comprehensively used aeromagnetic induced polarization, magnetotelluric and
borehole geological alteration, magnetic susceptibility, and density data to explore the copper–gold
molybdenum Pebble porphyry deposit, and achieved good prospecting results. In order to accurately
detect the underground structure of complex deposits and solve the problems of uniqueness and
inconsistency in the single parameter inversion model, Zhang and Li [16] proposed a two-dimensional
gravity gradient and a magnetotelluric joint inversion method based on data space and normalized
cross gradient constraints. Melo et al. [17] proposed a geological characterization method that can
identify copper deposits based on geophysical inversion. This method can use geophysical data and
sparse geological information to evaluate the target quickly, especially for the first stage of deep target
or concealed target exploration. The success of this method is verified by the inversion of magnetic
data and the direct current resistivity data of Cristalino iron oxide copper gold deposit in northern
Brazil. Lee et al. [18] obtained the resistivity model consistent with the regional geology through the
3D joint inversion of magnetotelluric and Z-axis tipper electromagnetic data, which not only shows the
mineralization belt interpreted for the Morrison porphyry Cu–Au–Mo deposit but is also conducive to
the exploration of the disseminated sulfide of other porphyry deposits.

Some researchers also used geophysical methods to carry out prospecting work in the Jinchuan
copper–nickel mining area and its surrounding areas and obtained some knowledge or achievements.
Through the joint interpretation of gravity and magnetic data, it is considered that the M-15 anomaly
is caused by ultrabasic rocks with a buried depth of more than 1200 m, which has a positive effect
on the indication of deep Cu–Ni deposits [19]. According to the comprehensive prospecting model
of geology, geophysics, and geochemistry, Wen and Luo [20] carried out prospecting and prediction
work in the deep and edges of the Jinchuan copper-nickel mining area and found five potential target
areas. In 2006, Fu and Li [21] established a comprehensive geological geophysical prospecting model
based on the characteristics of the geophysical geochemical field of rock masses and ore deposits in
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different mining areas. On the basis of a systematic analysis of metallogenic geological conditions and
comprehensive geophysical, geochemical, and remote sensing information, Gao [2] believed that the
joint area of the first and second mining areas, the joint area of the I and II mining areas, the joint area of
No.1 and No.2 ore bodies in the II mining area, and the overlap areas of geophysical and geochemical
anomalies in the III mining area are important locations for ore body tracing.

On the basis of systematically summarizing the geological background of mineralization, this paper
uses the aeromagnetic and gravity methods with low exploration cost and high efficiency, and the
CSAMT method with a large exploration depth and a high vertical resolution to indicate the favorable
metallogenic locations in the deep of the Jinchuan Cu–Ni deposit and its surrounding area. In order
to overcome the weakness of deep signal in deep gravity and magnetic exploration, the processing
method of potential field data is studied. Additionally, the focus inversion method based on the SL0
norm with a good convergence effect is used to process the aeromagnetic or gravity data of the profile,
and, based on these results and the CSAMT inversion results, geological and physical properties
data and geophysical profile data are interpreted. The results show that the range of the abnormal
bodies corresponds well with the ore-bearing bodies of the known mining areas, and four favorable
metallogenic targets are delineated according to the results.

2. Geological Background of the Survey Area

The Jinchuan Cu–Ni sulfide deposit is a part of the Longshoushan metallogenic belt, which is
located in Longshoushan terrane in the southwest of the Alxa block of the North China Craton
(NCC) [22,23]. The NCC is one of the three major Precambrian blocks in China, which formed from
an amalgamation of micro blocks [24–26]. The Alxa block is located in the westernmost part of the
NCC and is in fault contact with the Tarim craton to the west, bounded by the North Qilian orogenic
belt in the south and the Central Asia orogenic belt in the north (Figure 1a) [27,28]. The Longshoushan
terrane is a long narrow northwest trending uplift. It is 195 km long and 30–35 km wide, which is
controlled by deep faults on both sides of the north and the south (F1 and F2). Its north side is
adjacent to the Chaoshui basin, and its south side is separated from the Qilian orogenic belt (Figure 1b).
In the Longshoushan terrance, the main outcropping strata are the Paleoproterozoic Longshoushan
group, the late Mesoproterozoic Dunzigou group [29], and the Neoproterozoic–Cambrian Hanmushan
group [30,31]. The Longshoushan group is the oldest metamorphic basement in the Longshoushan
terrane [32]. Strong metamorphism and deformation in multiple periods [33] make the strata fragmented
and it is difficult to judge the original stratigraphic sequence [34]. It mainly consists of schlieren
and homogenic migmatites, marble, biotite-plagioclase gneiss, granulites, quartz schist, amphibolite,
and pyroclastic rock [27,35]. The Dunzigou group is the earliest sedimentary overlying strata in the
Longshoushan terrane, which is in angular unconformity contact with the lower Longshoushan group.
In the geological history, the Longshoushan terrane has experienced multiple structural changes.
The present NW trending faults and folds are mainly Caledonian and later structures. Faults in
the Longshoushan terrane are mainly NW- and NE-trending structures, cutting the metamorphic
formation [23]. Magmatic rocks are widely developed in the region, and magmatism occurred
from Paleoproterozoic to Neoproterozoic, mainly in the Paleoproterozoic and the Paleozoic [36–39].
With regard to the formation age of Jinchuan intrusion, different researchers have adopted different
methods to obtain a large number of isotopic age data, which can be roughly divided into two ranges:
1400–1600 Ma and 800–1000 Ma, representing Mesoproterozoic and Neoproterozoic, respectively [40,41].

The ore bearing ultrabasic rock bodies unconformity intrudes into the Baijiazuizi formation of
pre-Great Wall system, which is in direct contact with gneiss, marble and banded migmatite, in the
form of wall. It is about 6500 m long, 20–527 m wide on the surface (Figure 2a) and has a southwestern
downward extension of more than 1000 m from the ground surface (Figure 2b) [28]. The overall strike
is N50◦ W, inclined to the SW, with a dip angle of 50◦–80◦. The rock mass area is about 1.34 km2.
The ultramafic intrusion is divided into four sections by F8, F16-1, and F23 and is numbered as III, I, II,
and IV from west to east (Figure 2a), which are corresponding to the four mining areas, respectively.
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The three main ore bodies with proved reserves of great economic value are respectively hosted in
No.1 and No.2 ore bodies of Segment II and No.24 ore body of Segment I, and No.58 ore body is hosted
in an independent rock body in the southwest side of Segment III (Figure 2b).

 

Figure 1. (a) The location of the study area and (b) a simplified geological map of the Longshoushan
terrane. Both subfigures are based on [27,28].

The main strata in the mining area are the Baijiazuizi formation and the Quaternary system
of the Longshoushan group of the pre-Great Wall system. The Quaternary sediments are mainly
distributed in the east and west ends of the Jinchuan intrusion and the north of F1. Baijiazuizi formation
is the direct surrounding rock of the Jinchuan deposit, which is distributed in a NW–SE direction,
consistent with the regional structural direction. Baijiazuizi formation underwent multiple magmatic
intrusions and multiple metamorphisms, forming a series of rocks mainly composed of migmatite,
gneiss, and marble (Figure 2a) [42].Among them, gneiss with stable chemical properties and poor
water permeability is a good barrier layer, which enables the ore-forming materials to fully crystallize
and differentiate in ultrabasic magma. Marble is active in chemical properties. It is favorable for the
formation of contact metasomatic mineralization [43]. Therefore, Baijiazuizi formation is an important
prospecting indicator.

The mining area has experienced structural activities many times. The structures of different
periods and different directions superposed each other, making the mining area fold and fracture
developed. The axial near the EW fold group includes the anticline where the deposit is located and
a large syncline in the south of the mining area. The axial near the NE fold group is nearly vertical to
the NW direction main structural lines of the mining area, among which the NE direction fold group
across the ultramafic rock mass is the most significant, which plays an important role in the shape
change and mineralization re-enrichment of the ore body, and the rich ore body is obviously thickened
at the turning part of the fold. The NW trending faults are the most developed, followed by the NE and
nearly EW trending faults. As one of the most important ore-controlling factors, faults not only control
the emplacement of an ore bearing rock but also control the re-enrichment of mineralization and the
spatial position of ore body. The NW ore-controlling faults are related to the spatial distribution of ore
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bodies. The NE or near EW ore controlling faults mainly cut the rock and ore bodies. The intersecting
parts of faults in different directions can form irregular columnar ore bodies.

The ore-forming materials in the mining area mainly come from ultramafic magma. Ultrabasic
rock is the ore-forming parent rock and the surrounding rock of the main ore body. The relationship
between ultrabasic rock and mineralization is mainly reflected in the spatial change of rock mass and
the relationship between lithofacies and mineralization. Only the spatial relationship between the
two is introduced here. The shape of ore-bearing rock mass is irregular, and the development of the
ore body is closely related to the floor. Generally, the concave part of the floor is favorable for the
accumulation of ore-forming materials, and the ore body is thick. The occurrence of ore-bearing rock
mass controls the occurrence of the stratoid ore body, the ore body is the same as the rock mass, and the
strike is NW. The thickness of the ore-bearing rock mass is related to the thickness of the rich ore body.
At the bottom of the thick rock mass, the rich ore body is also thick, which can be seen in the first and
second mining areas.
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Figure 2. Geological map (a) and a cross section (b) of the Jinchuan intrusion, both subfigures are based
on [28,42].

3. Aeromagnetic, Gravity, and CSAMT Surveys

Based on the characteristics of density, magnetism, and resistivity (Table 1), the rocks and ores
in the mining area can be roughly divided into three categories. The first category is copper–nickel
ore, showing the characteristics of high density, high magnetism, and low resistivity; the second
category is ultrabasic rock, showing the characteristics of high density, strong magnetism, and medium
resistivity; the third category is the rock surrounding the ultrabasic rock, with the characteristics of low
density, weak magnetism, and high resistivity. The differences of these physical properties provide
a precondition for geophysical exploration work such as gravity, magnetic, and electrical methods in
the study area [21].
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Table 1. Petrophysical properties in the Jinchuan Cu–Ni sulfide deposit [43], Jr represents
remanent magnetization.

Rocks

Susceptibility
(k)/4π*10−6 SI

Jr/10−3 A·m−1 Density
(σ)/103kg·m−3

Resistivity(ρ)/Ω·m

Regular Value Regular Value Regular Value Regular Value

Lherzolite 3900 900 2.72 320
Peridotite 2300 600 2.72 300
Migmatite 600 200 200

Granite 0 0 2.54~2.90 700
Gneissic granite 400 100 2.5 600

Biotite gneiss 0 0
Marble 0 0 2.6 500

Amphibolite 200 200 376–1501
Tiny spotted ores 4300 800 2.73 62

Spotted ores 6100 500 90
Spongy ores 6600 1900 2.92 20

Convenient and efficient aeromagnetic exploration has been carried out in the main mining area.
The aeromagnetic work uses the power glider as the carrier, and the measuring instrument is the
helium optical-pumping magnetometer with a sensitivity of 0.001 nT. The average flight height is
93 m, the measurement scale is 1:10,000, the distance between survey lines is 100 m, and the distance
between points is 2.7–3 m. The maximum dynamic noise level of the survey line in the survey area is
0.052 nT, most of which is less than 0.04 nT, and the average value is 0.027 nT, meeting the measurement
requirements. Reduction to the pole can eliminate the asymmetry of the magnetic anomaly position
caused by the declination and inclination of the magnetization field. After reducing magnetic anomaly
to the pole, the anomaly information is more abundant, including the anomalies of different properties,
scales, and depths. It is the basic data for anomaly interpretation. The induced magnetization of
ultrabasic rocks and ores with high magnetic susceptibility in the Jinchuan Cu–Ni mining area is
obviously greater than the residual magnetization [19], so reduction to the pole can be carried out,
and the result is shown in Figure 3. The negative aeromagnetic anomaly of the mining area is located in
the northeast, the isoline is relatively disordered, and the minimum negative anomaly is less than-140
nT. The positive aeromagnetic anomaly is mainly located in the southwest and central part, showing
a significant northwest distribution. The known mining areas III, I, II, and IV (magenta curve range in
Figure 3) are all in the high positive aeromagnetic anomaly area. The high positive anomaly in the III
mining area is nearly circular, with a diameter of about 750 m, an area of about 0.4 km2, and a maximum
anomaly intensity of more than 350 nT. The high positive anomaly in the I mining area extends
northwestward in a belt, with a length of about 1400 m, a width of about 600 m, and an area of about
0.75 km2. The maximum anomaly value is located in the southeast end of the mining area, and the
maximum anomaly value is more than 600 nT. The two ends of the high normal abnormal morphology
in the II mining area have obvious distortion, but generally it is a strip extending northwestward,
with a length of about 3000 m, a width of about 900 m in the west section, a width of about 650 m in
the east section, an area of about 2.23 km2, and the maximum abnormal value is more than 1500 nT.
In addition, the cascade zones on both sides of the I and II mining areas are relatively steep, showing
the characteristics of steepness in the northeast and slowness in the southwest, suggesting that the
abnormal body is steeply inclined to the southwest. The corresponding high positive anomaly of the
IV mining area has a irregular ellipse shape, with long axis in east-west direction, about 1000 m long,
850 m wide, and an area of about 0.75 km2. Combined with the geological map and the characteristics
of physical parameters of rocks and ores, the high positive aeromagnetic anomaly in the mining area
is mainly caused by the ore bearing ultrabasic rocks, so the high positive aeromagnetic anomaly is
an important indicator of ultrabasic rocks.
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Figure 3. Aeromagnetic anomaly map of the Jinchuan Cu–Ni sulfide deposit after reduction to the pole.

In order to understand the scope of deep ore-bearing rock masses in the mining area, we use the
boundary enhancement method presented by Zhang et al. [44] to detect the boundaries of aeromagnetic
anomaly in the mining area. It can be seen from the results that the scope of the boundaries of the
underground rock masses is determined (Figure 4), especially the edge positions of the deep rock
masses of the four mining areas completely covered by the Quaternary are delineated, which provides
the exploration scope for the prospecting of the deep Cu–Ni deposit. In order to better understand the
characteristics of the deep rock anomalies, we first introduce the dual-tree complex wavelet into the
multi-scale anomaly separation of aeromagnetic anomalies. The dual-tree complex wavelet not only
has the advantages of wavelet transformation but also the characteristics of approximate translation
invariance, more directional selectivity, and limited data redundancy. The results show that with
the increase of decomposition scale, the detail information in the shallow part decreases gradually
(Figure 5). The range of the high normal anomaly in the second mining area in the southwest side
is gradually expanding, indicating that with the increase of burial depth, the range of ore bearing
ultrabasic rock masses is gradually expanding, which shows that the deep mining area has a good
prospecting potential.

Figure 4. Boundaries detection results of aeromagnetic anomalies in Figure 3.
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Figure 5. Multiscale separation results (a–d) of the aeromagnetic anomaly in Figure 3 using a dual-tree
complex wavelet.

On this basis, we use the gravity and CSAMT data to acquire the locations of the deep potential
ore-bearing rock masses in the II and IV mining areas, and the locations of the survey lines are shown
in Figure 6. The profiles of gravity and CSAMT data are designed according to the characteristics of
magnetic anomalies and the structure of the mining area. The direction of profile Lmg1~3 is 38.38◦
and that of Lmg4 is 0◦. The parameters of CSAMT measurement of the four profiles are determined
according to the proposed exploration depth. The minimum receiving and transmitting distance
is 12 km, and the maximum is about 16 km. The power supply electrodes are arranged parallel to
the survey line, the electrodes distance is 2 km, and the azimuth error is less than 3◦. The sampling
frequency is 1–9600 Hz, and there are 41 sampling frequency points. The station distance is 50 m.
The quality inspection of the CSAMT measurement adopts the method of data observation on the
inspection point again. The data quality evaluation is to calculate the mean square relative error of
the resistivity of the inspection point. The mean square relative error of the resistivity of the single
point in this work is 1.3–4.9%, which meets the specification and design requirements of less than or
equal to 5%. The scale of gravity profile (Lmg-1 and 4) work is 1:5000, and the distance between profile
points is 20 m. The instrument used is a CG-5 high-precision gravimeter with a reading resolution of 1
μgal. Before field operation, in addition to various checks and adjustments, static and dynamic tests
are carried out to ensure the good performance of the gravimeter in use. The total mean square error
of the Bouguer gravity anomaly is ±0.079 × 105 m/s2, which meets the design requirements and has
reliable quality.
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Figure 6. Locations of controlled source audio-frequency magnetotellurics (CSAMT) or gravity
exploration lines in the study area.

4. Inversion Methods

In this part, the section gravity, corresponding aeromagnetic data and CSAMT data are inverted to
understand the distribution of different geological bodies in the depth of the second and fourth mining
areas, so as to predict the favorable prospecting prospect combining with geological data. In this paper,
the constraint inversion method based on the SL0 norm tight support is used to process the section
gravity and aeromagnetic data.

The following is the principle of tightly supported focused inversion based on the SL0 norm.
If m is model space and d is data space, the relationship between the two is F, and the forward

process is expressed as:
d = Fm (1)

The inversion is expressed as:
m = F−1d (2)

Potential field data inversion is an underdetermined problem. In order to reduce multiple
solutions, the Tikhonov regularization method is commonly used. The inversion process can be
written as:

Pα(m) = ϕ(m) + αs(m) (3)

Among them,ϕ(m) is the two norm of the difference between the observed data and the theoretical
forward data, α is the regularization parameter, s(m) is the stabilizer, which represents the model
objective function based on the prior information constraint. In this paper, the minimum compactly
supported functional is used as the stabilizer, which can make the inversion result have a better
focusing effect [45].

The integral equation is used to express the minimum support functional stabilizers as follows:

sMS(m) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
m−mapr[(

m−mapr
)2
+ e2

] 1
2

,
m−mapr[(

m−mapr
)2
+ e2

] 1
2

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
= min (4)
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Among them, {a, b} represents the internal product of a and b, which is the focusing factor, and e
is the focus factor, which is related to the focus effect of the inversion output. mapr is a model based on
prior information.

To simplify the above formula, variable weight functionalωe(m) is introduced, which is expressed
as follows:

ωe(m) =
1[(

m−mapr
)2
+ e2

] 1
2

(5)

Equation (4) can be changed to:

sMS(m) =
{
ωe(m)

(
m−mapr

)
, ωe(m)

(
m−mapr

)}
= ‖m−mapr‖2ωe

(6)

Then, the objective function can be written as:

Pα(m, d) = ‖WdA(m) −Wdd‖2 + α‖Wmm−Wmmapr‖2ωe

= (WdA(m) −Wdd)T(WdA(m) −Wdd) + α
(
WeWmm−WeWmmapr

)T(
WeWmm−WeWmmapr

) (7)

where ‖WdA(m) −Wdd‖2 is the fitting difference, ‖Wmm−Wmmapr‖2ωe
is the stabilizer, We is the change

matrix, which depends on m, Wd and Wm are the weighting matrix of the traditional data space and
the model space, respectively. In this paper, Wd and Wm are, respectively, as follows:

Wm = diag
(
ATA

)1/2
(8)

Wd = diag
(
AAT

)1/2
(9)

The objective function given by Equation (7) is similar to the traditional objective function
form. The difference is that a variable weight matrix needs to be introduced into the model
parameters of Equation (7). This paper uses the conjugate gradient method to solve the problem
of parameter functional minimization given by Equation (7). In Equation (5), ωe(m) can be
regarded as a regularization parameter α, and since it also has a focusing effect, it can be called
a regularization-focusing factor. As this parameter becomes smaller, the corresponding stabilizer can
minimize the non-zero deviation of the model parameters from the prior information.

The smooth L0 algorithm (SL0 algorithm) comes from the sparse signal recovery theory and is
used to solve the problem of how to accurately solve m in the inverse problem. It uses a suitable
smooth continuous function to approximate the discontinuous L0 norm and minimizes it by using
a minimization algorithm on the smooth function, thereby obtaining the minimum L0 norm and
obtaining a sparse solution. In this paper, a Gaussian function with an expected value of 0 is selected
to approximate the smooth function of the L0 norm. The continuous function be expressed as:

fσ(m) =
σ2

(m2 + σ2)
(10)

Among them, σ represents the approximate degree of continuous and discontinuous L0 norm.
Then there are:

lim
σ→0

fσ(m) =

{
1, m = 0
0, m � 0

(11)

Or approximately:

fσ(m) ≈
{

1, |m| � σ
0, |m| � σ (12)
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Define a new function:

Eσ(m) =
M∑

i=1

fσ(mi) (13)

Then:
lim
σ→0

Eσ(m) = M− ‖m‖0 (14)

The above formula shows that ‖m‖0 ≈ M − Fσ is true when σ is small, and, when σ→ 0 ,
this approximate relationship tends to be equal. Therefore, in order to find the solution with the
smallest L0 norm, we can take a small value of σ, and make Fσ(m) the maximum. For small values of σ,
Fσ is highly uneven and contains many local maxima, so it is difficult to maximize it. For a large value
of σ, Fσ is smooth and contains fewer local maxima, so it is easier to maximize it. In order to have the
largest Fσ for any value of σ, this paper uses a decreasing sequence of σ to maximize Fσ. For each σ
with a large front value, the initial value of the maximization algorithm of Fσ is the maximum value
of the corresponding Fσ. When σ gradually decreases, the initial value of Fσ corresponding to each
σ starts from the maximum value close to the actual Fσ. Therefore, the SL0 algorithm does not fall
into the local maximum problem and can find the actual maximum value of Fσ for a small value of σ,
and give the solution of the smallest L0 norm. Compared with a tightly-supported focused inversion,
SL0 norm-constrained tightly-supported focused inversion continuously adjusts We based on a priori
information in the form of a weighting function, making the inversion results more accessible to actual
physical parameter models.

Therefore, the objective function of the inversion method based on SL0 norm tight support focus
can be expressed as follows:

PαSL0(m, d) = ‖WdA(m) −Wdd‖2 + α‖Wmm−WmmSL0
apr ‖2ωe

= (WdA(m) −Wdd)T(WdA(m) −Wdd) + α(Wmm−WmmSL0
apr )

T
(Wmm−WmmSL0

apr )
(15)

For the CSAMT data, this paper uses the widely used conventional SCS2D software for inversion.
This program is an active audio magnetotelluric data processing program developed on the basis of
magnetotelluric data processing. Its development level is relatively mature. The suitability selection of
SCS2D software inversion parameters is an important part of data processing. The correct selection of
inversion parameters will directly affect the accuracy of subsequent data interpretation. The initial
background model selected in this paper is a moving average model.

5. Inversion Results and Interpretation

In this section, the section aeromagnetic and gravity data of the II and IV mining areas are
inversed based on the SL0 tight support focus inversion method. At the same time, combined with the
CSAMT inversion results and geological and rocks’ physical properties, the corresponding structures
of the survey lines are inferred and interpreted, and the favorable positions of deep mineralization
are delineated.

5.1. Survey Results of the II Mining Area

The II mining area is located in the southeast of the F16-1 fault and the northwest of the No.56
exploration line, with the largest copper–nickel ore body developed in the Jinchuan Cu–Ni deposit.
The ore bearing strata are mainly pre-Sinian Baijiazuizi formations. Faults are developed, mainly
including three groups of faults in the NW, NE, and nearly EW directions. The ultrabasic rock body is
the ore-bearing parent rock. Under the control of the project, the rock body is in the shape of a rock wall,
trending to the northwest, inclining to the southwest, with a length of more than 3000 m. the horizontal
thickness is shown as thin at both ends and thick in the middle, up to 1550 m. West of line 26 of the
mining area, the occurrence of the ore body is relatively steep, plate like and lens like, and is in the
form of a completely intrusive contact or mixed gradual intrusive contact with the early lithofacies.
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The ore body to the east of line 26 is in lenticular or stratoid shape. For the deep prospecting of the
mining area, the previous study shows that the deep part of No.2 ore body in the II mining area has
the possibility of a branch compound and a pinch-out reappearance of ore body. The main reason for
this is that the extension of No.2 ore body below the 1000 m level is not revealed, and the geological
sections of line 28–30 show that the ore body below the 1100 m level has not been pinched out [2].
Based on the multiple geophysical data, this paper investigates the deep of No.1 ore body so as to find
out whether there is the possibility of new ore body in the deep.

The three survey lines of Lmg-1–3 arranged in No.1 ore body of the II mining area coincide with
the No.8, 12, and 14 exploration lines, respectively, which are close to each other and are arranged
in parallel along the southeast direction. It is of great significance for indicating the deep resistivity,
density, and magnetic variations in the profiles. Gravity and CSAMT explorations have been carried out
along the Lmg-1 line, respectively. Figure 7 shows the inversion results of gravity and corresponding
aeromagnetic data by using the SL0 method. The density and magnetism of the media under the line
are obviously different. There are two obvious high-density abnormal areas in the profile, which extend
to the deep of the southwest part. The high-magnetism abnormal areas correspond to the high-density
abnormal areas and show similar changing characteristics towards the deep. The inversion result of
CSAMT shows that the high resistivity areas are distributed on both sides of the profile, the medium-low
resistivity areas are mainly located in the middle, tend to the southwest, the dip angle changes from
steep to slow, and the extension is large, which is consistent with the high density and high magnetic
areas in Figure 7 (Figure 8). CSAMT exploration was also carried out along the Lmg-2 and Lmg-3 lines.
The resistivity inversion results and the corresponding aeromagnetic anomaly inversion results show
similar resistivity and magnetism distribution characteristics to Lmg-1 (Figure 9).

 
Figure 7. Inversion results of the gravity (a) and aeromagnetic (b) data of Lmg-1.
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Figure 8. CSAMT data inversion result of the Lmg-1 profile.

 
Figure 9. Inversion results of the aeromagnetic (a) and CSAMT (b) data of Lmg-2, and the inversion
results of the aeromagnetic (c) and CSAMT (d) data of Lmg-3.

Combined with the geological map, the petrophysical properties of the study area and the results
of the known exploration profiles, it is obvious that the high resistivity, low density, and low magnetism
areas on both sides of the profiles are caused by the Baijiazuizi formation, the shallow medium-low
resistivity, high density, and high magnetism areas are caused by the ore-bearing ultrabasic rock
masses, and the transition zone on both sides of the middle abnormal area are the fault zones where
ultrabasic rocks intrude into Baijiazuizi formation, as shown by the red dotted line in Figure 10. At the
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same time, we can see that the single geophysical method has limitations. For example, the resolution
of CSAMT in the deep of the profile is insufficient, and it cannot clearly indicate the location of the
deep abnormal target body. Therefore, we have roughly determined the target locations based on
the high-density, high-magnetism, medium-low-resistivity geophysical exploration model, and the
metallogenic law that is easy to form ore at a low-lying structure place, and we have inferred that the
favorable metallogenic location of the line Lmg-1 is about 400–900 m and the burial depth is about
1100–1500 m, the favorable metallogenic area of the line Lmg-2 is about 800–1300 m and the burial
depth is about 1200–1700 m, and the favorable metallogenic area of the line Lmg-3 is about 500–1000 m
and the burial depth is about 1000–1500 m. The approximate location of the target body is shown by
the black dotted line in Figure 10, and three drilling verification locations are designed.

 
Figure 10. Interpretation results of gravity, aeromagnetic, and CSAMT data and the prediction of deep
targets; the targets were indirectly determined based on the inferred locations of the ultrabasic rocks.
(a) Lmg-1; (b) Lmg-2; (c) Lmg-3.

5.2. Survey Results of the IV Mining Area

The known ultramafic rock mass in the fourth mining area is 1160 m long and completely covered
by the Quaternary. The thickness of the cover layer is 60–140 m. The Baijiazuizi formation and
ore-bearing ultrabasic rock mass are developed below the cover layer. The ore body is dominated by
low grade ore, and No.1 ore body is the main ore body. It is produced in the concave section of the
bottom of the rock body and is lenticular. The upper and lower parts are small and the middle is large.
The strike of the Lmg-4 exploration line in the mining area is just south, passing through No.1 ore
body, close to the No.10 exploration line. Gravity and CSAMT surveys were carried out along this line,
their lengths are slightly different.

Figure 11 is the inversion results of gravity and aeromagnetic anomalies based on the SL0
algorithm. The corresponding positions in the middle and lower parts of the profile have obvious
large high-density and high-magnetic anomaly areas, and they all have the characteristics of extending
to the upper left. The inversion result of CSAMT shows that the resistivity on the right side of the
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profile is relatively high, the resistivity in the middle is relatively low, and that their contact zone
changes from steep to slow towards the deep (Figure 12). Compared with the inversion results in
Figure 11, it was found that the high-density and high-magnetic area is consistent with the middle
medium-low resistivity area. The inversion results are interpreted in combination with a geological
map, the results of a nearby geological exploration line, and the physical parameters of the rocks.
It can be seen that the shallow low-density, low-magnetic and low-resistivity areas of the profile are
mainly caused by the Quaternary, while the high-resistivity area on the right side is the reflection of
Baijiazuizi formation, the high-density, high-magnetic, and low-resistivity area in the upper part of the
contact zone corresponds to the known ore-bearing ultrabasic rocks in the four mining areas. At the
same time, it is inferred that the transition zone is a fault zone (red dotted line on the right side of
Figure 12), which is the channel for ultrabasic magma to intrude into Baijiazuizi formation. Based on
the geophysical prospecting model and metallogenic law, we speculate that the deep high density,
high magnetism, and medium-low resistivity area in a large range near the channel is the favorable
target area for prospecting, and the location is roughly within the survey line 2600–3200 m and its
buried depth is 1200–1700 m. At the same time, the drilling hole location is designed, as shown in
Figure 12.

Figure 11. Inversion results of the gravity (a) and aeromagnetic (b) data of Lmg-4.

Figure 12. CSAMT data inversion result and interpretation of Lmg-4.

6. Discussion and Conclusions

The geophysical method is an important supporting technology for the exploration of deep metal
mineral resources. In this paper, the deep exploration of the Jinchuan Cu–Ni sulfide deposit is carried
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out based on the gravity, aeromagnetic, and CSAMT methods with a complementary resolution.
Among them, to overcome the ill-posed problem of inversion and reduce the multiplicity of solutions,
the focus inversion method based on the SL0 norm is introduced to the inversion of gravity and
aeromagnetic data, and the widely used SCS2D inversion software is used for the inversion of CSAMT
data, both of which have achieved good inversion results. The medium-low resistivity, high density,
and high magnetic areas shown in the inversion results can correspond to the known ore-bearing rocks
in the shallow part well. In addition, four favorable target areas are delineated in the deep part of the
mining area.

However, these methods are indirect and have some limitations. Because the ultrabasic rock is
the parent rock and the surrounding rock of the ore body, the density and magnetism of the two are
similar, and the ore body is often located in the middle or lower part of the ultrabasic rock body, so the
geophysical signal produced by the ore body is easy to be covered by the ultrabasic rock body, meaning
that it is difficult to distinguish the ultrabasic rock body and the ore body. Therefore, more geological
data are needed to increase the reliability of target area prediction. In addition, the geophysical data in
this paper are limited. It is expected to carry out seismic exploration in the study area and to obtain
the velocity structure in the deep part of the mining area, so as to further supplement the supporting
evidence of favorable prospective areas. At the same time, it is expected to carry out drilling work
at the predicted favorable prospective areas, so as to further verify the results of geophysical deep
exploration in this paper.

In general, it is of great significance to study the deep exploration of the Cu–Ni deposit in Jinchuan
based on multiple geophysical methods. CSAMT, gravity, and aeromagnetic data not only indicate
the known ore locations of the II and IV mining areas but also indicate the favorable ore locations in
the deep. At the same time, this achievement provides a good reference for further deep exploration
of the mining area and its surrounding areas, as well as a good demonstration of the feasibility and
effectiveness of the geophysical methods used to detect deep metal mines.
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Abstract: The electromagnetic (EM) method is commonly used in mineral exploration due to the
method’s sensitivity to conductive targets. Controlled source audio-frequency magnetotellurics
(CSAMT) is developed from magnetotelluric (MT) method with an artificial EM source to improve
the signal amplitude. It has been used for mineral exploration for many years. In this study, we
performed a case study of the CSAMT application for the Eagles-Nest lead–zinc (Pb–Zn) ore deposits
in Jianshui, China. The Eagles-Nest deposit is located in southwest in China in forest-covered complex
terrain, making it difficult to acquire the geophysical data. Based on the previous dual-frequency
induced polarization (IP) results, we designed four profiles for the CSAMT data acquisition. After
data processing and inversion, we mapped the subsurface resistivity distribution. From the CSAMT
results, we inferred the location of the ore body, which was verified by the drilling wells. The Pb–Zn
ore body was found at a depth between 373.70 m to 407.35 m in the well.

Keywords: CSAMT; dual-frequency IP; mineral exploration

1. Introduction

The Eagles-Nest lead–zinc (Pb–Zn) ore deposit is located in Jianshui, in Southwest China, in
an area which is 90% covered by forests. The northeast is relatively flat; however, the western and
southern mountains are cut by narrow and deep valleys. The elevation of the area ranges between
1271 m and 2503 m. It is difficult to carry out the ground geophysical surveys in this area because of
the forest and steep mountains. During previous research 50 years ago, geologists investigated three
profiles. Unfortunately, the reports of that investigation were lost.

During the 1950s, the magnetotelluric method (MT) was introduced for electromagnetic (EM)
exploration by Cagniard [1]. In order to acquire strong signal, the controlled-source audio-frequency
magnetotellurics (CSAMT) method was proposed by Goldstein [2]. Both the MT and CSAMT methods
are applied in frequency domain to detect mineral deposits.

In mineral exploration, CSAMT method is one of the most important tools. Although electrical
resistivity tomography (ERT) can describe the subsurface resistivity distribution, CSAMT can describe
the subsurface resistivity distribution clearly. Some successful case studies have been conducted
in geothermal [3,4], mineral deposits exploration [5] and groundwater [6]. Normally, the mineral
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deposits are shallower than geothermal sources. Chen et al. [7] successfully detected the Longtoushan
Ag–Pb–Zn deposit using CSAMT in inner Mongolia, China. This method has also been applied with
the iron and polymetallic (Pb–Zn–Cu) deposits in the Longmen region by Hu et al. [8]. The CSAMT
method was also applied to explain geological structures, which were distinguished by the difference
between Tamusu rock and surrounding rock [9].

Induced polarization, another geophysical method, is commonly used to delineate potential
target zones and estimate the deposit projected on the surface. Schlumberger introduced the induced
polarization (IP) method for geophysical surveys in the 1920s [10]. The IP method has high sensitivity
to mineral deposits. Moreover, it was used to test the detectability on the sensitivity in geothermal
systems [11,12], thus, combining the IP and CSAMT method is usually applied for the mineral
exploration, for instance, in the case of massive chalcopyrite exploration [13].

Dual-frequency IP method is a kind of frequency domain IP method that utilizes information from
two frequencies [14]. Bao and He (He Jishan) introduced the dual-frequency and multi-parameter IP
method, which could find the anomaly of Percent Frequency Effect (PFE) and phase, and also provided
the property information of the IP anomaly resource [14]. In this paper, we combine dual-frequency IP
and CSAMT method to explore the Pb–Zn deposit. We used the dual-frequency IP method to estimate
the location of the deposit, then we inverted and analyzed the CSAMT data to determine the depth of
the orebody. The final result was analyzed and interpreted.

2. Geological Setting in Jianshui Area

The Eagles-Nest region lies in the south-western part of the Gejiu-Shiping faulted fold. At the
southwest part of Honghe deep fault, it is connected with the Ailaoshan metamorphic block, and at
the northeast part it is connected with Mile-Shizong fault.

The main exposed carbonate rocks belong to the Triassic Gejiu Formation in survey area (Figure 1).
The third stratum (T2g3) of Gejiu Formation is located in the center of the survey area. The upper
part lithology is thick layered dolomite of Triassic Gejiu Formation; the middle part is medium-thick
layered fine-grained marble; the lower part is medium-thick layered dolomite sandwiched with thin
layered limestone. This stratum goes through the whole area from the north to east with a strike of
130◦, and dips 25◦ to 40◦. The area is about 1.5 km2. From south to north, the layers become thinner
with an average thickness of 252.42 m.

The second stratum (T2g2) of Gejiu Formation is distributed in the northwestern part of the survey
area. The lithology is light yellow-gray and medium-thick layered argillaceous limestone-bearing
mudstone. The former is often metamorphosed into light yellow fine-grained marble. The latter is
developed horizontally with a small amount of sea lily stem fragments. It stretches in a northeast
direction with a strike of 160–170◦, and dips 25◦ to 30◦. The lithology of this section varies from
carbonate to clastic rock with marble from south to north. The rock layer is generally metamorphosed
where the rock is in direct contact with the granite body.

The Yanshanian granite (γ5
2) is exposed as the main magnetic rock in the survey area, which is

distributed in the south-central part of this area with east–west direction. It is plaque-like black cloud
monzonitic granite with a semi-automorphic granular structure. The phenocrysts in granite are mainly
single crystals of light flesh red potassium feldspar. The mineral composition includes biotite, quartz,
plagioclase, and potassium feldspar. The granite body is rock-based and the carbonate rocks in contact
with it are all marbled.

Tectonic movement has occurred many times; layers were cut by faults in south–north direction.
The two main faults in the survey area are the south–north fault (F1) in early phase and east–west fault
(F2) in late phase. Fault F1 is located in the central of the area with around 2031 m length and 5–10
width. Irregular and angular structured breccias are found in the fault zone. Along the fault zone,
there are structural fracture zones within the second stratum (T2g2), the third stratum (T2g3) of the
Gejiu Formation, and the Yanshanian granite (γ5

2). The second fault (F2) went through the survey area
in an east–west direction with 3154 m length and 5–20 m width. The F2 is a reverse fault with a strike
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of 160–170◦ and a north–east inclination. The small folds in survey area are well developed, and the
axial direction is consistent with the direction of the large tectonic line in northeast direction.

 
Figure 1. Simplified geological map of Eagles-Nest region. Fault F1 in N–S direction was interrupted
by fault F2 in NE–SW direction. The study area is located in the pink area.

3. Overview of the CSAMT Method

The CSAMT method is a commonly-used, surface-based geophysical method which provides
resistivity information of the subsurface. A horizontal dipole is used to transmit the EM signal. Signals
from near-zone and transition-zone always result in distortions of Cagniard resistivity. Therefore,
electrical and magnetic fields are measured on the ground with a distance at the far-zone, where the
useful signal can be measured.

The three components of electrical (Equations (1)–(3)) and magnetic (Equations (4)–(6)) fields
could be computed by the following equations:

Ex =
I·AB·ρ1

2πr3 ·
(
3cos2θ− 2

)
, (1)

Ey =
3·I·AB·ρ1

4πr3 ·sin2θ, (2)

Ez = (i− 1)
I·AB·ρ1

2πr3 ·
√
μ0ω

2ρ1
·cosθ, (3)

Hx = −(1 + i)
3I·AB
4πr3 ·

√
2ρ1

μ0ω
·cosθ·sinθ, (4)

Hy = (1 + i)
I·AB
4πr3 ·

√
2ρ1

μ0ω
·(3cos2θ− 2), (5)
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Hz = i
3I·AB·ρ1

2πμ0ωr4
·sinθ (6)

where E is electrical field; H is magnetic field; I is current; AB is the length of the transmitter source; ρ
is resistivity; μ0 is magnetic permeability in air; ω is angular frequency; (r,θ) is the coordinate of the
observation point. The Cagniard resistivity [1] can be calculated by using the ratio of the orthogonal
horizontal components Ex/Hy from the equations above.

ρa =
1

5 f

∣∣∣∣∣∣ Ex

Hy

∣∣∣∣∣∣
2

(7)

Finally, the impedance phase is given by

P = Ephase −Hphase (8)

4. Geophysical Survey

4.1. IP Interpretation and CSAMT Data Acquisition Design

In 2015, we did a dual-frequency induced polarization (IP) investigation on the survey area
(Figure 2). Based on the results of that study we set up the CSAMT data acquisition design. In Figure 2,
the area with red line bounded is the dual-frequency IP investigation region. The grid of dual-frequency
IP data is 100 m × 20 m, all line spacing and station spacing are 100 m and 20 m respectively, with
red dots marking measurement points. A total of 31 profiles of dual-frequency IP survey described a
distribution of IP and resistivity anomalies.

Figure 2. Geophysical survey history and controlled-source audio-frequency magnetotellurics (CSAMT)
survey design. Outer red solid lines (1–6) delineate the survey area, induced polarization (IP) profiles
are symbolized as 31 red dotted lines (L1–L31) near which point numbers are identified, 4 black lines
(A–D) are CSAMT profiles and blue area in the center means mining available range.

Figures 3 and 4 show the IP and resistivity anomalies, respectively. The amplitude of an IP (Fs, %)
anomaly was defined with the value larger than 2.4. Table 1 shows the resistivity and polarizability of
characteristic rocks from this mining area. From the Table 1, the amplitude frequency background
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formation was around 2.0. Based on the physical difference between the rocks and ores, it was
easy to infer the IP anomaly zones due to the Pb–Zn ore body or mineralization. Compared to the
unmineralized rock formations, the Pb–Zn mineralization might reflect a low resistivity anomaly in
the background. In order to interpret clearly, we drew the resistivity contour map (Figure 4) with the
amplitude frequency anomaly. Integrated the amplitude frequency and resistivity map, the interesting
area was selected for the CSAMT measurement to detect the deep target. We studied the subsurface
resistivity distribution by using CSAMT method. The profiles were designed to span all of interesting
area in a time-saving way as Figure 2 shows.

 
94200

94400

94600

94800

95000

95200

95400

95600

95800

96000

0.4
0.9
1.4

1.9
2.4
2.9
3.4
3.9
4.4
4.9
5.4

Fs(%)
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Table 1. Geophysical properties of Eagles-Nest deposit.

Rocks Fs Range (%) Fs Average Resistivity Range (Ωm) Resistivity Average

Pb–Zn 1.6–6.4 4.23 121.5–336.2 257.68
Limestone 1.6–2.7 2.08 325.7–336.5 676.5
Dolomites 1.09–1.38 1.26 547.4–978.5 734.98

Granite 1.1–1.7 1.27 294.5–597.4 430.46

4.2. Data Acquisition, Processing and Inversion

In order to describe the subsurface resistivity distribution, four CSAMT data acquisition profiles
were designed with 1200 m length and 20 m station distance. Before the CSAMT survey, we tested
the offset with 8 km and 12 km. Based on the results of the test, the offset was chosen as 11 km, and
the horizontal current dipole length was 1200 m. The current was 9 A at low frequency. The CSAMT
profiles A–D location are shown as black lines in Figure 2.

The quality evaluation of this CSAMT measurement was determined by calculating the mean
square error (MSE) (<±5%) of Cagniard resistivity in two surveys at the same station. Data consistency
was checked by comparing Cagniard resistivity data in two surveys at 1700 station 20 line as shown in
Figure 5. Based on the same conditions, the relative error of the data collected twice was 2.76%. The
low-frequency data reflected a slight error, which was the allowable range of normal error, and did not
affect the subsequent inversion processing. The CSAMT data collection in this area was reliable, which
provided guarantee for data processing and data interpretation.
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Figure 5. Quality evaluation of CSAMT data. Black and red line illustrate twice measurements.

Occam’s inversion was introduced to find a smooth model to satisfy the geophysical data by
Constable et al. [15]. It is a simple way to map the subsurface resistivity structure. The CSAMT data
inversion results are shown in Figures 6–9. From Table 1, we know that the weathered granite has a
low resistivity. By contrast, the limestone and dolomites are a bit higher than granite in resistivity. In
Figure 6, the resistivity of the stations on the right side of 1000 station describe the third stratum (T2g3)
of the Gejiu Formation. The low-resistivity anomaly at the depth of 400–500 m between the station of
1200 and 1700 is inferred to be due to the mineral deposits.

In Figure 7, the fault F2 is still Triassic. The fault zone is expressed at the surface between stations
1400 m and 1500 m along profile A. It extends to around 300 m below the surface, and the interface
between the shallow layer and the granite argillaceous limestone overlaps. There is a low resistivity
anomaly band between the stations 1600 and 2000 at a depth of 600 m. The high resistivity anomalies
in Figures 7 and 8 are due to the dolomites in this area.

The RMS misfit of the inversion is shown in Figure 10. All RMS inversion residual reduce fast
before the third iteration. After that, four curves of the profiles decrease small. When the percent of
residual change is smaller than 1%, the inversion is stopped.
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F2

Figure 6. CSAMT data inversion result of A profile, where distance equals to station number. The red
dash line is fault F2.
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Figure 7. CSAMT data inversion result of B profile, where distance equals station number. The red
dash line is fault F2.
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Figure 8. CSAMT data inversion result of C profile, where distance equals station number.
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Figure 9. CSAMT data inversion result of D profile, where distance equals station number.
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Figure 10. The RMS misfit of CSAMT data inversion.

4.3. CSAMT Results and Interpretation

In order to describe the resistivity distribution in three-dimensions, we imaged the resistivity
slices as shown in Figure 11. As is illustrated in Figure 11, the low-resistivity anomaly shown in
profile A continued to profile B and disappeared in profile C. Moreover, this anomaly is related to the
IP anomaly shown in Figure 3. The high amplitude of induced polarization anomaly has the same
location as the low-resistivity anomaly. Based on this information, we inferred that the anomaly was
due to the mineral deposits.

 
Figure 11. Resistivity profiles of CSAMT data inversion.

By combining the amplitude and resistivity characteristics of the survey area (Figures 3 and 4)
with the given rock properties of Table 1, we defined four IP anomaly areas marked as IP1, IP2, IP3 and
IP4 (Figure 12). The interface between the granite and the second stratum (T2g2) is deep and steep.
The ore-preserving structure is caused by the fault F2 in small scale. The larger deposit is located in the
north-western part of the mining area (IP1), which is produced at the contact zone between the granite
and the argillaceous limestone.
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Figure 12. The interpretation map of the study area.

The IP1 anomaly zone is the largest anomaly in this region, and the area is around 0.6 km2. IP2 zone
is located at the center of the survey area. The anomaly zone looks like a “Y”, and the mineralized rocks
were visible in some caves in the area. In earlier exploration, the orebody deposits were discovered at
three different locations. IP surveying in this study confirmed that all three orebodies belong to the
same anomaly IP2 zone. Another strong anomaly IP3 is located north of the area. We infer this target
is shallow buried at the anomaly IP3 zone. Anomaly IP4 circle zone is located south of the area with a
strong amplitude of induced polarization.

In this study area, the IP value of granite and dolomites are less than 2%, so we consider them as
background. The limestone has a higher amplitude than granite, but it is not as high as the Pb–Zn
deposits. Anomaly IP4 zone has a value less than 3%, similar to the limestone. However, the IP1, IP2
and IP3 describe strong anomaly like effects of the Pb–Zn deposits.

Figure 13 shows the interpretation of the CSAMT data inversion of profile A. The red anomaly
represents the Pb–Zn orebody in Figure 13b, which is proved by drilling well. The Pb–Zn ore body is
found between 373.70 m and 407.35 m in the well.

 
Figure 13. CSAMT data inversion result (a) and interpretation (b) of A profile, where distance equals
to station number.
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5. Discussion and Conclusions

In this paper, IP and CSAMT methods were used to test their combined effectiveness for use in
exploration of Pb–Zn deposits in the Eagles-Nest region. The IP method provides high sensitivity to
the metal deposits [14]. So it is necessary to discover the IP anomaly from a geophysical map scanning.
However, the CSAMT method has the deep resolution advantages compared to the ERT or TEM
method [9]. Combining the advantages of IP high sensitivity and CSAMT high resolution, the study
performs well.

The conclusions of geophysical investigations in Jianshui, Southwest of China are the following:
Based on results of IP and CSAMT surveys (in Figures 11 and 12), we can infer the Pb–Zn deposits

correlated with the anomaly of high induced polarization and low resistivity, which are shown in
the geophysical properties in Table 1. The applied methods (CSAMT and IP) are effective for Pb–Zn
deposits investigation in this area. The predicted deposits zones are generally consistent with the IP
anomaly zones. The IP method allows easy selection of the interesting zones for the orebody targets.
The inversion results from CSAMT method can predict the depth of the orebody targets.

In summary, this case study shows a successful geophysical survey to detect Eagles-Nest Pb–Zn
deposits in the Jianshui area. Based on this experimental study, these methods may be an effective
exploration strategy and geophysical model to detect similar potential deposits in the surrounding areas.
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Abstract: We have developed a mineral exploration method for the joint inversion of 2D gravity
gradiometry and magnetotelluric (MT) data based on data-space and normalized cross-gradient
constraints. To accurately explore the underground structure of complex mineral deposits and solve
the problems such as the non-uniqueness and inconsistency of the single parameter inversion model,
it is now common practice to perform collocated MT and gravity surveys that complement each other
in the search. Although conventional joint inversion of MT and gravity using model-space can be
diagnostic, we posit that better results can be derived from the joint inversion of the MT and gravity
gradiometry data using data-space. Gravity gradiometry data contains more abundant component
information than traditional gravity data and can be used to classify the spatial structure and
location of underground structures and field sources more accurately and finely, and the data-space
method consumes less memory and has a shorter computation time for our particular inversion
iteration algorithm. We verify our proposed method with synthetic models. The experimental
results prove that our proposed method leads to models with remarkable structural resemblance and
improved estimates of electrical resistivity and density and requires shorter computation time and
less memory. We also apply the method to field data to test its potential use for subsurface lithofacies
discrimination or structural classification. Our results suggest that the imaging method leads to
improved characterization of geological targets, which is more conducive to geological interpretation
and the exploration of mineral resources.

Keywords: gravity gradiometry; magnetotelluric; model-space; data-space; joint inversion

1. Introduction

The necessity for the accurate exploration of subsurface structures and conditions are driving the
development of various strategies for the joint use of information from multiple geophysical data [1–9].
Different geophysical data can provide different information on the distribution of subsurface properties,
while different geophysical exploration methods have different detection capabilities for underground
targets. However, the uncertainty and non-uniqueness of the inversion interpretation is a common
problem in geophysics [10]. To suppress the inversion results’ non-uniqueness and obtain more
accurate information for underground media, comprehensive geophysical methods that study the same
geological target from different aspects have led to very effective research methods and development
trends [11].

Joint inversion is a combination of multiple geophysical data to invert the same subsurface target
through the correlation of the petrophysical and geometric parameters of the geological body. Joint
inversion can improve the non-uniqueness of geophysical inversion. After more than a decade of
development, geophysical workers have proposed many different joint inversion methods. The study of
joint inversion for geophysical exploration can be classified into two categories. The first category relies
on the coupling of petrophysical properties. By determining the petrophysical relationship functions
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of different physical properties (e.g., how petrophysical characteristics relate resistivity and seismic
velocity in porous media), the coupling inversion of different physical properties was realized [12,13].
However, this method is limited by its difficulty in finding the accurate physical relationships of
rock in complex underground areas. Therefore, a drawback of joint inversion based on the empirical
relationship of the rock’s physical properties restricts the development of joint inversion. The second
category is based on the similar structural distribution of subsurface parameters. Joint inversion is
realized by minimizing structural differences [14–16]. Among these differences, the cross-gradient
inversion algorithm proposed by Gallardo and Meju [16] is a joint inversion method that has received
extensive attention. This method assumes that the boundaries of the anomalous bodies are identical or
partially identical in different geophysical fields and have been widely used in the comprehensive
interpretation of geophysics [17–24].

Gravity and magnetotelluric explorations have the characteristics of wide coverage, high efficiency,
and low cost, so they have been widely used in resource exploration and are especially popular in the
comprehensive interpretation of joint inversion [8,21–24]. In the above study, joint inversion based on
cross-gradient constraints is mainly applied to gravity data and other geophysical data and is rarely
applied to the gravity gradiometry data and other geophysical data. With the commercialization
of gravity gradiometry measurement and the rapid development of computer technology, gravity
gradiometry inversion has been widely applied in oil, gas, and mineral exploration [25–27]. Gravity
gradiometry data can provide more abundant multi-component information, as each gradient
component contains different information content. Compared with the gravity data, this data
has a higher resolution in reflecting the details of the anomalous body [28–30]. If gravity gradiometry
data are added to the joint inversion, they will help to better describe the spatial structure and location
of the field source and improve the level of geological interpretation. Moreover, the above joint
inversion methods are performed in model-space, which require extremely long computing times and
high levels of memory usage if the number of meshes is large. If the inversion calculation process
is transformed from the model-space into data-space, it may effectively solve the problem of long
calculation times and large memory usage [31,32].

In this paper, we present an approach for the joint inversion of magnetotelluric (MT) and gravity
gradiometry data based on normalized cross-gradient constraints and data-space. Considering that
the gravity gradiometry data contains more information than traditional gravity data, and due to the
lack of vertical resolution of the gravity gradiometry method, we constructed a new joint inversion
objective functional, including a multi-component gravity gradiometry and MT data misfit terms,
as well as their model constraints and normalized cross-gradient constraints. The joint inversion of the
gravity gradiometry and MT data is superior to the separate inversion or the joint inversion of gravity
and MT data, which could reduce the non-uniqueness and improve the resolution of the inversion
results. Moreover, we applied the data-space method to the joint inversion calculation, the data-space
joint inversion consumes less memory and has a shorter computation time. We used synthetic models
of the subsurface to test the resolution, computational efficiency, and memory usage of the algorithm.
Then, we applied this approach to the interpretation of geophysical field data collected in a mining
study area from Jilin Province, China.

2. Forward Problem

2.1. Gravity and Gravity Gradiometry Forward Problem

We begin with a brief description of the gravity and gravity gradiometry fields. The gravity field,
which is the first derivatives of the gravity potential V(r), is defined as

g = ∇V =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂V
∂x

∂V
∂y

∂V
∂z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

gx

gy

gz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (1)
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The gravity gradiometry field, which is the second derivatives of the gravity potential V(r), is
defined as

ĝ = ∇∇V =
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V(r) = 2Gρ

�
s

ln
1

((x− ξ)2 + (z− ζ)2)
1/2

dξdζ (3)

here, r is the space vector of the observation point p(x, z) to the anomalous point Q(ξ, ζ), and G is the
gravitational constant, while ρ is the anomalous density distribution with a domain s.

The most common method to calculate the gravity and gravity gradiometry fields from the
subsurface density is to divide the 2D domain into geometrically simple bodies with constant densities.
In this case, the domain studied is divided into a finite number of rectangular units of uniform densities
(the analytical formulas for the fast computation of gravity fields caused by a polygon are given by
Singh [33], and gravity gradiometry fields caused by a polygon are given by Won [34]). Considering
that there are Nd observations and Nm rectangular units, the discrete forward modeling operators for
gravity or gravity gradiometry can be expressed in a matrix form:

d = G ·m (4)

where, d is a vector of the observed data (gravity or gravity gradient) of the order Nd, m is a vector of
the remaining densities of the order Nm, and G is expressed as a forward problem kernel functional,
a rectangular matrix of a size Nd × Nm. According to Equation (4), the observed data are linearly
related to the residual density, and it can be observed that the Jacobian matrix of the observed data is
independent of the residual density and only depends on the position of the rectangular unit relative
to the observation point.

2.2. MT Forward Problem

In a non-uniform electrical structure, the MT field can be decomposed into primary and secondary
fields. The primary field is the field generated by the background, and the secondary field is the field
generated by the anomalous body. In the two-dimensional case, take the y-axis as strike direction.
From the Maxwell equation of secondary field, two types of polarization modes (transverse electric
(TE) and transverse magnetic (TM)) of the expression can be obtained. Two models of the secondary
field Helmholtz equations can be obtained through the derivation of the Maxwell equation [35].

TE-mode expression:

∂
∂x

(
1
ẑ
∂Eys

∂x

)
+
∂
∂z

(
1
ẑ
∂Eys

∂z

)
− x̂Eys = Δx̂Eyp (5)

TM-mode expression:
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1
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∂x
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1
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∂Hys
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)
− ẑHys = −Δk2
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Hyp +
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(Δx̂
x̂

)
Exp (6)

where, x̂ = σ+ iωε is the admittivity, ẑ = iωμ0 is the impedance rate, Δx̂ is the difference of the
admittivity between two-dimensional inhomogeneous medium and a one-dimensional homogeneous
medium, and the subscript s and p, respectively, represent the secondary field and the primary field,
Δk2 = −Δx̂ẑ. The primary field, Exp, Eyp, Ezp, Hxp, Hyp, Hzp, can be obtained via the analytic solution
of a one-dimensional homogeneous layered medium. Wanamaker [35] used triangular meshes to solve
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the partial differential Equations (5) and (6) by the finite element method, In this way, the secondary
field Eys and Hys can be calculated, and the reciprocity principle can be used to calculate the Jacobian
matrix of the MT sounding response.

3. Joint Inversion Methodology

The traditional gravity and MT joint inversion objective functional contains the data misfit terms of
gravity and MT method, and the model smoothing constraint terms [8,21–24]. In the proposed method
of gravity gradiometry and MT joint inversion, the objective functional contains three components
of the gravity gradiometry data misfit term and the MT data misfit term, along with added model
smoothing constraints and normalized cross-gradient constraints. The expressions are as follows:

Φ = (d− f(m))T ·C−1
d (d− f(m)) +α · (m−m0)

T ·C−1
m · (m−m0) (7)

Constraint conditions : τ(m1, m2) = ∇(m1/χ1) ×∇(m2/χ2) = 0

where m = [mT
1 , mT

2 ]
T, m0 = [mT

01, mT
02]

T, d = [dT
1 , dT

2 , dT
3 , dT

4 ]
T

, f(m) = [fT
1 (m), fT

2 (m), fT
3 (m), fT

4 (m)]
T

,
Cd = diag[Cd1, Cd2, Cd3, Cd4], Cm = diag[Cm1, Cm2], α = [α1,α2].

Here, Cd1, Cd2, and Cd3 are respectively the data covariance matrix of the gravity gradiometry
observation data d1, d2, and d3. Cd4 is the data covariance matrix of the MT observation data, Cm1 and
Cm2 are the model covariance matrix of density m1 and resistivity m2, respectively, m01 and m02 are
the prior model parameters, α1 and α2 are damping parameters, f1(m), f2(m) and f3(m) are forward
responses of the three components of the gravity gradiometry, f4(m) is an MT forward response, ∇ is a
gradient,τ is a normalized cross-gradient functional as a parameter gradient of the density and resistivity
model, and χ1 and χ2 are the normalized operators of resistivity and density, respectively. For our
particular test cases, the normalized operators are determined by χ1 = Max(m1_sep)−Min(m1_sep), and
χ2 = Max(m2_sep) −Min(m2_sep). Max and Min are the maximum and minimum values, respectively.
m1_sep and m2_sep are represented as a separate inversion density and resistivity model, respectively.

In this paper, the Gaussian Newton algorithm (GN) is used to solve the joint inversion objective
functional (7) in model-space [19–24]. Firstly, the nonlinear objective functional (7) and the constraint
condition are transformed into linear equations by the Taylor expansion. Then, the Lagrangian operator
method is used [36,37], which adds a constraint condition to the objective functional (7):

Ψ = (d̂−A · (m−m0))
T ·C−1

d · (d̂−A · (m−m0)) +α · (m−m0)
T ·C−1

m · (m−m0)

+2Λ · (τ̂+ B · (m−m0))
(8)

where d̂ = d− f(m0), τ̂ = τ(m0)
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where A and B represent the Jacobian matrix of the forward response f(m) and the normalized
cross-gradient functional τ, and Λ is a column vector of the Lagrange multipliers.
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The solution of Equation (8) is determined using iterative model updates from a starting model
by solving the equation ∂Ψ/∂m = 0. The model update is expressed as:

Δm = N−1 · n−N−1 ·BT ·Λ (11)

N = AT ·C−1
d ·A +α ·C−1

m , n = AT ·C−1
d · d̂. (12)

Substituting Equation (11) into the constraint condition, the expression of the Lagrange multiplier
Λ is given as

Λ = (B ·N−1 ·BT)
−1
(τ̂+ B ·N−1 · n) (13)

Finally, we obtained the model expression of the model-space as follows:

m = m0 + (AT ·C−1
d ·A +α ·C−1

m )
−1 ·AT ·C−1

d · d̂− (AT ·C−1
d ·A +α ·C−1

m )
−1 ·BT ·Λ (14)

In this paper, we transformed the inversion computing space from a model-space to a data-space.
The formula for the joint inversion in the data-space can be directly derived from those in the
model-space using the matrix identity that changes the size of the inverse matrix. We obtained the
model expression of the data-space as follows:

m = m0 + Cm ·AT · (A ·Cm ·AT +α ·Cd)
−1 · d̂−

(I−Cm ·AT · (A ·Cm ·AT +α ·Cd)
−1 ·A) ·Cm ·BT ·Λ (15)

N−1 · n = Cm ·AT · (A ·Cm ·AT +α ·Cd)
−1 · d̂ (16)

N−1 = (I−Cm ·AT · (A ·Cm ·AT +α ·Cd)
−1 ·A) ·Cm (17)

Comparing the model expressions Equations (14) and (15) in different spaces, AT ·C−1
d ·A+α ·C−1

m
is an M × M dimensions matrix, and A ·Cm ·AT + α ·Cd is an N × N dimensions matrix. M is the
number of model parameters and N is the number of data. In general, the number of model parameters
will be much larger than the number of data, and the Equation (14) needs to solve the inverse of the M
×M dimension matrix during the joint inversion process with the model-space method, which results
in increased storage requirements and computational time. Therefore, cross-gradient joint inversion
can be more effectively implemented in data-space than model-space.

In this paper, the model covariance matrices of the two methods are constructed differently.
The model covariance matrix (Cm) is directly required for the data-space method, while its inverse is
required in the model-space method. In the model-space method, the inverse of the model covariance
is usually implemented as a sparse model roughness operator [38–40]. The exact inverse of a specific
roughness operator cannot be determined in practice because of the size of this matrix, which, in general,
will be full. In the data-space method, the model covariance matrix is not directly constructed, and the
products of the model covariance matrix with any model vector are computed by solving a diffusion
equation [31,32]. Thus, the diffusion equation has to be repeatedly solved in QMR (quasi-minimal
residual), unlike in the model space method, but using the operator splitting solution [32] makes it less
computationally expensive. In summary, we use different model covariance matrices in model-space
and data-space, so we will get two different inversion results.
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4. Synthetic Example

4.1. Compare Gravity and Gravity Gradiometry Data

To verify the validity and feasibility of our proposed data-space joint inversion of the gravity
gradiometry and MT data, we tested the separate inversion, the joint inversion of gravity and MT
data, and the joint inversion of the gravity gradiometry and MT data in the data-space using a
complex combined model that is more similar to the real underground structure, including some
typical geological elements and fault structures, as shown in Figure 1. Four anomalous bodies are
embedded in the uniform half-space E. Anomalous bodies A, B, and C are isolated crustal rocks of
different sizes and different buried depths. Anomalous body D is a low-resistivity and high-density
body in the deep region of the model. It is buried under the high-resistivity and low-density anomaly
bodies B and C, with a ladder fracture structure on its left. The density model and the resistivity model
adopt the same mesh (140 × 60) in the joint inversion mesh region, and the resistivity model requires
the extension of the mesh (156 × 76) outside the joint inversion mesh region. Gravity and gravity
gradiometry methods use the same observation point. There are 30 observation points with a point
spacing of 0.2 km from a horizontal distance from 0 to 6 km. The MT data contain the apparent phase
and apparent resistivity for 10 frequencies in the range of 1 to 1000 Hz for nine stations spaced 0.6 km
from each other. To simulate the noisy data, a 5% random Gaussian noise was added to the MT, gravity,
and gravity gradiometry forward response data.

Figure 1. Theoretical model 1.

The initial model of all inversions uses a uniform half-space with a density of 0 kg/m3 and a
resistivity of 100 Ω·m. The reference model is set to the initial model. Figures 2 and 3 show the forward
response results of resistivity and density models of different methods. The forward response calculated
by either the separate inversion or joint inversion results is basically consistent with theoretical model
responses. Figure 4 shows the separate inversion results of the MT, gravity and gravity gradiometry
for the complex combined model. The data misfit of MT, gravity and gravity gradiometry inversion
are RMSMT = 0.95, RMSGrv = 0.71, and RMSGrad = 0.80, respectively (Figure 5a). Notably, the gravity
inversion (Figure 4b) cannot recover the true space geometry and position of the anomalous bodies,
and the vertical resolution of the inversion results is very poor, and it is difficult to accurately identify
low-density anomalous bodies. However, the inversion result of the gravity gradiometry (Figure 4c)
can roughly reflect the spatial position and geometry of the true anomalous bodies. Compared with
the results of the gravity inversion, the distribution of the recovered underground anomaly can be
improved, but the gravity gradiometry inversion results still have problems, such as the upset of the
center of the anomalous bodies, the blurring of the boundary between the anomalous bodies and
the surrounding rock, and the inability to recover the exact physical parameter value. The resistivity
model (Figure 4a) recovers the gross structure of the synthetic model better than the density model
(Figure 4b,c), as the MT data cover an adequate frequency range for distinguishing deep anomalous
bodies. The results of the joint inversion are shown in Figure 6. For the joint inversion of gravity
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and MT (Figure 6a,b), the final models of resistivity and density are obtained with the data misfit
(RMSMT = 0.66, RMSGrv = 1.0), as shown in Figure 5b. The structural features of the anomalous bodies
are very similar in the resistivity and density models as required by our joint inversion algorithm.
The deep anomalous body of the density model can be identified as an indirect contribution propagated
from the resistivity model by the cross-gradient constraints. For the joint inversion of the gravity
gradiometry and MT (Figure 6c,d), the final models of resistivity and density are obtained with data
misfit (RMSMT = 0.83, RMSGrad = 0.80), as shown in Figure 5c. The resistivity and density models
show improved features when compared to the above separate and joint inversion results. The density
models’ anomalous bodies boundaries become clearer, and the geometrical and physical values of
the anomaly more closely reflect the true model, as an indirect result of the resistivity model using
the cross-gradient constraints. In particular, the vertical resolution has been significantly improved.
The resistivity model also improves the horizontal resolution due to the structural similarity of the
density. The results of the gravity gradiometry and MT joint inversion are better than the results of the
separate inversion and gravity and MT joint inversion, both in space form and the numerical recovery
of physical properties.

Figure 2. Pseudo-sections illustrating the forward responses of apparent resistivity (a,c,e,g) and
apparent phase (b,d,f,h) by the transverse magnetic mode. Forward response of theoretical resistivity
model (a,b), forward response of separate inversion of magnetotelluric (MT) (c,d), forward response of
joint inversion of gravity and MT (e,f), forward response of joint inversion of gravity gradiometry and
MT (g,h).
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Figure 3. Forward responses curves of gravity (a,b) and gravity gradiometry (c,d,e,f,g,h). Forward
response of the separate inversion of the gravity (a), forward response of the separate inversion of the
gravity gradiometry (c,e,g), forward response of the joint inversion of the gravity and MT (b), forward
response of the joint inversion of the gravity gradiometry and MT (d,f,h). The blue line represents
the forward response of the theoretical models. The red line represents the forward response of the
inversion results.

Figure 4. The data-space separate inversion results of model 1. Separate inversion results of MT (a),
gravity (b) and gravity gradiometry (c), resistivity model (a), density model (b,c).
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Figure 5. The iterative curve of the root mean square (RMS) misfit of the separate inversion (a), joint
inversion of gravity and MT data (b), and joint inversion of gravity gradiometry and MT data (c).

Figure 6. The data-space joint inversion results of model 1. Joint inversion results of MT and gravity
(a,b), MT and gravity gradiometry (c,d), resistivity model (a,c), density model (b,d).

We also calculate the cross-gradient values of every pair of models from the data-space separate
inversion of MT and gravity data (Figure 4a,b), the data-space separate inversion of MT and gravity
gradiometry data (Figure 4a,c), the data-space joint inversion of MT and gravity data (Figure 6a,b), and
the data-space joint inversion of MT and gravity gradiometry data (Figure 6c,d). The final cross-gradient
values obtained for every model combination after applying separate and joint inversions are illustrated
in the detailed maps of the cross-gradient values, as shown in Figure 7. Note that the joint inversion
yields much smaller cross-gradient values for every pair of models than those of separate inversions.
Meanwhile, the cross-gradient values of joint inversion base on MT and gravity gradiometry data are
much smaller than those of joint inversion based on MT and gravity. This result serves as quantitative
evidence that the proposed method ensures a higher level of structural conformity.
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Figure 7. Cross-gradient values attained for every pair of models for the data-space separate inversion
of gravity and MT data (a), gravity gradient and MT data (b), and for the data-space joint inversion of
gravity and MT data (c), gravity gradiometry and MT data (d).

4.2. Test the Partially Structurally Consistent and Inconsistent Model

To test the adaptability and accuracy of our proposed data-space joint inversion of the gravity
gradiometry and MT data in various scenarios, we tested the models that were partially structurally
consistent and inconsistent. The mesh division and distribution of the observation points of the model
are the same as those of theoretical model 1. We also added 5% Gaussian noises to the resistivity and
density model responses.

The initial model of all inversions uses a uniform half-space with a density of 0 kg/m3 and a
resistivity of 100 Ω·m. The reference model is set to the initial model. In the partially structurally
consistent model (Figure 8a,b), the joint inversion results are shown in Figure 9a,b. The data misfit of
the MT and gravity gradiometry inversion are RMSMT = 0.75 and RMSGrad = 0.95, respectively. In the
structurally inconsistent model (Figure 10a,b), the joint inversion results are shown in Figure 11a,b.
The data misfit of MT and gravity gradiometry inversion are RMSMT = 0.97 and RMSGrad = 0.73,
respectively. All joint inversions converge to the RMS misfit threshold of one or less. We find that
the proposed method can recover the geometry and physical parameter values of the underground
anomaly sources in the partially structurally consistent and inconsistent models. The results show
that the joint inversion of MT and gravity gradiometry is suitable for various scenarios (structural
consistent and structural inconsistent models), which can recover the true model. Different geophysical
methods are mutually constrained by the structural similarities at the same model boundaries, while
the structural similarity constraints are not effective at different model boundaries, and joint inversion
only performs smoothing model constraints.

Figure 8. The partially structurally consistent model. Resistivity model (a), density model (b).
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Figure 9. Joint inversion results of partially structurally consistent model. Resistivity model (a), density
model (b).

Figure 10. The structurally inconsistent model. Resistivity model (a), density model (b).

Figure 11. Joint inversion results of structurally inconsistent model. Resistivity model (a), density
model (b).

4.3. Compare Joint Inversion of Model-Space and Data-Space

In this section, we will test the advantages of the joint inversion of gravity gradiometry and
MT data in the data-space compared to the model-space in terms of the computational time and
memory storage. We designed a density and resistivity model that increases the number of meshes
and observation points, as shown in Figure 12. The density model and the resistivity model adopt
the same mesh (341 × 121) in the joint inversion mesh region, and the resistivity model requires an
extension of the mesh (357 × 135) outside the joint inversion mesh region. There are two rectangular
bodies embedded in the uniform half-space. The sizes of the two rectangular bodies are 0.6 × 1.0 km2.
The gravity gradiometry method has 79 observation points, with a point spacing of 0.1 km from a
horizontal distance of −1 to 7 km. The MT data contain the apparent phase and apparent resistivity for
10 frequencies in the range of 1 to 1000 Hz for 39 stations spaced 0.2 km from each other.

Regardless of the data-space or the model-space method, the initial model uses a uniform
half-space, with a density of 0 kg/m3 and a resistivity of 100 Ω·m. The reference model is set to
the initial model. For the model-space joint inversion of gravity gradiometry and MT, the sixth
iteration model (Figure 13a,b) attained data misfits of 1.05 and 1.14 for gravity gradiometry and MT,
respectively. For the data-space joint inversion of gravity gradiometry and MT, the sixth iteration
model (Figure 13c,d) attained data misfits of 1.05 and 1.00 for gravity gradiometry and MT. We can
find that the inversion results of the two methods can recover the geometry of the double anomaly.
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However, the resistivity and density models (Figure 13c,d) show improved features when compared to
the model-space joint inversion results (Figure 6b,e). The density and resistivity models’ anomalous
body boundaries become clearer, and the geometrical and physical values of the anomaly more closely
reflect those of the true model. The inconsistencies of the inversion results are mainly due to the
different model covariance matrices used by the two methods. In terms of inversion calculation time,
the model-space method consumes approximately 13.15 h, whereas the data-space method consumes
approximately 3.92 h for our particular test example. In addition, the maximum memory requirements
are approximately 4.1 and 0.62 GB, respectively, as shown in Table 1. The data-space method can
be applied to the joint inversion MT and gravity gradiometry, which can greatly reduce memory
consumption and effectively improve the calculation speed. This method allows us to invert the
multi-parameter joint inversion of large areas of large data volume with a personal computer (PC) in a
relatively short period of time.

Figure 12. Theoretical model 3.

Figure 13. The data-space and model-space joint inversion results of MT and gravity gradiometry
data. the model-space joint inversion results (a,b), the data-space joint inversion results (c,d), resistivity
model (a,c), density model (b,d).

Table 1. Comparison of computational time and memory storage in the data-space and model-space
joint inversion.

Model-Space Data-Space

Computational Time 13.15 h 3.92 h
Memory Storage 4.1 GB 0.62 GB
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5. Field Example

5.1. Geologic Background of the Study Area

The study area is located in Liangjiang Town, Antu County, Jilin Province (Figure 14). The area
belongs to the eastern part of the northern margin of the North China plate in the geotectonic position,
and its northeast side is adjacent to the Xingmeng-Jihei orogenic belt. The oldest formations exposed
in the study area are the Paleoproterozoic formations, followed by the Middle Proterozoic, Mesozoic,
and Cenozoic formations. However, Paleozoic formations are generally missing. Due to the special
geotectonic environment in the study area, the magmatic action in the area is strong, and intrusive rocks
of different ages are widely developed. According to the characteristics of the times, these rocks can be
divided into two parts: Late Archean and Mesozoic granitic rocks. The area is located in the eastern
part of the Jihei trough fold system, and the Jiamusi block and the north edge of the North China plate
collide with the wrinkled orogenic belt and are in the superposition of the western Pacific tectonic
domain (NE-trending structure) and the ancient Asian domain (EW-trending structure). The fold
structure and fault structure are very developed. The mineral resources in the area are also very rich,
with many types of deposits, many mineralization periods, large scales, as well as high gold grade and
concentrated distribution. The main minerals include gold, molybdenum, iron, copper, and nickel.
The representative deposit in the area is the Haigou gold mine. The formation and distribution of the
Haigou gold deposits are closely controlled by the structure of the area. The deposit is a large-scale
sulphide-like quartz vein- type gold deposit, belonging to the orogenic gold deposit. Other mineral
resources in the area include coal mines, peat, and oil shale deposits, which are important metallogenic
prospects for endogenous metals and non-metals.

Figure 14. Location of the study area.

5.2. Data Acquisition and Inversion

We conducted a geophysical survey along with one profile in the study area. Figure 15 shows
the geological map of the study area. The black solid line indicates the position of the survey
line. The survey line runs in a north-east direction and measures 18 km in length. A total of 181
controlled-source audio-frequency magnetotelluric (CSAMT) points are collected, and the distance
between the observation points is 100 m. Each observation point acquired the apparent resistivity of
10 frequencies (16–8192 Hz) in TM mode. Using the full regional apparent resistivity method [41],
we convert the CSAMT apparent resistivity data to the near-source corrected apparent resistivity data,
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as shown in Figure 16a. Meanwhile, the gravity Bouguer data were extracted with 40 m spacing along
our study profile to furnish 451 gravity data for inversion. We transform the gravity data (Figure 16b)
into gravity gradiometry data (Figure 16c–e) by Fourier transform, i.e., the space domain and frequency
domain integration and derivation [42].

Figure 15. The geological map of the study area.

Figure 16. Field observation data. The apparent resistivity in the TM mode after conversion (a),
the gravity data (b), the gravity gradiometry data Vzz (c), the gravity gradiometry data Vxx (d),
the gravity gradiometry data Vxz (e).
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The CSAMT, gravity, and gravity gradiometry data were inverted to resistivity and residual
density models using the separate inversion, the joint inversion of CSAMT and gravity data using
the model-space method, and the joint inversion of CSAMT and gravity gradiometry data using the
data-space method. The density model and the resistivity model use the same mesh (327 × 61) in the
joint inversion region. Outside the joint inversion region, the resistivity model also needs to expand
the mesh size (343 × 73). The initial model is a uniform half-space with a density of 0 kg/m3 and a
resistivity of 102.5 Ω·m. The results of the separate inversion are shown in Figures 17 and 18. In the
separate inversion using the model-space method, the data misfit of the CSAMT, gravity, and gravity
gradiometry are RMSCSAMT = 1.08, RMSGrv = 0.48, and RMSGrad = 0.97, respectively. In the separate
inversion using the data-space method, the data misfit of the CSAMT, gravity, and gravity gradiometry
are RMSCSAMT = 1.08, RMSGrv = 0.93 and RMSGrad = 0.99, respectively. The separate inversion results
obtained by the two methods are, generally, features of the same trend. The inconsistencies of the
inversion results are mainly due to the different covariances of the models used by the two methods.
The structural similarities of the separate inversion results of the three geophysical exploration methods
are very different in both the model-space and data-space methods. These differences create great
difficulties for geological interpretation. Compared with the gravity inversion results, the gravity
gradiometry inversion results identify greater underground structural distribution and can obtain
more underground information and help geological interpretation.

Figure 17. Separate inversion results of the field data using the model-space. The controlled-source
audio-frequency magnetotelluric (CSAMT) separate inversion (a), gravity separate inversion (b), gravity
gradiometry separate inversion (c).

The results of the joint inversion are shown in Figures 19–21. For the joint inversion of gravity
and CSAMT data using the model-space method (Figure 19a,b), the final models of resistivity and
density are obtained with the data misfit (RMSCSAMT = 1.08, RMSGrv = 0.64). For the joint inversion of
gravity gradiometry and CSAMT data using the model-space method (Figure 20a,b), the final models of
resistivity and density are obtained with data misfit (RMSCSAMT = 1.00, RMSGrad = 0.99). For the joint
inversion of gravity gradiometry and CSAMT data using the data-space method (Figure 21a,b), the final
models of resistivity and density are obtained with data misfit (RMSCSAMT = 1.64, RMSGrad = 1.29).
Note that the structural similarity between the different physical properties in the results of joint
inversion, which is due to the contribution of cross-gradient constraints in the objective functional, and
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the result of the joint inversion is more conducive to geological interpretation. Comparing the joint
inversion results of the two different data sets, we find that the results of the joint inversion of gravity
and MT can roughly divide the underground structure. However, the results of the joint inversion of
the gravity gradiometry and MT can clearly and meticulously identify the underground structural
information, which facilitates more accurate geological interpretation and detection of geological
resources. Meanwhile, the joint inversion based on data-space (Figure 21a,b) has more advantages in
memory storage and computing time than model-space (Figure 20a,b).

Figure 18. Separate inversion results of field data using the data-space. CSAMT separate inversion (a),
gravity separate inversion (b), gravity gradiometry separate inversion (c).

Figure 19. Joint inversion results of CSAMT and gravity data using the model-space method. Resistivity
model (a), density model (b).
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Figure 20. Joint inversion results of CSAMT and gravity gradiometry data using the model-space
method. Resistivity model (a), density model (b).

Figure 21. Joint inversion results of CSAMT and gravity gradiometry data using the data-space method.
Resistivity model (a), density model (b).

5.3. Geological Interpretation

The geophysical models selected for the final interpretation are represented in the composite
form of an RGB (red-green-blue) image, which facilitates an integrated analysis of the multiple models
and a visualization of the significant units. Figure 22 shows the RGB images composed of separately
and jointly estimated models using the data-space method. By comparing the composite image
of the separate inversion and joint inversion, it can be found that the composite images obtained
by joint inversion are superior to those obtained by separate inversion, and a clearer anomalous
source boundary can be obtained, mainly due to the inconsistency of the separate inversion results
of the different methods. The composite image color contains the resistivity and residual density
information, from which the inversion results can be analyzed intuitively to accurately identify, and
possibly classify, the underground geological structures. We predict that the combined analysis of the
constituent parameter values in the RGB image will be of immense value to the search for multiple
parameter cross-correlations that can help in lithology classification and the understanding of complex
subsurface processes.

We produced a geological interpretation for this area using the RGB composite image (Figure 22c)
and a geological map (Figure 15). First, we divided the survey line into four segments (I–IV) according
to the distribution of gravity anomalies from the northwest side to the southeast side of the profile
from high to low to high and then low. Segment I is located at the northwest end of the study area,
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and the surface reveals the medium and fine-grained alkali-feldspar granite with low density and
high resistivity. The gravity anomaly of this segment is characterized by a mid–high anomaly with
a gentle change, and it can be inferred that it is a comprehensive reflection of the background value
increase caused by the relatively mid–high density Qingbaikouan period Diaoyutai formation near the
northwest end of the survey line. The surface lithology of segment II is the sandstone and conglomerate
of the Cretaceous Dalizi formation. The gravity anomaly value of this segment is the smallest, and the
resistivity is low. This resistivity is presumed to be caused by the Cretaceous Dalizi formation and
the Changcai formation, with large sediment thickness caused by the Yalu River fault. The surface of
segment III reveals the Diaoyutai formation, Mayihe rock formation, and Archean gneiss. The gravity
anomaly value of this segment is the highest, and the resistivity is high. This resistivity is mainly caused
by the Archean granodiorite gneiss and Early Proterozoic Mayihe rock formation marble. The local
peak depression of the gravity gradiometry anomaly is caused by the Jurassic medium-fine-grained
monzonite granite. Segment IV is located at the southeast end of the survey line, is a low-gravity
anomaly area. Here, there are Manjiang formations and Cretaceous Dalazi formations on the surface.
It was speculated that this segment was caused by the basalt of the Manjiang formation and the
sandstone of the Cretaceous Dalazi formation under a cover layer, the Jurassic Tuntianying formation
andesite, and the Jurassic medium-fine-grained monzonite granite with relatively low-density and
low-resistivity. Moreover, through the geological map and the RGB composite map, we can infer the
distribution of the fault structure (F_1–F_4) below the survey line. Based on the above inference results,
we finally obtained a comprehensive interpretation profile, as shown in Figure 23. The corresponding
lithostratigraphic units in Figure 23 are shown in Table 2.

Figure 22. The RGB composite image of the separate inversion of gravity and CSAMT data using
the data-space method (a), the separate inversion of gravity gradiometry and CSAMT data using the
data-space (b), and the joint inversion of gravity gradiometry and CSAMT data using the data-space (c).
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Figure 23. Comprehensive geological interpretation profile.

Table 2. Stratigraphic lithology.

Geological Time
Lithostratigraphic

Units
Lithology Unit

Era Period Formation
Cenozoic Neogene Manjiang (Qp1m) Basalt K

Mesozoic

Triassic (χργT3) Medium and fine-grained
alkali-feldspar granite A

Jurassic
Tuntianying (J3t) Andesite D
Dongfanghong

(J1df) Intermediate-acid volcanic rock D

(ηγJ2) Medium-fine-grained
monzonite granite G

Cretaceous
Dalazi (K1d) Sandstone C

Changcai (K1c) Sandstone C
Proterozoic Qingbaikouan Diaoyutai (Nhd) quartz sandstone B

Paleoproterozoic Mayihe (Pt1m) Marble L
Archeozoic (Ar3gnt) Granodiorite gneiss E

The Haigou gold deposit discovered in the study area is mainly controlled by the fault structure.
The vein is mainly distributed in the ore-controlling fault zone. The main mineralized surround rock
of the gold vein is monzonitic granite. According to the comprehensive interpretation profile results
(Figure 23) and the deposit formation of the known mining area, it can be helpful to determine the
ore-forming target area of the profile. We preliminarily predicted that the ore-forming target area would
be mainly concentrated near the fault structure F_3. The interlaminar fault zone is the center of the
regional tectonic, magmatic activity, and later ore-forming hydrothermal activities. Prospecting work
should pay attention to the mineralization clues of the contact sites between the Mesozoic intrusive
rocks and Paleoproterozoic Mayihe rock formation, particularly the Jurassic medium-fine-grained
monzonite granite. In this paper, the data-space joint inversion of MT and gravity gradiometry data
could accurately divide the stratum structure and fault zone and have the ability to find the prospecting
target area, thereby providing a powerful basis for the mining of the deposit.

6. Conclusions

We developed an approach to the joint inversion of MT and gravity gradiometry data based
on normalized cross-gradient constraints and data-space. This study shows that the normalized
cross-gradient and data-space techniques can be successfully adapted to the problem of 2D joint
inversion of collocated MT and gravity gradiometry data from measurements at different spatial scales.
Numerical modeling results showed that joint inversion of MT and gravity gradiometry data lead to
models that are in superior structural accord and closer to the ground-truth than those derived from
separate methods and conventional joint inversion of MT and gravity data. The joint inversion models
recovered the salient features of the range of resistivity and density amplitude, low-density zones
and steep features that posed significant imaging problems to the separate methods. Moreover, the
data-space method can be applied to the joint inversion MT and gravity gradiometry, which can greatly
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reduce memory consumption and effectively improve calculation speed. This method allows us to
invert the joint inversion of a large data volume with a personal computer (PC) in a relatively short
period of time. Note that the resistivity and density estimates provided improved information that
can facilitate the lithotype and structural classification of the subsurface. Application of this approach
to field data sets from a mining study area are available yielded CSAMT and gravity gradiometry
models that are in excellent geometrical accord and remarkable consistency. We suggest that joint
inversion of collocated MT and gravity gradiometry profiles and the use of the RGB composite image
results in structural or lithological classification will lead to improved subsurface characterization in
complicated geological terrains and should be seen as the way forward in deep subsurface minerals
and petroleum resources exploration studies.
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Abstract: We present a joint 2D inversion approach for magnetotelluric (MT) and gravity data
with elastic-net regularization and cross-gradient constraints. We describe the main features of the
approach and verify the inversion results against a synthetic model. The results indicate that the
best fit solution using the L2 is overly smooth, while the best fit solution for the L1 norm is too
sparse. However, the elastic-net regularization method, a convex combination term of L2 norm and
L1 norm, can not only enforce the stability to preserve local smoothness, but can also enforce the
sparsity to preserve sharp boundaries. Cross-gradient constraints lead to models with close structural
resemblance and improve the estimates of the resistivity and density of the synthetic dataset. We
apply the novel approach to field datasets from a copper mining area in the northeast of China. Our
results show that the method can generate much more detail and a sharper boundary as well as better
depth resolution. Relative to the existing solution, the large area divergence phenomenon under the
anomalous bodies is eliminated, and the fine anomalous bodies boundary appeared in the smooth
region. This method can provide important technical support for detecting deep concealed deposits.

Keywords: MT; gravity; elastic-net regularization; cross-gradients constraints; joint inversion

1. Introduction

Many inverse problems in geophysics are ill-posed and the solutions may be non-unique due to
errors inherent in the observational data, limitations in the range of observations, the discretization
of the observation data, and the simplification of the underground model. Additionally, constraints
are often incorporated into the inversion to seek stable solutions. The penalty function regularization
technique is one of the most commonly used, where the fundamental idea is that some prior constraints
are added to the least-squares misfit term to preserve the stability of the inversion solution [1–3].

Different types of penalty functions can be employed in geophysical inversion. The L2 norm
regularization imposing smoothness priors is one of the most successful methods [4–8]. This regularization
improves the stability of the inversion at the expense of its resolution: the inversion results overestimate
the size of the source and blur the boundaries of buried geological contacts as well as their associated
physical properties. The total variation (TV) regularization method is a filter to decrease the noise
in the data [9–12] given that a dataset denoised by TV-denoising tends to contain blocks with a
constant gray level, separated by intensity gaps, even in what should be smooth areas (the so-called
“staircase effect”) [13]. The focusing regularization can obtain focused reconstruction images and even
sharper boundaries than the conventional smooth stabilizer. However, if the inversion is over-focused,
it sometimes distorts the structural form and makes the inversion result inaccurate. In recent years,
with the continuous development of compressive sensing theory and related algorithms, the sparse
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regularization method has been widely used in many fields, such as signal processing, image denoising,
magnetic resonance imaging, and geophysical inversion [14–17]. This regularization mainly obtains
the sub-surface non-zero element, and the response produced by the non-zero element must fit the
observed data. The minimization of the L0 norm is a non-deterministic polynomial-time hard problem
(NP-hard), which indicates that the optimization algorithms used to solve the problem cannot be
completed in polynomial terms [18]. Thus, the L1 norm is usually used to approximate the L0 norm
to solve the NP-hard problem. It can be seen that L1 norm regularization has received considerable
interest in solving inversion problems [19–22] and can efficiently capture the small-scale details of
the inversion solution. Although L1 norm regularization has shown success in some situation, it has
some limitations. When the correlation of a set of variables is very high, L1 norm regularization
often only selects one variable and does not care whether another variable is selected. That is, group
selection is not possible [23]. Zou and Hastie [24] proposed a new regularization method named the
elastic-net regularization method. Elastic-net regularization not only has the advantage of L1 norm
regularization, but also takes into account the ability to select groups of related variables and can
retain the characteristic variables of the data as much as possible. Elastic-net regularization has been
extensively applied in statistics, computer science, and medical imaging, but has not been applied in
geophysical inversion [25–27].

Each geophysical method has a different resolution and only reflects one physical property of the
underground; thus, separate inversion methods have some limitations. Methods to overcome such
problems in geophysical inversion are the focus of much research in the inversion community [28].
Currently, the most effective comprehensive interpretation method is joint inversion, and joint
inversion can reduce the multi-solution of inversion. The study of integrating multiple data for
geophysical exploration can be classified into two categories. The first category is based on coupling the
empirical relationships between different physical properties, e.g., fluid saturation and porosity [29–32].
Unfortunately, this method has some limitations: the lithology of different zones differs, and it is difficult
to find the exact relationship between the various physical properties to produce a single relationship.

The second category utilizes structural coupling, which is not dependent on the petrophysics and
depends on the similarity of the spatial structure of different physical models to the coupling data as
has been reported [33–40]. Gallardo and Meju [33] first published the cross-gradient function, which
is used to identify the structure boundary as the cross product between different physical gradients.
They reported on a two-dimensional cross-gradient joint inversion study of the seismic time and the
direct current (DC) resistivity that achieved good results. Moorkamp [41] compared the results of a
petrophysics constrained inversion and a cross-gradient joint inversion of gravity, magnetotelluric
(MT), and seismic data. Gallardo et al. [42] first applied the cross-gradients joint inversion algorithm
of four methods—namely, gravity, magnetic, MT, and seismic reflection data. Other applications of
the cross-gradient approach include integrating ground-penetrating radar travel-time data, cross-hole
electrical resistance data, and seismic travel-time data for the better determination of lithologic
boundaries in hydrogeologic studies [43,44]. Zhdanov et al. [45] developed a generalized approach to
joint inversion based on Gramian constraints by using the formalism of Gramian determinants, which
when applied to the parameters’ gradients reduces to a constraint similar to cross-gradients. Haber and
Gazit [46] proposed a novel approach based on a joint total variation function. The joint total variation
is a convex function for joint inversion and can improve the inversion of models with a sharp interface.
The above structural coupling joint inversion mainly uses a separate smooth or focusing regularization
method and rarely uses a hybrid regularization method. The obtained inversion results may be too
smooth or too sparse, affecting the accuracy of the inversion results. Furthermore, the cross-gradient
constraint proposed above is directly structurally coupled through model parameters. Since there are
different units and magnitudes between different physical parameters, direct coupling may affect the
inversion results. To address these issues, we first investigated an elastic-net regularization method as
a convex combination term of the L2 norm and L1 norm can not only enforce the stability to preserve
large-scale smoothness, but can also efficiently capture the small-scale details of the inversion solution
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and enforce the sparsity to preserve sharp boundaries. Next, we considered whether the normalization
method could effectively eliminate large differences in magnitude between the model parameters.

In this paper, we present an original approach to the joint inversion of MT and gravity data based
on elastic-net regularization and cross-gradient constraints. Considering the fact that the L2 norm
penalty always makes the inversion results overly smooth and the L1 norm penalty always makes
the inversion results too sparse, we investigated an elastic-net regularization method with a stronger
convex combination of the L1 norm and the L2 norm for an ill-posed joint inversion problem. We
constructed a new joint inversion penalty function, that is, based on the data misfit terms, we added L1
norm and L2 norm regularization to form an elastic-net regularization. The elastic-net regularization
can effectively improve the blur degree of the L2 inversion result and the over-sparse degree of the
L1 norm inversion result, so that the inversion is not only stable, but can also enforce the sparsity to
preserve sharp boundaries. We used synthetic models of the subsurface to gauge the performance of
the algorithm and test its accuracy. Then, we applied this approach to the interpretation of geophysical
field data collected in the Linjiang (Jilin Province) copper mining area in Northeast China.

2. Joint Inversion Methodology

To avoid the instability and multi-solution problems caused by solving ill-posed inverse problems,
the Tikhonov regularization method is used to solve linear equations. We constructed the joint inversion
objective function of MT and gravity data, which is expressed as follows:

Φ(m1, m2) = Φd(m1, m2) + α ·Φm(m1, m2)

= ‖Wd1(d1 − f1(m1))‖2 + ‖Wd2(d2 − f2(m2))‖2+
α1 · ‖Wm1(m1 −m1_re f )‖2 + α2 · ‖Wm2(m2 −m2_re f )‖2Φ(m1, m2)

Subject to τ(m1, m2) = 0

(1)

where, Φd(m1, m2) is represented as a data misfit term; Φm(m1, m2) is represented as a model constraint
term; and α is a regularization factor. d1(apparent resistivity and phase) and d2 (gravity Bouguer
anomaly) are the observed data. are the computed apparent resistivities and phases and is the
computed gravity Bouguer anomaly. m1 and m2 are the vectors of resistivity and density, respectively.
m1_re f and m2_re f are the prior model of resistivity and density, respectively. α1 and α2 are represented
as the MT and gravity regularization factor, respectively. Wd1 and Wd2 are the noise error diagonal
inverse matrix of the MT and gravity data, respectively. Wm1 and Wm2 are the MT and gravity model
weighting matrix where the smooth roughness model matrix is usually adopted, respectively. τ is the
cross-gradient constraint term. A convenient un-normalized way to measure the geometrical similarity
of the models can be obtained through the use of the cross-gradient function [33,34] given by

τ(m1, m2) = ∇m1(x, y, z) ×∇m2(x, y, z) = 0 (2)

where ∇m1 and ∇m2 are the resistivity and density property gradients, respectively. Please note
that resistivity and density have different orders of magnitude and units. If the physical parameter
gradients are directly coupled, it may produce inaccurate inversion results. In this paper, we added a
normalized factor to the cross-gradient constraints term to overcome the effects of different physical
parameter differences. The cross-gradient constraints term expression that is added to the normalized
factor is as follows:

τ(m1, m2) = ∇(κ−1
1 m1) ×∇(κ−1

2 m2) = 0 (3)

where κ1 and κ2 are the normalized operators of resistivity and density, respectively. The normalized
operator is determined by the amount of change in the model parameters of the separate inversion
results.

Our objective function (1) is nonlinear, since the MT forward problem and the cross-gradient
constraints are nonlinear. Our solution to Equation (1) is thus achieved by linearization. For the
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MT forward problem, we computed forward responses using the OCCAM2DMT code developed
by deGroot-Hedlin and Constable [47], which uses the FE forward modeling code developed by
Wannamaker [48]. For the gravity forward problem, we used analytical solutions for polygonal
prisms [49]. The nonlinear problem was transformed into a linear problem by using a first-order Taylor
expansion (neglecting higher orders), namely,

f1(m1) � f1(m1_0) + A1 · (m1 −m1_0) (4)

f2(m2) � f2(m2_0) + A2 · (m2 −m2_0) (5)

where A1 defines the resistivity Jacobian matrix, which calculates the Jacobian matrix using reciprocity.
A2 defines the density Jacobian matrix. m1_0 and m2_0 are the initial models of resistivity and density,
respectively.

Similarly, the linearization of the cross-gradient constraints in Equation (3) can be accomplished
by using a first-order Taylor expansion (neglecting higher orders), namely,

τ(m1, m2) � τ(m1_0, m2_0) + B · ( m1 −m1_0

m2 −m2_0
) (6)

where the derivative of τ for the model parameters is given by B.
Using Equations (4)–(6), the linearized equivalent of Equation (1) is stated as

Φ(m1, m2) = ‖Wd1(d1 − f1(m1_0) −A1 · (m1 −m1_0))‖2+
‖Wd2(d2 − f2(m2_0) −A2 · (m2 −m2_0))‖2+
α1 · ‖Wm1(m1 −m1_re f )‖2 + α2 · ‖Wm2(m2 −m2_re f )‖2

Subject to τ(m1_0, m2_0) + B · ( m1 −m1_0

m2 −m2_0
) = 0

(7)

For convenience, we introduced an integrated model parameter m = [mT
1 , mT

2 ]
T and an integrated

data parameter d = [dT
1 , dT

2 ]
T. Then, the objective function in Equation (7) can be rewritten as

Φ(m) = Φd(m) + Φm(m)

= ‖Wd(d− f (m0) −A · (m−m0))‖2 + α · ‖Wm(m−mre f )‖2
Subject to τ(m0) + B · (m−m0) = 0

(8)

where m0 = [mT
1_0, mT

2_0]
T; ; f (m0) = [ f T

1 (m1_0), f T
2 (m2_0)]

T; Wd = diag[Wd1, Wd2]; Wm =

diag[Wm1, Wm2]; α = [α1,α2]; and A = diag[A1, A2].
The solution of Equation (8) can be determined using Lagrange multipliers [50], by solving the

system of equations:

∂
∂m

{ ‖Wd(d− f (m0) −A · (m−m0))‖2 + α · ‖Wm(m−mre f )‖2+
2Γ · (τ(m0) + B · (m−m0))

}
= 0 (9)

τ(m0) + B · (m−m0) = 0 (10)

The solutions to Equations (9) and (10), after some algebra, are

Γ = (B ·X−1 · BT)
−1
(τ(m0) + B ·X−1 ·Y) (11)

m = X−1 ·Y −X−1 · BT · Γ + m0 (12)

where X = AT ·WT
d Wd ·A + α ·WT

mWm; Y = AT ·WT
d Wd · (d− f (m0)).
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Equation (12) is used as a model update expression, where the first term on the right side of
Equation (12) corresponds to the regularized least squares solution (no cross-gradient constraints),
whereas the second term corresponds to the structural constraints solution.

3. Regularization Inversion Methodology

To reconstruct the stable inversion model, some sort of regularization model constraints are
required. Regularization model constraints come in numerous forms, that is, Φm(m) in Equation (8)
can choose different forms. Different inversion methods can be developed by changing the model
constraints such as smooth inversion based on the L2 norm, sparse inversion based on the L1 norm as
well as focusing inversion and total variation inversion, and so on. Below, we discuss the principles
and characteristics of these inversion methods.

3.1. L2 Norm Regularization

The L2 norm defined by ‖m‖2 =

(
n∑

i=1
m2

i

)1/2

refers to the square root of the squares of the elements

in the vector. The self-multiplication of each element in the L2 norm means that the element with a
large value contributes a large amount to the whole, thus minimizing the L2 norm of a model produces
a relatively smoothly changing model. Occam inversion is also essentially an inversion based on the L2
norm inversion. Its model constraint represents the difference of adjacent element model parameters.
Minimizing the model constraint causes the difference in the adjacent element model parameters to
be minimized, so the inversion result is smooth. In this paper, the L2 norm inversion used the same
model constraints as the Occam inversion. The expression of the L2 norm regularization term for a 2D
model is as follows

Φm_L2(m) = ‖Wmm‖2 = ‖∂xm‖2 + ‖∂zm‖2 (13)

Wm = [∂x, ∂z]
T = ∇ (14)

where ∂x is a roughening matrix that differences the model parameters of laterally adjacent elements,
and ∂z is a roughening matrix that differences the model parameters of vertically adjacent elements. ∇
is a gradient operator. The details of the roughening matrix mathematical expression can be found in
deGroot-Hedin [47]. Equation (14) is brought into Equation (12) to obtain a model update based on the
L2 norm.

3.2. L1 Norm Regularization

The L1 norm defined by ‖m‖1 =
n∑

i=1
|mi| refers to the sum of the absolute values of the elements in

the vector and is also known as the sparse operator. The introduction of the sparse operator can remove
the features without information in the inversion, that is, the weight corresponding to these features
is set to zero. The feature with information corresponds to the anomalous area of the underground
medium, while the feature without corresponds to the background area of the underground medium.
Therefore, sparseness highlights the distribution features of subsurface anomalies. The model solution
of the sharp boundary can be obtained by inversion based on the L1 norm. The expression of the L1
norm regularization term is as follows

Φm_L1(m) = ‖m‖1. (15)

To avoid singularity in the case of m = 0, the L1 norm regularization of the model is generally
approximated by

Φm_L1_app(m) = (m2 + ε2)
1/2

(16)
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where ε is a small number, so we set ε = 10−8. A possible method for solving Equation (16)
is to approximate the L1 norm minimization as an iteratively reweighted L2 norm minimization
problem [51–53].

Φm_L1_app(m) = ‖Wmm‖2 (17)

Wm = (
∂Φm_L1_app(m)

∂m
/m)

1/2

= (m2 + ε2)
(−1/4)

. (18)

Equation (18) is brought into Equation (12) to obtain a model update based on the L1 norm.

3.3. Focusing Regularization

Last and Kubic [54] proposed a minimum support function (MS) as a model constraint, which can
minimize the section area of the anomalous body. The expression of the minimum support function
can be expressed as:

Φm_Ms(m) =
m2

m2 + e2 (19)

Φm_Ms(m) = ‖Wmm‖2 (20)

Wm = (
∂Φm_MS(m)

∂m
/m)

1/2

= (
2e2

(m2 + e2)2 )
(1/2)

(21)

where e is a focusing parameter determining the sharpness of the produced image [55]. Inversion
based on focusing regularization can recover a model with clearer boundaries and contrasts than the
traditional smooth inversion. However, it tends to produce the minimum volume of a model, which
usually underestimates the distribution space of the recovered model. Equation (20) is brought into
Equation (12) to obtain a model update based on the focusing regularization.

3.4. Total Variation Regularization

The total variation regularization method was first proposed as an image denoising technique
for image processing [56]. It uses a variation function as a penalty function and belongs to a class
of bounded variation function, which allows discontinuous points. The total variation method can
effectively reconstruct non-smooth images with “corner points”, that is, the case of a discontinuous
solution, and has better edge preservation. However, the main disadvantage is that the reconstruction
results often show a blocking phenomenon, which is prone to the “staircase effect”. The total variation
function is defined as

Φm_TV(m) =

√
|∇m|2. (22)

Various approaches can be used to approximate the original TV term to make it differentiable at
the origin. One common approach to make the original TV term differentiable is to introduce a small
smoothing parameter ω such that

Φm_TV(m) =

√
|∇m|2 +ω2 (23)

Φm_TV(m) = ‖Wmm‖2 (24)

Wm = (
∂Φm_TV(m)/∂m

∇m
/m)

1/2

= (
∇ · ∇√
m2 +ω2

)
(1/2)

. (25)

Equation (25) is brought into Equation (12) to obtain a model update based on the TV regularization.

3.5. Elastic-Net Regularization

Zou and Hastie [24] proposed a new regularization method named the elastic-net regularization
method. The elastic-net regularization method, a convex combination term of the L2 norm and L1
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norms, can not only enforce the stability to preserve large-scale smoothness, but can also efficiently
capture the small-scale details of the inversion solution and enforce the sparsity to preserve sharp
boundaries. It is similar to a stretchable fishing net that retains “all the big fish”. This method has
been extensively applied in statistics, computer science, and medical imaging, but is rarely used in
geophysical inversion. Elastic-net regularization is defined as

Φm_En(m) = λ1Φm_L1(m) + λ2Φm_L2(m) (26)

where λ1 and λ2 are the non-negative parameters used to control the relative weighting of the L1
norm and the L2 norm. Let β = λ2/(λ1+λ2) be a convex combination regularization term equal to
Equation (26) can be expressed as

Φm_En(m) = (1− β)Φm_L1(m) + βΦm_L2(m) (27)

Φm_En(m) = ‖Wmm‖2 (28)

Wm = (
∂Φm_En(m)

∂m
/m)

1/2

= [(1− β)(m2 + ε2)
(−1/2)

+ β∇ · ∇]1/2
. (29)

The β = 1 regularization term (Equation (27)) reduces to L2 norm regularization, while the β = 0
regularization term (Equation (27)) reduces to L1 norm regularization. In this paper, we assigned a
non-zero value for β (i.e., 1 > β > 0), since we wanted to emphasize the structural features of sparsity
for all iterations. This will typically reduce overly smooth behavior while well maintaining the sharp
edges. Equation (29) is brought into Equation (12) to obtain a model update based on the elastic-net
regularization. Please note that gravity inversion requires model weighting matrices. In this paper,
the model weighting functions were based on the depth-weighting function used to counteract the
depth-dependent decay of the sensitivity matrix. When denoting the model weighting function as Z,
Wm is replaced by diag(Z)·Wm in all of the above equations.

4. Synthetic Example

4.1. Comparison Regularization Methods

To illustrate the feasibility and efficiency of the elastic-net regularization method, we inverted
the MT and gravity data using different regularization methods by different typical resistivity and
density synthetic models, as shown in Figures 1a and 2a. The physical property values of the resistivity
and residual density models are listed in Table 1. The resistivity model features a conductive wedge
underlying a highly resistive surface layer and overlying a basement of intermediate resistivity,
representative of sediments below basalts. The residual density model consists of adjacent low and
high-density blocks in the homogeneous subsurface surrounding rock. For the resistivity model,
apparent resistivity and phase data for both the transverse electric (TE) and transverse magnetic (TM)
modes were generated at 14 stations, spaced at 3 km intervals. The frequency ranges were chosen
so that the penetration depth corresponded to the top unit at the highest frequency and the bottom
unit at the lowest frequency (at 10 frequencies from 25 to 0.05 Hz). For the density model, the gravity
data were Bouguer corrected at 41 stations spaced uniformly from a horizontal distance −20 km to
20 km. To simulate the noisy data, 5% random Gaussian noise was added to the MT and gravity data
prior to inversion. The density model grid was set to 125 × 41 in the horizontal and vertical directions,
respectively. However, the resistivity model grid needed to be extended from the density model grid,
and the grid size was 141 × 55. The starting model was a homogeneous medium with a resistivity of
100 Ω·m and a residual density of 0 kg/m3.
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Figure 1. MT separate inversion results obtained using different regularization methods. (a) Resistivity
true model; (b) Resistivity inversion model using L2 regularization; (c) Resistivity inversion model
using L1 regularization; (d) Resistivity inversion model using elastic-net regularization; (e) Resistivity
inversion model using TV regularization; (f) Resistivity inversion model using focusing regularization.
The black box indicates the boundary of the anomalous body.

 

Figure 2. Gravity separate inversion results obtained using different regularization methods. (a)
Density true model; (b) Density inversion model using L2 regularization; (c) Density inversion model
using L1 regularization; (d) Density inversion model using elastic-net regularization; (e) Density
inversion model using TV regularization; (f) Density inversion model using focusing regularization.
The black box indicates the boundary of the anomalous body.

Table 1. The resistivities and residual densities of synthetic model 1.

Unit Resistivity Model Residual Density Model

A 1000 Ω·m −1000 kg/m3

B 10 Ω·m 1000 kg/m3

C 100 Ω·m 0 kg/m3

For comparison, we conducted these tests on four other regularization methods: the L2 norm,
L1 norm, TV, and focusing, respectively. The best-fitting resistivity models were achieved by five
different regularization inversions (Figure 1b–f), the evolution of the RMS misfit at every iteration of
the five different regularization inversion processes is shown in Figure 3a. Inversion using the L2 norm
regularization yielded a relatively stable and smooth result, as shown in Figure 1b, but the results
blurred the wedge sharp boundaries of the subsurface geological contact. The L1 norm regularization
method (Figure 1c) exhibited sparse characteristics; the wedge sharp boundaries were inverted, but the
inversion convergence was poor, showing some instability, and the anomalous amplitude of recovery
was larger than the true model. The TV regularization method could reconstruct non-smooth images,
as shown in Figure 1e. However, the inversion result differed from the true model, and the convergence
was poor, showing instability. The focusing regularization method seeks the source distribution with
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the minimum volume. As a result, the inversion result (Figure 1f) was too focused and even provided
the wrong wedge boundaries; moreover, the value of resistivity was greater than the amplitude of
the true model. A comparison of the solution with the true wedge sharp shown superimposed on
the model indicated that both the unit conductivities and boundary locations had been well imaged
(Figure 1d). In particular, the shape of both the top and low wedge boundaries were well recovered
within the limits afforded by the stairstep approximation. The elastic-net regularization method could
not only enforce the stability to preserve large-scale smoothness, but also efficiently enforced the
sparsity to preserve sharp boundaries.
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Figure 3. RMS misfit evolution of the MT separate inversion (a) and gravity separate inversion (b).

The best-fitting density models were achieved by five different regularization inversions
(Figure 2b–f); the evolution of the RMS misfit at every iteration of the five different regularization
inversion processes is shown in Figure 3b. Inversion using the L2 norm regularization yielded a
relatively stable and smooth result, which revealed a large area of ambiguous divergence, and it was
difficult to identify the deep boundary of anomalous bodies, as shown in Figure 2b. The L1 norm
regularization method inversion results underestimated the size of anomalous bodies, and the gravity
inversion obtained a physical property value of anomalous bodies that was larger than the true model,
as illustrated in Figure 2c. The TV regularization method inversion result could reconstruct block
images, but the center of the anomalous body moved up, as shown in Figure 2e. The anomalous body
recovered from the focusing regularization was too focused and it severely underestimated the size of
the anomaly, and even provided the wrong model boundaries, as shown in Figure 2f. The elastic-net
regularization inversion (Figure 2d) could effectively improve the blur degree of the L2 inversion result
and the over-sparse degree of the L1 norm inversion result, so the inversion was not only stable, but
also could enforce the sparsity to preserve sharp boundaries.

4.2. Comparison Separate and Joint Inversion

In this section, we explore the advantages of the elastic-net regularization joint inversion compared
to separate inversion and traditional joint inversion using an upper and lower anomalous bodies model,
as shown in Figures 4a and 5a. The physical property values of the resistivity and residual density
models are listed in Table 2. For the resistivity model, apparent resistivity and phase data for both the
transverse electric (TE) and transverse magnetic (TM) modes were generated at nine stations, spaced at
0.6 km intervals. The frequency ranges were chosen so that the penetration depth corresponded to the
top unit at the highest frequency and the bottom unit at the lowest frequency (at 10 frequencies from
1000 to 1 Hz). For the density model, the gravity data were Bouguer corrected at 30 stations spaced
uniformly from a horizontal distance 0 km to 6 km. To simulate noisy data, 5% random Gaussian noise
was added to the MT and gravity data before inversion. The density model grid was set to 141 × 81
in the horizontal and vertical directions, respectively. However, the resistivity model grid needed to
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be extended from the density model grid, and the grid size was 157 × 95. The starting model was a
homogeneous medium with a resistivity of 100 Ω·m and a residual density of 0 kg/m3.

 

Figure 4. The MT inversion results obtained using separate and joint inversion. (a) Resistivity true
model; (b) Resistivity separate inversion model using L2 regularization; (c) Resistivity separate inversion
model using elastic-net regularization; (d) Resistivity joint inversion model using L2 regularization; (e)
Resistivity joint inversion model using elastic-net regularization. The black box indicates the boundary
of the anomalous body.

Figure 5. The gravity inversion results obtained using separate and joint inversion. (a) Density true
model; (b) Density separate inversion model using L2 regularization; (c) Density separate inversion
model using elastic-net regularization; (d) Density joint inversion model using L2 regularization; (e)
Density joint inversion model using elastic-net regularization. The black box indicates the boundary of
the anomalous body.

Table 2. The resistivities and residual densities of synthetic model 2.

Unit Resistivity Model Residual Density Model

A 1000 Ω·m 700 kg/m3

B 10 Ω·m 1000 kg/m3

C 100 Ω·m 0 kg/m3

For comparison, we performed these tests on the separate and joint inversion using the L2 and
elastic-net regularization methods. The best-fitting resistivity models were achieved by separate and
joint inversion using the L2 and elastic-net regularization methods (Figure 4b–e), the evolution of
the RMS misfit at every iteration of the inversion process is shown in Figure 6a. Separate and joint
inversion of the MT method using the L2 norm regularization yielded a relatively stable and smooth
result, as shown in Figure 4b,d, but the results blurred the boundaries of the underground block, in
particular, the deep low-resistance block exhibited a serious divergence. Although the MT method in
the joint inversion incorporated the structural similarity constraint of the gravity method, the vertical
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resolution of the gravity was relatively poor, so joint inversion also found it difficult to improve the
vertical resolution of the MT method. The elastic-net regularization separate and joint inversion
(Figure 4c,e) could effectively improve the blur degree of the deep low-resistance block and more
clearly identify the lower boundary of the deep block. Please note that the physical parameters of the
block resistivity obtained from the joint inversion of the elastic-net regularization were closer to the
true model, which was due to the contribution of the gravity inversion structural similarity constraints.
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Figure 6. The RMS misfit evolution of the MT inversion (a) and gravity inversion (b).

The best-fitting density models were achieved by separate and joint inversion using the L2 and
elastic-net regularization methods (Figure 5b–e), the evolution of the RMS misfit at every iteration
of the inversion process is shown in Figure 6b. Separate inversion density models of the L2 and
elastic-net regularization methods could not distinguish the upper and lower blocks, showing an
anomalous region with high density, as shown in Figure 5b,c. Although the elastic-net regularization
was added to the inversion objective function of the gravity, we found that the inversion of the gravity
still did not solve the problem of vertical low resolution. Joint inversion density models of the L2
and elastic-net regularization methods (Figure 5d,e) could distinguish the upper and lower blocks
as an indirect contribution propagated from the resistivity model by the cross-gradient constraints,
showing improved features when compared to the above separate inversion results. Although the
density model of the L2 regularization joint inversion (Figure 5d) could identify the upper and lower
anomalous blocks, the inversion showed that the high-density anomalous block was above, and the
low-density anomalous block was below, which was quite different from the true model. However, in
the joint inversion of the elastic-net regularization method (Figure 5e), we found that the boundaries
of the anomalous blocks became clearer, and the geometrical and physical values of the anomaly
more closely reflected the true model. In particular, the vertical resolution of the density models
was significantly improved, and the upper and lower anomalies could be identified as an indirect
contribution propagated from the resistivity model by the cross-gradient constraints.

Compared with all of the above inversion methods, the method based on elastic-net joint inversion
has its advantages, and not only can it enforce the stability to preserve large-scale smoothness, but it
can also efficiently enforce the sparsity to preserve sharp boundaries.
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4.3. Noise Effect and Sensitivity Analysis of Elastic-Net Joint Inversion

In this section, we tested the impact of noise on the inversion results and analyzed the sensitivity
of the inversion method. We designed three models for MT and gravity methods, each with a different
source size, as shown in Figure 7a–f. All models included two rectangular boxes of the same size
embedded in a half-space. The distribution of the observation points and mesh sizes of all of the
models were the same. The physical property values of the resistivity and residual density models are
listed in Table 3. For the resistivity model, apparent resistivity for transverse magnetic (TM) mode
were generated at 29 stations, spaced at 0.2 km intervals (at 10 frequencies from 1000 to 1 Hz). For
the density model, the gravity data were Bouguer corrected at 29 stations spaced uniformly from a
horizontal distance 0 km to 6 km. The density model grid was set to 141 × 61 in the horizontal and
vertical directions, respectively. The resistivity model grid needed to be extended from the density
model grid, and the grid size was 157 × 75. We added 5%, 10%, and 20% random Gaussian noise to
the resistivity and density model responses, respectively. The model response results after adding
noise are shown in Figure 8. We found that useful signals would be covered by the increase of noise,
especially when using the MT method. At the same time, when the anomalous sources became small,
the noise may completely cover the useful signals.

 

Figure 7. The true model of MT and gravity methods. Model 1 (a,b); Model 2 (c,d); Model 3 (e,f);
Resistivity models (a,c,e) ; Density models (b,d,f).

Table 3. The resistivities and residual densities of the synthetic model.

Unit Resistivity Model Residual Density Model Size

A 10 Ω·m 1000 kg/m3 1 × 1 km2

Model 1B 10 Ω·m 1000 kg/m3 1 × 1 km2

C 100 Ω·m 0 kg/m3 -
A 10 Ω·m 1000 kg/m3 0.5 × 0.5 km2

Model 2B 10 Ω·m 1000 kg/m3 0.5 × 0.5 km2

C 100 Ω·m 0 kg/m3 -
A 10 Ω·m 1000 kg/m3 0.2 × 0.2 km2

Model 3B 10 Ω·m 1000 kg/m3 0.2 × 0.2 km2

C 100 Ω·m 0 kg/m3 -
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Figure 8. The model response results for three models of resistivity and density. The theoretical model
responses of resistivity models obtained by TM mode (a1–a3); The theoretical model responses of
density models (e1–e3); The resistivity model responses with 5% noise obtained by TM mode (b1–b3);
The density model responses with 5% noise (f1–f3); The resistivity model responses with 10% noise
obtained by TM mode (c1–c3); The density model responses with 5% noise. (g1–g3); The resistivity
model responses with 20% noise obtained by TM mode (d1–d3); The density model responses with
20% noise (h1–h3).

We first performed inversion tests on model response datasets with 5%, 10%, and 20% random
Gaussian noise, respectively (Figure 9a1,e1). All the starting models were homogeneous medium
with a resistivity of 100 Ω·m and a residual density of 0 kg/m3. It was found that the model response
datasets after adding noise in model 1 could still recover inversion results similar to the true model,
as shown in Figure 9a1–h2. This shows that the inversion method has certain anti-noise ability and
is suitable for field measurement data processing with high noise. Next, we performed an inversion
sensitivity analysis. We reduced the size of the anomalous sources of the model (Figure 9a2,e2) and
added 5%, 10%, and 20% random Gaussian nosie to the theoretical model response. The inversion
results showed that when the anomalous sources shrank to 0.5 × 0.5 km2, the inversion method
could still recover similar results to the true model. However, when the anomalous sources shrank
to 0.2 × 0.2 km2 (Figure 9a3,e3), we found that accurate inversion results might not be obtained with
the increase of noise, mainly because the response amplitude of the model was smaller than the noise
magnitude, especially the MT method. At this time, our inversion method may not have identified
less than 0.2 × 0.2 km2 anomalous sources, so when using this inversion for field data inversion, an
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anomalous source smaller than 0.2 × 0.2 km2 needs to be interpreted with caution, as it may be a false
anomaly. For anomalous sources above 0.2 × 0.2 km2, the inversion could be accurately identified and
identified as a true anomalous source.

 

Figure 9. The MT and gravity inversion results obtained using elastic-net joint inversion. Resistivity
true model (a1–a3); Density true model (e1–e3); The MT inversion results with 5% noise (b1–b3);
The gravity inversion results with 5% noise (f1–f3); The MT inversion results with 10% noise (c1–c3);
The gravity inversion results with 10% noise (g1–g3); The MT inversion results with 20% noise (d1–d3);
The gravity inversion results with 20% noise (h1–h3).

5. Field Example

5.1. Geologic Background of the Survey Area

The Linjiang area of Jilin Province is located in the proterozoic Liaoji Rift Valley. The north and
south sides are the Wolf Frost block and Longgang block, respectively (Figure 10). The Linjiang copper
mine is located in Liudaogou Town, Linjiang City. The exposed strata in the mining area are mainly
Laoling group metamorphic rocks, Mesozoic effusion rocks, and Tertiary basalts. The Laoling group
stratum is affected by multi-stage tectonic formation, mainly composed of marble and hornstone, and
local schist and phyllite. The Mesozoic intrusive rocks are mainly composed of a set of medium-acid
volcanic rocks. The formation and distribution of the Linjiang copper deposit are closely controlled by
the structure of the area. The ore deposit is located on the north-east side of the deep fault of the Yalu
River. The northeastward fault of the main ore body controls the magmatism and mineralization in the
mining area. The junction of the north-east fault and the east-west fault intersects and produces the
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granodiorite body, which controls the distribution of the copper deposit and is the most important
ore-conducting structure in the mining area. The magmatic rocks in the mining area are widely
distributed and mainly include the Yanshanian hornblende gabbro, the Yanshanian early acid volcanic
complex, the Yanshanian mid-granitic granodiorite associated with mineralization, and the re-invasive
quartz diorite. Therefore, the Linjiang copper mining area has good metallogenic conditions, large
ore-forming intensity, various types of deposits, and potential for finding skarn-type copper deposits
in the periphery and deep mining area.

 

Figure 10. Location (red rectangle) and tectonic background map of the study area.

5.2. Data Acquisition

The Linjiang copper mining area is mainly covered by basalts of varying thicknesses and is a
semi-concealed deposit. We conducted a geophysical survey along one profile in the study area.
Figure 11 shows the geological map of the study area. The black solid line indicates the position of the
survey line. The survey line runs in a north-south direction and measures 20.7 km in length. Multiple
geophysical surveys, which included CSAMT (controlled-source audio-frequency magnetotelluric) and
gravity exploration, were carried out along the survey line. Gravity and CSAMT data were collected
along the survey line using a high-precision metal spring gravity meter (Burris, USA) and a GDP-32II
(Zonge Company, USA), respectively. A total of 207 CSAMT points were collected at an interval of
100 m and 17 frequencies were collected at each point. The observed data were the apparent resistivity
in TM mode (Figure 12a), which were obtained by the full-region apparent resistivity conversion.
Furthermore, 526 gravity observation points (Figure 12b) were collected at a spacing of 40 m.
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collected at a spacing of 40 m. 

 

Figure 11. The geological map of the Linjiang copper mining area.

 

Figure 12. Observation data of the survey line: apparent resistivity in TM mode (a) and residual
anomaly (b).
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5.3. Inversion Models of CSAMT and Gravity Data

The CSAMT and gravity data were inverted to 2D resistivity and residual density models using
separate inversion, joint inversion using smooth regularization method, and joint inversion using the
elastic-net regularization method. For our inversion, our base model of the subsurface was discretized
on rectangular cells 100 m wide and 10 to 100 m thick. This base model was padded by logarithmically
spaced cells beyond its four edges to allow for the decay of the electromagnetic fields. These models
were initially assigned homogeneous property values of 102.5 Ω·m, 0.0 kg/m3 in rock formation.
The models obtained from the separate inversion are shown in Figure 13. The RMS misfit values
found after separate inversion were as follows: RMSCSAMT = 1.39 and RMSGRV = 0.45. The separate
inversion models showed major structural differences, and an interpreter will be faced with difficulties
in interpreting them.

 

Figure 13. The results of separate inversion: resistivity model (a), residual density model (b).

For the joint inversion experiment, the process started from the same homogeneous model as that
of the separate inversion and the process converged consistently in terms of data fit until the misfits
were reduced to values similar to those obtained for the corresponding separate inversion experiments.
The RMS misfit values found after the smooth joint inversion were as follows: RMSCSAMT = 1.39 and
RMSGRV = 0.55. Figure 14 shows the joint inversion results obtained by the smooth regularization
method. We found a structural similarity between the density and resistivity models in the results
of the smooth joint inversion, which was due to the contribution of the cross-gradient constraints in
the objective function. However, the inversion results were relatively smooth, and a large area of
divergence was exposed below the anomalous bodies. It was difficult to depict the sharp boundaries of
the subsurface geological contact. The corresponding RMS misfit for each data set after the elastic-net
joint inversion did not increase significantly and the values attained were: RMSCSAMT = 1.42 and
RMSGRV = 0.24. Figure 15 shows the joint inversion results obtained by the elastic-net regularization
method. We found that the elastic-net joint inversion method could generate much greater detail and a
sharper boundary as well as better depth resolution. Compared with the smooth joint inversion results,
the large area divergence phenomenon under the anomalous bodies was eliminated, and the fine
anomalous bodies boundary appeared in the smooth region. The elastic-net joint inversion method
provided more detailed information about the structure of the sources for further analysis than the
separate inversion and smooth joint inversion methods.
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Figure 14. The results of joint inversion using smooth regularization: resistivity model (a), residual
density model (b).

 

Figure 15. The results of joint inversion using elastic-net regularization: resistivity model (a), residual
density model (b).

5.4. Geological Interpretation of the Mining Area

We conducted a geological interpretation of the higher resolution elastic-net joint inversion results.
To facilitate geological interpretation, we combined the resistivity and residual density models obtained
from the inversion into an RGB composite map of the (red–green–blue) mode. The RGB color space
model is an additive color mixing model where red, green, and blue colors are superimposed on each
other to achieve color mixing. The resistivity is represented in red, where a redder hue indicates
the greater the resistivity; the residual density is in green, where a greener hue is a greater residual
density; the blue was set to a value that had no change. The RGB composite map of the joint inversion
model was generated by recombining the elastic-net joint inversion results (Figure 16). The composite
image color contained the resistivity and residual density information, from which the inversion
results could be analyzed intuitively to accurately identify, and possibly classify, the underground
geological structures.

 

Figure 16. The RGB composite image of the elastic-net joint inversion.
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We carried out a geological interpretation for this area using the RGB composite image (Figure 16),
the geological map (Figure 11), and a statistical table of stratigraphic lithology (Table 4). First, we
divided the survey line into four segments (I–IV) according to the distribution of gravity anomalies.
Segment I is located at the northern end of the study area and has the characteristics of a high-gravity
anomaly. The surface reveals the Palaeozoic Majiagou formation and the Paleoproterozoic Zhenzumen
formation, basalt is directly covered on the Paleoproterozoic, and it can be inferred that this was
caused by the Paleoproterozoic basement uplift, as shown in unit A in Figure 17. Segment II appears
as a low-gravity anomaly. Except for a large number of the Triassic Changbai formation and Tertiary
Tumenzi formation, the others are covered by a large number of basalt of the Neogene Chuandishan
formation. The resistivity of different depths of the Segment II showed obvious differences and could
be roughly divided into two layers, unit B, which is a low resistive layer less than 1 km deep and unit C,
a highly resistive layer greater than 1 km in depth. We concluded that unit B was caused by the volcanic
subsidence basins of the Mesozoic and Cenozoic and unit C was caused by the intrusion of medium-acid
volcanic rocks with low density and high resistivity. Combined with the Late Jurassic diorite exposed
on the surface, it can be inferred that unit C is the intrusive Late Jurassic diorite (Figure 17). Segment
III is a high-gravity anomaly zone. The surface of the Paleoproterozoic Dalizi formation, the Diaoyutai
formation of the Qingbaikouan Period, and the Chaomidian and Gushan formations of the Late
Cambrian are exposed. The rock density values of formation above-mentioned are relatively high,
and the density of the overlying Mesozoic and Cenozoic caprocks are quite different. Therefore, the
Paleozoic basin caused high gravity anomalies. The base of this segment is the Paleoproterozoic Dalizi
formation (unit E), which is a favorable area for finding precious metals such as gold. Unit G has
a high-resistance medium density characteristic, which is presumed to be the Diaoyutai formation
quartz sandstone of the Qingbaikouan Period. Segment IV is located at the southern end of the study
area and is a low-gravity anomaly area spread near the east and west. There are intrusive rocks such
as Late Jurassic monzonitic granites and quartz monzodiorite on the surface. It was speculated that
this segment was caused by the intrusion of volcanic rocks and medium-acid rocks with relatively
low-density and high resistivity. Unit K is composed of Late Jurassic monzonitic granites and unit
L is quartz monzodiorite. Moreover, through the geological map and the RGB composite map, we
could infer the distribution of the fault structure (F1–F4) below the survey line. Based on the above
inference results, we finally obtained a comprehensive interpretation profile, as shown in Figure 17.
The corresponding lithostratigraphic units in Figure 17 are shown in Table 4.

 

Figure 17. Comprehensive geological interpretation profile.
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Table 4. Statistical table of stratigraphic lithology.

Geological Time Lithostratigraphic Units Lithology Density Resistivity Unit

Era Period Formation
Average
(g/cm3)

Average
(Ω·m)

Cenozoic Neogene
Junjianshan (N2j) Basalt 2.55 500 B

Chuandishan (N1c) Basalt 2.55 506 B
Tumenzi (N1t) Basalt 2.57 404 B

Mesozoic Triassic Changbai (T3c) Tuff 2.6 274 B

Paleozoic
Ordovician

Majiagou (Q2m) Limestone 2.75 3386
Liangjiashan (Q1l) Micrite 2.65 524

Cambrian
Caomidian (Є3c) Limestone 2.70 2975

Gushan (Є3g) Schist 2.69 2666

Proterozoic
Sinian Wanlong (Z1w) Limestone 2.72 6244

Qingbaikouan Diaoyutai (Nhd) Feldspathic quartz
sandstone 2.62 3227 G

Paleoproterozoic
Dalizi (Pt1dl) Eryun schist with

marble 2.75 1140 E

Huashan (Pt1h) Cloud schist 2.80 1957 A
Zhenzhumen (Pt1z) Dolomitic marble 2.78 2615 A

At present, Segment I has been mined. The copper deposit is produced in the inter-layer fault
zone of the Paleoproterozoic aging group. The ore-bearing horizon coincides with the intrusion space
of the parent rock, that is, along the inter-laminar fault zone of the thick layer of dolomite in the
Zhenzhumen formation. The output law of the ore body group is mainly based on the inner contact
belt ore body, followed by the outer contact part. The cause of the Segment I deposit is due to the
magma carrying mineral components and forming skarns along the contact zone at the edge of the
rock mass, and the copper and sulfur being combined to precipitate and form the ore. The deposit
belongs to the hydrothermal skarn type, and the skarn type ore is mainly composed of chalcopyrite,
bornite, and molybdenite.

Compared to the above actual situation, we found that the comprehensive geological interpretation
profile provided an accurate formation (Unit A) and fault structure position (F1–F2), which verified the
accuracy of the proposed algorithm. According to the comprehensive interpretation profile results and
the deposit formation of the known mining area, we have speculated on the ore-forming target area
of other segments. It was preliminarily predicted that the ore-forming target area would be mainly
concentrated near the fault structure (F3–F4). The interlaminar fault zone is the center of the regional
tectonic, magmatic activity, and later ore-forming hydrothermal activities. Prospecting work should
pay attention to the mineralization clues of the contact sites between the Mesozoic intrusive rocks and
the Precambrian shallow metamorphic strata, particularly the Yanshanian intermediate-acid granites.
Mineralization and alteration should also be given sufficient attention, and silicidation and muddy
mixtures that are easily overlooked may also have mineralization indication significance. In this paper,
the elastic-net joint inversion method could accurately divide the stratum structure and fault zone, and
had the ability to find the prospecting target area, which provides a powerful basis for the mining of
the deposit.

6. Conclusions

We presented a novel 2D joint inversion approach for imaging collocated magnetotelluric (MT)
and gravity data with elastic-net regularization and cross-gradient constraints. We described the main
features of the novel approach and first applied it to the synthetic model. Numerical modeling results
indicated that the L2 norm penalty always performed the solution overly smooth and the L1 norm
penalty always presented the solution too sparse. However, the elastic-net regularization method, a
convex combination term of the L2 norm and L1 norm, could not only enforce the stability to preserve
local smoothness, but could also enforce the sparsity to preserve sharp boundaries. Meanwhile,
we found that the cross-gradient constraints could effectively complement the defects of different
geophysical methods, improve the horizontal resolution of MT and the vertical resolution of gravity
methods, and obtained a model with a remarkable structural resemblance. Moreover, this paper

76



Minerals 2019, 9, 407

provided a field example in a regional exploration context of the elastic-net joint inversion of gravity
and MT data. This illustrated that structurally reconciled models of a 20.7 km profile in the Linjiang
copper mining area in Jilin Province, northeast China, fused into an RGB composite image, yielded a
more detailed and meaningful integrated interpretation of the subsurface. This case history highlights
the advantages of using structurally reconciled models for integrated geophysical interpretations and
showcases the power of RGB imaging in facilitating interpretation. Elastic-net joint inversion leads
to more detailed and sharp boundary models that depict more property zones and may leads to the
less ambiguous distinction of geologic materials. The RGB composite image adequately characterized
the stratigraphic sequences and fault structure, and showed compatibility with the underground
distribution structure of the identified deposits. This provides a favorable basis for unexplored areas,
both in the formation sequence and fault location.

Whereas the proposed method proved its suitability for improved and integrated geophysical
interpretation, it also illustrated that an improved resolution was largely driven by the accuracy of the
individual geophysical modeling strategies and geophysical data. It is evident that strategies such as
the incorporation of magnetic data, high precision seismic reflection data, or cross-hole data should
lead to a higher resolution in imaging. Furthermore, these particular strategies can be adopted within
the elastic-net joint inversion scheme.
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Abstract: Following a regional reconnaissance stream sediment survey that was carried out in the
northern Vosges Mountains in 1983, a total of 20 stream sediment samples were collected with the
aim of assessing the regional prospectivity for the granite-hosted base and rare metal mineralisation
of the northern Vosges magmatic suite near Schirmeck. A particular focus of the investigation
was the suspected presence of W, Nb and Ta geochemical occurrences in S-type (Kagenfels) and
I-S-type (Natzwiller) granites outlined in public domain data. Multi-element geochemical assays
revealed the presence of fault-controlled Sn, W, Nb mineralisation assemblages along the margins
of the Natzwiller and Kagenfels granites. Characteristic geochemical fractionation and principal
component analysis (PCA) trends along with mineralogical evidence in the form of cassiterite,
wolframite, ilmenorutile and columbite phases and muscovite–chlorite–tourmaline hydrothermal
alteration association assemblages in stream sediments demonstrate that, in the northern Vosges,
S-type and fractionated hybrid I-S-type granites are enriched in incompatible, late-stage magmatic
elements. This is attributed to magmatic fractionation and hydrothermal alteration trends and the
presence of fluxing elements in late-stage granitic melts. This study shows that the fractionated
granite suites in the northern Vosges Mountains contain rare metal mineralisation indicators and
therefore represent possible targets for follow-up mineral exploration. The application of automated
mineralogy (QEMSCAN®) in regional stream sediment sampling added significant value by linking
geochemistry and mineralogy.

Keywords: Vosges; Variscan orogeny; Natzwiller; Kagenfels; granite; lithium; tungsten; niobium;
exploration targeting; stream sediments; QEMSCAN®

1. Introduction

Since 2010, the global drive for clean energy and industrial metals led to the delineation and
shortlisting of a number of “critical” metals by the European Union [1]. Of the 26 metals listed in the
2017 report, high-tech metals, such as W, Nb and Ta, are of significant importance to the European
manufacturing industry. Recent exploration for these metal deposits has been ongoing for more than
two decades and has been predominantly focused around known prospective European Variscan
belts, such as the Erzgebirge and Cornwall, and characteristic S-type granite provinces therein [2].
A recent regional geochemical reconnaissance sampling campaign, however, identified I-type granites
of the lesser known central Vosges Mountains near Sainte-Marie-aux-Mines (France) to be prospective
for W and Li-Cs-Ta [3]. Similarly, an investigation of Bureau de Recherches Géologiques et Minières
(BRGM) public domain data [4,5] led to the delineation of a distinct W anomaly in the Natzwiller
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Granite, which is located in the northern domain of the Vosges Mountains. The northern Vosges
Mountains comprise a series of late Devonian–Permian intrusions which show a distinct development
from primitive mantle to highly fractionated peraluminous melts and the emplacement of S and
I–S-type granites. Detailed studies into the petrology and geochronology of the magmatic suites
allowed the reconstruction of a complex magmatic system and evolution of tectonic processes during
the Variscan Orogeny [6,7]. The present study aims to investigate the granite-hosted W, Li, Nb and
Ta mineralisation potential of the northern Vosges Mountains and provides a link between chemical
and mineralogical analyses of regional stream sediment samples and magmatic processes outlined in
previous studies. The application of automated mineralogical techniques (QEMSCAN®) to stream
sediment samples furthermore aims to demonstrate the usability of this technique in early stage mineral
exploration and therefore adds to the limited literature available on the subject [8–10]. Consequently,
this paper provides an economic perspective to previous research carried out on the northern Vosges
magmatic suite.

2. Geology and Magmatic Pulses of the Northern Vosges Mountains

2.1. Regional Geological Setting

The Vosges Mountains (NE France) are part of the European Variscan orogenic belt and consist
of three primary geological domains: the Southern Paleozoic basin (Southern Vosges), the central
high grade gneiss and granulite domain (Central Vosges), and the northern low-grade Palaeozoic
sedimentary succession (Northern Vosges) [11] (Figure 1a). In this context, the Late Carboniferous
Lalaye–Lubine suture, a dextral shear zone, represents the boundary between the Saxothuringian
domain of the northern Vosges and the Moldanubian domain of the central and southern Vosges [12].
Throughout the Vosges, a complex suite of Carboniferous magmatic rocks intruded into the early
Palaeozoic–Carboniferous basement, predominantly comprising clastic metasedimentary rocks. Over
the last three decades, these distinct magmatic suites have instigated significant interest and research
into the study of Variscan tectonics and magmatic evolution [13].

 
Figure 1. (a) Regional geological setting of the Vosges Mountains modified from Tabaud et al. (2015) [12]
and (b) geological map of the northern Vosges Mountains with focus on the Champ du Feu area,
NE France (modified from Bureau de Recherches Géologiques et Minières (BRGM) InfoTerre [4]).
Projected coordinate system used: WGS 1984 UTM Zone 32N. Stream sediment sample numbers are
indicated as 1–20.
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2.2. Magmatic Suites: Geochronology, Geochemistry and Source Rocks

The northern Vosges Mountains (Figure 1b) consist of a Devonian–Carboniferous NE–SW striking
succession of (volcano-) sedimentary belts (Bruche Unit, Schirmeck Volcanic “Massif”) and weakly
metamorphosed sediments of principally clastic origin (Steige Unit, Villé Unit), which were intruded
by a Middle Devonian–Permian magmatic suite indicating an overall fractionation trend from tholeiitic
to peraluminous S-type melts [6]. The evolution of the magmatic suite is a result of a complex
interaction between mantle and crustal source rocks and therefore shows a variety of petrological and
geochemical characteristics. The geochronological and geochemical development of these intrusions
has been discussed in multiple publications [6,7,14]; however, an overall consensus about the origin
and evolution of the granite suites appears to not have been reached yet as other authors question
the peraluminous nature of Late Carboniferous granites [15]. In this paper, the geochronological and
geochemical framework of the northern Vosges magmatic suites along with the implications for the
overall tectonic setting and nature of source rocks will principally be based on the U-Pb zircon age and
whole-rock geochemical data provided by Tabaud et al. (2014) [6].

The first magmatic episode took place during the Middle Devonian when continental back-arc
tholeiitic to calc-alkaline (sub-aluminous to peraluminous) volcanic rocks of the Schirmeck–Rabodeau
massifs were formed as a result of partial melting of a depleted mantle source. These volcanic
rocks are generally depleted in Rb and Th. At ca. 330 Ma, calc-alkaline (metaluminous to weakly
peraluminous) volcanic rocks of the Hohwald suite (Bande Médiane and Neuntelstein diorites and
Hohwald granodiorites) were produced by the partial melting of an enriched mantle wedge followed
by fractional crystallisation, crustal assimilation and metasomatism processes. The high-K calc-alkaline
Belmont granite suite, comprising the Champ du Feu North, Waldersbach and Fouday granites,
was intruded 10 Ma later at ca. 318 ± 3 Ma, and probably formed as a product of the mixing of enriched
mantle-derived melt and felsic magma originating from dehydration fluids of subducted continental
crust. The “Younger” granite suite, comprising the Andlau, Natzwiller and Senones granite stocks,
was intruded at 312 ± 2 Ma and displays typical geochemical properties of felsic Mg-K magmatism,
whereas the chemical composition is sub-aluminous to weakly peraluminous. Younger granites are
generally enriched in Ba, Sr, Cr, Th, U and

∑
REE (Rare Earth Elements). The Younger granites are

considered to be derived from the partial melting of an enriched mantle source followed by interaction
with subducted, young crustal material and therefore represent a hybrid I-S-type granite. At ca.
290 Ma, in-situ radiogenic heat production resulting from K, Th and U-enriched Younger granites led
to crustal anatexis of metasedimentary country rocks and the emplacement of peraluminous to felsic
peraluminous S-type Kagenfels granites. Kagenfels two-mica granites are the least ferro-magnesian
and the most sodium–potassic rocks of the study area. The rocks are depleted and show negative
trends in Ba, Sr, Ti, U and

∑
REE, but are enriched in Al, Zr and Hf. The occurrence of metaluminous

and peraluminous granites, in the form of the Younger suite and the Kagenfels granite, mirror the
overall evolution of the Central Vosges Mg-K (CVMg-K) and Bilstein–Brézouard–Thannenkirch (BBTC)
granites of the central Vosges domain. The granite suites in both domains share geochemical similarities
and a prominent time lag of 10–15 Ma between the intrusion of I-type CVMg-K (337.2 ± 1.8 Ma) and
predominantly S-type BBTC (330–325 Ma) granites [12].

2.3. Mineralisation in the Northern Vosges Mountains and Review of Historic BRGM Regional Geochemical Data

The overall metallogenic setting of the Vosges Mountains has been described in Dekoninck et al.
(2017) [16], Fluck and Stein (1992) [17], Fluck (1977) [18] and Fluck and Weil (1976) [19]. Whilst the Central
Vosges, in particular, are famous for previously mined post-Variscan polymetallic Pb-Zn-Cu-As-Co-Bi
veins along the “Val d’Argent” trend near Sainte-Marie-aux-Mines [20,21], there are limited studies
available that explicitly describe the mineralisation patterns of the northern Vosges magmatic suite.
Billa et al. (2016) [22] evaluated the regional geochemical trends of historic BRGM data across French
basement “massifs”. Whilst this report outlined a number of polymetallic and Sn-W anomalies in
the southern and central-northern Vosges Mountains, the Belmont Granite Suite of the northern
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Vosges around Schirmeck has not been taken into consideration. On the other hand, Weil (1936) [23]
noted the presence of adularia, beryl, fluorine and molybdenite in a pegmatite vein (“Grotte des
Partisans”) located in Kagenfels Granite between Schirmeck, Rothau and Natzwiller. The mineralogical
observations confirm the peraluminous nature of S-type Kagenfels Granite and imply that late stage
fractionation processes led, locally, to the enrichment of incompatible elements. Leduc (1984) [5]
reported results of 905 regional stream sediment samples (data available from BRGM, 2019 [24])
collected across a 330 km2 extensive area of the northern Vosges Mountains. This survey employed a
125 μm stream sediment fraction along with plasma emission spectroscopy analysis for 22 elements;
however, the report does not specify details on the acid leach and analytical precision of the analyses,
although these are the only data available for this area. The study resulted in the delineation of a
number of polymetallic anomalies in the Fouday, Natzwiller and Kagenfels Granites. For example,
distinctive anomalies—i.e., >98th percentile—of W (20–56 ppm) and Sn (27–35 ppm) can clearly be
recognised in the eastern parts of the Natzwiller and Kagenfels Granites, respectively (Figure 2a,b,
Table 1). Furthermore, elevated concentrations—i.e., >90th percentile—of Nb (41–57 ppm) are present
in the Kagenfels Granite and streams draining the Kagenfels area to the north and east (Figure 2c).
An analysis of the spatial distribution of Nb is not discussed in Leduc’s report. Boron generally shows
subdued concentrations of <11 ppm throughout the Natzwiller and Kagenfels Granites, whereas
elevated concentrations of 22–63 ppm can be observed in the southeastern margin of the Kagenfels
Granite, Ville and Steige schists (Figure 2d).

Table 1. Summary statistics of 579 out of 905 historic BRGM samples located in the study area (Figure 1).
The 579 samples were selected from the larger dataset so that the northern Vosges magmatic suite
around Hohwald, Champ du Feu, Natzwiller, and imminently adjacent portions of the Bruche Unit
and Schirmeck Volcanic Massif, were covered. In total, 22 elements were analysed using Inductively
Coupled Plasma Atomic Emission Spectroscopy (ICP-AES); however, only selected available elements
of the typical granite-related mineralisation suite are presented here. Note the distinct anomalies of Sn,
W (>99th percentile) and Nb (>98th percentile).

Summary Statistics B (ppm) Be (ppm) Cu (ppm) Nb (ppm) Sn (ppm) W (ppm)

Lower Limit of Detection (LoD) 10 1 10 10 20 10
Minimum (LoD/2) 5 0.5 5 5 10 5

Maximum 63 43 155 57 35 56
Mean 10 3.2 17.5 30.3 10.2 5.4

Median 5 3 15 30 10 5
5 percentile 5 0.5 5 16 10 5

10 percentile 5 0.5 5 20 10 5
25 percentile 5 2 5 25 10 5
30 percentile 5 2 11 26 10 5
60 percentile 5 3 16 32 10 5
75 percentile 12 4 21 36 10 5
80 percentile 14 4 23 37 10 5
90 percentile 22 5 31 41 10 5
95 percentile 30 6 42 44 10 5
98 percentile 44 9 63.4 48 10 5
99 percentile 47 22.5 86.4 51.4 27.6 24
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Figure 2. Graduated point symbol maps for (a) W, (b) Sn, (c) Nb, (d) B, (e) Be, (f) Cu using the 30th,
60th, 80th, 90th, 95th, 98th and 99th percentile distribution from Table 1. Principal geological domains
are highlighted. A detailed geological map is shown in Figure 1. A, mafic and intermediate volcanic
rocks of the Schirmeck Massif; B, metasedimentary rocks of the Bruche Unit; C, Waldersbach Granite;
D, Kagenfels Granite; E, Natzwiller Granite; F, Fouday Granite; G, Champ du Feu granite suite; H,
Bande médiane mafic volcanics; I, Neuntelstein Diorite; J, Hohwald granite suite; K, Steige schists; L,
Ville schists; M, Lower Buntsandstein.

Elevated Be concentrations are confined to both the Natzwiller Granite (10–25 ppm) and the
Kagenfels Granite (6–43 ppm), highlighting the enrichment of late-stage, incompatible elements in
these granites when compared to the surrounding, less-evolved granites of the Belmont Granite
Suite (Figure 2e). A prominent Cu anomaly is centred on the Natzwiller Granite (63–136 ppm,
Figure 2f). The W, Cu, Nb and Be anomalies are located several hundred meters from the historic
Natzwiller–Struthof prison camp quarry which produced “red granite” aggregate during World
War II [25]. Whether the metallogenic significance of the Natzwiller and Kagenfels Granites was
known to geologists at the time is unclear. Leduc (1984) [5] attributes these anomalies to molybdenite,
scheelite, and beryl-bearing pegmatite stringers in Kagenfels Granite, alluvial cassiterite in streams,
and chalcopyrite–molybdenite–scheelite (Cu-Mo-W-Ag) veins in Natzwiller Granite, essentially
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representing a porphyry mineralisation signature. However, whilst the 22 elements of the analytical
suite seemed adequate for the exploration of base metal mineralisation at the time, resistate elements,
such as Sn, and also W and Nb, are underestimated by the weak digest and plasma emission
technique [5]. Furthermore, the 1980s analytical suite did not contain pathfinder elements (K, Rb, Zr,
Hf, Li, Cs, Ta) that are utilised on a routine basis to assess the prospectivity of rare metal granites and
pegmatites [26]. For example, K/Rb, Nb/Ta, and Zr/Hf ratios are commonly utilised to support the
determination of magmatic fractionation trends, magmatic–hydrothermal interaction during fractional
crystallisation, and the enrichment of incompatible elements of possible economic value [27–29].
For this reason, the present investigation aimed to collect a number of independent stream sediment
samples in previously identified prospective lithologies, as well as to employ a comprehensive suite
of pathfinder elements obtained by Inductively Coupled Plasma Mass Spectroscopy (ICP-MS), along
with automated mineralogy techniques, to fingerprint the fractionation and mineralisation processes
of the northern Vosges magmatic suite.

3. Methodology

In order to obtain an independent dataset and a comprehensive geochemical analysis suite
characterised by low detection limits, 20 stream sediment samples (samples 1–20) were collected
from first and second-order streams in the Hohwald, Natzwiller, Schirmeck and Grendelbruch
areas (Figure 1b). The sample locations were principally designed to test distinctive structural and
geochemical trends identified from previous BRGM investigations [5,24] as well as to characterise the
different intrusive units across the northern Vosges. The sampling strategy mirrors the workflow and
orientation study described in [3]. Samples were collected from stream traps, such as in the lee of
large boulders or on point bars, and sieved to retain the <2 mm fraction in the field. The resulting
material yielded average weights of 500 g per sample. Samples were stored in plastic bags, zip-tied
and labelled with sample ID, coordinates and elevation information. The fine fraction was allowed to
settle in the bag before excess water was poured back into the stream. After each sampling location,
the equipment was thoroughly cleaned to prevent cross-contamination. A detailed list of stream
sample attribute data (colour, grain and mesh size, contamination, trap type, etc.) was recorded
on an iPad using ESRI’s ‘Collector for ArcGIS’ app (Version 19.0, ESRI, Redlands, CA, USA). Daily
data quality checks and synchronisation with a master database ensured that the data quality was
consistent throughout the sampling campaign. Detailed observations and comparisons of drainage
sediment composition, outcropping adjacent lithologies and heavy minerals present in pans were noted
and supported the lithological classification of samples, along with the identification of fractionated
lithologies; for example, quartz or pegmatite-rich rock. Linking observations of stream sediments and
adjacent outcrops confirmed that stream sediments appeared unweathered and accurately represent
the overall bedrock geology of respective catchment areas, and therefore can be used for further
representative lithogeochemical investigations. While glaciation occurred in central–western Europe
and affected parts of the central–southern Vosges Mountains, the only glacial debris related to the last
glacial event (Weichselian) are recorded in the Bruche River valley. No evidence of glacial sediment
was encountered during fieldwork.

Samples were returned to Camborne School of Mines, University of Exeter (UK) laboratories and
dried in laboratory ovens at a constant temperature of 40 ◦C. The samples were then sieved using a
sieve stack and a Pascal Sieve Shaker to isolate the <75 μm fraction which was previously identified to
be host to W, Li and Cu anomalies in the Vosges [3]. Individual fraction weights were determined
to assess if sample loss had occurred. All samples underwent ICP-MS analysis using a standard
four acid digest (HCl-HF-HNO3-HClO4) and Agilent 7700 ICP-MS instrument (Agilent Technologies,
Santa Clara, CA, USA), so that, compared to historic studies, a wider range of trace and pathfinder
elements, including Nb, Ta, Li, Hf, could be obtained, aiding the determination of fractionation trends
(Table 2). Quality control was ensured by inserting silica blanks, duplicate samples and OREAS 147 and
751-certified reference materials into the sample stream, with no accuracy issues noted outside +/− 1
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standard deviation of the certified mean value. In a subsequent geochemical interpretation, following
a previously published approach in the central Vosges [3] and southeast Ireland [30], the additional
ICP-MS assays supported the usage of multi-element major and trace geochemistry in classifying
lithological populations and petrogenetic and mineralisation processes. The classification of lithological
units was achieved by delineating population clusters in bivariate geochemical plots. Each sample
point was assigned a lithology, which was refined using geological observations in upstream catchment
areas, outcrops and float in order to better represent subtle nuances in geochemical composition, such
as “Natzwiller/Belmont Granite with visible cassiterite”.

Of the 20 stream sediment samples (Samples 1–20) undergoing ICP-MS analysis, nine samples
(2, 3, 14, 15, 16, 17, 18, 19, 20) of the <75 μm sample fraction were selected for mineralogical analysis.
In addition, two rock samples (17A and 18A) were collected within a 10 m distance upstream of
their corresponding stream sediment sample locations (17 and 18), and a mineralogical analysis
(QEMSCAN®) was performed on uncovered polished thin sections of these samples. Mineralogical
analysis was conducted on the fine<75 um stream sediment fraction, which is considered homogeneous
and allowed a direct comparison between mineralogy and geochemistry. The samples were prepared
into 30 mm diameter epoxy resin mounts and mixed with pure graphite powder to reduce settling
bias and separate particles. The sample surface of the cured mounts was carefully ground to expose
the particles and polished to a 1 micron finish using diamond media, then carbon-coated to 25 nm
thickness. Samples were analysed using a QEMSCAN® 4300 [31–34] at Camborne School of Mines,
University of Exeter, UK. Sample measurement used iMeasure version 4.2SR1 software for data
collection and iDiscover 4.2SR1 and 4.3 software for data processing. The Particle Mineral Analysis
(PMA) measurement mode was used to map particles at a resolution (pixel spacing) of 2 μm, field size
of 600 μm (300 × 300 square, magnification of ×111), default of 1000 X-ray counts per analysis point
and a target of 10,000 particles per sample. The final number of particles mapped per sample was
higher than this (up to 14,556) due to the system completing the particles in the field it was on when it
reached its 10,000-particle target. The number of analysis points per sample varied from 900,000 to
4 million.

The data collected during measurement were processed using a modified version of the standard
LCU5 SIP (database), following and building upon details outlined in Section 7 of Rollinson et al.
(2011) [35]. Both mineral area-% and mineral mass-% (density weighted) data were produced, and it
was decided to use the mineral mass-% data as they better reflect the economic mineral content of
the samples. As these were stream sediments, the focus was on both the major minerals and trace or
unusual minerals, with the SIP customised to reflect the mineralogy of samples. This included checking
the mineral identification not just from the measured chemical spectra, but also against in-house
mineral reference standards. Moreover, checks were also completed for possible Li minerals following
the method developed at Camborne School of Mines during the FAME EU Horizon 2020 project [36].
In the case of identified Ta-Nb minerals, independent SEM-EDS checks were also conducted.
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4. Results

4.1. Univariate Anomaly Analysis of Ore and Incompatible Elements

Graduated point symbol maps of incompatible elements (Figure 3) show an overall enrichment
above the 95th percentile of W (99.92 ppm), Nb (197.99 ppm), Ta (11.72 ppm) and Be (33.71 ppm) in
Kagenfels Granite. Compared to average concentrations of W (2 ppm), Nb (20 ppm), Ta (3.5 ppm) and
Be (5 ppm) in granites [37], the Kagenfels Granite is locally characterised by an enrichment factor of
more than 50 (W), 10 (Nb), 3.4 (Ta) and 6.7 (Be). The anomalous samples are located approximately
600–900 m north of the Natzwiller–Struthof camp at confluences with the Barembach stream (samples
13–19, Figure 1b) as well as the Magel stream to the east (samples 10–11). The anomalous zones
principally correlate with regional NNE–SSW trending fault zones, where this study additionally
located occurrences of 2–3 m wide, partially overburden-covered quartz–feldspar pegmatitic granite
stringers trending parallel to these fault zones, particularly at sample location 18. In addition,
the Kagenfels Granite is characterized by distinct magmatic fractionation ratios of 64.5 < K/Rb < 110,
13.98 < Nb/Ta < 17.75 and 19.12 < Zr/Hf < 37.91. On the other hand, the southwestern part of the
Natzwiller Granite displays an enrichment of Li (105.1 ppm), W (34.81 ppm) and B (21.99 ppm)
corresponding to enrichment factors of 3.5 (Li), 17.4 (W) and 1.5 (B), respectively. Fractionation ratios
of 101 < K/Rb < 128.8, 12.35 < Nb/Ta < 12.7, 33.85 < Zr/Hf < 36.45 are slightly more elevated than the
Kagenfels Granite, indicating generally less fractionation. Sample 20, located on a fault-controlled
boundary between the Natzwiller Granite and Belmont Granite Suite, shows visible cassiterite in a
stream pan, but only limited concentrations of Sn (17.98 ppm) and the highest K/Rb (273.2) ratio of the
sampling campaign. The presence of coarse cassiterite visible in a pan and limited concentrations of Sn
in the < 75 um fraction suggest a strong partitioning of Sn by size fraction. Cassiterite was not abraded
and comminuted to finer size fractions due to the limited fluvial transport and therefore is thought to
originate from a proximal source. The Belmont Granite Suite, comprising the Fouday, Waldersbach,
Champ du Feu North Granites along with three samples collected in the older Neuntelstein Diorite
and Hohwald Granodiorites, is typically characterised by an absence of notable concentrations of
incompatible elements, whereby fractionation ratios of 113.5 < K/Rb < 237.1, 37.42 < Zr/Hf < 45 imply
a less fractionated nature than the Natzwiller and Kagenfels Granites. The calculated Nb/Ta ratio of
8–13.1, however, is considerably lower than the Natzwiller and Kagenfels Granites.

4.2. Geochemical Classification of Principal Rock Units and Magmatic Fractionation Using Stream Sediment Data

The analysis of trace element concentrations, supported by geological observations in outcrops
and stream catchment areas, led to the classification of four major regional lithology types (Figure 4).
Stream sediment geochemistry was classified per lithology unit, and the link between the stream
sediment geochemistry and lithology was investigated. The lithologies principally reflect the regional
BRGM geological map of the northern Vosges Mountains. Major and trace elements and ratios used
in this study are predominantly Ti, Th, B, K/Rb, Nb/Ta, and Zr/Hf. A combination of these elements
supports the determination of significant petrological and fractionation processes characteristic for
each lithology of the northern Vosges magmatic suite.

Kagenfels Granite was macroscopically distinguished in outcrop and stream sediments from other
lithologies by the presence of muscovite, biotite, ilmenite, and minor beryl. The lithology forms distinct
population clusters in Ti vs. Th, K/Rb vs. Th and Ti vs. B bivariate plots with concentrations of Th
(38.33–86.53 ppm), Ti (2170–5683 ppm), B (9.9–13.85 ppm), 64.5 < K/Rb < 110, and 19.12 < Zr/Hf < 37.91.
Whilst the K/Rb and Zr/Hf ratio of samples 10–11, 13–14, and 18 represent the lowest, and therefore
most fractionated, magmatic fractionation indicator values in the studied samples, Nb/Ta ratios of
13.98–17.75 are unexpectedly high.

89



Minerals 2019, 9, 750

 

Figure 3. Cont.

90



Minerals 2019, 9, 750

 

Figure 3. Graduated point symbol maps for (a) W, (b) Sn, (c) Nb, (d) Ta, (e) B, (f) Be, using the 30th,
60th, 80th, 90th, 95th, 98th and 99th percentile distribution from Table 1. Principal geological domains
are highlighted in panel (a). A, mafic and intermediate volcanic rocks of the Schirmeck Massif; B,
metasedimentary rocks of the Bruche Unit; C, Waldersbach Granite; D, Kagenfels Granite; E, Natzwiller
Granite; F, Fouday Granite; G, Champ du Feu granite suite; H, Bande médiane mafic volcanics; I,
Neuntelstein Diorite; J, Hohwald granite suite; K, Steige schists; L, Ville schists; M, Lower Buntsandstein.
Graduated point symbol maps for (g) Cu, (h) Li, (i) K/Rb, (j) Nb/Ta and (k) Zr/Hf.

Natzwiller Granite contains macroscopic evidence of biotite, amphibole, hematite, ilmenite and
rutile and is generally darker in appearance. This population can be geochemically distinguished from
Kagenfels Granite and forms two distinct clusters in Ti vs. Th and Ti vs. B bivariate plots, with higher
concentrations of Ti (8639–10,502 ppm), Th (77.95–93.73 ppm), and B (15.41–21.99 ppm). The K/Rb
ratio varies from 101–128.8; i.e., it is reasonably similar to the Kagenfels Granite. The abundant visual
presence of rutile, ilmenite, and magnetite in the stream sediment and outcrop supports the elevated
contents of Ti, implying a more intermediate composition than the Kagenfels Granite. Natzwiller
Granite plots on the southern and eastern margins of the corresponding BRGM lithology (Figure 1).
Sample 20 contained abundant panned cassiterite which occurs along the faulted contact between the
Natzwiller and Waldersbach granites. The sample was classified as Natzwiller/Belmont Granite with
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visible cassiterite. This K-feldspar and quartz-rich stream sediment sample has the highest K/Rb value
of 273.2 and is generally depleted of trace elements.

 

Figure 4. Binary plots of stream sediment geochemistry represented by broad lithological units in the
drainage basin. (a) Ti vs. Th, (b) Ti vs. B, (c) K/Rb vs. Th, (d) Nb/Ta, and (e) Zr/Hf. Sample identification
numbers are plotted in the graphs. Each population displays a characteristic clustering trace element
assemblage. The stream sediment samples obtained downstream of the Belmont Granite suite generally
has a less fractionated nature than the Natzwiller and Kagenfels Granites expressed in comparatively
higher K/Rb and Zr/Hf ratios and lower Th concentrations. Decreasing fractionation indices (K/Rb,
Nb/Ta and Zr/Hf) indicate an increasing influence of magmatic–hydrothermal interactions during
fractional crystallization [27]. Stream sediment sample numbers are indicated as 1–20.

The Belmont Granite Suite comprising the Fouday, Champ du Feu and Waldersbach granites [6,7]
forms a distinct population cluster in Ti vs. Th, Ti vs. B, and K/Rb vs. Th bivariate plots, and can
be clearly distinguished from the Kagenfels and Natzwiller granites by lower concentrations of the
aforementioned elements, particularly Th (8.87–24.45 ppm), and has K/Rb and Zr/Hf values ranging
from 105–165 and 37.42–45, respectively. The Hohwald Granodiorite (samples 5–6) and the Neuntelstein
Diorite (sample 7) plot within this lithogeochemical population have therefore been included in the
present Belmont Granite suite classification.
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A principal component analysis (PCA) of the geochemical dataset was carried out using a log10
transformation (to eliminate the closure effect) of B, Be, Cu, Li, Nb, Rb, Sn, Ta, Th, Ti, W and Zr
input variables (Table 3, Figure 5). The PCA revealed that PC1 to PC4 represent 85.68% of the total
variance of the dataset, whereas the remaining eight PCs can be attributed to random processes or
noise. The eigenvector table and combined variable-sample analysis (RQ) plots, in which samples
plot as points and variables as vectors with the length of the vectors proportional to the variability of
the two displayed principal components, outline two major correlations and elemental trends. Firstly,
previously classified Kagenfels and Natzwiller Granites are principally characterised by negative RQ1
loadings, whereas Natzwiller Granite can be distinguished from Kagenfels Granite by positive RQ2
and RQ4 loadings. On the other hand, there is a noteworthy variability of the Kagenfels Granite
samples 10–11, 13–14 and 18, expressed by generally negative RQ2 and RQ4 loadings of Rb and Zr,
respectively. In the K/Rb vs. Zr/Hf plot (Figure 4e), these samples represent the most fractionated
population with K/Rb < 120 and Zr/Hf < 32. Therefore, the PCA trends are distinctive for the previously
outlined fractionated lithogeochemical populations and characterised by a Ta-Nb-Be-Rb-Th-W and
Zr geochemical association. In particular, whilst PC1 broadly characterises fractionated lithologies
of the Kagenfels and Natzwiller Granites in the study area, PC2 and PC4 allow the determination of
local variation of fractionation in the Kagenfels Granite. In contrast, the Belmont Granite Suite and the
Natzwiller/Belmont Granite with visible cassiterite (sample 20) show fundamentally different trends
with positive RQ1 loadings, and a Cu-Ti and Li geochemical association. Distinctive negative and
positive variability in RQ2 and RQ4, respectively, allow the determination of potential sub-populations,
such as samples 6 (Hohwald Granodiorite) and 7 (Neuntelstein Diorite), which are generally less
evolved and have intruded approximately 10 Ma earlier than the Belmont Suite [6]. In summary,
the analysis of petrogenetic indicator elements in bivariate plots along with principal component
analysis provide a robust tool to determine different litho-geochemical populations and element
associations in the study area.

 

Figure 5. Principal component analysis of the stream sediment geochemical dataset showing
(a) RQ1–RQ2 plot and (b) RQ1–RQ4 plots. In combined variable-sample analysis (RQ) plots, samples
plot as points and variables as vectors, with the length of the vectors proportional to the variability
of the two displayed principal components. The legend is as seen in Figure 4. The data clearly
demonstrate that the Kagenfels and Natzwiller Granite are characterised by negative RQ1 loadings,
whilst the Belmont Granite Suite has fundamentally positive RQ1 loadings. Natzwiller Granite can
be distinguished by positive RQ1 and RQ4 loadings. The local fractionation of Kagenfels Granite is
obvious from variable RQ2 and RQ4. Stream sediment sample numbers are indicated as 1–20.
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4.3. Bulk Mineralogy, Indicators for Magmatic Fractionation and Link to Stream Sediment Geochemistry

4.3.1. Correlation between Outcrop and Stream Sediment Sample Mineralogy

In order to ascertain the representativity of stream sediment samples and previously mapped
lithological units, a comparison between the modal mineralogy of stream sediment and adjacent outcrop
samples has been undertaken. Stream sediment samples 17 and 18 are located in the northern part of
the Kagenfels Granite unit and are enriched in W (102.56 ppm and 6.94 ppm) and Nb (63.67 ppm and
92.76 ppm), respectively. Visual field mapping and description of drainage areas and sediments confirm
the presence of a muscovite–biotite(–tourmaline) granite, along with sporadically occurring pods of a
finer, hornblende-bearing variety, which was previously described as the less evolved “rhyolite facies”
of the Kagenfels Granite [14]. Abundant outcrops of the granite are present several hundred metres
upstream of the sampled locations, whilst pods of the “rhyolite facies” are encountered in the vicinity
of the stream sources along the margins of the granite. Sample 18 yielded minor columbite grains
during routine pan inspection. The QEMSCAN modal mineralogy of stream sediment samples 17 and
18 (Table 4) confirms the peraluminous monzogranitic nature of the samples containing tourmaline
(1.43%, 0.82%), muscovite (1.34% and 1.37%), and spessartine (0.14% and 0.65%) as abundant accessory
Al-rich mineral phases. Furthermore, wolframite (0.03% in 2060) and ilmenorutile (0.01% and 0.05%)
represent the hosts for W and Nb-rich accessory mineral phases, which correlate with the geochemical
anomalies outlined in this study.

The mineralogical analysis of the collected samples confirms that major silicate phases (e.g., quartz,
feldspars, micas, and tourmaline) of the −75 μm fraction are not or very weakly weathered and
generally do not show weathering rims or the complete replacement of the mineral grains with
kaolinite (Figure 6). This implies a rapid erosion of outcrops and (re)deposition in stream traps.
Variable amounts of Fe-Mn oxides are present in the samples and indicate that the weathering of
primary Fe-rich minerals can to some extent affect stream sediments of the study area.

The outcropping muscovite–biotite(–tourmaline) host granite bedrock samples 17B and 18B display
a comparable monzogranitic composition and variably contain more abundant K-Feldspar (10–14%)
and quartz (5–10%) than the stream sediments. Importantly, both rock samples are characterised by
similar, yet slightly subdued, amounts of key accessory minerals, such as tourmaline (0.29% and 0.22%),
muscovite (0.46% and 0.42%), ilmenite (0.09% and 0.18%) and rutile (0.04%). Due to local variations
in bedrock geology and the nature of sample origin and preparation techniques (i.e., a thin section
of a singular outcrop chip vs. well-mixed stream sediment samples), trace and heavy minerals will
naturally be more abundant in samples obtained from stream traps where the accumulation of denser
mineral grains is more pronounced. Conversely, minerals with a lower specific gravity, such as quartz,
mica and feldspar, will likely be less abundant in stream sediments than in outcrop. The mineralogical
analysis of stream sediments and outcropping bedrock, however, demonstrates that the mineralogical
composition of stream sediments is generally indicative of its corresponding source lithology. As a
result, it can be assumed that the largely unweathered stream sediment samples reflect the overall
lithological composition and are representative of the stream catchments.
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Figure 6. (a) Extract of studied composite QEMSCAN® mineral maps sorted by area and large to small
particle size. The false colour image of the particles show their general mature appearance with a
distinct lack of weathering rims and complete replacement. A cassiterite–columbite particle is indicated
with a dashed rectangle and shown in Figure 7. (b) QEMSCAN® mineral maps of outcrop samples
17A (left) and 18A (right). Note the similarities in composition to composite mineral maps in a).
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Figure 7. Stream sediment particles illustrating the intergrowth of rutile (rtl), ilmenorutile (irtl) and
ilmenite (ilm). The legend is shown in Figure 6.

4.3.2. Petrogenetic Indicators

Other samples obtained and analysed from the Kagenfels Granite (Appendix A) show similar
modal mineralogical compositions compared to stream sediment samples 17 and 18 and therefore
provide evidence for peraluminous two-mica monzogranite. In particular, stream sediment samples
14–16, 19 and 20 are characterised by the presence of muscovite (0.80–1.97%), biotite (1.26–2.01%),
tourmaline (0.51–1.43%), chlorite (1.47–3.52%), ilmenite (0.28–0.98%), ilmenorutile (0.01–0.05%), zircon
(0.54–3.1%), monazite (0.01–0.4%), cassiterite (0.01% in sample 16) and columbite (0.01%). Ilmenorutile
is commonly intergrown with rutile and ilmenite (Figure 7) and columbite can be found as inclusions
in cassiterite (Figure 8). Further follow-up by SEM confirmed the presence of various Nb-rich phases
(Mn-columbite, U-rich euxenite-(Y), and Nb-rich titanium oxide/ ilmenorutile) in sample 17 (Figure 9),
which, together with a high geochemical Nb/Ta ratio of 14, implies that Nb-rich mineral phases are
distinctively more abundant than Ta phases in the western part of the Kagenfels Granite. Sample 18
(Figure 10) shows that chlorite is associated with tourmaline and muscovite and therefore represents
evidence for granite-related magmatic–hydrothermal alteration [38]. However, due to the size of the
fragments and the absence of quartz, it is not entirely conclusive whether this mineral association is
related to veins or wall-rock alteration.

Stream sediment samples 2 and 3, obtained from the two principal drainages on the southwestern
flank of the Natzwiller Granite, generally show a similar monzogranitic composition as the Kagenfels
Granite. Accessory Th- and Ti-bearing mineral phases in Natzwiller and Kagenfels Granites (Table 4)
indicate a comparable content of Th-rich mineral phases, with the highest content (1.91 mass-%) of
Ti-phases in sample 3. This generally corresponds to the Th vs. Ti bivariate plot (Figure 5a), where
the Natzwiller Granite samples have Ti concentrations of >8640 ppm. However, given the notable
enrichment of Ti in the geochemical analyses, a higher abundance of Ti mineral phases would be
expected in the mineralogical analysis. However, this may be explained by the occurrence of trace
Ti occurring in other minerals, such as micas [39]. A distinctive feature of samples 2 and 3, on the
other hand, is the abundance of tourmaline (8.48% and 3.39%) and chlorite (13.61% and 6.88%),
which in Figure 5b correspond to a distinctive B signature of 21.99 ppm and 15.41 ppm, respectively,
and associated Nb (100.33 ppm and 94.64 ppm), Ta (8.12 ppm and 7.45 ppm), Nb/Ta (12.35 and 12.7)
and W (21.55 ppm and 34.81 ppm).
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Figure 8. QEMSCAN® and SEM mineral map of a stream sediment particle (sample 16) showing the
intergrowth of cassiterite (cst)–columbite (clb)–K–Feldspar (KFsp) and quartz (qtz).

 

Figure 9. SEM image of stream sediment particle (sample 17) showing the intergrowth of Nb-rich
titanium oxide (ilmenorutile), columbite (Mn) and euxenite (Y).
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Figure 10. QEMSCAN® mineral map of stream sediment particle (sample 18) showing the intergrowth
of chlorite (chl)–tourmaline (tml)–muscovite (musc)–biotite. This mineral association is interpreted to
represent evidence for a granite-related magmatic–hydrothermal alteration.

5. Discussion

The graduated point symbol and bivariate fractionation plots demonstrate a distinctive endowment
of base metals and high field strength elements (HFSE) in the northern Vosges magmatic suite, with a
particular emphasis on the Natzwiller and Kagenfels Granite suites. The geochemical trends observed
in these plots are comparable with previous regional reconnaissance sampling [5] and whole-rock
geochemical data presented in Tabaud et al. (2014) [6], particularly for Th, Sr, Rb and Ti, which provide
a tool to distinguish intermediate and felsic magmatic rocks. The application of univariate anomaly
mapping and the lithogeochemical classification of catchment sediments, therefore, supports the
delineation of areas of increased enrichment of economically sought-after metals and corresponding
magmatic lithologies. In particular, the present data confirm the known presence of Nb and Be and
outline additional, previously unrecognised W anomalies in Kagenfels Granite.

Earlier empirical mineral and whole-rock geochemical studies have successfully demonstrated
the use and application of magmatic fractionation ratios in defining late-stage magmatic melts
prospective for Sn-W and Li-Cs-Ta mineralization [27,28,40–43]. Decreasing K/Rb, Nb/Ta, and Zr/Hf
ratios indicate the increasing fractionation of the granitic melt and a transition to hydrothermal
alteration [27]. Numerical changes in these ratios during late-stage magmatic fractionation are a
result of the substitution of K with Rb in micas and feldspars [44], fractionation of Nb over Ta due to
secondary muscovitisation and hydrothermal sub-solidus reactions enriching Ta in F-rich residual
melts [29], and increasing Kd values of Hf in zircon, which are only weakly influenced by secondary
fluid-related processes [28,45,46]. Recent geochemical studies of the Leinster Granite (Ireland) and
Central Vosges Mg-K granites [3,30], along with mineralogical results of this study, have shown that
these petrogenetic ratios are equally applicable to determine highly fractionated lithologies using
geological materials affected by secondary dispersion processes, such as stream sediments. The lack of
significant weathering of K, Rb, Sn, Nb and Zr-bearing silicate mineral phases in the analysed stream
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sediment fraction that were collected as well as the representativity of these stream sediments in
relation to mapped and sampled outcrops of the catchment area confirm that these petrogenetic ratios
can be employed to fingerprint fractionation patterns in the study area. In this context, the Natzwiller
Granite shows fractionation ratios of 101 < K/Rb < 128.8, 12.3 < Nb/Ta < 12.7, and 33 < Zr/Hf < 36
(Figure 3i–k), along with the generally highest Ti concentrations of 8640–10,500 ppm (Figure 5)
evidenced by abundant rutile, ilmenite and titanite in the samples. Of particular interest are the
elevated concentrations of incompatible elements, such as Li (105.1 ppm), W (34.81 ppm), Ta (8.1 ppm),
B (21.99 ppm) and Be (13.47 ppm) in sample 2 along with abundant tourmaline (8.48%). In addition,
despite a relatively low concentration of Sn (17.98 ppm) being measured in sample 20, automated
mineralogical techniques identified multiple cassiterite grains in the stream sediment sample. This
evidence suggests that the Natzwiller Granite has experienced, at least locally around NE–SW trending
fault zones, the introduction of a highly fractionated melt enriched in fluxing elements, which allows
incompatible and HFS elements to remain in late-stage, low-temperature melts [29]. Tabaud et al.
(2014) [6] previously described the Natzwiller Granite as sub-aluminous to weakly peraluminous
in nature, resulting from partial melting of an enriched mantle source and subsequent interaction
with subducted metasedimentary and metaigneous crustal source material. Therefore, despite the
comparably lower fractionation grade, the Natzwiller Granite was able to retain incompatible elements
of possible economic interest.

In contrast, the peraluminous S-type Kagenfels Granite typically displays low values of
64.5 < K/Rb < 119, 14 < Nb/Ta < 17.7, and 19 < Zr/Hf < 38 (Figure 3i–k), and therefore demonstrates a
high degree of magmatic fractionation and secondary muscovitisation, characteristic of peraluminous
S-type granites [27,42]. Geochemical fractionation trends (Figure 5), PC analysis (Figure 6) and
mineralogical evidence in the form of tourmaline, muscovite, chlorite, wolframite, cassiterite, columbite
and ilmenorutile imply a peraluminous evolution and confirm a highly fractionated and locally
hydrothermally altered nature of the Kagenfels Granite. Strong fractionation of the melt, along with a
predominant NE–SW structural control in the Kagenfels Granite, led to the emplacement of pegmatitic
quartz-feldspar (-beryl) veins at “Grotte des Partisans” [23] and the Barembach stream confluences
observed in the present study. The same process also resulted in characteristic elemental concentrations
of As (25.52–92 ppm), Cu (7.88–166.61 ppm) and incompatible elements, such as Be (10–21 ppm),
Sn (7.19–26.29 ppm), Li (12.13–52.61 ppm), and W (6.94–102.56 ppm). However, distinctive high values
of Nb/Ta > 17 and the general absence of Li concentrations of >45 ppm across the western part of the
Kagenfels Granite (Figure 3h,j) suggest that, locally, magmatic fractionation and hydrothermal alteration
processes were not as pronounced as in the eastern part of the Kagenfels Granite, which yields higher
concentrations of Be (24–34.22 ppm), and Li (49.35–54.77 ppm), at 16.4 <Nb/Ta < 16.8, 64.5 < K/Rb < 93,
and 19 < Zr/Hf < 25 (Figure 3h–k). The comparatively higher Nb/Ta ratios in the western Kagenfels
Granite are a result of the predominant occurrence of Mn-columbite, euxenite-(Y), and Nb-rich titanium
oxide/ ilmenorutile as evidenced in stream sediment sample 17 and 18. Consequently, the western part
of the Kagenfels Granite predominantly produced a mineral assemblage with Nb > Ta-rich minerals,
indicating the preferential fractionation of Nb over Ta-rich minerals and, therefore, the locally lower
fractionation of the granitic melt. In a regional context, these observations imply that the Kagenfels
Granite is the most fractionated granite suite in the northern Vosges Mountains, and consequently
represents a prime target to explore for granite-hosted mineralisation.

The application of automated mineralogical techniques, such as QEMSCAN® and manual
SEM-EDS, supported the routine collection of stream sediment samples in a mineral exploration
context. These techniques were not only able to identify the bulk mineralogical composition of the
stream sediment samples and therefore link geochemical signatures to source mineralogy, but also
provide potential information about element deportment characteristics (ilmenorutile and columbite
as principal Nb hosts, wolframite as principal W host, cassiterite as principal Sn host) for mineral
processing-related studies. Therefore, this study, along with previous investigations into heavy mineral
ilmenite deposits in India [8,9], demonstrates the usefulness of automated mineralogical techniques
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in early-stage exploration campaigns, which often predominantly involve the routine collection and
analysis of stream sediment, soil and till samples and do not necessarily involve the link between
sample geochemistry and mineralogical response and element deportment.

6. Conclusions and Implications for Mineral Exploration

This regional follow-up stream sediment exploration study has outlined geochemical and
mineralogical evidence to support the previously established presence of Sn-W mineralization [5] and
has provided new insights into this mineralisation suite, particularly regarding potential Li-Cs-Ta-Nb
mineralisation in the S-type Kagenfels and I–S-type Natzwiller Granite suites of the northern Vosges
Mountains. The occurrence of late-stage, incompatible elements in strongly fractionated lithologies
and minerals implies the presence of a local mineralisation system. The Natzwiller and Kagenfels
granites of the northern Vosges therefore warrant further exploratory work, particularly in areas
of known structural control and occurrence of pegmatitic quartz–feldspar (-beryl) vein systems.
The study has shown that automated mineralogical techniques can routinely be used in conjunction
with univariate, multivariate and litho-geochemistry to determine the nature of stream sediments,
source rock and generated exploration targets. A combined geochemical and mineralogical approach
in early-stage grassroots exploration is therefore beneficial and useful when screening large areas
during routine surveys.
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Abstract: The mineral exploration industry requires new methods and tools to address the challenges
of declining mineral reserves and increasing discovery costs. Laser-induced breakdown spectroscopy
(LIBS) represents an emerging geochemical tool for mineral exploration that can provide rapid, in
situ, compositional analysis and high-resolution imaging in both laboratory and field and settings.
We demonstrate through a review of previously published research and our new results how LIBS
can be applied to qualitative element detection for geochemical fingerprinting, sample classification,
and discrimination, as well as quantitative geochemical analysis, rock characterization by grain size
analysis, and in situ geochemical imaging. LIBS can detect elements with low atomic number (i.e.,
light elements), some of which are important pathfinder elements for mineral exploration and/or
are classified as critical commodities for emerging green technologies. LIBS data can be acquired in
situ, facilitating the interpretation of geochemical data in a mineralogical context, which is important
for unraveling the complex geological history of most ore systems. LIBS technology is available as
a handheld analyzer, thus providing a field capability to acquire low-cost geochemical analyses in
real time. As a consequence, LIBS has wide potential to be utilized in mineral exploration, prospect
evaluation, and deposit exploitation quality control. LIBS is ideally suited for field exploration
programs that would benefit from rapid chemical analysis under ambient environmental conditions.

Keywords: laser-induced breakdown spectroscopy; LIBS; geochemical exploration; geochemical
fingerprinting; micro-imaging; grain size analysis; mineral texture

1. Introduction

Mineral exploration plays an important role in society, as the continued discovery of new deposits
is required to supply mineral and other natural resources for the more equitable and low-carbon
economy of the future [1–4]. Rising global population and increased consumption by a growing
middle class will apply new pressure to find additional resources, particularly for the elements that are
required to make the specialized materials and components contained in advanced technologies [5,6].
The increased demand for these critical commodities led to significant investment by industry and
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government to search for additional mineral resources in green-field (i.e., remote) and brown-field
(i.e., near mine) exploration environments [7–9]. However, the global trends of declining mineral
reserves for many commodities and increasing discovery costs [3,4,10] suggest that exploration
investment is insufficient and/or is not being deployed in the most effective manner possible. Both
trends are also occurring at a time when new mineral deposit discoveries tend to be deeper, covered,
and/or more remote, which are unlike near-surface mines that were often found, at least initially, by
prospectors [4,7–9,11].

To address increasing demand and declining mineral reserves from deeper and more challenging
deposits, the mineral exploration industry had to evolve and innovate by adopting new, cost-effective
methodologies and technologies. For example, new conceptual models provide a predictive framework
to identify the kinds of large-scale geological environments that should be considered the most
prospective for finding additional mineral resources in greenfield areas of sparse geological data [12–15].
The ore system concept, which includes all of the geological processes required to transport and
concentrate ore components from source to ore (i.e., drivers, sources, pathways, and traps), is one such
predictive framework [12–14,16]. Because each of the required ore-forming components is manifested
in the rock record as changes in mineralogy, texture, and/or composition, conceptual models can be
transformed to mappable criteria to support mineral exploration [16]. Taken together, these mappable
criteria are known as the mineral deposit’s footprint.

Some mineral deposit footprints are spectacular, including massive sulfide mineralization or
coarse visible gold. Such obvious, mineralogical, and/or textural indicators are a direct consequence of
ore-forming fluids and/or magmas transporting and concentrating base, precious, and critical metals.
Geochemical and mineralogical investigations form the backbone of most mineral exploration programs,
as geologists analyze minerals in sediments and hydrothermally altered bedrock, catalog the lithology
and mineralogy of drill core, and model their spatial distributions at different spatial scales using the
latest three-dimensional (3D) visualization tools. The recent introduction of field-portable technologies
(e.g., X-ray diffraction (XRD), short-wavelength infrared (SWIR) spectrometers, field-portable X-ray
fluorescence (fp-XRF)) is making the process of mapping geochemical and mineralogical footprints
more robust and quantitative. Laser-induced breakdown spectroscopy (LIBS) is the latest addition to
this group of technologies. Advanced technologies in the form of field-portable analyzers, mobile core
scanners, and other on-site sensor technologies are also being utilized at drilling locations or in the core
shack. As discussed and demonstrated here, chemical, mineralogical, and textural studies also have
implications for processing and recovery of mineral resources later on in the supply chain, and LIBS
analysis has an important potential application in such studies, as well as during initial exploration.

Advances in geophysical and geochemical methods, coupled with the reduced cost of these
technologies, are also allowing more cryptic footprints to be mapped at greater resolution and/or larger
spatial scales. Such multi-parameter, mineral deposit footprints are now well documented at most ore
system types and are widely used to vector toward ore zones within individual deposits and, more rarely,
at continent to mineral district scales [17–20]. Geophysical imaging is proven particularly effective
at mapping these deposit footprints because ore-forming processes tend to produce mineralogical
changes that impact rock properties, e.g., density, magnetic susceptibility, conductivity [21]. However,
some components of a mineral deposit footprint can be invisible to geophysical methods, either because
the rock property changes between the host rock and the ore-forming mineral assemblage are relatively
subtle and/or because the ore-forming process only resulted in trace element substitution into the main
rock-forming minerals. Cryptic geochemical footprints such as these may not be not associated with
any visual indicators, but tend to be larger than any single mineralogical or geophysical pathfinder at
most ore systems [19,22].

The identification of geochemical footprints has the potential to greatly increase the size of the
exploration target. A large variety of approaches were deployed for geochemical vectoring, such
as lithogeochemistry, stable and radiogenic isotopes, indicator minerals, hyperspectral scanning,
biogeochemistry, hydrochemistry, and sediment geochemistry [23,24]. Each of these approaches
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depends on a growing list of analytical techniques with improved sensitivity for more elements,
including mass spectrometry (e.g., inductively coupled plasma mass spectrometry (ICP-MS),
secondary ion mass spectrometry (SIMS)), X-ray fluorescence (XRF), optical emission spectroscopy
(ICP-OES), and a suite of electron micro-beam techniques (e.g., energy-dispersive spectroscopy (EDS),
wavelength-dispersive spectroscopy (WDS), synchrotron micro-XRF). Despite this proliferation of
geochemical methods and tools, many challenges remain. Firstly, mapping cryptic geochemical
footprints requires low analytical detection limits because the absolute abundance of some pathfinder
elements may range from μg/g (ppm) to ng/g (ppb) concentrations. Quantifying the low abundance
of pathfinder elements is typically addressed by using large, expensive, and sensitive instruments
hosted within research laboratories. Laboratory analysis is expensive, takes time, and most often
needs to be completed off-site from the mineral exploration camp, which, in the case of greenfield
exploration, often leads to a disconnect between sample collection and drill target decision-making.
Secondly, most ore systems are complex and often comprise multiple overprinting events, some of
which may be unrelated to mineralization. Unraveling the complex geologic history from the host
rocks of ore systems must often be done at the microscale with mineral chemistry. Unfortunately,
micro-analytical geochemistry was until very recently restricted to research applications due to the
sophisticated instrumentation required and the lengthy time and high cost of analysis. Thirdly, the
geochemical expression of ore-forming fluids and magmas often comprises more than just the element
of economic interest. Very few analytical methods are capable of detecting the complete range of
elements comprising a mineral deposit’s geochemical footprint. Therefore, mapping the complete
multivariate geochemical footprint of mineral deposits often requires the use of multiple analytical
techniques. Elements with low atomic mass (i.e., atomic number ≤12, or Mg), the so-called light
elements, represent a specific challenge for conventional geochemical techniques despite their significant
potential to be used as geochemical vectors. Some of these light elements (e.g., Li) also happen to be
among the critical commodities that are required for green technologies in the low-carbon economy,
which makes understanding their ore-forming processes particularly important.

Here, we focus on LIBS, an emerging technology for real-time chemical analysis in the field that
has the potential to address each of the challenges of geochemical vectoring. We briefly introduce the
theoretical and mechanistic basis of LIBS and follow that discussion with example applications relevant
to mineral and ore deposit exploration, including element detection (i.e., geochemical fingerprinting),
sample classification/discrimination, quantitative geochemical analysis, rock characterization (e.g., grain
size analysis), and in situ geochemical imaging. The specific examples presented here illustrate how
LIBS can (i) provide a geochemical signature for a large number of elements in minerals and rocks,
including the light elements that cannot be analyzed by other in-field analytical techniques, (ii) support
exploration decision-making with real-time and low-cost geochemical analysis in the field, and
(iii) deliver micro-analytical geochemistry and textural analysis in support of mineral identification to
unravel complex, multiply overprinting hydrothermal histories from the rock record.

2. Laser-Induced Breakdown Spectroscopy

Atomic emission spectroscopy is a technique for chemical analysis to determine either the presence
or the mass fraction of an element present in a sample based on measurement of the intensity of
light emitted from a flame, spark, arc, or plasma [25,26]. Laser-induced breakdown spectroscopy
(LIBS) is an established, straightforward, reliable, and versatile form of atomic emission spectroscopy
that has broad capability for rapid, in situ elemental detection in any material (solid, liquid, or
gas), and quantitative analysis by LIBS is possible using either conventional calibration methods or
calibration-free approaches [25–31]. Thus, LIBS has the potential for widespread use for rapid chemical
detection and analysis outside the research laboratory. At its core, an LIBS analytical system (Figure 1)
consists of just a few components: (i) a solid-state, short-pulsed, Q-switched laser operating at 1064 nm
(or one of its frequency-multiplied harmonics) used to create a microplasma on the target, (ii) a set of
optics to focus the laser light onto the target and to collect the light emitted as the plasma cools, (iii) a
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coupled fiber-optic and spectrometer/detector system for acquisition of the plasma light emission and
spectral resolution of the light spectrum, and (iv) a computer for system control and data processing.

LIBS Analytical System 

Q-switched 
pulsed laser 

mirror 
computer 

LIBS 
spectrum 

focusing lens 
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Figure 1. Schematic diagram of a typical laser-induced breakdown spectroscopy (LIBS) system
consisting of a solid-state, short-pulsed, Q-switched laser used to create a micro-plasma on the sample,
lenses to focus the laser light onto the sample and then collect and transmit the light produced during
the micro-plasma event, a detector/spectrometer combination to receive and resolve the light spectrum,
and a computer for system control and data processing.

2.1. The LIBS Analysis

In LIBS, a high-intensity pulsed laser beam is focused onto the surface of a sample, which creates
a high-temperature plasma through the multi-stage breakdown process that occurs when laser energy
couples to a material. Typically, a sub-mg amount of material is ablated, vaporized, and dissociated in
the high-temperature plasma into a mixture of free electrons and weakly ionized molecular, atomic,
and ionic species. The plasma cools down rapidly, causing species recombination, de-excitation, and
the release of energy as photons when electrons return to lower energy levels. Relatively sharp spectral
lines are produced at discrete wavelengths after a few hundred nanoseconds of plasma expansion
and cooling that results in the decay of the continuum emission caused by radiative recombination
and bremsstrahlung radiation. The detector can be time-gated to optimize collection of the LIBS
emission for specific elements. Because all elements emit in the 200–900 nm spectral range and many
electron orbital transitions occur for most elements, an LIBS emission intensity spectrum, such as that
shown in Figure 2, consists of multiple peaks for the majority of elements and contains hundreds to
thousands of spectral lines for most geological materials. Monitoring the wavelength and intensity of
emission lines in the LIBS plasma provides information on both the chemical species present and their
abundance. The spectral line wavelength documents the identity of an element, whereas its intensity is
proportional to the number of atoms of the element present. Generally, elements on the left side of
the periodic table, such as Li, Na, and Ca that have relatively low ionization energy, display strong
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emission and, therefore, can be detected at very small abundances. By contrast, non-metallic elements
on the right side of the periodic table with high ionization potentials, such as the halogen elements, are
more challenging to determine by LIBS and, consequently, have much higher limits of detection.

Figure 2. Example broadband LIBS spectra for (a) sphalerite showing emission lines for Zn, Fe, and
Cd, (b) galena showing emission lines for Pb and Ag, and (c) chalcopyrite showing emission lines
for Fe and Cu. Data were acquired in Ar with a SciAps Z-300 handheld LIBS analyzer and processed
(i.e., baseline correction and normalization) using the internal software utility described in Section 3.
The large number of Fe emission lines often results in complex LIBS spectra for Fe-rich minerals (e.g.,
chalcopyrite), particularly in the 350–450-nm spectral range.

Gases can be analyzed by forming the plasma within the gaseous environment of interest. Liquid
analysis is accomplished by focusing the laser on the surface of the liquid or within the body of a
liquid below its surface. The character of the micro-plasma created during solid sample analysis is
complex and determined by several interrelated factors—the nature of the material being ablated (e.g.,
its composition, crystallinity, surface texture, and optical reflectivity), the operational characteristics
of the laser (i.e., wavelength, energy, beam shape, and pulse duration), the degree of laser energy
coupling to the sample surface, and the ambient environment in which the LIBS plasma is formed [32].

2.2. Specific Attributes of LIBS

LIBS has many attributes that make it an attractive analytical tool for analysis of a wide variety
of geological materials both in a conventional laboratory setting and in the field. LIBS can analyze
material in any state (solid, liquid, or gas) in real time with little to no sample preparation. All elements
have optical emission lines within the 200–900-nm spectral range; thus, LIBS can detect all elements
with typical limits of detection in the μg/g range. LIBS is especially sensitive to the light elements (H,
He, Li, Be, B, C, N, O, Na, and Mg) that can be present in high abundance within natural materials
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but are difficult to determine by many other analytical techniques (e.g., fp-XRF). The LIBS signal
generation of simultaneous multi-element emission can also be used for simple elemental detection or
for quantitative analysis in real time. Despite the complications associated with the analysis of solid
samples noted above, quantitative analysis is readily achieved by LIBS. Excellent precision and accuracy
can be obtained utilizing an external calibration approach based on reference materials that are very
closely matrix-matched to the type of samples being analyzed [33,34], and semi-empirical analysis is
possible through calibration-free methodologies or through internal calibration-free techniques [35,36].

LIBS spectral analysis is capable of identifying and discriminating unknown materials when used
in conjunction with chemometric techniques and pre-established databases. A particularly attractive
feature of LIBS is its capability for chemical analysis outside the laboratory with little or no sample
preparation for applications, such as geological prospecting, where rapid in-field analysis under
ambient conditions is beneficial. Winterburn et al. [23] noted that the light-element detection capability
of LIBS is particularly valuable in an exploration context. A recent increase in global demand for Li
promoted the application of LIBS as a field analytical tool. As demonstrated herein, LIBS has the
potential in the near future to become nearly as common a field tool in mineral exploration as fp-XRF.

There is the additional feature that LIBS sampling is highly spatially resolved, as the plasma forms
over a limited spatial area of only tens to hundreds of microns on the sample surface, so that only a
small amount of material (typically picograms to nanograms) is sampled by each laser pulse. This
allows for in situ analysis of individual particles, mineral grains, or inclusions [33,37–41], as well as the
fine-scale compositional mapping of a complex sample such as a chemically zoned mineral [42–47],
the analysis of thin crusts, coatings, or surface alteration zones without substrate interference [48], or
chemical analysis at highly spatially resolved spatial scales to below ~10 μm [47,49–54]. Stratigraphic
analysis of a sample by depth profiling is also possible, as sequential ablation forms a vertical crater
that progressively bores down into a sample with successive laser pulses [55–57].

2.3. LIBS for Ore Prospecting

LIBS followed a typical arc of technology development. Since its beginnings in the 1960s, and
throughout most of its history, LIBS was a laboratory-based research technique. Typically, researchers
would assemble LIBS systems in many different configurations to conduct experiments aimed at
understanding some aspect of laser–material interaction, breakdown phenomena in different media,
or plasma physics. This resulted in a multiplicity of different bespoke and often ad hoc system
designs that would frequently be modified from one experiment to another. However, this situation
began changing in the early 2000s, driven by advances in compact laser sources, optical-fiber light
delivery and collection and compact beam optics designs, and the miniaturization of high-resolution
spectrometers, microelectronics, and computers that in parallel led to commercial laboratory LIBS
systems, mobile LIBS devices, and handheld LIBS analyzers for real-time chemical analysis outside the
laboratory [58–67]. Because of recent technological advances, the current generation of LIBS handheld
analyzers has many features present in laboratory systems, including variable gating, gas purging,
sample rastering, video targeting, and on-board chemometric analysis, which substantially enhance the
application of LIBS outside the laboratory. Researchers utilized each stage of technology development
to understand and demonstrate how LIBS might be utilized in prospecting for economic minerals
and ores. Some early studies that set the stage for the applications discussed here are reviewed in the
paragraphs that follow.

It is well established that LIBS is an efficacious means for rapidly discriminating different types
of minerals [68,69], and LIBS is widely applied to the analysis of ore samples in this context. Early
application of LIBS to ore prospecting and processing examined the effects of particle size and
ore mineralogy on the quantitative analysis of major, minor, and trace elements in iron ore and
phosphates [70–76].

In a pioneering LIBS study, Kaski et al. [50] demonstrated in a laboratory study using a bespoke
LIBS system that sulfide minerals in drill cores could be rapidly identified in situ. The spectral region
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between 170 and 210 nm was monitored using a Kr–F excimer laser operating at 248 nm to create the
emission plasma. This spectral region was selected for interrogation because the most intense sulfur
lines are located here, and all minerals analyzed have a characteristic emission spectrum in this region.
Reference spectra of pyrite, pyrrhotite, chalcopyrite, and sphalerite were obtained by accumulating the
emission signals generated by 10 laser pulses acquired in air, and then three mineralized drill core
specimens were analyzed along 5 cm lines at 0.2 mm sampling intervals using five laser pulses at
15 Hz repetition rate, with unknown spectra matched with reference spectra for identification. In one
drill core, some 33% of the sampling points were observed to be sphalerite, 27% of them were observed
to be pyrrhotite, and 23% of them were observed to be barite; pyrite comprised >70% of the sulfides in
a second core, and the third was composed of 43% dolomite and 25% pyrite.

Haavisto et al. [51] used a similar analytical approach with a bespoke LIBS system to demonstrate
the potential of LIBS for on-line analysis of an Au-mineralized drill core from the Agnico-Eagle Kittilä
Mine in northern Finland, where the main minerals in the ore are carbonates, quartz, albite, chlorite,
sericite, and graphite, with Au in the ore contained primarily in arsenopyrite and pyrite. Elemental
concentrations determined by LIBS corresponded to laboratory assay by X-ray fluorescence. Gold
was not detected by LIBS because of the refractory nature of the ore, but measured As concentrations
directly reflected the amount of Au in the ore. Chemometric data processing based on based on
principal component analysis was able to extract mineralogical information from the LIBS spectra
based on elemental ratios.

Kuhn et al. [46] used LIBS as a method to obtain chemical information for drill cores from tailing
material in a former Pb–Zn deposit at Beythal near Aachen, Germany. This deposit was mined for
43 years, with 3.7 Mm3 of flotation residues deposited over an area of about 45 ha. The tailing material
was characterized by quartz and phyllosilicate sand plus minor amounts of carbonate, with drill cores
1 m long and 5 cm in diameter taken from a depth of about 7–9 m below surface. LIBS analyses were
obtained utilizing a prototype LIBS core scanner system manufactured by LTB Lasertechnik GmbH
(Berlin, Germany), capable of mapping an area of 1 m by 2.5 cm at a user-defined step size. Cores were
mapped within an area of about 1 m by 1 cm at a step size of 400 μm, collecting the emission from five
laser shots in air into each of 25 cumulate spectra along the y-direction and between 2478 and 2490
spectra along the x-direction for a total of approximately 62,000 spectra per meter of core. Quantitative
analysis was undertaken on the basis of internal reference samples by partial least squares regression.
Maximum concentrations of Pb, Zn, and Cu were observed between 785 and 789 cm sediment depth
in the tailings pile, with average bulk concentrations of 0.95% Pb, 1.20% Zn, and 262 ppm Cu in that
depth range. Distribution patterns of element content and variation predicted for whole drill cores
exhibited a good correlation with determinations by WDS analysis.

Several recent studies examined gold ore using LIBS analysis as a means of improving ore
processing efficiency and productivity through innovation in on-line analysis and control, automation,
and real-time decision support. Monitoring and control of ore quality during mining operations
utilizes laboratory analysis and, thus, requires sample collection and preparation for off-line analysis
via traditional laboratory methodologies, an approach which is time-consuming and expensive, and
which can also cause production delays to mining or processing that increase a mine’s operating and
production costs.

Harhira et al. [77] investigated the use of LIBS to assess gold ores and quantify gold content in an
Au-bearing core from the Lapa Mine in Quebec, Canada. The bespoke LIBS system employed a pulsed
neodymium-doped yttrium aluminum garnet (Nd:YAG) laser operating at the fundamental wavelength
of 1064 nm, which delivered a maximum pulse energy of 300 mJ at a maximum repetition rate of 10 Hz.
The plasma emission in air was recorded by a Czerny–Turner/intensified charge coupled device (ICCD)
spectrometer/detector system that was optimized for a spectral window centered at 265 nm and was
tuned in terms of spectral response, sensitivity, and resolution to meet the requirements of detecting the
Au at the ppm level. The first part of this study documented that principal component analysis of LIBS
spectra was able to differentiate between Fe-rich and Si-rich gold-bearing minerals by using the data as
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geochemical fingerprints of the mineralized-rock mineralogy. The second demonstrated quantitative
Au analysis in drill core with limits of detection of 0.75 ppm for Si-rich samples and 1.5 ppm for Fe-rich
samples. The core was mounted on a motorized stage for scanning across the sample surface, with
LIBS spectra acquired based on 10,000 laser shots of ~600-μm spot size at a step interval of 800 μm over
a scanned area of 5 × 20 cm2 on the flat drill core surface. Calibration curves prepared from synthetic
samples having Au concentrations between 0 and 120 ppm were used to quantify the Au content based
on the measured intensity of the Au emission line at 267.59 nm. Averaging over the 10,000 laser shots
gave a mean Au content in the core sample of 25.47 ppm, but the LIBS analysis also documented the
heterogeneous distribution of Au in the core at the millimeter spatial scale, with high Au contents of
up to a few thousand ppm recorded at some locations but very low concentrations at other sites. A
quartz chlorite was determined to contain 31 ppm Au and 4.99% Fe, whereas 25.4 ppm Au and 39.55%
Fe were measured for a pyrite sample.

Rifai et al. [47] determined the Au contents of 43 rock samples and 44 synthetic pressed powder
reference materials of different composition, which had quasi-homogeneous Au concentrations between
0 and 1000 ppm based on a calibration curve developed using the Au spectral line at 267.59 nm. The
bespoke LIBS system used for this study consisted of a 1064-nm Nd:YAG laser capable of delivering
pulse energies of up to 600 mJ at a repetition rate of 10 Hz. The LIBS spectral emission in air was
recorded by a Czerny–Turner spectrometer equipped with a grating of 2400 lines/mm blazed at 300 nm
that covered the wavelength range of 180–650 nm. An ICCD camera with a resolution of 12 pm/pixel
at 267 nm was coupled to the spectrometer to complete the LIBS system. Chemometric data processing
using principal component analysis indicated that ~83% of the LIBS spectral variation was attributable
to the presence of Fe in the samples. The calibration curve was characterized by two distinct branches,
one for Si-rich samples and the other and for Fe-rich samples, with limits of detection of 0.8 ppm
and 1.5 ppm, respectively. A detailed mapping of the Au content in a solid core sample revealed
heterogeneity of the Au distribution at multiple spatial scales.

In a set of companion papers, Diaz et al. [53,78] first developed an analytical protocol for the
quantification of Au and Ag in pressed pellets of surrogate samples prepared by the doping of an
Au-free particulate matrix with Au and Ag standard solutions and naturally occurring Au- and
Ag-bearing ore samples from a Colombian mine and then investigated the effects of laser wavelength
and irradiance on gold analysis. The local geology in the vicinity of the mine consisted of mesothermal
to epithermal gold-bearing quartz veins hosted in zones of faulting/shearing in the local granitoid
intrusive and metamorphic rocks. Gold in ore samples was present as free native gold, electrum, and
in association with the sulfide minerals pyrite, chalcopyrite, and galena. A bespoke laboratory LIBS
system consisting of an Nd:YAG laser operating at 450 mJ, with a 6-ns pulse duration and a 5-Hz pulse
repetition rate, was used to produce the LIBS plasma in air, with the plasma emission recorded by a
300-mm-focal-length, 10-μm-slit Czerny–Turner spectrometer. The effect on Au quantification was
investigated at laser wavelengths and irradiances for 355 nm from 0.36–19.9 × 109 W/cm2 and from
0.97–4.3 × 109 W/cm2 at 1064 nm, respectively. Calibration curves behaved linearly for all wavelengths
and irradiances, samples, and analytes for concentrations from 1–9 ppm Au in the surrogate samples
and 0.7–47.0 ppm Ag in ore samples, but it was not possible to develop calibration curves for the
Au-doped surrogates below 1 ppm and at any concentration for ore samples. Detection and intensity
measurement of Ag was straightforward using the spectral line at 328.06 nm for concentrations from
0.4–43 ppm in ore samples. The spectral emission line for Au at 267.59 nm was not observed after
accumulation of 100 single-shot LIBS spectra of ore samples with Au contents of up to 9.5 ppm, but
quantification was successfully achieved at concentrations as low as 1 ppm after 5000 laser shots. It
was noted that Ag quantification was accomplished at a limit of detection of 0.4 ppm without regard to
matrix composition, but that the matrix effect is an important consideration for Au quantification, as
different calibration slopes were observed for the surrogate samples that were prepared from quarry
sands of similar chemical composition to the ore matrix at limits of detection between 0.8 and 2.6 ppm.
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3. Analytical Methods

As noted for specific instances in the discussion that follows, with one exception, the results
presented were obtained on either an RT100-HP laboratory LIBS system manufactured by Applied
Spectra Inc. (West Sacramento, CA, USA), or one of the Z-series handheld analyzers manufactured by
SciAps Inc. (Woburn, MA, USA). One of the premier attributes of LIBS analysis is that minimal to no
sample preparation is required. Generally, it is common practice to use the first few laser shots to clean
the surface of a mineral or section of core as it is scanned, but this is not necessary if a freshly exposed
surface is analyzed and may not be desirable for soil analysis.

The RT100-HP is a versatile commercial laboratory LIBS system that consists of a 50-mJ Nd:YAG
laser operating at 1064 nm with a 5-ns pulse width and 1–20-Hz variable repetition rate, a Czerny–Turner
spectrograph, and a high-performance ICCD detector. Operational parameters that can be controlled
include laser power, gate width, and signal acquisition delay time. The spectrograph/ICCD detector
has a dual grating turret, involving 600 grooves/mm for low-resolution analysis and 2400 grooves/mm
for high-resolution analysis, respectively providing 0.2–0.3-nm and 0.05–0.1-nm spectral resolution
across a 190–1040-nm spectral window to produce composite LIBS spectra with over 12,000 data points.
The wavelength coverage is adjustable, with the low-resolution option allowing for a 230–260-nm
wavelength range and the high-resolution setting providing a 35–50-nm range. In addition, a
broadband option is available in which the six gated Czerny–Turner spectrographs are coupled
with high-performance CCD detectors to provide coverage from 187–1044 nm at a resolution of
0.055–0.068 nm. The RT100-HP has an automated 3D translational stage that permits data to be
collected over a user-defined grid pattern at 0.5-mm spacing, with a guide laser for ablation spot
location, complementary metal–oxide–semiconductor (CMOS) camera imaging, and active focusing
system that automatically refocuses the laser onto the surface each time the stage is moved to a new
surface location.

Handheld LIBS analyzers are well suited to geochemical applications [65,79,80], particularly for
real-time analysis in the field. The work reported here utilized the Z-300 LIBS analyzer or its Z-500
predecessor. Both instruments have a built-in camera for beam targeting, a translational stage for 3D
beam rastering across the sample surface, the capability to flow an inert gas across the sample surface,
and broad spectral ranges of 190–950 nm for the Z-300 series instruments or the more limited 180–675
nm range for the Z-500 series. Typical detection limits for the Z-300 are in the tens to hundreds of ppm
range for most elements when averaged across the field of sample collection points, which is possible
with its rastering capability. The binary presence or absence of specific elements, such as Au, which are
typically heterogeneously distributed within samples, can be observed at far lower concentrations
especially when using high-density rastering [65].

The Z-300 uses a proprietary PULSARTM 1064-nm Nd:YAG pulsed laser with a 50-μm focused
beam size. This diode-pumped solid-state laser delivers 6 mJ to the sample at a 1-ns pulse duration
and 10-Hz firing rate. The instrument is capable of delivery of Ar or He purge gas directly to the
sample surface. Small, replaceable gas cartridges that fit in the handle of the Z-300 can be used for
field-based analyses. Alternatively, the Z-300 can be connected to a larger gas cylinder for stationary
use. It is also possible to operate the analyzer in air without purge gas. If the purge gas is selected,
flow is started shortly before the laser pulse train to displace any air present and ceases after the last
shot to minimize gas consumption. The Z-300 analyzer is equipped with a 3D translation stage that is
computer-controlled for automatically adjusting the laser focus on each sample location. Automated
stage movements allow analysis over a raster pattern of up to a 2 × 2 mm area. The raster pattern, its
internal spacing, and number of laser shots can be customized by the user. Multiple laser shots can
also be collected at each location to improve data quality. Non-analytical cleaning shots, i.e., firing of
the laser during which no data are collected, can be performed prior to the collection of data to remove
surface coatings or tarnish. The resultant light emission signal from the micro-plasma is collected
and the light is passed by fiber-optic cable into three internal spectrometers covering the wavelength
intervals of 190–365 nm, 365–620 nm, and 620–950 nm. The Z-300 is equipped with time-gated CCD
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detectors with a resolution of 0.1 nm full width at half maximum (FWHM) below 365 nm and 0.3 nm
above 365 nm. Data are typically collected with 1-μs delay times (i.e., the time between the laser pulse
and beginning of emitted light collection and integration) over a 1-ms integration time, although data
can be collected in a non-gated state or with variable gate delays from 250 ns up to 100 ns in 20.8 ns
increments. This produces composite LIBS spectra comprising more than 23,400 data points.

The SciAps LIBS analyzers used in our work employ an Android operating system with a graphic
user interface (GUI), and they are operated in the field by rechargeable Li-ion batteries that provide up
to 10 h of operation or in the laboratory by connecting to alternating current (AC) power. Acquired
spectral data can be stored on the analyzer and accessed via GUI, downloaded to a local computer
via Universal Serial Bus (USB) or Wi-Fi, or emailed using a mail account set-up on the instrument
when Wi-Fi is connected. There are two different methods for geochemical analysis: (i) a GeoChem
mode that provides a quantitative analysis based upon a previously developed empirical calibration
curve, and (ii) a GeoChem Pro mode for qualitative analysis that can both identify the spectral peaks
of specific elements and generate estimated elemental concentration maps based upon the relative
intensities of selected elemental peaks across a raster pattern.

4. Results and Discussion

4.1. Elemental Detection and Qualitative Analysis

Geological materials have an extremely wide range of composition, grain size, texture, and surface
roughness. These features can be highly variable in the spatial scale and, thus, affect the LIBS analysis.
For example, whether a sample surface is polished and smooth versus naturally rough determines the
degree of laser energy coupling to the surface and consequent strength of the LIBS signal produced.
Most rocks consist of multiple minerals. These minerals are of different hardness with variable grain
size, and the minerals themselves may have interstitial phases, micro-fracture fillings, grain-boundary
precipitates, or solid and liquid inclusions of different composition. Many minerals, particularly those
in silicate rocks, are compositionally zoned. Soils and poorly indurated rocks may be aggregates of
particles whose response to the laser pulse is unlikely to yield a reproducible plasma from one laser
pulse to another. Variations in the intrinsic characteristics of these materials affect the development
of the plasma and the resultant spectral emission intensity. For example, variations in the grain size
or moisture of a soil sample can influence the detection limit of an element [69]. Thus, in many
applications, where elemental abundance information is sought, it is common practice to aggregate the
light emission signal from hundreds or thousands of laser pulses as a means of mitigating shot-to-shot
variations in emission signal intensity arising for the reasons previously discussed. However, there is
an increasing interest within the geosciences community to use single-pulse, qualitative LIBS elemental
detection and material identification and discrimination.

Elemental detection is readily accomplished with LIBS by monitoring the spectral position of
emission lines in the LIBS spectrum, so that the chemical species present in a sample can be readily
ascertained by identifying the different peaks in an LIBS emission spectrum (Table 1, Figure 2). A
broadband LIBS spectrum can be considered a geochemical fingerprint for a sample because all elements
emit over the 200–900-nm range of typical LIBS signal monitoring. The concept of geochemical
fingerprinting holds that minerals form in certain structures according to sets of well-understood
rules (i.e., mineral stoichiometry) and that the chemical composition of a mineral or rock reflects
the geological environment and processes associated with its formation [81]. In an LIBS context,
geochemical fingerprinting uses the totality of chemical information contained in a broadband emission
spectrum to provide a qualitative compositional comparison and discrimination amongst a group of
related samples through chemometric analysis of their LIBS spectra [69,82–86]. As noted by Harmon et
al. [79], although elemental identification and quantification is a primary LIBS capability, geochemical
fingerprinting by LIBS can also be readily used (i) to discriminate between rocks and minerals of
similar appearance but different composition, (ii) for stratigraphic correlation of volcanic, sedimentary,
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or metamorphic rocks, and (iii) to determine geomaterial provenance when used in conjunction with
statistical chemometric data processing techniques.

Table 1. Examples of useful spectral emission lines (wavelengths in nm) for elemental identification in
common rock-forming minerals (blue columns) and ore deposits (green columns).

Element Wavelength Wavelength Wavelength Element Wavelength Wavelength Wavelength

O 777.42 794.76 844.64 Ag 328.07 520.91 338.29

Si 288.16 251.61 390.55 Au 267.59 242.80 312.28

Al 309.30 394.40 396.15 Co 238.89 389.41 258.04

Mg 2795.5 383.33 279.80 Cr 425.44 427.48 284.33

Fe 259.94 259.84 438.35 Cu 521.82 324.75 578.21

Ca 393.37 396.85 422.67 Mn 478.34 482.35 602.48

Na 589.99 589.59 330.24 Mo 267.28 379.89 268.41

K 766.49 769.90 404.72 Ni 239.45 241.63 300.25

Li 670.78 610.35 812.62 Pb 405.78 438.65 363.96

B 249.77 249.68 208.96 Pt 265.95 214.42 224.55

Rb 780.03 794.76 - Sn 380.10 283.99 317.50

Sr 430.54 407.78 460.73 Ti 334.94 375.93 376.13

Ba 452.49 614.17 389.18 Zn 472.22 481.05 328.23

Sample discrimination using qualitative LIBS data is a fundamentally different task than
using LIBS to quantify the absolute abundance of an element of interest in a sample. The
discrimination/classification task relies on chemometric approaches using multivariate statistics
to develop a set of mathematical features to characterize each sample in a population. For LIBS, these
features are the plasma emission intensities at each wavelength, as illustrated in the broadband spectra
of Figure 2. For classification/discrimination, it is required that that each feature must be the same
for every input to the classifier. Therefore, for example, if the 100th feature in an LIBS spectrum for
one sample is the Pb emission line intensity at 405.78 nm in the spectrum, then the 100th feature for
all samples must be that same emission line intensity. Classification approaches develop statistical
models for the behavior of each feature in a dataset and, then, based on these models, determine
which features are most important for the discrimination between the classes of samples to be labeled,
rather than using a priori knowledge of the elements that are likely to distinguish samples collected
from different sources. Once a classifier is trained on a dataset that links samples to their respective
classes, the features the classifier used to make its decisions can be identified, and knowledge can
be obtained about the compositional differences by which samples were discriminated. Then, by
creating representative libraries of LIBS spectra from samples of known origin, one can readily develop
classifier models that allow for identification and provenance attribution of samples of unknown
origin. This is the approach utilized in the examples for the carbonate minerals, garnet, cassiterite,
columbite–tantalite, and gold discussed below.

4.1.1. Chemometrics

Principal component analysis (PCA) is an unsupervised statistical analysis technique that
reduces the complexity (i.e., dimensionality) of multidimensional compositional data by finding
linear combinations of variables (i.e., principal components) that explain the differences between
samples. This type of exploratory data analysis provides a graphical representation of the natural
grouping of samples and highlights which variables (i.e., emission wavelengths) most strongly influence
sample class differentiation. PCA scores are linear combinations of the original variables and describe
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how the samples relate to each other, whereas PCA loadings contain information about how the
variables relate to each other. The first few PCA loadings usually explain most of the covariance
observed between samples.

Partial least squares discriminant analysis (PLSDA) is a supervised inverse least squares technique
in which an algorithm with predictive latent variables is created that maximizes the variance between
input variables. In the case of LIBS analysis, the object is to differentiate samples on the basis of their
emission spectra. Once the algorithm is trained on a sample of known origin, the model can then
be used to predict the probability of an LIBS spectrum from a new sample belonging to a previously
identified class. PLSDA results can be displayed in the form of a “classification matrix”, in which
the model classes represent the different categories (e.g., a geographic identifier such as the sample,
mine, or area location), to which each LIBS spectrum was assigned prior to building the PLSDA
model. The algorithm then places each of the spectra being evaluated into one of the model classes.
Correct classification corresponds to the values found along the diagonal, whereas values in off-axis
cells correspond to misclassifications. PLSDA was proven to be a particularly effective technique
for geochemical fingerprinting because it maximizes the inter-class variance (i.e., provenance) whilst
minimizing the intra-class variance (i.e., shot-to-shot variability).

The necessary foundation for turning a successful geochemical fingerprinting study for lithologic
correlation or mineral provenance determination into a practical application utilizing supervised
chemometric analysis (e.g., PLSDA) for use in the field during an exploration campaign is the prior
development of a robust spectral library of the geomaterial of interest, be it a specific mineral, soil
class, or fresh/altered rock type. The spectral library would be pre-loaded onto a handheld LIBS
analyzer, and then unknown samples could be interrogated in the field in real time to validate or refute
a correlation or ascertain provenance through spectral matching.

4.1.2. Metal Carbonates

LIBS analysis of carbonate minerals, a class of minerals in which a divalent metal ion is coordinated
by the CO3

2− carbonate molecule, provides an illustrative example of the concept of geochemical
fingerprinting. Carbonate minerals have a flexible crystal structure that is hexagonal rhombohedral,
orthorhombic, or monoclinic. Hexagonal rhombohedral forms result when anionic CO3

2− groups
are combined with small divalent cations with ionic radii <1 Å, e.g., MgCO3, ZnCO3, and MnCO3,
whereas large divalent cations with ionic radii >1 Å produce orthorhombic forms (e.g., BaCO3, SrCO3,
and PbCO3). Ca2+ has an ionic radius of ~1 Å and, as a consequence, occurs in both hexagonal
rhombohedral and orthorhombic polymorphs as calcite and aragonite. The crystal form of dolomite,
CaMg(CO3)2, is similar to that of calcite, CaCO3, except that there is regular alternation of Ca
and Mg ions in a rhombohedral structure. The hydrous copper carbonate minerals azurite and
malachite, Cu3(CO3)2(OH)2 and Cu2CO3(OH)2, have a monoclinic structure. Carbonate minerals
are commonly formed during sedimentary, hydrothermal, metamorphic, and weathering processes
because of the nearly ubiquitous presence of the carbonate molecule in the Earth’s surface and
near-surface environments.

Broadband LIBS spectra for a suite of 11 carbonate minerals were obtained in air using a bespoke
laboratory LIBS system similar to that shown in Figure 1. As illustrated in Figure 3, the compositionally
different carbonate minerals are not only clearly differentiated in the 10-shot average spectra acquired
across the spectral range of 180–680 nm on the basis of their primary cationic constituent (Mg, Zn,
Mn, Ca, Sr, Pb, Ba, and Cu), but also exhibit a high degree of compositional variability due to the
broad range of ionic substitutions possible in both the rhombohedral and orthorhombic isostructural
groups. As expected, the geochemical fingerprints for the copper carbonate minerals azurite and
malachite are largely indistinguishable. Although Cu is the dominant cation in these two minerals,
Cu was also detected in smithsonite in low abundance, which is not surprising because smithsonite
occurs in weathered hydrothermal ore deposits, which are common sources of both Cu and Zn.
Although the LIBS spectra for the CaCO3 polymorphs calcite and aragonite are quite different in terms
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of signal intensity, the same peaks are present in both spectra and, therefore, the two samples are
characterized by the same overall geochemical fingerprint. As expected, the C lines at 193.09 and
247.86 nm are ubiquitous, but characterized by very reduced intensities because C has a relatively high
ionization energy.
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Figure 3. Single-pulse LIBS spectra acquired with a SciAps Z-500 handheld analyzer for
a suite of divalent metal carbonate minerals (data from Reference [79]). From top to
bottom: magnesite—MgCO3, smithsonite—ZnCO3, rhodochrosite—MnCO3, aragonite—orthorhombic
CaCO3, calcite—hexagonal CaCO3, strontianite—SrCO3, cerrusite—PbCO3, witherite—BaCO3,
dolomite—CaMg(CO3)2, azurite—Cu3(CO3)2(OH)2, and malachite—Cu2CO3(OH)2.

4.1.3. Garnet

The study of the gem mineral garnet by Alvey et al. [83] provides a straightforward demonstration
of multivariate statistical analysis for LIBS spectral data for classification and discrimination. Garnets,
which occur in a broad spectrum of mantle and crustal lithologies and can be a pathfinder mineral for
diamond kimberlites, are orthosilicate mineral silicates of widely varying major element composition
based upon the general chemical formula X3Y2Si3O12, where “X” is a divalent metal (typically Mg, Fe,
Mn, or Ca) and “Y” is a trivalent metal (typically Al, Fe, or Cr). The principal mineral end-member
compositions are pyrope (Mg3Al2Si3O12), almandine (Fe3Al2Si3O12), spessartine (Mn3Al2Si3O12),
grossular (Ca3Al2Si3O12), andradite (Ca3Fe2Si3O12), and uvarovite (Ca3Cr2Si3O12). Members of the
garnet mineral group have the same cubic crystal structure, but vary widely in chemical composition
and, therefore, also exhibit ranges in many of their physical properties including color. Garnet is
rarely found in nature in a colorless state, but commonly occurs in any and all colors. Garnet is
allochromatic, which means that color variations in different species of garnet are due to their highly
variable trace element impurities rather than to the major, mineral-forming elements that define their
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bulk composition. Garnets of the same type can have different colors, and different types of garnet
can have the same color; thus, attempting to discriminate on the basis of color alone is not feasible,
although it is the most common basis for classifying garnets in the field or when chemical analysis is
not available.
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Figure 4. Principal component analysis (PCA) score plot (a) and partial least squares discriminant
analysis (PLSDA) classification matrix (b) for the analysis of the common garnet groups using a
SciApS Z-500 handheld LIBS analyzer (data from Reference [79]). AL = almandine (Fe3Al2Si3O12),
AN = andradite (Ca3Fe2Si3O12), GR = grossular (Ca3Al2Si3O12), PY = pyrope (Mg3Al2Si3O12),
SP = spessartine (Mn3Al2Si3O12), and UV = uvarovite (Ca3Cr2Si3O12).

Alvey et al. [83] acquired single-shot broadband LIBS spectra in air over the spectral range of
200–960 nm for a suite of 157 garnets of different composition collected from 92 locations worldwide
using a bespoke LIBS system employing a Big Sky CFR200 laser (Big Sky Laser Technologies Inc.,
Bozeman, MT, USA) and Ocean Optics LIBS2500 (Ocean Optics, Inc., Delray, FL, USA) spectrometer
system. Discrimination of garnet compositional groups was accomplished by PLSDA analysis at an
overall success rate of >95% based on sets of 25 broadband LIBS spectra for each sample. The LIBS
spectral wavelengths of the main cations that differentiated the different garnet species (Mg, Fe, Mn,
Al, Ca, and Cr) determined the garnet compositional classification. A cross-validation procedure
was also used to ensure the robustness and performance of the classification algorithm, so that it
could be used in the future as a spectral library to determine the type and geographic location of an
unknown garnet specimen. In a subsequent study, Harmon et al. [79] using a SciAps Z-500 handheld
analyzer and a much larger sample set of 288 garnets consisting of 66 almandines, 49 andradites, 60
grossulars, 35 pyropes, 56 spessartines, and 17 uvarovites, observed that the compositional differences
characterizing the six garnet compositional groups were manifest on a three-component PCA plot
(Figure 4a) and that the overall success for garnet type discrimination by PLSDA was >90% (Figure 4b).
Fe–Al almandine, Mg–Al pyrope, and Mn–Al spessartine were distinguished from the other garnet
groups at a success level better than 95% and Ca–Cr uvarovite at 89%. Significant misclassification only
occurred for Ca–Fe andradite and Ca–Al grossular garnets, which commonly form a solid solution
series in crystalline rock of intermediate compositions. Some 22% of the andradites were classified as
grossular and, conversely, about 12% of grossular were classified as andradite. Metamorphic garnets
could be distinguished from igneous garnets at a success of better than 80% through PLSDA (Figure 5a)
and, within the igneous garnet type, garnet from granitic pegmatites and rhyolites, chromitite pods, and
kimberlites were readily differentiated at a classification success of 92.7% (Figure 5b). Additionally, LIBS
analysis of a small suite of garnets from South Africa supported the idea that pyrope from kimberlites
might be distinguished by locality. Pyrope from South Africa was correctly distinguished from all
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other pyropes at about 90% success based on differences in Na, Mg, Ca, Al, Mn, Fe, and Cr emission
line intensities. Likewise, as shown in Figure 5c, diamond-bearing kimberlites from within South
Africa were confidently differentiated at an overall success of >96%, with the same seven elements
responsible for the discrimination. This result has important implications for diamond kimberlite
exploration, as it offers the potential for in-field analysis of garnet and, by analogy, clinopyroxene,
which would permit the rapid identification kimberlite pathfinder minerals on a daily basis by a field
exploration team.
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Figure 5. PLSDA classification matrices from handheld LIBS analysis of garnets by (a) geological
type and (b) igneous host type, and (c) for garnets from five South African kimberlite locations (after
Harmon et al. [79]): IGN = igneous, MET = metamorphic; CP = chromitite pods, GPR = granitic
pegmatites and rhyolites, and K = kimberlites; KZNP = KwaZulu-Natal Province, NCP-BW = Barkley
West, in Northern Cape Province, NCP-K = Kimberley in Northern Cape Province, NK = North of
Kimberley in Northern Cape Province, and OFS = Orange Free State (data from Reference [79]). See
text for discussion.

4.1.4. Oxide Minerals

The identification of oxide minerals can pose a challenge to the field exploration geologist.
The two examples below demonstrate how LIBS can be used for their rapid identification and
source discrimination.

Cassiterite (SnO2) is the primary ore for tin, an element with high industrial demand for use as
a corrosion-resistant coating on other metals, in electrically conductive coatings, as a fire-retardant
in plastics, in anti-fouling paint for marine vessels, and in the alloys used for soft solder, pewter,
bronze, and superconducting magnets. Cassiterite occurs naturally in hydrothermal veins associated
with S-type granites, but is most commonly found as alluvial and placer accumulations because of
its resistance to weathering. The increase in demand and relatively large supply of cassiterite in
the underdeveloped parts of central Africa contributed to its illicit mining and trading as a “conflict
mineral”. Determining the chemical composition of an ore is one means of illuminating its provenance,
and ascertaining whether or not it comes from an area of civil conflict. Geochemical fingerprinting
is a means of rapidly ascertaining the provenance of an ore based on the unique crustal signature
associated with the location of its formation.

Hark and Harmon [84] analyzed 38 cassiterite ore samples from South America and southeastern
Asia using a Applied Spectra RT100-HP laboratory LIBS system to determine if the geographic origin
of cassiterite could be identified using LIBS geochemical fingerprinting. LIBS spectra were obtained
in air and at low laser power (~9 mJ) at a spectral resolution 0.2–0.3 nm over three wavelength
regions (220–440, 460–700, and 680–910 nm) using a laboratory RT100-HP LIBS system. Four laser
pulses at each location on a 5 × 5 grid were acquired to generate 100 spectra for each sample, which
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were chemometrically processed by a PLSDA classifier that employed 120 components and 10-fold
cross-validation to build a robust model that provided an overall correct sample-level classification
rate of 97%. When the sample suite was grouped according to the 11 locations from which the ore
concentrate was mined, the PLSDA model gave a correct overall classification rate of 87% (Figure 6).
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Figure 6. PLSDA classification matrix for LIBS spectral analysis of 38 cassiterite samples from six
countries generated using 80 components and 10-fold cross-validation (after Hark and Harmon [84]).

The rare metals Nb and Ta are currently elements of high economic importance, as the high
demand for these elements as components in modern electronics and medical devices drives exploration
programs to locate new ore deposits. As the most important carriers of Nb and Ta in granites and granitic
pegmatites, minerals of the columbite group, (Fe,Mn)(Nb,Ta)2O6, were long considered economic
commodities. Columbite, the niobium-dominant member of the group (FeNb2O6 to MnNb2O6), and
tantalite, its tantalum-rich analogue (Fe(Ta,Nb)2O6 to MnTa2O6), are commonly grouped together
under the appellation coltan. Coltan ore occurs in many areas worldwide, such as Brazil, Australia, and
Central Africa, but its exploitation became politically problematic as one of the most prominent of the
African “conflict minerals”, because some 60% of the world’s coltan reserves are located in the eastern
portion of the Democratic Republic of the Congo and adjacent areas, from which its illicit export and
sale to the North American, European, and Asian markets is thought to be an important means by
which civil conflicts in Central Africa are financed [87].

Harmon et al. [88] used a laboratory RT100-HP LIBS system to acquire LIBS spectra in air over
the wavelength range of 250–490 nm and high-resolution spectra over the more limited 235–285-nm
and 313–358-nm wavelength ranges for 14 columbite–tantalite samples from three pegmatite fields
in North America formed in widely distinct space and time (Figure 7a). These spectral ranges
were chosen to encompass many of the intense emission lines for the major elements known to
commonly substitute in the columbite-group minerals (Table 1). Before statistical processing, each
spectrum was normalized by the sum of its emission intensity values so that each spectrum exhibited
unity when summed across all wavelengths. Partial least squares discriminate analysis was used
to successfully discriminate the provenance of the coltan samples at a success rate of >90%. In a
follow-up validation study, Hark et al. [84] also used the same RT100-HP laboratory LIBS system
to analyze a larger geographically diverse set of 57 samples from 37 granite pegmatite fields in
Africa, Asia, Australia, North America, and South America, which is representative of the natural
range of compositions for columbite-group minerals. Each sample group was unique in its geologic
environment, mineralogical make-up, and geochemical character. This heterogeneity is reflected in the
variety of major elements (Ta, Nb, Fe, Mn) and significant trace elements (e.g., W, Ti, Zr, Sn, U, Sb, Ca,
Zn, Pb, Y, Mg, and Sc) known to commonly substitute in the crystal structure of the columbite-group
minerals ferrocolumbite (FeNb2O6), manganocolumbite (MnNb2O6), ferrotantalite (FeTa2O6), and
manganotantalite (MnTa2O6) [89]. Chemometric analysis using a PLSDA classification model with
k-fold cross-validation achieved a correct place-level geographic classification at success rates between
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90% and 100%, highlighting the potential of LIBS as a real-time field tool to discriminate the different
provenance of coltan ore.

(a)  

Fe-rich columbites 
(Connecticut) 

Mn-rich columbites 
(California) 

Columbite-Tantalite by Locality 

(b) 

Figure 7. (a) LIBS spectra from 250–490 nm of pure niobium and tantalum, together with representative
spectra of columbite–tantalite samples from (1) the Starrett pegmatite in southern Maine, (2) the Pack
Rat pegmatite in San Diego County, California, (3) the Moose pegmatite in the east–central Northwest
Territories, Canada, and (4) the BeeBee pegmatite in San Diego County, California. (b) PCA score plot
for columbite–tantalite samples from LCT (Li, Cs, and Ta; see text) pegmatite locations at Branchville,
Glastonbury, Haddam, Middletown, Portland, and the Strickland Quarry in Connecticut and mines
at El Molino, Ingram, Katerina, and Olla in California (modified from Harmon et al. [79]). See text
for discussion.

Columbite-group minerals occur most frequently in granitic pegmatites of the three geochemical
families defined by Černý and Ercit [89]—(i) the NYF pegmatites characterized by progressive
accumulation during magmatic crystallization and fractionation of subaluminous to metaluminous A-
and I-granites of Nb, Y, and F in addition to Be, rare-earth element (REE), Sc, Ti, Zr, Th, and U, (ii) a
peraluminous LCT pegmatite family typified by prominent accumulation of Li, Cs, and Ta in addition
to Rb, Be, Sn, B, P, and F predominantly associated with S-type granites, and (iii) and a mixed family of
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diverse origins that can involve contamination by undepleted supracrustal lithologies. Pegmatites of
the LCT family tend to host the greatest abundance of columbite-group minerals.

Based upon the two successful studies using the laboratory LIBS instrumentation,
Harmon et al. [79] examined two suites of columbite–tantalite samples from LCT-type pegmatites in
Connecticut and California (United States of America (USA)) by handheld LIBS using a SciAps Z-500
analyzer. These samples originated from three pegmatite districts, with those from Connecticut (CT)
originating from the Middletown (Glastonbury, Haddam, Middletown, Portland mines, and Strickland
quarry) and Redding (Branchville mine) pegmatite districts, whereas all of the California specimens
(El Molino, Katerina, Ingram, Olla mines) were from the Pala district. The California sample suite
consisted of Mn-rich columbites, whereas the Connecticut sample suite comprised Fe-rich columbites,
with one exception. The samples from the Strickland location in Connecticut were distinct, comprising
a range of Mn-rich tantalite compositions. PLSDA classification success for these samples was >99%
with a single Middletown, CT spectrum incorrectly assigned to the Glastonbury, CT class. Loading
weights indicated that the main elements responsible for discrimination of the samples, in relative
order of importance, were Na, Ca, Li, Mg, Mn, Be, and Ta. The ability of the handheld LIBS instrument
to identify the presence of elements with very low atomic number such as Li and Be is especially
noteworthy as this capability does not exist in any other field-portable technique. Interestingly, all
of the spectra for one Connecticut sample (Strickland #1) clustered with the four California classes
in the PCA score plot (Figure 7b). Examination of the chemical data for these samples revealed that
the classes were defined by their differences in Fe and Mn content. Qualitative analysis scanning
electron microscopy/energy-dispersive X-ray spectroscopy established that all of the California samples
were Mn-columbite whereas most of the Connecticut samples were Fe-columbite. The composition
of the Strickland #1 sample was Mn-tantalite and, therefore, it was not surprising that it plotted in
the domain of the Mn-rich California samples (Figure 7b). Conversely, chemical heterogeneity with
compositions ranging from Mn-columbite to (Fe, Mn)-tantalite was recognized in the Strickland #2
sample, which explained why its LIBS data plotted between the Fe-rich and Mn-rich classes. These
results reinforce the idea that LIBS has the potential to be utilized in the field as a real-time screening
tool to discriminate columbite–tantalite ores from different granites and associated pegmatites based
on chemical composition.

4.1.5. Gold

Native gold occurs as lode deposits in a wide range of geological settings, having well-defined
characteristics and environments of formation [90]. Gold is common in placer accumulation deposits
that develop during weathering and fluvial transport processes because it is dense and resistant to
chemical weathering. In many areas, such as Yukon region of Canada and the eastern Alaska region of
the United States, placer gold is common and widely distributed in river sediments, although the lode
sources for most deposits remain unknown [91,92]. Because natural gold typically contains a variety of
elements as trace constituents, for example Ag, As, Bi, Ca, Cu, Fe, Hg, Mg, Mn, Pb, Pt, Pd, Sb, Si, Te,
Ti, and V [93,94], handheld LIBS could be an expeditious and efficacious means for elucidating the
provenance of placer gold or differentiating between gold in a placer deposit derived from one or more
lode sources.

Samples from native gold from 18 placer locations in New Zealand, Australia, and the USA
(Alaska, Idaho, California, Colorado, Virginia, and North Carolina) were analyzed by Harmon et al. [79]
using a SciAps Z-500 handheld LIBS analyzer to ascertain the potential for geochemical fingerprinting
by LIBS. Initially, samples were consolidated into 11 groups based on geological affinity, and these
domains differentiated by handheld LIBS with an overall success of 98.4%. From the PLSDA analysis,
the most important spectral lines for the discrimination were the Au lines at 312.28, 523.03, 583.73,
and 479.26 nm plus the Ag lines at 546.55, 520.91, 328.07, and 338.29 nm. The stacked spectral plot of
Figure 8 displays clear differences in Au and Ag line intensities, with the portion of the spectra from
305–345 nm for pure Au and Ag and three representative samples illustrating how LIBS could be used
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to identify the relative amounts of Ag in a placer gold deposit and potentially determine provenance
on this basis.

(c) Cripple Creek, CO, USA  

(b) Leadville, CO, USA  

(d) Sidney Flats, AU 

(e) 99.99% gold 

Au1 @ 312.28 nm Ag1 @ 328.107nm Ag1 @ 338.29 nm 
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Figure 8. LIBS emission spectra between 305 and 345 nm for pure silver (a), placer gold samples from
Leadville, Colorado, USA (b), Cripple Creek, Colorado, USA (c), and Sidney Flats, Australia (d), and
pure gold (modified from Harmon et al. [79]). See text for discussion.

Chemometric analysis of the full LIBS broadband spectra from 180–675 nm resulted in >98%
classification success. By contrast, consideration of just Au and Ag compositions using the 16 most
prominent Au and Ag spectral lines resulted in a discrimination success for the 11 gold samples of
better than 92.5%. These results indicate that discrimination was based on the relative amount of
silver present. Not only does the classifier consider the presence or absence of loadings for Au and Ag,
it also takes into account the magnitudes of the emission lines relative to eac h other. Geochemical
fingerprinting is frequently based on variations in trace element composition; however, in this case, the
major elements Au and Ag were sufficient for discrimination. These results suggest that handheld LIBS
could be expeditiously utilized in the field to determine the fineness of alluvial gold, to differentiate
gold from different lode deposits, and to match samples to their geological source after creation of a
provenance library.

4.2. Quantitative Analysis

Quantitative analysis is possible using LIBS, as the intensity of the LIBS plasma emission is
proportional to the concentration of an element in a sample. For solid samples, the character of
the microplasma created is determined by the physical nature of the material being ablated, i.e., its
composition, crystallinity, optical reflectivity, optical transmissivity, and surface morphology [68], as
well as the operational characteristics of the laser (i.e., wavelength, energy, and pulse duration), the
degree of laser energy coupling to the sample surface, and the ambient environment in which the
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LIBS plasma is formed [95]. The elemental abundance in a sample can be quantified by measuring the
intensity of the light captured at specific spectral wavelengths.

The use of LIBS for quantitative elemental analysis relies on some fundamental assumptions
that must be verified, particularly that the plasma is optically thin and that a condition of local
thermodynamic equilibrium is established within the plasma [26]. Quantitative measurement by
LIBS is also complicated as a consequence of the transient nature of the LIBS plasma and matrix
effects. Nonetheless, it is possible to quantify the elemental abundance in a sample by LIBS through a
measurement of intensity of the light recorded at specific spectral wavelengths and then undertaking
calibration against a reference material of the same type. As spectral emission intensity is not only
influenced by the elemental concentration in the sample, but also by both the laser properties and the
physical character of the sample, it is necessary to know how much mass is sampled by each laser
pulse for quantitative analysis. Thus, standards must be homogeneous, and both the standard and the
sample must be equally affected by the ablation, as it cannot be assumed that the standard and the
desired element in the sample exhibit the same mass ablation rate behavior.

In the ideal case, when matrix-matched reference materials exist, LIBS can provide excellent
quantitative results using single-element or multivariate calibration procedures. Typically, this involves
the development of calibration curves for an element in the material of interest, and then LIBS
measurements for the unknown samples are acquired under identical experimental conditions. Like
all analytical methodologies, the ability to perform such quantitative analysis and its optimization are
based on the quality of the standards. However, this becomes particularly problematic when reference
standards do not exist, as is often the case with geological materials. There is also the possibility to use
calibration-free (CF) approaches for semi-empirical analysis based on theoretical plasma models when
matrix-matched standards do not exist [35,36]. However, there is still much research to be done on
CF-LIBS before it can be routinely applied to the analysis of compositionally diverse and heterogeneous
samples and, at present, calibration-free approaches are only possible for laboratory or mobile LIBS
systems and not field-portable handheld LIBS analyzers.

The simplest form of quantitative LIBS analysis is the use of element ratios, which are readily
calculated from pre-processed LIBS emission spectra because elemental concentrations in a sample
are manifest in the observed spectral peak intensities. Gold deposits exhibit a wide range of Ag/Au
ratios [96]. Harmon et al. [79] described an example of how this characteristic of placer gold deposits
might be used in an exploration prospecting application.

As noted above, quantitative analysis using handheld LIBS is possible for many elements,
provided that calibration curves for the type of geological material to be analyzed can be developed
from fit-for-purpose calibration materials. Calibration standards must encompass the same element
suite and target element concentration ranges that the analytical investigation is expected to encounter
in the field. Ideally, the calibration standards would be matrix-matched to address the complicating
phenomena discussed in the previous paragraph. Where matrix-similar certified reference materials
(CRMs) cannot be used for the entirety of the calibration set, then reliably assayed samples from the
specific investigation site or from another site with similar material can be used as secondary reference
materials to augment the CRM set or for calibration in the absence of suitable CRMs. For example,
a calibration of the kind described above was reported by Afgan et al. [97], who used a B&W Tek
(Newark, DE, USA) NanoLIBS-Q handheld LIBS analyzer to develop calibration curves for C, Cr, Mn,
Mo, Mo, Si, V, and Cu in steel (Figure 9). Using dominant factor-based partial least squares regression
with spectral standardization resulted in respective average absolute measurement errors of 0.019%,
0.039%, 0.013%, and 0.001% for Si, Cr, Mn, and Ni, and the overall average relative standard deviation
for quantitative analysis of the eight elements was less than 5%.

Unless the CRMs are pure metals (e.g., as in the example above), calibration materials should be
very fine-grained, preferably <200 mesh (≤75 μm), and be pressure-pressed into pellets that remain
fully consolidated during the ablation process (Figure 10). Binders should not be used, as incomplete
mixing of the sample produces heterogeneous results. Typically, the LIBS analyzer would be moved to
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multiple locations across the pellet surface for analysis, and the data from each laser shot would be
averaged in order to obtain a representative result. For example, to enhance the representativeness
when using the SciAps Z-300 handheld analyzer, the default raster setting is for analysis of 12 individual
locations in a 3 × 4 grid pattern at 500 m location spacing (Figure 10). Multiple shots can be collected at
a sample site to improve the quality of analytical results. A set of similar matrix-matched quality control
samples should be reserved for post-calibration validation to document satisfactory performance of
the calibration.
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Figure 9. LIBS emission spectrum for a steel sample between 200–550 nm (a) and calibration/validation
data for Si in different steels (b) using a dominant factor based PLS with spectrum standardization
(modified from Reference [97]).

The basic approach to empirical calibrations using LIBS utilizes a concentration versus intensity
ratio approach. Firstly, emission line intensities measured in a CRM are used to develop a calibration
curve for each element of interest (Figure 11). The intensity values for each element are generated
from selecting specific wavelength ranges in the LIBS spectrum to define regions of interest (ROIs),
as shown in Figure 11a for sulfur in a sulfide mineral matrix. Secondly, a ratio is calculated for each
ROI of the selected element. Wavelength intensity ratios can be calculated on an element-by-element
basis for the calibration standards and unknowns or against a relatively flat background portion of the
sample spectra. Following this ratio-based approach, the target element in the unknowns represents
the numerator, and the calibration element or local spectrometer background region represents the
denominator. Whilst concentration values for each of the target elements are required, ROIs in the
denominator are not; thus, other elements of approximately constant composition (e.g., O, S, Si, Al,
Ca, or Fe) may be used for spectral intensity normalization. Once a set of calibration curves are
constructed (Figure 11b), each LIBS analysis displays elemental concentrations in a test sample in real
time (Figure 12).
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LIBS raster patterns  
on pressed pellets 

Figure 10. Example of pressed powder pellets showing a typical 12-position 3 × 4 LIBS analysis
raster pattern.
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Figure 11. (a) SciAps Z-300 Geochem Pro screen display showing the LIBS spectra for S acquired from
analysis of 15 Ore Research and Exploration Pty Ltd Assay Standards (OREAS) certified reference
materials (CRMs) of known sulfur content over the spectral range of 920.82–921.75 nm, and (b) the
resulting calibration curve. See text for discussion.
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Figure 12. SciAps Z-300 screen display showing the quantitative analytical results for Fe, S, Si, and Al
obtained after analyzer calibration.

Quantitative calibration curves can be established using the SciAps Z-300 handheld LIBS analyzer
and its SciAps proprietary Profile Builder personal computer (PC)-based software package. This
software utilizes a graphic user interface to facilitate the building of calibration curves by an operator
through a pre-established workflow (e.g., Figure 11) Calibrations can be based upon existing factory
templates, where much of the spectral pre-processing and ROIs are pre-defined for common applications
or established by the user for a bespoke application. Selection of pre-loaded ROIs for many elements
uses the SciAps proprietary LIBS spectral line library; alternatively, users can select from the National
Institute of Standards and Technology (NIST) list of optical emission spectrometry lines, create custom
element line lists, or create custom spectrometer regions. Users are guided through the following LIBS
workflow: (i) selection of the element suite of interest; (ii) standard definition; (iii) standard acquisition;
(iv) modeling of intensity ratio versus concentration plots for calibration. These models can then be
saved to the analyzer using a USB or Wi-Fi connection to allow quantitative testing to be performed on
the handheld analyzer. Once loaded onto the analyzer, basic slope and intercept corrections can be
made to the calibration to make minor adjustments for field conditions. Finally, concentrations can be
calculated for the target elements using the user-selected calibration method.

It should be noted that the use of univariate empirical calibrations comes with an inherent matrix
specificity that needs to be considered when testing materials in the field using calibrations established
under controlled conditions. For example, calibrations where S is not defined in the denominator would
generally be unsuitable for the quantitative analysis of elements within sulfide minerals such as pyrite,
arsenopyrite, chalcocite, or galena. LIBS analyzers often allow the choice of several different ROIs for
elements so that different ROIs can be used for different matrix types to avoid interferences caused by
constituents within the specific matrix other than those for which the calibration was developed.

The example below describes a field application of the process described above, including sample
preparation, testing procedure, and results obtained using a SciAps Z-300 handheld LIBS analyzer
during an exploration campaign at the Li-bearing hectorite clay-hosted Agua Fria prospect in the
Sonora region of Mexico. The project campaign, as described by Griffin [98], was undertaken in 2017
by Lithium Australia NL (ASX: LIT) and Alix Resources Corp (TMX: AIX) and included examination
of 16 reverse circulation drill holes, each completed to a depth of somewhat over 100 m.

131



Minerals 2019, 9, 718

R2 = 0.872 

Li calibration for  
Agua Fria prospect  

1600 
 
1400 
 
1200 
 
1000 
 
  800 
 
  600 
 
  400 
 
  200 
 
     0 

0        200        400        600        800        1000        1200        1400        1600 

Li (ppm) by handheld LIBS 

Li
 (p

pm
) b

y 
la

bo
ra

to
ry

 a
na

ly
si

s 

Figure 13. Comparison of Li concentrations for the Agua Fria Li prospect drilling samples by handheld
LIBS and certified laboratory assay.
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Figure 14. Comparison of Li concentrations for the Agua Fria prospect drill core by handheld LIBS
and laboratory analysis for (a) drill hole AF-17-004, where the entire hole represents the calibrated
clay matrix showing concordance between the laboratory and LIBS analyses, and (b) drill hole 17-002,
where the upper 60 m of the hole intersects a non-calibrated basalt matrix; although the handheld
LIBS still shows a similar overall pattern of downhole Li variation, a significant difference between the
laboratory and LIBS analyses is evident. Analytical performance improves once the calibrated clay
matrix is encountered at approximately 60 m depth.
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Composite samples were collected at 3-m intervals and homogenized by riffle splitting prior to
sampling. Aliquots from homogenized 3–5-kg samples were submitted for quantitative, multi-element
(n = 48) assays using a four-acid digestion with an ICP-MS finish (Australian Laboratory Services (ALS)
geochemical procedure ME-MS61). A smaller sample aliquot was selected for further analysis using a
SciAps Z-300 handheld LIBS analyzer. Sample pellets were pressed on-site using a portable Reflex
hydraulic press. LIBS measurements taking 3 s each to acquire a 3 × 4 raster pattern at 12 locations
were averaged to produce a single composite LIBS spectrum for each pressed pellet. Prepared samples
from the initial Li calibration set were tested routinely. Handheld LIBS Li analyses agreed well with
Li laboratory results, as illustrated in Figure 13, with an observed R2 of 0.86 for the suite of core
samples analyzed. More scattering was observed at higher Li concentrations, but this did not result
in incorrect classification of samples based on cut-off grades (i.e., higher-concentration samples still
showed elevated levels of Li and, as such, were classified correctly as Li-rich samples). Some loss of
accuracy was observed in cases when significantly different matrix types were encountered (Figure 14)
or at the bottom of holes where moisture content was markedly higher [98].

4.3. Grain Size Analysis

4.3.1. Introduction

Successful mineral exploration involves not just the discovery of a sufficient concentration of
the minerals of interest, but also a demonstration that these minerals can be extracted feasibly and
economically. Numerous case studies demonstrated the important relationship between grain size and
recovery [99,100]. Whilst many factors affect the recovery of economic minerals (including mineral
texture and paragenesis), the size of the grains is a key parameter. Successful grain liberation is
vitally important in extraction by techniques such as gravity separation, flotation, leaching, and
magnetic and electrical separation, and it dictates the overall recovery [101]. If grain liberation is
unsuccessful, recovery will be poor. Since grain size dictates crushing and grinding, which in turn
affect overall liberation and recovery, grain size directly affects recovery. Understanding the processing
behavior of ore minerals within a deposit is important when assessing the economic viability of an
exploration project.

Grain size assessment is traditionally completed by reflected light microscopy or scanning
electron microscopy (SEM) in conjunction with advanced mineralogical interpretation software
packages [102–104]. Automated SEM systems equipped with advanced mineral identification software,
such as the Mineral Liberation Analyzer (FEI Company, Hillsboro, OR, USA) and the quantitative
evaluation of mineral by scanning electron microscopy (QEMSCAN, Hillsboro, OR, USA), are now
commonly implemented in grain size assessment [102,104]. These systems identify minerals of interest,
define the boundaries of the interested minerals, and then calculate the grain size of each mineral.
These systems scan the entire sample surface, and typically cost hundreds of dollars per sample. This
unit cost restricts the rollout of this type of analysis to a few tens to hundreds of analyses for a given
rock volume.

The LIBS technique for in situ analysis captures an optical emission spectrum that reflects the
relative proportions of elements at a particular spatial location on a sample. The proportions of copper
in an LIBS broadband spectrum are linked to the size of the Cu-bearing minerals present at the spot of
analysis. Therefore, LIBS data can be used to develop proxies for determining grain sizes from the LIBS
spectral signature. A combination of spectral matching and peak integration techniques was applied
to identify copper minerals and calculate grain size proxies from 26 samples. These proxy results were
then compared to the traditional MLA grain size measurements collected from the same samples. To
determine the minimum number of LIBS analyses required (and, therefore, most rapid analysis time)
to produce a representative grain size proxy, a series of bootstrapping experiments was completed.

Quantification of elemental abundances from LIBS spectra is difficult due to a number of factors
described above and discussed by Harmon et al. [69] and Senesi [105]. In particular, the interactions
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between the laser and the sample material are complex and difficult to quantify, there can be multiple
atomic emission peak overlaps resulting in signal interferences, and the likelihood of encountering
multiple minerals and, therefore, multiple elements in a geological sample is high. Therefore, instead
of attempting to quantify exact copper concentrations for grain size assessment, a combination of
spectral matching and peak integration was used to identify copper minerals and develop grain size
proxies based on relative abundances of each mineral.

4.3.2. Methodology

Data Collection

LIBS spectra were obtained from 26 rock tiles from a porphyry Au–Cu deposit. Compositional
grids measuring 3 × 3 cm were collected using an Applied Spectra RT100-HP laboratory LIBS system at
Juniata College in Huntingdon, Pennsylvania (USA). Spectra were acquired in air with a 100-μm beam
size at 65% laser power operating at a repetition rate of 20 Hz. Typical detection limits reported in the
literature for such LIBS copper analyses are in the range of tens of ppm [84]. Prior to LIBS analysis of
the entire sample set, a series of LIBS measurements was collected on standard reference materials
and an unknown sample to determine the effects of the laser on the sample surface and identify an
appropriate analysis step size. Although the laser beam size used was 100 μm, the resulting ablation
craters were measured to be approximately 150 μm in diameter. A circular damage zone containing
deposits of ejected material was observed 20–50 μm outside of the ablation craters (Figure 15). Thus, a
step size between analyses of 300 μm was used to avoid reanalyzing material ejected from the spot
of the previous analysis. The analysis pattern consisted of 89 lines across the sample surface with
61 analysis spots per line, for a total of 5429 spot analyses per sample. As a consequence, some 60% of
the areas of each 3 × 3 cm sample was covered in LIBS analysis spots (Figure 16).

Figure 15. Reflected light three-dimensional (3D) step image of a LIBS crater in chalcopyrite (outlined
in white). The ablation depth in copper sulfide minerals is 1–5 μm.

Selection of Spectral Lines and Background

Pure Cu-sulfide minerals were analyzed to (i) select diagnostic Cu emission lines, (ii) determine
background thresholds for data reduction, and (iii) identify spectra that contained Cu-sulfide using
spectral matching. Specimens of single-phase chalcopyrite (CuFeS2) and bornite (Cu5FeS4) were
analyzed under the same conditions used for the test sample analysis to serve as standards for these
minerals. Cu emission lines were selected from the reference spectra to optimize peak intensity and
minimize the effects of interferences from other element emission lines. The emission lines at 324.75 nm
and 327.40 nm were selected as the main Cu peaks for the grain size analysis. These emission lines
are commonly used to determine Cu concentrations from LIBS spectra, as they typically exhibit high
intensities relative to background and have minimal interference from nearby emission lines [106].
Figure 17 shows example spectra collected for the bornite and chalcopyrite reference samples.
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Figure 16. Configuration of LIBS analysis spots on each test sample. The upper 60% of each analysis
line was used, for a total of 5429 LIBS analyses per sample.

Figure 17. LIBS spectra of the chalcopyrite and bornite standards over the wavelength interval of
335–370 nm. The Cu spectral lines at 324.75 nm and Cu 327.40 nm were selected, and a background
value was taken at 329.90 nm.

The background must be removed from the emission spectrum to ensure that only the LIBS signal
related to the chemistry of a sample is used for the grain size proxy calculations. The chalcopyrite and
bornite standards were used to assess background levels in the vicinity of the diagnostic Cu emission
lines at 324.75 nm and 327.40 nm, which was measured at 329.90 nm.
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Grain Size Proxy Calculations

Elemental quantification from LIBS data can be challenging; thus, basic techniques were used here
to determine if LIBS is a viable option for rapid grain size assessment. Since most Cu-bearing grains
are much smaller than the 150-μm spot size of the laser ablation crater, a single LIBS analysis could
have sampled a number of different mineral grains. No attempt was made to distinguish between
chalcopyrite and bornite grains or the number of grains at a single LIBS analysis spot. Instead, the
grain size calculations were undertaken assuming that a single grain occurs in each spot, reporting
an appropriate Cu threshold value, and that Cu was contained in combined Cu-sulfide composites
consisting of 50% chalcopyrite and 50% bornite.

As a first pass, the spectral analysis software TSG HotCore (Australia Commonwealth Scientific
Industrial Research Organisation, Canberra, Australia) was used to compare each unknown LIBS
spectrum to the single mineral reference spectra. Copper was identified using the wavelength range of
320–335 nm. A Pearson correlation value between the unknown and the standard reference spectra
was used to identify those spectra that were likely to contain Cu-sulfides. Pearson correlation cut-offs
were selected by visually assessing numerous unknown spectra over a range of spectral correlation
values to limit false positives (Figure 18). A cut-off of 0.3 Pearson correlation spectral match value was
used, and spectra with a lower value were discarded from the Cu-sulfide grain size calculations.

Figure 18. Example of a Pearson spectral match value for a series of unknown spectra with spectral
matches just above the 0.3 cutoff threshold (green), just below that threshold (red), and well above the
threshold (orange) compared to a pure chalcopyrite mineral spectrum (blue). The Pearson spectral
match threshold values were selected by analyzing this relationship for numerous unknown spectra.
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Peak integration of the key emission lines was used to determine the proportion of Cu-sulfide
present in spots exceeding the Pearson match criteria. To estimate the area under the emission lines, the
area of multiple trapezoids drawn between the spectral channels to fit under the curve were summed
by calculating an integration value as follows:

integration value =
n∑

i=0

intensityi + intensityi+1

2× (wavelengthi+1 −wavelengthi)
. (1)

The proportion of combined Cu-sulfide contained in an individual LIBS analysis spot was
calculated by firstly background-correcting the integration value (IV) for the sum of both Cu peaks
as follows:

IVCu Sulf = (IVCu 324.75 + IVCu 327.40) − (2× IVBG 329.9). (2)

The integration intervals for Cu peaks and background, as well as the expected values for the
chalcopyrite and bornite standards, are given in Table 2.

Table 2. Integration intervals used to calculate the proportion of copper minerals present in each spot
interrogated by laser-induced breakdown spectroscopy (LIBS) analysis.

Integration Intervals and Values Chalcopyrite Bornite Combined Cu-Sulfides

Mineral integration interval 1 (nm) 324.62–325.13 324.62–325.13 324.62–325.13
Mineral integration interval 2 (nm) 327.19–327.70 327.19–327.70 327.19–327.70
Background integration interval (nm) 329.6–330.18 329.67–330.18 329.67–330.18
Pure mineral integration value 1 26,239.92 29,919.83 -
Pure mineral integration value 2 21,116.59 24,962.61 -
Pure mineral background integration
value (same interval used for 1 and 2) 2156.21 3159.25 -

Since the background signal was variable from spectrum to spectrum, an individual “limit of
detectable grain size” for each spectrum was determined by taking three times the square root of
the integrated value background. This limit was then used to ensure that Cu could be qualitatively
distinguished from the background signal [107]. Any spectrum with an integration value less than the
limit of detectable grain size was discarded from the grain size calculations.

For LIBS analysis of spots that were not discarded at this point, the calculated background-corrected
integration value was then compared to the expected value for combined Cu-sulfide from the reference
spectra as follows:

Cu Sulfprop =
IVCu Sulfide (measured)
IVCu Sulfide (standard)

. (3)

LIBS craters in chalcopyrite and bornite were measured to be less than 2 μm deep; thus, it was
assumed that the LIBS spot is an analysis area rather than an analysis volume. As such, the proportion
by area of Cu-sulfide present in a spot can be easily converted into a grain size as follows:

Grain Size = Mineralprop × 150 μm. (4)

Assuming that the reported grain size values represented the length of a square grain, this length
was then used to calculate the boundary length and area for each of the grains encountered in each
sample. These values were used to determine the diameter by phase-specific surface area (DPSSL) for
all of the grains detected in each sample. It should be noted that these proxy methods assume that the
Cu-sulfide detected occurs in a single grain completely within a single LIBS analysis spot. It may be
the case that an analysis spot contains numerous sub-spots or partial Cu-sulfide grains rather than a
single large grain, but this cannot be resolved for grains less than the LIBS analysis spot size, which
was 150 μm in this study.
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4.3.3. Results

The grain size proxy results from LIBS data assuming that the copper is contained in combined
Cu-sulfides were compared to the MLA results (Figure 19). These results had an R2 value of 0.57 and
an rs correlation value of 0.69. Using all 5429 LIBS analysis spots provided a reasonable estimate of
grain size. A series of bootstrapping experiments was completed to assess the minimum number
of LIBS spots required to adequately estimate a grain size proxy. These experiments were designed
to randomly select groups of 75, 50, 25, 10, and 1 line of LIBS analysis spots from each sample, and
calculate the corresponding DPSSL grain size proxy. Fifty iterations of each bootstrapping experiment
were completed.

Figure 19. Comparison of the DPSSL (diameter by phase-specific surface area) for combined copper
sulfide measured from mineral liberation analysis (MLA) data and the grain size calculated using
LIBS data. These calculations assumed that chalcopyrite and bornite equally occur as combined
copper sulfides.

To compare the performance of the calculated grain size estimates as the number of analysis
lines decreases, a series of box-and-whisker plots containing the bootstrapping results for combined
Cu-sulfides were plotted (Figure 20). In general, as the number of lines used to calculate the grain
size proxy from LIBS decreased, the mean bootstrapped DPSSL values changed and the second and
third quartile range values increased. Grain size proxy values for combined Cu-sulfide calculated from
LIBS data had an average standard error of less than 1.5 in 50 experiments, when at least 620 of the
total 5429 analysis spots were used for grain size assessment (Figure 21). A standard error value of
1.5 indicates that, with 95% confidence, using 620 random LIBS analyses would provide DPSSL values
within 1.5 μm in 50 repeated experiments.
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Figure 20. Box-and-whisker plot for the 26 tiles analyzed showing the bootstrapping results for
combined Cu-sulfides using 75, 50, 25, and 10 random LIBS lines per sample. The boxes outline the
upper and lower quartiles, and the whiskers represent the minimum and maximum values. These are
compared with the mineral liberation analysis (MLA) results (blue dots) on the same tiles.

Figure 21. Comparison of the number of LIBS analysis spots used and the average range of grain
size proxy values calculated for all 26 test samples. This trend shows that about 620 total 150 μm
LIBS analysis are required to rank samples in terms of Cu-sulfide mineral grain size proxies to a
satisfactory precision.

4.3.4. Discussion

A combination of spectral matching and peak integration was used to identify combined
Cu-sulfides from LIBS spectra. LIBS analysis was successful in detecting and measuring combined
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Cu-sulfide grains. When including all 89 LIBS analysis lines, combined Cu-sulfides exhibited a Pearson
correlation coefficient of R2 = 0.57 and a Spearman correlation coefficient of rs = 0.69 when compared
to the DPSSL from MLA. These correlation coefficients show that the LIBS data can be used to rank
samples by grain size. The slope of the correlation trendline, when compared to MLA, was below
0.5. Such a low slope value indicates that the LIBS grain size proxy underestimates the grain size by
approximately 50%.

There are numerous complexities of LIBS analysis that should be investigated before implementing
the approach described here as a grain size assessment tool. LIBS ablation craters are not uniform or
symmetrical (Figure 22), which makes an estimation of the surface area or ablation volume challenging.
While the ablation depth in quartz is more than 75 μm, the ablation depth in Cu-sulfide minerals
is 1–5 μm. Such variation in LIBS ablation crater character indicates that different minerals ablate
at different rates as a consequence of distinct laser–material interaction behaviors. Figure 23 shows
an SEM image of an LIBS ablation crater in calcite and a Cu-sulfide, both of which display brittle
(Figure 23A) and melting behavior (Figure 23B). Additionally, the depth of ablation varies depending
on the mineral present at the spot of laser sampling. As illustrated in Figure 24, minerals such as
quartz and feldspar produce very deep ablation craters (>100 μm) whilst Cu-sulfide minerals produce
very shallow LIBS ablation craters (<5 μm). These changes in mineral behavior and ablation crater
depth impact the ablation volume at a given spot. If Cu-sulfide grains are smaller than the spot size
and hosted in other minerals, the ablation volume becomes higher than it would be if only Cu-sulfide
was ablated.

Figure 22. Example of a reflected light 3D step image of an LIBS crater in feldspar. The crater is not
uniform or symmetrical, making an estimation of area or ablation volume challenging.

Figure 23. Scanning electron microscope images of an LIBS ablation crater in calcite (darker gray) and a
Cu-sulfide (brighter gray). The ablation craters generally show brittle behavior (A); however, up close,
both calcite and copper sulfide also display melting behavior (B).
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Figure 24. Reflected light 3D step image of LIBS craters (outlined in yellow circles) in quartz (gray) and
chalcopyrite (colored). While the ablation depth in quartz is more than 50 μm, the ablation depth in
Cu-sulfide minerals is 1–5 μm.

For this study, it was assumed that all ablation craters are shallow, and that the LIBS spectra
represent a surface area as opposed to a volume. If a Cu-sulfide grain smaller than the 150 μm laser
spot size was hosted in quartz, then the ablation would be a volume not an area. By assuming this
volume as an area, the grain size proxy calculation is underestimated. However, much of the ablated
material is likely in the surrounding ejecta where the volume is large; thus, it is not possible to estimate
the actual volume of material that enters the plasma. Therefore, further research to account for variable
ablation behavior is required if the LIBS method for grain size proxies explored here is to be utilized in
the future. A visible-light laser (e.g., wavelength-doubled Nd:YAG laser) or an ultraviolet (UV) laser
(such as that used by References [50,51] or in laser ablation ICP-MS (LA-ICP-MS) analysis) would
reduce the magnitude of the cratering, but these lasers have lower output power and may, therefore,
produce smaller spot sizes [108].

4.3.5. Conclusions

Whilst the test dataset used in this study is small, the results show that Cu-sulfide grain size
proxies developed from LIBS data can be used to adequately assess grain size. Calculated grain size
proxy values are generally within 20 μm of the measured DPSSL values from MLA data, although
the slope of the correlation trendline (R2 = 0.49) indicates that the LIBS analysis underestimates the
MLA grain size by approximately 50%. Bootstrapping experiments show that this method requires
only 620 LIBS analysis pixels to achieve repeatable grain size results for Cu-sulfides with an average
standard error of less than 1.5 μm. In the case of Cu, at least 620 LIBS analyses at 150 μm are required
to adequately estimate combined Cu-sulfide grain sizes using proxy calculations developed from LIBS
data. The RT100-HP laboratory LIBS system used in this study can analyze the required 620 spots in
31 s. Therefore, currently available LIBS technology shows great promise to acquire early grain size
information rapidly (under one minute) and with minimal damage to the samples being analyzed.
This information can be used at an early exploration stage to assess project viability and economics.

4.4. Geochemical Imaging and Microscale Mapping

4.4.1. Introduction

Whole-rock lithogeochemistry and micro-analytical spot analysis still represent the two primary
tools for mapping the geochemical footprint of ore systems. However, unraveling the complex and
multiply overprinting hydrothermal alteration history of most ore systems from whole-rock analysis
represents a major challenge. Spot microanalyses also often exclude, or ignore, grain boundaries,
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fractures, and/or complex mineral intergrowths. Unfortunately, these features are, in fact, important
micro-textural sites for transporting and/or depositing ore-forming elements at the microscale. To
address these analytical challenges, there is a growing interest in two-dimensional (2D) element
mapping, which provides geochemical information in a complete geologic context with all of the
adjoining mineral phases. With careful calibration using standards of known composition, these
geochemical images can provide fully quantitative results for the targeted area of interest [109,110].
Interpreting geochemical data in a geologic context provides critical constraints on the relative
timing relationships between microscale features, which can, in turn, be used to unravel overprinting
hydrothermal histories. The interpretive power of geochemical data in a spatial context represents
the main reason that 2D, and more recently 3D, element mapping is rapidly becoming the standard
mode of data acquisition rather than conventional spot microanalyses. However, geochemical imaging
until recently required large and expensive analytical equipment, which mostly restricted element
mapping studies to research applications. Advances in handheld LIBS provide an opportunity to
acquire geochemical images in the field.

4.4.2. Methodology

The SciAps Z-300 can generate 2D element maps by rastering its laser over the sample surface
to create a 16 × 16 grid of spots. Each LIBS spot has a diameter of approximately 50–100 μm, which
corresponds to a mapping area of roughly 2× 2 mm for the standard raster grid pattern. LIBS spectra for
each of the 256 spots can be integrated using the SciAps Geochem Pro software to generate qualitative
2D maps of wavelength intensity. The spectral signature of each spot is then matched to the on-board
LIBS library before the relative abundance map for each of the identified elements is projected onto
the Z-300′s results screen. Connors et al. [65] described how geochemical imaging can be applied to
identify mineralogy and/or chemical zonation within individual minerals. Both of these applications
have significant potential to assist with mapping the geochemical footprints of ore systems in the field.

We extended the capabilities of the SciAps Z-300 to accomplish the mapping of larger areas of
interest (cm scale) than permitted by the pre-programmed raster domain of 16 × 16 grids or 2 × 2 mm,
by stitching multiple spectral maps of this size together. To integrate data across multiple LIBS
mapping experiments, new code was written in the free and open-source R software environment [111].
Semi-automated data processing following this new open-source workflow [112] includes wavelength
binning (0.1–0.3 nm), baseline correction (i.e., using a local regression fitted to minimum intensities
across the spectral range), local background estimation (i.e., running median to wavelength intensities),
and peak finding (i.e., moving window). The most important wavelength intensity peaks are
differentiated from the estimated background using a user-selected threshold (i.e., 1.5 × median
absolute deviation on running median). Finally, LIBS spectral results are normalized to either the sum
of the filtered wavelength peaks intensities or the maximum peak intensity for each pixel. All data
processing is completed on a pixel-by-pixel basis, which is important for map areas that include multiple
minerals. Here, mapping results are reported as a percentage of the maximum peak wavelength
intensity. Wavelength intensities below the local background are reported as not available (NA).

4.4.3. Results

We applied this new LIBS mapping method to a suite of gold-bearing veins from the MacLellan
gold deposit, Lynn Lake, Manitoba, Canada. LIBS spectra for the mapping were acquired in Ar on the
unprepared surface of the cut drill core. Detailed field and laboratory studies identified multiple vein
generations and hydrothermal alteration mineral assemblages at the MacLellan deposit [113–115]. As
illustrated in Figure 2, many of the minerals associated with gold in these veins yield characteristic LIBS
spectra. Handheld LIBS can, thus, be used to define the spectral fingerprint of the different vein suites
and their hydrothermally altered halo in the field and directly on sawed core surfaces (Figures 25–28).
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Figure 25. (a) Gold- and base metal-rich quartz vein from the MacLellan deposit, Lynn Lake, Manitoba.
Mapping area comprises quartz (Qtz), calcite (Calc), arsenopyrite (Asp), pyrrhotite (Po), and sphalerite
(Sph); (b) transmitted light photomicrograph of LIBS mapping area; (c–j) LIBS results for Au (c), Ag
(d), Zn (e), Cd (f), Mg (g), S (h), Fe (i), and Ca (j) were processed using new R code and are displayed
as relative wavelength intensities (%). Each mineral phase identified within the mapping area can
identified based on its LIBS spectral signature and some prior knowledge of the main mineral-forming
elements. Minor to trace elements associated with each mineral can be used to support mineral
identification (g). Geochemical imaging is also effective at mapping the distribution of minute minerals
of significant economic interest, including native Au inclusions (d,e). Maps were acquired in an Ar
environment on the unprepared surface of the cut drill core.

The mineralogy of quartz veins is an important visual indicator of gold ore zones at the MacLellan
deposit. Gold-bearing vein mineralogy can be complex (Figure 25a), including quartz (SiO2), calcite
(CaCO3), arsenopyrite (FeAsS), pyrrhotite (Fe1−xS), sphalerite ([Zn,Fe]S), and rare galena (PbS).
Geochemical imaging of the core surface clearly demonstrates how qualitative LIBS spectra can be used
to differentiate the complex mineralogy of the vein at the microscale (Figure 25c–j). Sulfide-rich vein
domains yield the typical spectral wavelengths for mineral-forming elements and/or minor (wt.%) to
trace elements (μg/g or ppm) that readily substitute into sulfide minerals (Figures 25 and 26), including
Fe (404.6 nm), S (921.3 nm), As (228.8 nm), Zn (472.2 nm), and lesser Cd (508.6 nm). As expected,
minerals that are devoid of these elements, such as the quartz and/or calcite vein matrix, yield relative
intensities for these emission wavelengths that are below the estimated background (Figure 25h).
The ability to detect minor to trace element signatures of sulfide phases is significant, because the
relative abundance of these elements can be used to assist in mineral identification. For example,
arsenian pyrite and arsenopyrite, which are the two main As-bearing phases at MacLellan, are readily
distinguished from other Fe-bearing minerals in the sample matrix (Figures 25 and 26). The minor
to trace element composition of minerals can also be used to differentiate multiple generations of
hydrothermal alteration phases and/or gain insight into the composition of the hydrothermal fluid
that transported the ore-forming elements. For example, Cd2+ occurs at up to wt.% concentrations in
sphalerite, which, due to its similar charge, readily substitutes for Zn2+ (Figure 25g). This substitution
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reaction is dependent, in part, on temperature, which makes the Cd concentration of sphalerite a
potential geochemical fingerprint of ore-forming processes at different deposits [116].

Figure 26. (a) Photo of gold- and base metal-rich quartz vein from the MacLellan deposit, Lynn Lake,
Manitoba. Mapping area comprises quartz (Qtz), arsenopyrite (Asp), biotite (Bt), muscovite (Mus), and
lesser galena (Gl); LIBS mapping results for (b) Fe, (c) As, (d) Pb, (e) K, (f) Na, and (g) Li processed
using new R code and displayed as relative wavelength intensities (%). Geochemical imaging is also
effective at mapping the distribution of rare galena and the enrichment of light elements along the
margins of and within the arsenopyrite-rich vein. Maps were acquired in an Ar environment on the
unprepared surface of the cut drill core.

Perhaps most importantly, LIBS mapping is also an effective tool for identifying minute minerals
of significant economic interest. For example, geochemical images in Figure 25 map the distribution of
at least three precious metal-rich grains and/or clusters of grains across the sample surface. Although
the exact mineralogy remains somewhat unclear from the LIBS spectra alone, the main emission
wavelengths for Au at 242.8 nm (and 267.5 nm) and Ag at 328.1 nm, together with their reproducible
wavelength map patterns for these pixels, tend to support the presence of fine native gold (≤50 μm).
Two of these native Au grains were observed prior to LIBS mapping (Figure 25a). Based on these
LIBS map results, suspected native gold grains in Figure 25 are intergrown with sphalerite and an
Mg-bearing carbonate (Figure 25g). Geochemical imaging, coupled with chemometric methods, can
also be used to isolate gold-bearing pixels from the rest of the LIBS mapping results (Figure 27).
Although the spatial resolution of the geochemical image in Figure 27 is relatively crude (n = 256 spots),
the LIBS map results clearly show that native gold is enveloped by a thin quartz rim (≤100 μm) at the
margin of the amphibole. Such detailed microscale paragenetic relationships are normally restricted to
research applications, but, in this case, were acquired in the field on a non-prepared cut drill core with
a handheld LIBS device.

Rare, micrometric galena grains (≤100 μm) spatially associated with arsenopyrite (Figure 26b) are
also inferred from elevated wavelength intensities that correspond to Pb (368.4 nm). Some of these
accessory, base metal-rich sulfide minerals represent important visual indicators of the high-grade
ore zones at many gold deposits and districts (e.g., galena, tellurides, bismuthides), including at the
MacLellan deposit [113]. The results indicate the potential of handheld LIBS for accurate mineral
identification to distinguish base metal-rich vein types, even in cases where these accessory phases
may be very fine grained (Figures 26 and 27).
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Geochemical imaging with LIBS is also effective at differentiating other vein minerals
(Figures 25–28), including quartz using the spectral emission line for Si at 288.6 nm, for calcite
using the spectral emission line for Ca at 616.2 nm, and for biotite/muscovite using the spectral emission
line for K at 766.49 nm. The association between K, Na, and Li and biotite–muscovite at the margins of
the arsenopyrite-rich band in Figure 26 suggests that auriferous fluids were relatively enriched in light
elements. The Li-bearing signature of the veins provides a hitherto unrecognized geochemical vector
for mapping the geochemical footprint of the MacLellan deposit.

At many deposits and districts, Au is also often associated with particular composition of
carbonate minerals, typically Fe-, Mn-, and/or Mg-bearing carbonate (e.g., ankerite). As discussed
above, differentiating the different carbonate minerals and their minor element associations is often
difficult in the field. Geochemical imaging in Figure 25 distinguishes at least two generations
of carbonate. Coarse grained, Mg-bearing calcite is closely intergrown with sphalerite and gold,
whereas finer Mg-poor carbonate within the vein matrix is closely intergrown with quartz. The fine
grain size of the latter carbonate generation would have been difficult to identify in the absence of
geochemical imaging.

Figure 27. (a) Photo of coarse visible gold intergrown with quartz (Qtz) and amphibole (Amph) within
an arsenopyrite (Asp)-rich quartz vein; (b) principal component analysis (PCA) biplot showing LIBS
results and resultant wavelength loadings for one 16 × 16 grid map from 256 laser shots. Wavelengths
are reported in nm units. Clusters of PCA scores are based on the k-means algorithm implemented in
R [111]; (c–e) LIBS mapping results for the Au spectral lines at 242.9, 267.5, and 312.6 nm processed
using new R code displayed as relative wavelength intensities (%); (f) LIBS map color coded to k-means
clustering of PCA scores (same as b). These maps highlight how chemometrics can be used to re-classify
qualitative LIBS results to assist with mineral identification.

The hydrothermally altered halos of veins represent another important component of the
hydrothermal footprint of most ore systems. Map transects across different vein generations provide a
geochemical fingerprint of the ore-forming fluid. When these hydrothermal alteration assemblages are
overprinted, as in Figure 28, the relative timing of the different vein generations provides clues to the
geochemical evolution of the ore system. For example, it is clear from LIBS results that the Ca-altered
mafic volcanic rocks in Figure 28 were overprinted by younger K-, Na-, and Ba-rich fluids. Both veins
types comprise part of the geochemical footprint at the MacLellan deposit; however, based on the
whole-rock assay for this particular sample, the younger generation does not appear to be related to
auriferous fluids. Repeated transects across each of the identified vein types could be used to build a
more complete model for the geochemical evolution at the MacLellan deposit.
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Figure 28. (a) Core photo of quartz (Qtz)–calcite (Calc) veinlet with sericite (Ser) and hematite (Hem)
halo overprinting carbonate-altered mafic volcanic rock; LIBS mapping results for (b) Ca, (c) Na, (d) K,
and (e) Ba processed using new R code and displayed as relative wavelength intensities (%). Maps
highlight Na- and K-rich halo overprinting Ca-altered mafic volcanic host rock. The most K-rich veinlet
domains are associated with Ba, reflecting minor element substitution within hydrothermal K-feldspar.
Maps were acquired in an Ar environment on the unprepared surface of the cut drill core.

5. Summary and Future Prospects

The mineral exploration industry faces the enormous challenge of improving discovery rates and
lowering discovery costs at a time when future mineral reserves will likely be sourced from deeper,
covered, and/or lower-grade deposits. To address that challenge and meet society’s demand for critical
commodities, new methodologies and technologies are required. Recent advances in both laboratory
and field-portable LIBS have an unmatched potential to support mineral exploration efforts through
rapid, qualitative to quantitative geochemical analyses conducted in situ under ambient environmental
conditions with little to no sample preparation. As described above, qualitative LIBS broadband
spectra, appropriately coupled with chemometric methods, can be used to achieve the following:

(i) Define geochemical fingerprints for classification- and/or discrimination-type problems.
Provided that a spectral reference library is available, such geochemical fingerprints are being
applied to identify and successfully predict the provenance of economic minerals and for tracing their
source to ore pathways;

(ii) Raster the laser over the surface of a sample, to convert LIBS spectra to geochemical
images of elemental distribution. This element mapping approach represents the preferred mode
of data acquisition for micro-analytical geochemistry, which until now was mostly restricted to
research investigations;

(iii) Obtain near-complete geochemical characterization for individual spots and mapping analysis
at wt.% to ppm concentrations within the constraints of elemental limits of detection because all
elements of the periodic table are associated with one or more emission wavelengths between 190 and
900 nm;

(iv) Analyze the light elements (e.g., B, Be, Li, Na, and Mg) to which LIBS is particularly sensitive,
which represents one of the primary advantages of LIBS over other handheld technologies;

(v) Acquire semi- to fully quantitative geochemical analyses, based upon proper calibration.
Quantitative LIBS calibration strategies were already described, and they represent an emerging tool
for mapping cryptic geochemical footprints for minor to trace elements that are invisible to geophysical
methods and/or impossible to observe directly.

The specific attributes of LIBS over other analytical techniques make it an important stand-alone
tool for mineral explorationists. However, the future of LIBS may, in part, rest with so-called tandem
or hyphenated technologies that combine multiple analytical techniques into one sensor. For example,
integrated LIBS and laser ablation ICP-MS laboratory systems combine the excellent sensitivity of
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mass spectrometry methods for element detection down to ppb or ng/g concentrations, with the added
benefit of light element analysis [117]. Combining both methods compensates for the limitations of each
technique and promises near-complete coverage of the periodic table for characterizing multi-element
geochemical footprints. Other types of small, portable tandem instruments are already commercially
available (e.g., Olympus TERA portable XRD/XRF analyzer) or are being developed for research
applications, including space exploration. More blended handheld technologies should be expected in
the future (e.g., Raman/LIBS; XRF/LIBS), which will benefit mineral exploration through improved
sample compositional characterization.

In addition to more sensitive spectrometers and other hardware improvements (e.g., double-pulse
LIBS, femtosecond LIBS, standoff LIBS), the most promising areas of LIBS development in the short to
medium term will likely center around upgraded software and the further application of advanced data
analytics. Machine learning tools have the potential to automate all or parts of spectra deconvolution,
which represents one of the most complex and time-consuming aspects of the LIBS method. Because of
the rich information contained within broadband spectra, chemometric methods are particularly well
suited for extracting the most element information possible from the raw LIBS data. Automated or
semi-automated data processing will be required for future applications of LIBS mapping or real-time
spot analyses deployed at scale. Many of these machine learning tools already exist, but need to be
designed for this specific application and better integrated with the software pre-loaded on handheld
units. Robust spectral libraries also need to be created, particularly for elements and/or geomaterials
relevant to mineral exploration. These spectral libraries will play an important role for quantitative
LIBS results and for generating predictive models to convert spectra to element concentrations. In the
short term, spectral library development should focus on the ore minerals that host light elements, some
of which represent critical commodities (e.g., Li). These spectral libraries will need to be pre-loaded
onto handheld units, or, more likely, accessed wirelessly through internet-connected LIBS devices.
New data management strategies and methods will also be required to accommodate the storing,
accessing, and interpreting of the vast amounts of new information that will be acquired. Wherever
possible, these data will need to be labeled so that new results can be integrated into dynamic spectral
libraries that improve as more LIBS analyses are acquired.

Going forward, we anticipate that advances in LIBS capability are likely to track and leverage
other hardware and software advances in a variety of research fields. Together, these advances will
improve LIBS instrument sensitivity for trace element analysis, provide more complete geochemical
and/or molecular sample characterization, and improve usability. The mineral exploration industry
will benefit from these advanced technologies, which promise the rapid, low-cost, and on-site mapping
of geochemical footprints and mineral textures.
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Abstract: The Axi low-sulfidation (LS) epithermal deposit in northwestern China is the result
of geological controls on hydrothermal fluid flow through strike-slip faults. Such controls occur
commonly in LS epithermal deposits worldwide, but unfortunately, these have not been quantitatively
analyzed to determine their spatial relationships with gold distribution and further guide mineral
prospecting. In this study, we conduct a 3D mineral prospectivity modeling approach for the
Axi deposit involving 3D geological modeling, 3D spatial analysis, and prospectivity modeling.
The spatial analysis of geometric features revealed the gold mineralization trends in convex segments
(0–20 m) with a specific distance from fault 2, the lower interface of late volcanic phase, and the
upper interface of phyllic alteration with steep slopes (>65◦), implying that gold deposition was
significantly controlled by the morphological characteristics and distance fields of geologic features.
The present alteration–mineralization zone at Axi has a larger width in bending sites (sections
No. 35–15 and No. 40–56) than elsewhere, indicating the location of two fluid conduits extending
to depth. The prediction-area plots and receiver operating characteristic curves demonstrated
that (genetic algorithm optimized support vector regression (GA-SVR)) outperformed multiple
nonlinear regression and fuzzy weights-of-evidence, which was proposed as a robust method to solve
complicated nonlinear and high-dimensional issues in prospectivity modeling. Our study manifests
spatial controls of structure, host rock, and alteration on LS epithermal gold deposition, and highlights
the capability of GA-SVR for identifying deposit-scale potential epithermal gold mineralization.

Keywords: 3D mineral prospectivity modeling; spatial analysis; GA-SVR; epithermal gold deposits;
Axi deposit

1. Introduction

Low-sulfidation (LS) epithermal deposits with major Ag and Au production are formed in
shallow parts (<1 km) of magmatic-hydrothermal systems at moderate-low temperature conditions of
100 ◦C to 300 ◦C [1–5]. The ore-forming fluids of LS epithermal deposits have been fully investigated
and identified as dominantly meteoric water with minor but crucial additions of magmatic water,
and their mixing, boiling, and interaction with country rocks are proposed as principal mineralization
mechanisms [5–8]. In spite of the consensus about metallogenic aspects, the spatial pattern of
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LS epithermal mineralization at the deposit scale remains poorly understood. One fundamental
understanding of the localization of LS epithermal mineralization is the control on metal transport
and deposition during epizonal fluid flow [1,9–13]. It, to some extent, requires a special tool to
quantitatively analyze the spatial association between the metal distribution and geologic features
plausibly related to mineralization [14–16]. However, research regarding geological controls on LS
epithermal mineralization at the deposit-scale is rarely conducted, hindering the further understanding
of the LS epithermal ore-forming processes and mineral exploration.

3D spatial analysis has been demonstrated as an effective approach for identifying the spatial
features of geological objects in 3D space and extracting diverse potential ore-controlling features for
3D prospectivity modeling [17–22]. However, the spatial association between ore and ore-controlling
features would be significantly more complicated with the expansion of geological features in
space [23–25]. In terms of the non-linearity and high-dimensionality of spatial data, traditional 3D
prospectivity methods remain inadequate, thereby resulting in larger error and bias in prospectivity
modeling [19,20]. Recent studies employ machine learning algorithms in prospectivity modeling,
for they have good spatial dataset processing performance unrelated to statistical distribution and
automatically generate high-level representations from complex data [19,23–28]. Genetic algorithm
optimized support vector regression (GA-SVR), a supervised learning regression method extended from
support vector machine (SVM) with parameters optimized by a genetic algorithm, is a machine learning
algorithms with better stability and generalization abilities in trouble-shooting complicated nonlinear
and high dimensional issue and may be a promising tool in 3D prospectivity modeling [29–32].

The Axi gold deposit, as the largest LS epithermal deposit in the West Tianshan, has been the
subject of extensive geological studies and drill exploration, that provide important insights into
ore genesis and abundant spatial information of geological bodies. In this study, the Axi deposit
was chosen as a representative research case of LS epithermal deposits to implement improved 3D
prospectivity modeling, including 3D geological modeling, multiple spatial analysis of potential
ore-controlling geological features, and GA-SVR prospectivity modeling. The work presented herein
focuses on the spatial pattern of LS epithermal mineralization and its controls from geological features,
as well as reducing bias and uncertainty in prospectivity modeling by a machine learning method.
Its implementation would help us (1) to better understand the gold spatial deposition during fluid flow,
(2) to guide deep mineral exploration at Axi, (3) to verify the availability of GA-SVR in prospectivity
modeling, and finally, (4) to provide the reference for mineral prospecting in other LS epithermal
gold deposits.

2. Geological Background

2.1. Regional and Deposit Geology

The Tulasu Basin in Western Tianshan, NW China, hosting several Late Paleozoic porphyry,
skarn, and epithermal deposits, is sandwiched between the NWW-striking North Yili Basin Fault and
South Keguqinshan Mountain Fault (Figure 1) [33–35]. The basement of the Tulasu basin is mainly
subdivided into the lower part with mesoproterozoic and neoproterozoic sedimentary clastic rocks
and the upper part with ordovician shallow marine clastic rocks with interlayered carbonates [36,37].
It is unconformably covered by paleozoic strata of the lower carboniferous Dahalajunshan formation
and overlying the lower carboniferous aqialehe formation. The Dahalajunshan formation, generated in
a continental arc setting related to the subduction of the North Tianshan Ocean [33,38,39], consists of
tuff, basaltic andesite, andesite, dacite, and rhyolite, with minor volcanoclastic breccia. The aqialehe
formation is mainly comprised of conglomerate, sandstone, and limestone [38]. The granitic intrusions
(e.g., diorite, granodiorite, and granitic porphyry) exposed in the Tulasu basin commonly intrude into
the Dahalajunshan andesite, with the early carboniferous age of ca. 357–348 Ma (Figure 1a) [40].
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Figure 1. (a) Geological map of the Tulasu basin showing the locations of porphyry and epithermal
deposits. (b) Geological map of the Axi district. Both subfigures are based on Liu et al. [35].

The Axi gold deposit, located in the central part of the Tulasu Basin, is hosted in andesitic
and dacitic volcanic rocks and breccia of the uppermost member of the Dahalajunshan formation
(Figure 1b) [34,35,37]. The strike-slip fault (F2), which is N-trending and east-dipping, controls nearly
all economic orebodies in the Axi gold deposit. The radial fault series developed in the western
segment rarely exhibit alteration and mineralization, rather, these likely reflect a structural overprinting
on the late evolution of a diatreme at Axi. The fault F2 displays variable strikes from south to
north due to multiple phases of deformation associated with pre-ore strike-slip extension, syn-ore
normal-strike slip extension, and post-ore compression and overprinting by secondary reverse faults
(Figure 1b) [41]. The well-developed alteration-mineralization zoning pattern in the Axi epithermal
deposit, from the core outward, mainly consists of silicification, quartz-carbonate, pyrite-sericite-quartz,
and propylitic alteration (Figure 2) [33–36]. In general, pyrite-sericite-quartz and silicification close to
gold mineralization occur in the hanging wall of fault F2, and the pervasive propylitic alteration affects
all lithologies in the Axi district.
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Figure 2. Representative cross-section (Line 48 on Figure 1b) illustrating the spatial relationships among
orebodies, alteration, and fault in the Axi deposit. After Liu et al. [37].

Gold orebodies in the controlled exploration engineering area extend approximately 1300 m
from north to south (Figure 1b), with dipping angles of 45◦ to 80◦, an average thickness of 20 m and
the maximum depth of about 425 m. Nine orebodies that generally parallel fault F2 in the hanging
wall have been identified. These gold orebodies exhibit a similar spatial variation to fault F2, both in
vertical and horizontal directions (Figure 2). Based on the ore textures, compositions, and crosscutting
relationships, two subtypes of primary gold ore were identified: disseminated ore (20% of documented
gold resources) and quartz-vein ore (80% of documented gold resources) [37]. The disseminated ore is
hosted in rocks with strong phyllic alteration that typically has a gray to yellowish-brown color and
a relatively lower gold grade compared to vein ore (2 g/t vs. 5.6 g/t). Quartz-vein ore with a width
of 0.1 m to 20 m consists mostly of gray, smoky gray quartz-sulfide veins, stockworks, and breccias.
The major orebodies commonly contain phyllic altered fragments that were replaced and cemented by
quartz-sulfide veins. The absolute ages via auriferous pyrite Re-Os dating for the two types of ore are
ca. 356–348 Ma (disseminated) and ca. 332 Ma (veins) [37]. Gold-bearing minerals in disseminated
ore are described as coarse-grained euhedral pyrite, whereas the gold in quartz-vein ore is typically
related to electrum, native gold, zoned pyrite, arsenopyrite, and marcasite [33–36]. Gangue minerals
in both types of ore are mainly quartz, chalcedony, illite, chlorite, adularia, calcite, and barite.

2.2. Metallogenic Model

The formation of the Axi epithermal gold deposit involved two major stages; the disseminated
ore was mainly formed in the early ore-stage whereas the vein-type ore was generated in the main
ore-stage [35,37]. In the early ore-stage, ore-forming fluids were predominantly magmatic water and
had high-temperature and a high concentration of Cu, Ni, Co, Mn, HS−, Cl− [15]. Relatively hot
hydrothermal fluids ascended from depth along faults or cracks to shallower levels. These structures,
as fluid conduits, were beneficial for gold deposition and hydrothermal alteration when fluid
infiltrated and diffused along fracture zones and interplayed with country rocks [35]. During the later
ore-stage, ore-forming fluids were progressively diluted and cooled by significant inputs of meteoric
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water [33,35,36]. Gold was transported as Au-bearing chloride- and sulfur- complexes in ore-forming
fluids and the mechanism of gold deposition was interpreted as fluid boiling caused by hydraulic
fracturing and/or seismic activity in fluid conduits [33,35,36].

The following empirical exploration markers are recognized in the Axi deposit:
(1) Gold occurrence is structurally controlled by the development of fault F2, generally occurring

in the hanging wall of F2. The spatial distribution of gold mineralization is closely associated with the
geometry of F2. The dilational sites along F2 with changing dip angle always hold high-grade orebodies.

(2) The late volcanic phase rock (LVP) is the major host rock for gold orebodies. Ore-forming
fluids preferentially interacted with LVP that had undergone brecciation and structural deformation.
The gold deposition is possibly related to the location and shape of LVP.

(3) Orebodies are commonly within regions that have undergone phyllic alteration and
silicification, and high-economic lodes are located in the center of alteration zonation, i.e., silicification.
Typically, the scale of the gold mineralization zone is positively correlated to the thickness of
alteration zone.

3. Methodology

3.1. Datasets

In this study, data employed to conduct 3D prospectivity modeling of the Axi gold deposit covered
several surface geological maps, 29 cross-sections with 40 m intervals, 211 drill holes with a maximum
depth of 653.7 m, as well as the gold assay data of 13,628 samples. These datasets were provided by
Western Region Gold Co., Ltd. (Urumqi, Xinjiang Uygur Autonomous Region, China). Databases may
be requested by contacting the primary author.

3.2. 3D Geological Modeling

It is notable that 3D geological modeling was the foundation for spatial analysis and prospecting
models, and its quality is closely related to the complexity of geological features, geological
interpretation, and exploration data density [20,42]. Two categories of 3D geological modeling methods
exist, explicit and implicit. Explicit modeling is more applicable to 3D reconstruction of deposits with
abundant geological data with low-uncertainty and can be made more accurate by skilled geological
interpretation [20,43,44]. Conversely, implicit modeling is suitable for 3D geological modeling at the
district-scale, where geological data is sparse and the geology is poorly understood [43,44].

Since an extensive geological database with comprehensive geological data and many scholarly
geological interpretations exist for the Axi deposit, we preferred using a data- and knowledge-driven
explicit modeling method. We constructed a series of 3D geological models with the SKUA-GOCADTM

software program (version 2018, Emerson Paradigm Holding LLC, MO, USA), consisting of orebodies,
fault F2, late volcanic phase (LVP), and phyllic alteration zone (Figure 3).
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Figure 3. Above; 3D geological models of orebodies, phyllic alteration zone, late volcanic phase (LVP),
and fault F2 in the Axi gold deposit.

3.3. Spatial Analysis of Geological Features

Many highly regarded studies have determined that the spatial distribution and morphology
of geological features control orebody occurrence in epithermal deposits [3,43,45]. Thus, the spatial
analysis of geological features is crucial for providing effective mineral exploration criteria [17,18,46–48].
In this study, multi-spatial analysis methods were integrated to quantify their relative spatial control
on gold mineralization and further generate a series of predictive maps by spatial distance analysis,
slope analysis, and morphological undulation analysis.

The location and enrichment of gold orebodies in the Axi deposit are spatially associated with
geological features of F2, LVP, and phyllic alteration zone. The spatial distance analysis method was
performed to quantitatively represent the influence of ore-controlling factors [19,20]. We defined
distance value (d) as the minimum Euclidean distance between each voxel in 3D prospecting space and
the ore-controlling factors and used a sign on the Euclidean distance to depict orientation relationships.
For a given voxel, d < 0 indicates the voxel is located in the hanging wall of the geological body,
inversely d > 0 illustrated it situated in the footwall.

Gold deposition from ore fluid linked to the destabilization of Au-bearing complexes was affected
by geometric features [1,3,47,48]. Slope, as a significant indicator for quantitatively representing
geometry, was computed. In this study, 3D geological models of F2, LVP and the phyllic alteration
zone were expressed as TIN models with enormous triangular patches, and the plane equation for each
patch can be formulated as z = ax + by + c. The slope was defined as the angle between the triangular
patch and horizontal surface, calculated as g = arccos 1√

a2+b2+1
.
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Changes in the slope of geological surfaces, such as the changes in the slope of a fault plane,
commonly determine the formation and location of orebodies [18–20]. We conducted a morphological
undulation analysis method to compute undulation based on trend analysis [18,20,48]. It was
subdivided into two steps: (1) extracting trend surface T(x, y, z) from discrete smooth interpolation
(DSI) to original geological interface Z(x, y, z); (2) for each point in Z(x, y, z), calculating residual value
R(x, y, z), defined as the minimum Euclidean distance from T(x, y, z) to Z(x, y, z) in elevation. R(x, y, z)
> 0 indicated a uplift shape, oppositely, R(x, y, z) < 0 illustrated a depression shape.

3.4. Prospectivity Modeling and Assessing

Prospectivity modeling entails the analysis and synthesis of various predictive maps derived
from the spatial analysis of geological models. Diverse predictive maps can be treated as n-Dimension
feature vectors with a nonlinear relationship, hence prospectivity modeling actually is a solution
for the complex nonlinear and high dimensional problem [24,49]. This problem is always treated
as a classification process that divides the study area into favorable and unfavorable parts [50–52],
but essentially, it is a multivariate nonlinear regression problem to quantify the spatial association
between predictive maps and gold occurrence [24,53]. Support vector regression (SVR), as a supervised
learning regression algorithm branching from SVM, has been widely applied for solving the nonlinear
regressing estimation and time series forecasting issues [29,31,54,55] and has also been used in geological
engineering and the mineral industry [56,57]. Additionally, it can also be a preferable solution for
performing complicated nonlinear prospectivity modeling. In this study, a hybrid GA-SVR (genetic
algorithm optimized support vector regression) was adopted for resource evaluation and prediction
analysis. Simultaneously, both multiple nonlinear regression (MNR) and the fuzzy weights-of-evidence
(fuzzy WofE) method were chosen for comparative assessment through receiver operating characteristic
(ROC) and prediction-area (PA) analysis [58,59].

3.4.1. Support Vector Regression Model

SVM, proposed on the basis of statistical learning theory, is a supervised learning algorithm
for pattern classification [50,51,60]. It implements the global optimum based on the structural risk
minimization principle [60]. Extended from SVM for trouble-shooting of nonlinear regression issues,
SVR attempts to fit an optimal approximating hyperplane to the training set, through mapping nonlinear
input datasets into a multi-dimensional or hyper-dimensional feature space [56,60,61]. Thus, the optimal
hyperplane quantitatively describes the relationship between features and target values in the training
dataset, to predict the future target values with input features. This method has been shown to
be superior in minimizing the expected error and reducing the problem of over-fitting [56,60,62].
ε-SVR, as a popular SVR model, locates the hyperplane with an epsilon-insensitive (ε-insensitive) loss
function [60,61]. The ε-SVR function can be obtained as formula (1),

f(x) =
l∑

i=1

(ai − âi)k(x, xi) + b (1)

where f(x) denotes regression function, x is the training sample, ai and âi is Lagrange multiplier, k(x, xi)

is the kernel function, xi is the i-th eigenvector of x (the vector of the i-th predictive map), and b is
the offset.

The kernel function k(x, xi) is the key for mapping nonlinear input data into a high dimensional
space. Diverse kernel functions, such as the polynomial kernel function, the Sigmoid kernel function
and the Gaussian radial basis function (RBF), have been used in previous research. Among them, RBF
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is the most conventionally devoted to ε-SVR modeling, for its high efficiency and lower deviation in
sample training [63]. It is defined as follows:

k(x, x′) = exp

⎛⎜⎜⎜⎜⎝ −
∣∣∣∣∣∣Xj −Xi

∣∣∣∣∣∣2
2σ2

⎞⎟⎟⎟⎟⎠ (2)

where σ stands for the width of the RBF, controlling the solution complexity.
In the aforementioned ε-SVR model with RBF, three parameters need to be optimized: the penalty

parameter (c), the insensitive loss function parameter (ε), and the width parameter of the RBF (σ),
respectively representing the trade-off between training deviation and model complexity, the sparseness
of solution, and the complexity of solution [61,62].

The traditional parameter optimization methods (e.g., grid search, gradient descend,
and cross-validation) are insufficient in search efficiency and accuracy [31,54]. Genetic algorithm (GA),
an adaptive heuristic algorithm mimicking biological evolution, is one type of global optimization
algorithm that has proved to be superior in parameter selection, because of its simple structure,
good robustness and intelligence searching [30–32,64]. GA treats parameters to be optimized as
chromosomes, and determines the optimal model via a computational iterative process based on
the survival of the fittest in a population, realizing intelligent exploitation of a random search in
a predefined searching space [30,32]. With a good performance in finding the global solution for
the optimization problem, GA has been gradually applied to synchronously optimize parameters
of Machine Learning, and then hybrid algorithms (e.g., GA-SVR and genetic regulatory networks)
have been proposed for predication [64–67]. Particularly, plenty of studies demonstrate that GA-SVR
improves the generalization ability and forecasting accuracy, which has been extensively employed in
various research fields [64–66].

The hybrid GA-SVR (genetic algorithm optimized support vector regression) that was adopted
for prospectivity modeling involved several processes (Figure 4): (1) normalizing all predictive maps
proposed in Section 3.3 into values with zero mean, to eliminate the differences of units and magnitudes
between these selected parameters; (2) dividing known data into two datasets, namely a training
dataset and a test dataset. The former is applied to train the prospectivity model, whereas the latter is
used for model assessment; (3) encoding parameters (c, ε, σ) to be optimized, and determining initial
population and maximum iterations; (4) training initial population with SVR, and then calculating the
fitness function; (5) if stopping criteria have been met, parameters optimization would be finished
with maximum fitness function defined as preferential parameters. Otherwise, go to the next step; (6)
generating a new population of chromosomes by genetic operations, including selection, crossover,
and mutation, and then return steps (4) and (5).

The GA was implemented by using GATBX toolbox of MATLAB (developed by The University of
Sheffield, https://www.shef.ac.uk/polopoly_fs/1.60188!/file/manual.pdf). We adopted a binary-coded
genetic algorithm with stochastic universal sampling selection, single point crossover, and discrete
mutation. Selective probability, crossover probability, and mutation probability were 0.9, 0.7 and
0.035 respectively. Initial population size was chosen as 20, and ranges of (c, ε, σ) were defined as
[0, 100], [0.01, 1] and [0, 100] respectively. Ultimately, c = 1.17, ε = 0.01, and σ = 16.86 were fixed as
optimum parameters for the construction of SVR. SVR was performed by using LIBSVM toolbox of
MATLAB [68]. Furthermore, we compared GA-SVR and GS-SVR (grid search optimized SVR) via
RMSE (root mean squared error), MAE (mean absolute error), R2 (squared correlation coefficient) with
known data (Table 1). The results of this comparison showed a more robust ability of GA-SVR relative
to GS-SVR for the mineral prospectivity data.
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Figure 4. Genetic algorithm optimized support vector regression (GA-SVR) flowchart involved in
prospectivity modeling for the Axi epithermal gold deposit.

Table 1. Performance comparison of GA-SVR and grid search optimized support vector regression
(GS-SVR).

Training Set RMSE MAE R2

GA-SVR 0.49 0.41 0.89
GS-SVR 1.12 0.58 0.71

3.4.2. Comparison and Assessment

Known mineralization samples in the prospectivity space are thought to be an effective verification
for model validity assessment [19,20,59]. To test the performance of SVR, another two typical methods,
MNR and fuzzy WofE [69,70], a statistics evaluation model and a Bayesian probabilistic model were
chosen as comparison methods.

The aforementioned methods were compared in terms of PA plot and ROC curve. In the P-A plot,
two curves, namely the prediction-rate curve and the occupied area curve, are mapped for estimating
the ability of each to predict mineralization, mineral occurrences and the sizes of predicted target
areas [58]. Additionally, the point where curves intersect straightway reflects the probability of mineral
deposit occurrence. When the intersection point shows a higher prediction rate and smaller occupied
area, it indicates high mineralization probability. ROC curve, a validation technique widely used in
machine learning, has been introduced into prospectivity models assessment [24,59,71]. It takes both
the true positive rate and false positive rate into consideration. Additionally, the area under the ROC
curve (AUC), with values varying from 0 to 1, can be used to measure the performance of prospectivity
models. An AUC value of 1 indicates the result has perfect accuracy, whereas an AUC value below
0.5 determines the result is a random model [59,71].

4. Results

4.1. Gold Distribution

Based on the gold assay data and the 3D model of orebodies, gold grade (Au) was assigned to
every voxel of orebodies via the 3D Kriging interpolation method [20,72]. The 3D assay model displays
a discontinuous gold spatial distribution and an obvious gold-enrichment in the footwall of the orebody
in the north domain (Figure 5). Gold mineralization with Au > 3 g/t in the north domain is mainly
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confined into sections of No. 48 and No. 12, where mineralization extends about 300 m from south to
north. This area is a gently undulating (overall trend NNE) with a maximum thickness of orebody
(about 40 m). In the northernmost orebody changes to NNW-striking, roughly paralleling with F2

(Figure 2) and maintains a relatively high grade proximal to the fault. Industrial-grade mineralization
occurs in the domain between sections No. 35 and No. 15 (Figure 5). This area is characterized by an
arcuate zone, and high-grade mineralization occurs as a lens. Overall, the Axi orebodies expand in
sections of No. 48–12 and No. 27–35 and bend in the vicinity of sections No. 44 and No. 23, emerging,
enlarging and narrowing with undulations along the dip and strike (Figure 5).

 

Figure 5. Above; 3D assay models showing the spatial distribution of gold grade of each voxel in the
horizontal (a) and vertical (b,c) directions in the Axi deposit.

4.2. Spatial Analysis of Geological Features

The spatial distance analysis results demonstrate that the higher values (yellow to red) of distance
to F2, LVP, and the upper interface of the phyllic alteration zone are similarly confined in the areas
between sections No. 56 and No. 16, and No. 35 and No. 15. The dF, dGV and dAlt show overall lower
values in the south and higher values in the north (Figure 6a–c). Gold occurrences are principally
located in the hanging wall of F2 and LVP lower interface with a distance of 0 to 50 m (Figure 6a,b),
and in the footwall of phyllic alteration upper interface zone with a distance of 0 to −80 m (Figure 6c).
Distinct bimodal distribution has been found between the gold grade and distances (dF, dGV, and dAlt)
(Figure 7(a1–c1)), showing multiple-peak relationships with gold grade. For instance, the Au-dAlt
has two peaks, the flat peak is in the range from 40 to 60 with a grade peak of 3.4 g/t, whereas the
sharp peak centralizes closely to 95 with a grade peak of 3 g/t (Figure 7(c1)). However, the relationship
between AuMet and distances (dF, dGV, and dAlt) is similar to left-skewed Gaussian distribution with
peaks respectively in 30, 40 and 50 (Figure 7(a2–c2)).

The slope extraction results show that the highest values of gF are concentrated near-surface
between sections No. 36 and No. 4, but at different depths between sections No. 11 and No. 27
(Figure 6d). The reverse is true for gAlt, which is lower at shallow depth (Figure 6f). Gold is concentrated
in relatively sloped areas (>65◦; Figure 7(d1–f1)). Analogously, there is a bimodal distribution between
the slopes (gF, gGV, and gAlt) and grade (Figure 7(d1–f1)), such as Au vs. gF which has two peaks, 65◦
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and 85◦ (Figure 7(d1)). A right-skewed distribution between the slope and AuMet demonstrates the
segments with steeper slopes host a higher percentage of gold than other intervals (Figure 7(d2–f2)).

The morphological undulation analysis displays there are several distinct high-value centers of wrF,
wrGV, and wrAlt in the areas between sections No. 48 to 32, No. 12 to 3, and No. 19 to 43, respectively
(Figure 6g–i). Concentrated gold distribution areas of undulation (wrF, wrGV, and wrAlt) are in the
interval of 0 to 20 m,−10 to 10 m, and 0 to 20 m, respectively (Figure 7(g1–i1)). The relationships between
the undulation (wrF, wrGV, and wrAlt) and grade show a multimodal distribution (Figure 7(g1–i1)).
Differing from the normal distribution of the other AuMet undulations, the relationship between
AuMet and wrF is a bimodal distribution with two peaks of −2 and 16 (Figure 7(i2)).

 

Figure 6. Above; 3D raster models showing the distribution of geological features of the Axi deposit.
(a) dF (distance value to F2); (b) dGV (distance value to the lower interface of LVP); (c) dAlt (distance
value to the upper interface of the phyllic alteration zone); (d) gF (slope of F2); (e) gGV (slope of the
lower interface of LVP); (f) gAlt (slope of the upper interface of the phyllic alteration zone); (g) wrF
(undulation of F2); (h) wrGV (undulation of the lower interface of LVP); and (i) wrAlt (undulation of
the upper interface of the phyllic alteration zone).
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Figure 7. Bar charts of geological features and mineralization indexes. (a) dF v.s. Au and AuMet;
(b) dGV v.s. Au and AuMet; (c) dAlt v.s. Au and AuMet; (d) gF v.s. Au and AuMet; (e) gGV v.s. Au and
AuMet; (f) gAlt v.s. Au and AuMet; (g) wrF v.s. Au and AuMet; (h) wrGV v.s. Au and AuMet; (i) wrAlt
v.s. Au and AuMet. Au stands for the gold grade, and AuMet is the gold resource summation of all ore
voxels in the same factor value.
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4.3. The Efficiency of Prospectivity Models

The P-A plots of three prospectivity models show that GA-SVR had a prediction rate of 74%
in 26% of the study area; 62% of the known ore voxels were predicted in 38% of the study area by
MNR, and only 55% of the known occurrences were forecasted in 45% of the study area via fuzzy
WofE (Figure 8a–c). In ROC curves, GA-SVR models with the AUC value of 0.95 exhibits a better
performance of prospectivity, whereas MNR and fuzzy WofE are less accurate, with the same AUC
value of 0.73 (Figure 8d).

 

Figure 8. Prediction-area (P-A) plots and receiver operating characteristic (ROC) curves for different
prospectivity models. (a) PA plot of MNR; (b) PA plot of fuzzy weights-of-evidence (WofE); (c) PA plot
of GA-SVR; (d) ROC curves of three prospectivity models.

4.4. Target Appraisal

Based on the criterion of the highest predictive score in the smallest occupied area, three exploration
targets (targets I to III) with high-value mineralization probability have been inferred in the study area
using the GA-SVR prospectivity model (Figure 9). Target I is located at a depth beneath the known
orebody in the north segment and in the hanging wall of the fault F2, with the burial depth of 440 m to
750 m. Close to the largest and economically productive orebody group, target I is most likely a group
of deep, ore-forming fluid conduits stretching from the deep magmatic intrusion of the Axi deposit
(see below discussion) and is considered as the highest priority target in the study area. Target II in the
south part of the deposit occurs below the known orebodies and in the hanging wall of the fault F2 as
well, at a depth of >800 m. It is situated in the transitional zone of the fault, orebodies, and alteration
zone. Target III is located to north stretching farther along the N-trend of known orebodies, with a
depth of >1000 m, probably demonstrating that it is the north branch of the proven orebody.
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Figure 9. Targets determined by the 3D prospectivity modeling of the Axi gold deposit.

5. Discussion

5.1. Insights from 3D Models and Spatial Analysis

Our spatial analysis shows that there is a bimodal distribution of gold grade (Au) and a single peak
of gold resource (AuMet) in the pyrite-sericite-quartz alteration buffer field (Figure 7(c1)). Here, dAlt
(40, 60) may represent the position of main orebodies, because of the higher grades (avg. up to
3.5 g/t) and approximate distance to width (about 20 m). The intervals of dAlt (0, 20) and dAlt (20,
40) most likely reflect the location of disseminated ore and the mixing zone of disseminated ore and
quartz-sulfide stockwork, respectively, taking account of the value and increasing rate of Au and
AuMet. Such vein-alteration distribution is well supported by field investigations (Figure 2). It is very
interesting that almost all siliceous veins with gold mineralization are hosted in the phyllic alteration
zone, with major vein-type orebodies located in their centers. Apparently, phyllic alteration, to some
extent, controls the occurrence of late quartz veins that are products of distributed hydrothermal
fluid infiltrating a brecciated zone [33]. However, the crosscutting relationship and 20 M.y. time
gap between phyllic alteration and auriferous quartz veins preclude the coeval formation in one
hydrothermal event [33,35,37,39]. Previous studies have proposed that the interactions between
hydrothermal fluids and rocks could enhance the rock permeability by mass and volume changes
linked to mineral dissolution and precipitation, and further control or facilitate the brecciation and
formation of new fractures [73–76]. Since the fault F2 underwent at least three-phases of deformation
during strike-slip movement during ore-forming processes [41], the occurrence of quartz veins was
mostly likely promoted by late structural deformation on the earlier altered rock.

Two major types of economic ore (i.e., disseminated and vein-type) at Axi are genetically related to
early fluid-rock reactions during phyllic alteration and later fluid mixing and boiling in the fault damage
zone [33,35,37,39]. The above mineralization mechanism is ubiquitous in LS epithermal gold deposits
and is essentially attributed to fluid flow and convergence in the epithermal environment [2,3,6].
The 3D models and spatial analysis indicate that the morphological characteristics and distance field
of geological features significantly control the distribution of gold resources in the Axi gold deposit.
Specifically, the AuMet is commonly confined to the zones distance to F2 (0–50 m), the LVP lower
interface (10–60 m), and the phyllic upper interface (20–70 m), with high dipping angles of 65–75◦ and
gentle undulation, but with increased frequency on convex areas (0–20 m; Figure 7). These characteristics
underline the critical roles of these geological interfaces for driving and gathering ore-forming fluids at
Axi. It is notable that all convex areas have high grade and resources (Figure 7(g1,g2)). This implies
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strain localization (or release) with orientation similar to global strain, accompanied gold deposition,
and likely led to the brecciation or caused fluid preferential confluence in more outward bending areas
at Axi.

The 3D models and distance field analysis reveal a rule that the alteration-mineralization zone in
bending sites is clearly wider than the overall distribution (Figure 3), and notably, also have relatively
high gold grades (Figure 7(c1)). Interestingly, these are locations where the main orebodies are
comprised of quartz vein-type ores, suggesting at least a rough spatial or genetic correlation between
vein-type orebodies and normal-strike slip extension deformation. The fragmentized contact zone
ascribed to the overprinting structural deformation on the early altered zone may be the pathway
and dilation space for hydrothermal fluid transmission [3,75,76]. In addition, the altered rocks near
permeable channels commonly have different mechanical properties from nearby wall rocks, thereby
showing distinct deformation during fault propagation, as discussed above. Thus, the quartz vein
orebodies in the transition zone reflect the original location of fluid conduits, which is consistent with
the empirical mineral assemblage of quartz/chalcedony-carbonates-adularia-sericite as the indicator
for fluid conduits in the epithermal system [3,8,77,78]. We, therefore, infer that the major fluid conduits
of the Axi epithermal gold deposit are located in the bending areas (No. 35–15 and No. 40–56).

5.2. Application of Support Vector Regression Model

The extracted metallogenic information in 3D prospectivity modeling of the Axi epithermal gold
deposit has the following features: (1) non-linearity in that gold mineralization is spatially controlled
by a series of geological factors with non-linear relationships [14,49,59]; (2) distribution diversification
in that the ore-controlling indicators datasets exhibit different distribution statistics [23–25];
(3) high-dimensionality in that 9 predictor maps construct a nine-dimensional feature space [23–25].

In this study, the MNR method for integrating ore-forming information from the Axi epithermal
gold deposit shows weak prospective ability. MNR has been proved fit for prospectivity modeling
of deposits with a relatively mild grade and amount of metal variation, distributed normally [23,26].
However, the gold grade of Axi gold deposit changes sharply and yields a log-normal distribution
(Figure 6), hence, MNR is a poor fit for prospectivity modeling of this LS epithermal gold deposit,
and especially performs worse in fitting samples with erratic high-grade. Although the fuzzy WofE
identified more known ore voxels in a smaller occupied space when compared to MNR, it did not
produce a robust prospectivity model. In fuzzy WofE, spatially continuous predictor map values are
first simplified and discretized into a series of arbitrary classes, and the same weight is assigned to all
values in each class. This process is excessively dependent on expert knowledge, resulting in some
geological information loss or inconsistencies, which would generate systemic bias in the weighting of
spatial evidential layers in the prospectivity model [20,79]. Furthermore, multiple layer integration
based on fuzzy WofE is analogous to a nonlinear multiplicative cascade process. Thus, the accuracy and
reliability of predictive results may decline, if there is dependence or weak conditional independence
between diverse predictive maps [57].

Both the PA plot and ROC curve indicated GA-SVR was superior to MNR and fuzzy WofE
in delimiting exploration targets in the Axi gold deposit. These results could be interpreted in
several ways:

(1) As previously mentioned, the known Au-grade in Axi gold deposit changes sharply and unevenly
distributes in space, resulting in the poor performance of traditional prospectivity methods (e.g.,
MNR and fuzzy WofE). Nevertheless, GA-SVR is able to overcome the aforesaid disadvantages,
because of it is irrespective of data distribution and outliers, making better generalization
performance [30,32,65,66].

(2) The spatial analysis results indicate that there is a complicated non-linear spatial association
between gold occurrence and geological features, due to the superimposition of various geological
events in the ore-forming processes that are difficult to quantify [57]. SVR, characterized by
non-linearity, self-learning, and robustness, constructs a higher dimensional feature space from
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the lower dimensional input space via non-linear mapping [20,50,51]. Then, the complicated
non-linear spatial association in the original low dimensional input space is treated as an
oversimplified linear regression solution in high dimensional feature space, and therefore it can
be commendably quantified and the prediction ability is improved [54,62].

(3) There are many parameters that have to be determined using expert opinion in traditional
prospectivity models (e.g., weight definition in fuzzy WofE), resulting in systemic bias and
error [20,79]. By contrast, GA-SVR obtains optimal parameters that could produce the best
prediction via GA with less subjectivity [30,32,61].

Consequently, the hybrid model of GA-SVR based on the combination of SVR and GA takes
advantage both of GA and SVR in the prospecting modeling of the Axi gold deposit, and therefore is a
promising method in 3D mineral prospectivity modeling.

5.3. Exploration Significanture for LS Epithermal Deposit

LS epithermal mineralization is typically developed at shallow depths in terms of the
high-permeability networks favoring magmatic water ascent, external fluid influx, and the interplay
of fluid and rock, thereby resulting in the extensional vein systems and intensive water-rock
interactions [1–7]. These characteristics are clear in our 3D models and spatial analysis results
and allow understanding of the metallogenic implications in the Axi LS epithermal gold deposit.
In addition, the integration of obtained spatial data about F2, LVP and the phyllic alteration zone
controls on mineralization was used to identify the fertility of unknown areas at Axi. One of the
targets in the northern Axi district is buried in the Aqialehe sedimentary formation and indicates
ore-forming fluid migration along F2 from conduits to the north in the shallow areas. This suggests a
major horizontal fluid pathway controlled by structures in the epizonal segments of this LS epithermal
deposit. Thus, in the exploration of epithermal mineralization in a mine, more attention should be
given to the (sub-) horizontal extending directions from present orebodies with particular concern
paid to the local structural deformation.

Although deep segments of ore fluid conduits host less gold in epithermal deposits, the areas could
offer clues to find a new type of mineralization, such as base metal mineralization and porphyry [80,81].
Hence, determining as much as possible about the LS epithermal deposit fluid conduits, even at
depth, has the potential to be quite valuable in guiding further mineral exploration. In this study,
a comprehensive analysis of geological models and spatial analysis obtained important information
about the ore fluid conduits in the Axi epithermal system that include the relative specific spatial
location, meaningful geological indicators, and overprinting structural influences on up-flow zones.
The above findings highlight the great potential of 3D geological modeling and spatial analysis in
understanding the overprinting structural-hydrothermal processes and determining the location of
fluid conduits.

In summary, the framework of 3D prospectivity modeling presented here, including 3D geological
modeling, spatial analysis, and prospectivity modeling, can improve the understanding of ore genesis
and allow for the improvement of exploration strategies in LS epithermal deposits. We encourage all
LS mine operators and prospectors to develop similar models.

6. Conclusions

(1) The 3D prospectivity modeling for the Axi gold deposit quantitatively determines the spatial
association between orebodies and geological features, and further improves evaluation of the
mineralization potential in 3D space at the deposit-scale, and can aid in developing and enhancing
mineral exploration strategies for the LS epithermal gold deposit.

(2) The hybrid model GA-SVR is proven to be better at quantifying the complicated non-linear spatial
association between gold occurrence and geological features, with less subjectivity when compared to
MNR and fuzzy WofE, demonstrating a better prediction capability in prospectivity mapping.
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(3) The majority of gold mineralization in the Axi deposit is confined to zones close to fault F2

(0–50 m), the LVP lower interface (10–60 m), and the phyllic alteration upper interface (20–70 m),
with steeply dipping angles (>65◦) and gentle undulation with priority on the convex areas (0–20 m).
Two fluid conduits of the Axi epithermal gold deposit are speculated in sections No. 35–15 and
No. 40–56.

(4) In future work, incorporating various geoscience data into 3D mineral prospectivity modeling,
such as geochemical data, geophysical data, and remote sensing data, may be an effective step to
provide more reliable exploration decision-making [82–84]. The deep learning (e.g., neuroevolution)
with enormous potential in learning complicated functions is encouraged to be further applied for
improving prospectivity modeling.
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Abstract: Modeling multivariate variables with complexity in a cross-correlation structure is always
applicable to mineral resource evaluation and exploration in multi-element deposits. However,
the geostatistical algorithm for such modeling is usually challenging. In this respect, projection
pursuit multivariate transform (PPMT), which can successfully handle the complexity of interest in
bivariate relationships, may be particularly useful. This work presents an algorithm for combining
projection pursuit multivariate transform (PPMT) with a conventional (co)-simulation technique
where spatial dependency among variables can be defined by a linear model of co-regionalization
(LMC). This algorithm is examined by one real case study in a limestone deposit in the south of
Kazakhstan, in which four chemical compounds (CaO, Al2O3, Fe2O3, and SiO2) with complexity in
bivariate relationships are analyzed and 100 realizations are produced for each variable. To show
the effectiveness of the proposed algorithm, the outputs (realizations) are statistically examined and
the results show that this methodology is legitimate for reproduction of original mean, variance,
and complex cross-correlation among the variables and can be employed for further processes.
Then, the applicability of the concept is demonstrated on a workflow to classify this limestone
deposit as measured, indicated, or inferred based on Joint Ore Reserves Committee (JORC) code.
The categorization is carried out based on two zone definitions, geological, and mining units.

Keywords: mineral resource classification; JORC code; limestone deposit; project pursuit multivariate
transform; (co)-simulation

1. Introduction

Accurate evaluation of viable mineral resources is fundamentally important in optimal sustainable
development and mine planning procedures since it has an enormous impact on the value of produced
metals and formation of technical plans, from extraction to closure of the mine [1–3]. In the world
of emerging new technologies and increasing complexity for modeling the grades and chemical
compounds in deposits, precise estimation and classification of resources is becoming more crucial,
as it can vary depending on the technological modifications that change the notion of mine planning [4].
Nowadays, the “best practice” in resource classification takes into account assumptions made in
grades and tonnages of orebodies, as well as in the methods applied, future expenses, and commodity
costs. One of the main ways to solve these issues is to consider uncertainty and risk assessment [5–7].
Consequently, integrating enhanced geostatistical techniques in order to quantify uncertainty in the
process of evaluating resources allow practitioners to effectively unlock the complexity in the modeling
of mineral deposits [8,9].

In every mining project, the discrepancy between the estimated resource model and actual
production value is the main concern, which leads to low probability of meeting production targets
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in respect to quality and quantity of ore content, which can be stated as unsuccessful operation of
the mine [10]. In this respect, resource estimation basically depends on the block model, which can
be constructed by different deterministic and stochastic approaches. Commonly, the procedure of
resource estimation and classification is done on the basis of a block model of a deposit, in which it
can be constructed by conventional (deterministic) methods of geostatistics such as kriging. This type
of linear interpolation method provides only one unique scenario from a deposit [11] that, in fact, is
inadequate to represent the variable under study, with a direct impact on further steps of a mining
project, including determining optimum pit shell for scheduling, identifying the sequence of the
block extraction intended to generate the best Net Present Value (NPV), and projecting the pushbacks
(phases of the mine) [1]. Hence, the main problems in conventional methods not only affect the poor
reproduction of original variability of grade (e.g., smoothing effect), but also lead to other issues such as
the inability to quantify the uncertainty within each block. Ignoring this type of valuable information,
such as risk and uncertainty, in mineral resource evaluation may result in unrealistic outcomes of
planned production and cash flow of mine projects [10,12]. The existence of uncertainties in the block
model and other parameters makes consideration of a single deterministic model doubtful for resource
classification [13]. In contrast, the application of stochastic models to the estimation of resources based
on international standards is important in terms of both reproducing original variability of grade
and quantifying uncertainty [14]. In this regard, there are two commonly used simulation methods,
turning bands (co)-simulation [15] and sequential Gaussian (co)-simulation [16,17]. However, these
approaches are restricted to the linear bivariate characteristics among the variables and are insufficient
to properly handle the orebodies wherever complexities such as heteroscedasticity, nonlinearity,
and geological constraints in cross-correlation structures inherently exist [18,19]. To address these
complexities, another geostatistical approach, such as stepwise conditioning transformation (SCT) [20],
flow anamorphosis [21], or projection pursuit multivariate transform [22,23], can be an option for
unlocking the complexity among the variables. The latter honors the complex multivariate normality
after transformation and allows back-transformation of the simulated variables to the original dataset
as well as restoring the multivariate characteristics [24,25]. Applications of PPMT in 3D multivariate
geosciences mapping include petroleum reservoirs [23], environmental studies [26], grade control [27],
and mineral resource classification [24]. However, PPMT, in some circumstances, does not completely
remove the cross-dependency among the variables, and PPMT forward transformation may show some
slight dependency [21] in bivariate relationships. In order to circumvent this impediment, one more
step of factorization with a technique such as minimum/maximum autocorrelation factor (MAF) can
be applied to make sure the correlation is removed not only in lag 0, but also in other arbitrary
lag. However, MAF may not be enough to eliminate the correlation at lags other than these two lag
separations. In this study, we propose an approach that is a combination of PPMT and (co)-simulation
techniques. This takes into account the linear model of co-regionalization for defining cross-spatial
dependency in order to establish the (co)-kriging system in the (co)-simulation algorithm right after
transforming multivariate variables to PPMT factors. In the proposed algorithm, it is not necessary to
employ MAF or any other factorization technique for further decorrelation.

The discussion of this paper is thus relevant for multivariate analysis of any complex bivariate
features and can be applied to many cases.

The objectives of this paper are fourfold: (1) to briefly present the concept of (co)-simulation
and PPMT and the proposed algorithm; (2) to apply the proposed algorithm in a real case study of
a limestone deposit in Kazakhstan; (3) to classify resources based on Joint Ore Reserves Committee
(JORC) code over the results obtained for objective 2; and (4) to provide a discussion and conclusion.

2. Methodology

2.1. Gaussian (Co)-Simulation

Stochastic simulation requires the transformation of variables into normal score values with
zero mean and variance equal to 1. Generally, the transformation can be executed through Gaussian
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anamorphosis, which transforms variables into standard Gaussian form [28], or a quantile–quantile
based approach [29]. With two or more variables, multivariable geostatistical modelling is based on the
multivariate Gaussianity assumption [16,30]. In this technique, the variables should be independently
transferred to normal Gaussian distribution. Then, (co)-simulation can be performed over normal
score data, taking into account the cross-dependency functions that are defined by, for instance, a
linear model of co-regionalization. The obtained realizations can subsequently be back-transformed
to original scale in order to approximately reproduce the original linear multivariate relationships
among the variables. Despite the fact that independent normal score transform ensures that each
item of normal score data is multi-Gaussian, the multivariate Gaussianity assumption is violated
when there is complexity in bivariate relations between pairs of variables. For example, with features
such as geological constraints, heteroscedasticity, and nonlinearity, as illustrated in Figure 1 [31], that
employ the typical (co)-simulation algorithm, using the multi-Gaussianity assumption is problematic.
In other words, in a typical (co)-simulation paradigm, in order to implement the algorithms effectively,
the normal score transformed data should follow the elliptical (Figure 1a). However, in the case of
nonlinearity, heteroscedasticity, or linearity constraints (Figure 1), the multi-Gaussianity assumption
cannot be respected and the outputs of typical (co)-simulation algorithms are unsatisfactory. To cope
with this difficulty, one idea is to use another transformation technique such as projection pursuit
multivariate transformation (PPMT) [23,24] rather than the regular normal score transformation (e.g.,
quantile–quantile or Gaussian anamorphosis [28,29]) that is common for univariate transformation.

Figure 1. Schematic pattern of (a) multi-Gaussianity; multivariate complexities such as (b) constraint,
(c) non-linearity and (d) heteroscedasticity.
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2.2. Projection Pursuit Multivariate Transform Steps

The steps of projection pursuit multivariate transform are composed of preprocessing and
projection pursuit. In the preprocessing steps, variables are transformed to normal score values and
linear dependency is removed. In projection pursuit, complexity dependency is removed.

2.2.1. Preprocessing Steps

Normal Score Transformation

Consider data matrix A, which has M variables and N observations such that AM×N is transformed
through Equation (1) into normal score [29]:

A′ = C−1(E(A)) (1)

where E and C−1 are original data cumulative distribution function (CDF) standard and normal data
CDF, respectively.

Data Sphering

One of the requirements of the projection pursuit algorithm is to center the data with an orthogonal
covariance matrix and variance, which can be done by applying the last preprocessing step, data
sphering, which uses Equation (2):

P = R− 1
2 BT(A′ − E

{
A′}) (2)

where R and B are eigenvector and diagonal eigenvalue matrices, respectively, obtained from the A′
covariance matrix’s spectral decomposition.

Projection Pursuit

After completing the preprocessing steps, the projection pursuit algorithm can be computed,
taking into consideration that projection is Q = Aβ, where β is the unit length vector of h × 1 dimension
related to projection Q. With multi-Gaussianity of A, every unit length vector β must yield a Q that is
univariate Gaussian. In order to measure the univariate non-Gaussianity, the projection index T(β) test
statistic is designated; when projection Q is finely Gaussian, T(β) is equal to zero. The projection pursuit
algorithm uses optimized search, which is focused on identifying the β where the projection index T(β)
is the highest. Finding the highest projection index will also find the maximum non-Gaussian projection
Q. Consequently, by using the determined optimum unit length vector β, data A is transformed to A”,
in which the projection is standard Gaussian, as Q′ = A”β. In order to achieve this transformation,
Equation (3) is used:

Z =
[
β,γ1, γ2, . . . ,γh−1,

]
(3)

where values of γ are unit vectors obtained by applying the Gram–Schmidt algorithm to compute the
orthogonal matrix of Z [32]. The next step is the transformation, which can be achieved by multiplying
A and Z by each other (Equation (4)):

AZ =
[
Q, Aγ1, A γ2, . . . , Aγh−1,

]
(4)

The next step considers the X transformation, which yields the projection of standard Gaussian
Q′ while holding the same orthogonal matrix:

(AZ) =
[
Q′, Aγ1, A γ2, . . . , Aγh−1,

]
(5)
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The last step is multiplication of ZT by X(AZ), which results in back-transformation to the initial
basis (Equation (6)):

A′′ = X(AZ)ZT (6)

After back-transformation, optimized search can be used again to detect other complexities of A”.

Stopping Criteria

To select the optimum value for projection index T(β), considering the optimum h dimensions
and number of N observations is critical due to the fact that a high value of h dimensions results in
trouble with identifying the complexity, and a small amount of N observations leads to low reliability
in detection. To choose the target projection index, a special algorithm is applied [22].

Application

Overall, the implementation of projection pursuit multivariate transformation on multivariate
data is based on the forward- and backward-transformation techniques. For the sake of simplicity,
Figure 2 shows a schematic illustration to explain the implementation of the PPMT technique [22].

Figure 2. Representation of projection pursuit multivariate transformation (PPMT).

2.3. Proposed Algorithm

As already explained, the (co)-simulation approaches based on multi-Gaussianity assumptions
(e.g., turning bands [33] and sequential Gaussian [34] co-stimulation) are not suitable for modelling
purposes with such bivariate complexity. On the contrary, PPMT is able to model these characteristics
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based on factor transformation. In this technique, the dataset is first transferred to PPMT factors,
in which the correlation among the factors become almost zero [22,24]. Since the cross-dependency
among the factors is zero, the independent simulation can be applied over each factor and the outputs
should be back-transformed to original scale. However, one of the main difficulties is related to the
decorrelation step, where sometimes the forward transformation is not able to completely remove
the inherent correlation between pairs of variables and a mild dependency may remain among the
transformed factors that must not be negligible. One solution is to employ one more decorrelation steps,
such as minimum/maximum autocorrelation factor (MAF) or principal component analysis (PCA),
to make sure the correlation at lag 0 and other arbitrary lag is substantially removed. However, these
methods do not guarantee that the correlation will be entirely eliminated through all other lags [35].
A way around this impediment is to co-simulate the PPMT factors even with small correlation that are
left after forward transformation of the original variables to factors by inference of cross-dependency
functions using the linear model of co-regionalization [25]. The output of the simulation is then
back-transformed to original scale in the same way as in the independent simulation. In this paradigm,
no MAF or PCA transformation is needed. The steps of the proposed algorithm are as follows:

1. Exploratory data analysis of multivariate data
2. Investigation of the level of complexity in bivariate relation analysis
3. PPMT forward transformation
4. Examination of removing cross-correlations among variables by using cross-correlogram
5. Inference of cross-dependency functions by linear model of co-regionalization (LMC)
6. (Co)-simulation of PPMT transformed factors taking into account the fitted LMC
7. PPMT backward transformation of simulated results (realizations) into original scale
8. Validation of the output by statistical analysis tools

In order to show the capability of the proposed model, a case study is presented and the outputs
after validation are taken into account for mineral resource classification, a critical issue in international
reporting of deposits.

3. Case Study: Aktas-South Deposit in Kazakhstan

This case study is the Aktas-South deposit, which is located in Reddipalayalam, in the state of
Tamil Nadu, south of Kazakhstan. The deposit is limestone being used at a cement plant that belongs
to the Aktas Group. For confidentiality reasons, the exact location of the deposit is not disclosed. The
regional geology of this deposit falls in the Masanchi and Uzun formations in the group of Sabanbay
rocks. The limestone in the deposit refers to Masanchi formation. The whole sedimentary formation of
this zone is related to marine origin due to marine transgressions and regressions with corresponding
fluctuations. As the limestone beds lack marl intrusions, they are composed of clusters of marine
organisms. The limestone in the Aktas South area is divided into four groups according to their
outward aspects, as shown in Table 1.

Table 1. Division of limestone in Aktas South region.

Lithology Physical Appearance
Chemical

Characteristics
Comment

Cherty limestone
(CL)

Yellow in color with
alternating cherty bands Not ascertained Likely to be used in cement

after removing cherty bands

Pale yellow
limestone (PYLS)

Yellow to pale brown in
color

>40% CaO and
<3.5% Fe2O3

Very good for cement
manufacturing

Brown cherty
limestone (BCLS) Brown to dark brown >8% Fe2O3

Ferruginous
limestone (FLS) Brown to dark brown >40% CaO and

Fe2O3 > 3.5% to 10
Considered as low grade

limestone
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3.1. Exploratory Data Analysis in Limestone Deposit

The dataset consists of 4553 samples with homotopic sampling patterns. This configuration means
that the data are available through all sample points and all variables have been assayed on equal sets
of sample locations [36].

The dataset is composed of four chemical compounds: iron oxide (Fe2O3), aluminum oxide
(Al2O3), silicon oxide (SiO2), and calcium oxide (CaO), whose values are assayed in percentages.
Similar to all geostatistical projects, the first step is exploratory data analysis to identify global statistical
characteristics of the underlying variables. First, possible outliers and duplicated data were recognized.
The presence of outliers in the dataset makes the inference of statistical parameters problematic and
nonrepresentative [37,38]. These aberrant values intentionally influence the variance and result in
sharp fluctuations in variogram analysis [39]. In addition, detection and removal of duplicate data is
also important prior to any geostatistical analysis. One of the problems is that these repeated values
generate singular matrices in kriging systems, leading to unestimated blocks surrounding the duplicate
locations [40]. After removing duplicate locations in this study, the variables are plotted in a probability
plot. This statistical tool helps to detect and fix extreme and innermost values [41]. Following this,
some outlier values are detected for Fe2O3 and CaO (Figure 3). In the distribution of Fe2O3, values
more than about 18% are considered as extreme values, and in the distribution of CaO, values less than
about 19% are recognized as innermost values, while the other two distributions (SiO2 and Al2O3)
sound reasonable given that no significant outliers were identified.

Figure 3. Probability plots of chemical compounds that identify extreme and innermost values.

Once these outlier values are detected, the capping approach [41] is applied to treat them
accordingly in order to preserve them in the dataset after examining whether they are valid samples
and not erroneous. In this technique, the values in the upper and lower tails of the distribution should
be moved back to the previous maximum value and forward to the next minimum value, respectively.
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The next step in statistical analysis is related to the declustering process. This step was not
necessary, as the sampling pattern is almost regular in the region (Figure 4). The most critical chemical
compounds for this deposit are related to the variability of CaO and SiO2. These two variables introduce
high-quality limestone for high amounts of CaO (>10%) and low amounts of SiO2 (<40%). In addition,
Fe2O3 plays an important role, yet does not have as significant an influence as SiO2 in favor of CaO.
As can be seen, the majority of drillholes illustrate a high concentration of CaO, which is distributed
homogeneously in the region. Interestingly, SiO2 reveals poor concentration in the same locations,
meaning it satisfies the quality of limestone for the entire deposit, corroborating high CaO and low SiO2.
This visual inspection also indicates a strong spatial dependency between CaO and SiO2, in which
there is a negative impact on the local distribution of these two chemical compounds. This shows a
high concentration of CaO versus a low concentration of SiO2, which is important for this deposit.
This phenomenon motivates a further investigation into the cross-correlation structures among these
chemical variables toward better decision making for the selection of efficient geostatistical algorithms
for 3D modelling and mineral resource evaluation.

Figure 4. Location map of drilling patterns in limestone deposit.
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Then, statistical parameters of the data were computed, as shown in Table 2. The coefficient of
variation (COV) for all variables, particularly CaO and SiO2, is less than 2.0, which indicates that the
distribution of data has no significant harsh variability and predictive models can be suitable and
meaningful [41]. In this limestone deposit, as previously mentioned, CaO and SiO2 are two critical
variables for ore/waste selection. For this purpose, areas with more than 10% CaO and less than 40%
SiO2 define ore zones, and areas with less than 10% CaO and more than 40% SiO2 introduce waste
zones based on mining excavation destination. Before initiating the modelling process, it might be of
interest to calculate two global recovery functions, fraction of recoverable ore above or below the cutoff
and mean grade above or below the cutoff [28,42]. These two parameters are calculated by bivariate
cumulative distribution functions computed over CaO and SiO2 as follows:

Fraction of total tonnage in the specified cutoff for ore:
T(CAO > 10%

∣∣∣ SiO2 ≤ 40%) = 66.20%
Mean grade in the specified cutoff for CaO in ore:
m(CAO > 10%

∣∣∣ SiO2 ≤ 40%) = 9.19%
These two parameters show that about 66.2% and 33.8% of the entire deposit may be ore and

waste, respectively, which is an interesting economical characteristic of this mine deposit.

Table 2. Statistical univariate parameters of original Al2O3, CaO, Fe2O3, and SiO2 in the dataset of
Aktas-South deposit.

Variable (%)
Number of

Samples
Minimum Maximum Mean Variance

Coefficient of
Variation (COV)

Al2O3 4553 0.21 42.32 9.33 132.92 1.23
CaO 4553 0.75 53.94 38.79 164.14 0.33

Fe2O3 4553 0.26 38.24 4.29 9.04 0.70
SiO2 4553 0.03 99.37 27.24 744.72 1.00

In order to investigate the cross-dependency among these four chemical compounds, the global
correlation coefficient was calculated, as presented in Table 3. Fairly good negative and positive
correlations can be seen between Fe2O3 and CaO (−0.64) and between Fe2O3 and SiO2 (approximately
0.53). The highest dependency is seen between CaO and SiO2, which has negative correlation with
almost −0.94 correlation coefficient. This corroborates the visual interpretation already provided in the
location map of sampling points (Figure 4). Other correlations, such as those between Fe2O3 and Al2O3,
Al2O3 and CaO, and Al2O3 and SiO2, are somewhat low. These values only give a general perspective on
the linear dependency that exists among the variables and may not be suitable for examining whether or
not complex characteristics such as nonlinearity, heteroscedasticity, and geological constraints may exist.
In order to examine the latter characteristics, the bivariate relation in Figure 5 is presented as scatter
plot between pairs of the variables Al2O3, CaO, Fe2O3, and SiO2. This statistical diagram is suitable to
explore relationships such as complexities and linearity features between pairs of variables. This is an
interesting illustration of different complexities between co-variables, starting from heteroscedastic
characteristics between Fe2O3 and Al2O3, and CaO and SiO2; nonlinearity observed between SiO2 and
CaO; and geologic constraints between CaO and Al2O3.

Table 3. Correlation coefficients between pairs of variables in Aktas-South limestone deposit.

Variables Fe2O3 Al2O3 CaO SiO2

Fe2O3 1 0.13 −0.64 0.53
Al2O3 1 −0.17 0.13
CaO 1 −0.94
SiO2 1
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Figure 5. Scatter plots of (a) Fe2O3 and Al2O3, (b) Fe2O3 and CaO, (c) Fe2O3 and SiO2, (d) SiO2 and
Al2O3, (e) SiO2 and CaO, (f) CaO and Al2O3.

3.2. PPMT Forward Transformation

As mentioned before, one of the objectives of this paper is to jointly model variables by considering
original correlations among variables to reconstruct the shape of complex bivariate relations. It is
explained that correlation shapes between pairs of variables are complex (Figure 5). These types of
features motivate the use of factorization approaches such as projection pursuit multivariate transform
(PPMT) to jointly model the underlying four variables (Al2O3, CaO, Fe2O3, and SiO2). The result
of this modelling approach is then applied for mineral resource classification. However, prior to
any geostatistical modelling, whether it is independent simulation or co-simulation after forward
PPMT transformation, the removal of correlations after this first transformation should be assessed.
Therefore, in this study, as a common practice in forward PPMT transformation, the variables are first
transformed to PPMT factors and then undergo one further transformation by MAF, implemented
to completely remove cross-correlation. This can be evaluated by a cross-correlogram (Figure 6).

186



Minerals 2019, 9, 683

The results of the cross-correlogram between MAF factors show that a small amount of correlation is
still resistant in some lags. For instance, one can recognize that the correlation in the first lag (~100 m)
is around 25% between SiO2 and Al2O3 even after this MAF transformation (Figure 6). This signifies
that MAF is not able to decorrelate the variables over all the lag separations. In this respect, it is not
advocated to use the independent simulation due to the remaining small correlations among factors.
In order to cope with the proposed algorithm in this case, it was decided to employ co-simulation right
after the initial PPMT forward transformation of underlying variables irrespective of considering any
further MAF transformation. For this, once again, the cross-correlation among the transformed PPMT
factors is examined through the cross-correlogram and before the MAF step. The results show that the
correlation manifests itself through some lags (e.g., ~12% between SiO2 and CaO at a lag separation
of 150 m and ~11% between SiO2 and Al2O3 at a lag separation of 400 m; Figure 7), although at a
lag separation of 0, the correlation is significantly removed (Figure 8). Even these small amounts of
correlation among the PPMT factors are important and provoke applying the co-simulation algorithms
via PPMT transformed factors and considering the linear model of co-regionalization.

Figure 6. Cont.
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Figure 6. Correlograms of PPMT factors with minimum/maximum autocorrelation factor (MAF)
transformation ((a) PPMT Fe2O3 and PPMT Al2O3, (b) PPMT Fe2O3 and PPMT CaO, (c) PPMT SiO2

and PPMT Fe2O3, (d) PPMT SiO2 and PPMT Al2O3, (e) PPMT SiO2 and (f) PPMT CaO, PPMT CaO
and PPMT Al2O3).

Figure 7. Cont.
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Figure 7. Correlograms of PPMT factors without MAF transformation ((a) PPMT Fe2O3 and PPMT
Al2O3, (b) PPMT Fe2O3 and PPMT CaO, (c) PPMT SiO2 and PPMT Fe2O3, (d) PPMT SiO2 and PPMT
Al2O3, (e) PPMT SiO2 and PPMT CaO, (f) PPMT CaO and PPMT Al2O3).

Figure 8. Cont.
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Figure 8. Scatter plots of transformed variables without integration of MAF: (a) PPMT_Al2O3 and
PPMT_Fe2O3, (b) PPMT_Al2O3 and PPMT_SiO2, (c) PPMT_CaO and PPMT_Fe2O3, (d) PPMT_CaO
and PPMT_SiO2, (e) PPMT_Al2O3 and PPMT_CaO, (f) PPMT_Fe2O3 and PPMT_SiO2. Correlation at
lag 0 is almost zero.

3.3. Variogram Inference

As mentioned in a previous section, the transformed factors retain the correlation at other lag
distances except zero, and a further decorrelation transformation technique such as MAF cannot
completely remove the inherent correlations. Following the proposed algorithm in this research, the next
step is variogram analysis over the transformed variables. This step is needed to establish the co-kriging
system in co-simulation algorithms, taking into account the linear model of co-regionalization. This
latter introduces even small correlations in co-simulation algorithms. In this respect, inference of
direct and cross-variograms for all four PPMT transformed variables is implemented. The sill of
experimental cross-variogram as a measure of joint variability to some extent reflects the magnitude
of the correlation between the variables [43]. In the case of standardized variables (variance equal
to 1), the sill of cross-variograms must be the cross-correlation between collocated values of those
variables [44].

It is also worth mentioning that anisotropy was examined through the original dataset (not
transformed), and it was seen that the existence of anisotropy in the region was improbable. For fitting
of theoretical variograms over experimental variograms, the linear model of co-regionalization [45]
with semi-automatic technique is chosen, in which the semi-definiteness condition [36,46] is respected
through the process of fitting. In this model, direct and cross-covariances are defined as the sum of
basic covariances. Therefore, by this technique and after computation of experimental variograms,
two nested structures (spherical, with the first scale factor as 54 m and the second scale factor as 216 m)
are fitted accordingly, with no nugget effect, as can be seen in Figure 9 (Equation (7)).
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
YAl2O3 YCaO/Al2O3 YFe2O3/Al2O3 YSiO2/Al2O3

YCaO/Al2O3 YCaO YFe2O3/CaO YSiO3/CaO
YFe2O3/Al2O3 YFe2O3/CaO YFe2O3 YSiO2/Fe2O3

YSiO2/Al2O3 YSiO2/CaO YSiO2/Fe2O3 YSiO2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.499 0.060 −0.002 0.003
0.006 0.499 −0.001 −0.001
−0.002 −0.001 0.499 −0.001
0.003 −0.001 −0.001 0.499

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠spherical (54 m, 54 m, 54 m)

+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0.499 0.060 −0.002 0.003
0.006 0.499 −0.001 −0.001
−0.002 −0.001 0.499 −0.001
0.003 −0.001 −0.001 0.499

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠spherical (216 m, 216 m, 216 m)

(7)

Figure 9. Fitted direct variograms of transformed variables: (a) PPMT Al2O3, (b) PPMT CaO, (c) PPMT
SiO2, (d) PPMT SiO2. For brevity, only direct variograms are presented.

3.4. Stochastic Modeling in Limestone Deposit

After variogram inference over PPMT transformed covariates and following the proposed
algorithm in this study, the step for implementing co-simulation takes into account grid nodes with
dimensions of 48 m× 48 m× 11 m for each block to jointly model all transformed factors. Turning bands
co-simulation (TBCOSIM) is selected because of its versatility and reliability in reproducing global and
statistical parameters when compared to other Gaussian co-simulation algorithms [47]. In this method,
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each variable is first simulated nonconditionally and then through a post-processing step by co-kriging
conditioned on the available information and borehole records [33]. In this regard, ordinary co-kriging
is used with moving neighborhood ranges equal to the range of variograms (200 m) attending up
to 50 nearest surrounding sample points in the process of conditioning. Multiple-search strategy is
also selected for this purpose, since it shows better results compared to single-search strategy [48].
One of the main criticisms against TBCOSIM, however, is related to producing artifacts because of
turning lines. To deal with this difficulty, the number of lines should be reasonably increased [33,49].
Therefore, 1000 lines was set for the turning bands simulation method to eliminate possible stripping
effects. The number of realizations was considered to be 100. The realizations that interpret the
spatial variability of each factor were then back-transferred to original scale though backward PPMT
transformation. Next, E-type maps were generated by averaging through 100 realizations within each
block in co-simulated element over the variability in original scale. E-type maps of CaO, Al2O3, Fe2O3,
and SiO2 were produced through 100 realizations, as shown in Figure 10. Before further analysis over
the simulated results, it is necessary to check whether the outputs of this proposed algorithm are
statistically valid.

Figure 10. E-type maps of all underlying elements according to PPMT methodology.

3.5. Validation

Validation analysis in this section is concerned with the reproduction of original statistical
characteristics such as mean, variance, correlation coefficient, and shape of bivariate relation. This
type of validation process is required to give practitioners insight with regard to the level of reliability
of the aforementioned approach in the section on mineral resource estimation and classification.
A comparison between the means of original variables (Fe2O3, Al2O3, SiO2, and CaO) and the means

192



Minerals 2019, 9, 683

of simulated and back-transformed variables calculated from PPMT through 100 realizations is shown
in Figure 11. As can be seen, PPMT is able to reproduce the original mean values of each variable.

Figure 11. Histograms of mean values of: (a) aluminium oxide (Al2O3), (b) calcium oxide (CaO), (c)
iron oxide (Fe2O3) and (d) silicon oxide (SiO2) obtained from PPMT method. Green line is the average
of mean values over 100 realizations; red line represents the original mean of variables.

The next comparison is the reproduction of global statistical analysis between variance of original
variables (Fe2O3, Al2O3, SiO2, and CaO) and simulated and back-transformed values obtained from the
PPMT method through 100 realizations. For CaO and SiO2 (Figure 12), it is intuitively determined that
PPMT produces satisfactory outputs in terms of reproduction of variance. However, minor deviations,
such as for Fe2O3, as can be seen from this figure, are referred to the influence of conditioning
data [24,50,51]. However, this tiny departure of average of variances for 100 realizations from original
variance is not remarkably significant.

Finally, yet importantly, comparisons of correlation coefficients provided by PPMT and original
correlation coefficients are examined among all variables (Fe2O3, Al2O3, SiO2, and CaO) through 100
realizations. As it can be seen from Figure 13, co-simulation methodology shows satisfactory results
in the reproduction of original correlation coefficients among co-variables. This good performance
among variables can be explained by the fact that co-simulation considers the intrinsic correlation
between variables by incorporating the linear model of co-regionalization [51–53].
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Figure 12. Histograms of mean variance of: (a) aluminium oxide (Al2O3), (b) calcium oxide (CaO),
(c) iron oxide (Fe2O3), and (d) silicon oxide (SiO2) obtained from PPMT method. Green line is the
average mean of 100 realizations; red line represents the original mean of variables.

Figure 13. Cont.
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Figure 13. Graphs of correlation coefficients of: (a) Al2O3 and Fe2O3, (b) Al2O3 and CaO, (c) Al2O3

and SiO2, (d) CaO and Fe2O3, (e) CaO and SiO2, (f) and Fe2O3 and SiO2 obtained by PPMT method.
Green line is the average mean of 100 realizations; red line represents the original correlation coefficient
between variables.

Another part of the comparison is related to examining the ability of the proposed method
to reconstitute the shape of the original bivariate relations between pairs of chemical compounds.
By visual inspection of reproductions of the shape of correlation for the underlying pairs of variables,
one can see the difference between original and reproduced shapes in Figure 14. It should be mentioned
that only one realization was taken to illustrate the reproduction of correlation shape, and it was
randomly chosen as a first realization for all cases for the sake of fairness. As can be seen from the
scatter plots of Fe2O3 and Al2O3, PPMT co-simulation successfully reproduces the shape of original
correlation. The same features are evidently demonstrated in the reproduction of the shape of original
correlation between Fe2O3 and CaO, Fe2O3 and SiO2, and SiO2 and CaO. However, inadequate results
in the reproduction of the shape of correlation between SiO2 and Al2O3, and CaO and Al2O3 can be
seen. Overall, the proposed approach based on the combination of PPMT and co-simulation is capable
of reconstructing the original shape of correlation.

Figure 14. Cont.
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Figure 14. Cont.
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Figure 14. Reproduction of original correlation coefficient (green) between (a) Fe2O3 and Al2O3,
(b) Fe2O3 and CaO, (c) Fe2O3 and SiO2, (d) SiO2 and Al2O3, (e) SiO2 and CaO, (f) CaO and Al2O3 by
PPMT method (red).

3.6. Mineral Resource Classification

Based on the JORC code definition (www.JORC.org), mineral resources can be classified into
measured, indicated, or inferred based on the level of confidence. In fact, the guideline in this code
was developed to assure transparency for investors in the declaration of mineral resources in order
to prevent fraud [41]. A measured mineral resource is part of a deposit that presents a high level of
confidence in the estimation of recovery functions such as tonnage, mean grade, and metal quantity
above cutoff. Indicated mineral resources can be assigned to those areas that demonstrate a reasonable
level of confidence in the estimation of recovery functions such as tonnage, mean grade, and metal
quantity above the cutoff. Inferred mineral resources represent locations for which the recovery
functions are evaluated at a low level of confidence. In this regard, there are mainly two algorithms for
mineral resource classification, connected with either deterministic or stochastic paradigms. In the
latter, one needs to employ, for instance, geostatistical simulation techniques to produce different
scenarios of a mine deposit (i.e., realizations) with the aim of quantifying the uncertainty. This leads to
probabilistic reporting of the mineral resource measures.

Mineral resource classification in this limestone deposit is done on the basis of two main targets,
following the stochastic approach. One is related to classification based on ore zone definition
(geological), in which mostly CaO and Fe2O3 are two critical components for the underlying zone.
The second is mainly concerned with mining excavation units where CaO, SiO2, and Al2O3 are
vital variables for this zone definition. In the following, we present the results for both types of
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mineral resource classification that define the different categories based on ore zone definitions and
mining units.

3.6.1. Ore Zone Definitions

One of the main objectives of this study is to employ the proposed algorithm based on a
combination of PPMT transformation and co-simulation algorithm, and to show the results of mineral
resource classification by demonstrating their distinctions. As shown previously in the section on
validating simulation results with regard to reproducing original mean, variance, correlation coefficient,
and shape of bivariate relations between pairs of variables, the PPMT and co-simulation methodology
corroborates that the outputs of realizations are statistically sound and can be applied for further
processing, such as mineral resource classification. Aktas-South deposit is grouped into three main
ore zones based on the definitions of chemical cutoffs as indicated in Table 4. CaO in this limestone
deposit is the main chemical compound. Resource estimation of this variable based on JORC code
is shown in Table 5 for each ore zone. In order to show the distinctions between outputs of resource
classification of CaO (measured, indicated, inferred, and total tonnage), the results are constructed
in one unique graph, shown in Figure 15. As previously explained, the classification of resources is
modelled according to uncertainty, in which measured resources are quantified 90% of the time within
±15%, indicated resources within ±15% and ±30%, and inferred resources within ±30% and ±100%,
while other materials within more than ±100% are not distinguished as resources [41].

Table 4. Ore zone definitions based on chemical cutoffs.

Zone Chemical Cutoffs

Marl-chert ≤40% and ≥20% of CaO
Pale yellow limestone >40% of CaO and <3% of Fe2O3

Brown limestone >40% of CaO and ≥3% and <4.5% of Fe2O3

Table 5. Resource estimation of CaO in Mt based on ore zone definitions.

Classification Marl-Chert (Mt) Pale Yellow Limestone (Mt) Brown Limestone (Mt)

Measured 53 102.14288 52.56608
Indicated 30 10.79 5.4357
Inferred 125 67.99632 33.652

Total 208 180.9292 91.65378

As can be observed from Figure 15, marl-chert has the highest total tonnage of CaO, 208 Mt,
according to the PPMT co-simulation method (proposed algorithm), followed by pale yellow limestone
and brown limestone, with 181 Mt and 92 Mt, respectively. In the measured category, marl-chert
ore and brown limestone ore tonnage are almost the same, 53 Mt, while pale yellow limestone has
higher tonnage, 102 Mt. In the indicated and inferred categories, marl-chert has higher tonnages, 30 Mt
and 125 Mt, respectively, followed by pale yellow limestone, 11 and 68 Mt, respectively, and brown
limestone has the lowest tonnages, 5.5 Mt and 34 Mt, respectively. It should be mentioned that ore zone
definition in this step has two restrictions (chemical cut-offs), and because of that results of resource
classification differ.
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Figure 15. Resource classification of CaO in different ore zones: 1: marl-chert; 2: pale yellow limestone;
3: brown limestone.

3.6.2. Mining Units

In this deposit, there is another classification based on chemical cutoff definitions, but this time
from the mining destination perspective, whereas the previous tonnage classification was based on the
definitions of ore zones in favor of geological interpretations. The definitions of these mining units
are presented in Table 6. In this paradigm, the units are mainly established in accordance with three
main chemical compounds, CaO, SiO2, and Fe2O3. As also shown in Table 3, there is strong correlation
among these three variables. The results of the proposed approach, in fact, show that the correlation
coefficients are reproduced at a satisfactory level of confidence. The importance of this is shown in this
section; for instance, these three variables are the key factors in favor of grouping the Aktas-South
limestone deposit for mining excavation, which consequently impacts the rigorous classification of
mineral resources. The list of mining units based on chemical cutoffs is shown in Table 6. It should be
mentioned that in this classification, the number of restrictions (chemical cutoffs) reaches four, which
means that the results of classification will be according to seven restrictions. As can be seen, CaO and
SiO2 are two chemical compounds that define the ore/waste classification technique. The tonnage
for each classification based on JORC code in this deposit is summarized in Table 7, and all results
of the mentioned method with resource classification are summarized in single graphs for highly
green limestone (HGLS), brown limestone (BROWNLS), ferrous limestone (FEROLS), cherty limestone
(CHERTYLS), cherty limestone 2 (CHERTYLS2), MARL, and WASTE in Figure 16, following the same
method as explained in the previous section [41].

Table 6. Mining units with restriction in chemical characteristics.

Mining Unit Chemical Cutoffs

HGLS CaO ≥ 40 and SiO2 ≤15 and Fe2O3 < 3
BROWNLS CaO ≥ 40 and SiO2 ≤ 15 and Fe2O3 ≥ 3 and Fe2O3 < 4

FEROLS CaO ≥ 40 and SiO2 ≤ 15 and Fe2O3 ≥ 4
CHERTYLS CaO < 50 and CaO > 20 and SiO2 > 15 and SiO2 ≤40

CHERTYLS2 CaO < 40 and CaO > 30 and SiO2 ≤15
MARL CaO < 45 and CaO > 10 and SiO2 > 40

WASTE CaO ≤ 10 and CaO > 0 and SiO2 > 40
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Table 7. Resource estimation of CaO in Mt based on mining unit.

Category HGLS BROWNLS FEROLS CHERTYLS CHERTYLS2 MARL WASTE

Measured tonnage 95.8 38.6 29.3 14.9 0.4 53.4 0.0
Indicated tonnage 9.3 2.8 3.4 13.5 1.5 20.4 0.0
Inferred tonnage 63.4 24.1 18.9 26.8 1.8 113.8 1.2

Total tonnage 168.5 65.6 51.5 55.1 3.7 187.5 1.2

Figure 16. Resource classification of CaO in different mining units: 1: HGLS; 2: BROWNLS; 3:
FEROLS; 4: CHERTYLS; 5: CHERTYLS2; 6: MARL; 7: WASTE.

Depending on the chemical restrictions of each lithology, resource tonnages have different trends
of results by category. The highest total tonnages are shown in HGLS and MARL, followed by almost
the same tonnages in BROWNS, FEROLS, and CHERTYLS (see Figure 16). The lowest total tonnages
are computed in CHERTYLS2 and WASTE. Turning to the measured category, the highest tonnage is
seen in HGLS, followed by MARL, BROWNS, FEROLS, and CHERTYLS, and the lowest tonnages are
reported in CHERTYLS and WASTE. With an increased number of geological restrictions, the results of
resource classification change more chaotically. However, it is clearly shown that CHERTYLS2 and
WASTE, which have narrow restrictions in CaO, have the lowest tonnages in every category.

4. Conclusions

This contribution provides a technique for the multivariate geostatistical analysis of co-regionalized
variables, particularly for datasets where complexity exists between bivariate relationships.
The proposed algorithm in this study is based on the combination of a conventional stochastic
simulation approach (Gaussian (co)-simulation) and a recently developed factorization technique
(projection pursuit multivariate transformation (PPMT)). A main difference from other multivariate
geostatistical approaches is that in PPMT, there is no need to further transform the factors to remove
the correlation. Instead, a linear model of co-regionalization should be defined to introduce the small
cross-spatial dependency among the transformed variables, in which it can be inferred from the factors
right after PPMT forward transformation.

In addition, the real case study, limestone deposit, illustrates the effectiveness of the proposed
algorithm for mineral resource classification based on the two-zone separation following the JORC
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code definition. To do so, the outputs of the realizations are first examined to determine whether they
are statistically valid, then taken into account to classify resources as measured, inferred, or indicated.
Through the validation step, reproduction of mean, variance, and global (cross)-correlation is examined,
illustrating that all simulation results, on average, converge to the original statistical parameter,
indicating the robustness of the proposed algorithm. Behind the seeming simplicity and great number
of practical investigations, much effort is still needed to deal with more complex sampling configuration,
particularly in the presence of partially or heterotopic sampling patterns. In such cases, using PPMT is
restricted and an imputation technique may be an alternative to combine PPMT with (co)-simulation.
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Abstract: One-class support vector machine (OCSVM) is an efficient data-driven mineral prospectivity
mapping model. Since the parameters of OCSVM directly affect the performance of the model, it is
necessary to optimize the parameters of OCSVM in mineral prospectivity mapping. Trial and error
method is usually used to determine the “optimal” parameters of OCSVM. However, it is difficult
to find the globally optimal parameters by the trial and error method. By combining OCSVM with
the bat algorithm, the intialization parameters of the OCSVM can be automatically optimized. The
combined model is called bat-optimized OCSVM. In this model, the area under the curve (AUC)
of OCSVM is taken as the fitness value of the objective function optimized by the bat algorithm,
the value ranges of the initialization parameters of OCSVM are used to specify the search space of
bat population, and the optimal parameters of OCSVM are automatically determined through the
iterative search process of the bat algorithm. The bat-optimized OCSVMs were used to map mineral
prospectivity of the Helong district, Jilin Province, China, and compared with the OCSVM initialized
by the default parameters (i.e., common OCSVM) and the OCSVM optimized by trial and error. The
results show that (a) the receiver operating characteristic (ROC) curve of the trial and error-optimized
OCSVM is intersected with those of the bat-optimized OCSVMs and (b) the ROC curves of the
optimized OCSVMs slightly dominate that of the common OCSVM in the ROC space. The area under
the curves (AUCs) of the common and trial and error-optimized OCSVMs (0.8268 and 0.8566) are
smaller than those of the bat-optimized ones (0.8649 and 0.8644). The optimal threshold for extracting
mineral targets was determined by using the Youden index. The mineral targets predicted by the
common and trial and error-optimized OCSVMs account for 29.61% and 18.66% of the study area
respectively, and contain 93% and 86% of the known mineral deposits. The mineral targets predicted
by the bat-optimized OCSVMs account for 19.84% and 14.22% of the study area respectively, and
also contain 93% and 86% of the known mineral deposits. Therefore, we have 0.93/0.2961 = 3.1408 <
0.86/0.1866 = 4.6088 < 0.93/0.1984 = 4.6875 < 0.86/0.1422 = 6.0478, indicating that the bat-optimized
OCSVMs perform slightly better than the common and trial and error-optimized OCSVMs in mineral
prospectivity mapping.

Keywords: one-class support vector machine; bat algorithm; mineral prospectivity mapping; receiver
operating characteristic; area under the curve; Youden index

1. Introduction

One-class support vector machine (OCSVM) is an extended version of the support vector machine,
which performs anomaly detection by modeling high-dimensional unlabeled data [1,2]. This method
has high performance and efficiency in identifying anomalies from high-dimensional data of unknown
population distribution and has been successfully applied in many research fields. Davy and Godsill
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established an OCSVM model to detect abrupt spectral changes from musical record data for audio
signal segmentation [3]. Lengelle et al. established an OCSVM model to detect real-time abnormal
events in audio surveillance [4]. Shin et al. established an OCSVM-based fast fault diagnosis model of
manufacturing facilities [5]. Mahadevan and Shah established an OCSVM model to detect faults from
process data in control systems [6]. Fergani et al. developed an OCSVM-based speaker diarization
primary system [7]. Mourão-Miranda et al. established an OCSVM model to identify depressed
patients from medical images [8]. Strobbe et al. conducted an automatic architectural style detection
using the OCSVM model with graph kernels [9]. Roodposhti et al. established an OCSVM model to
map drought sensitivity in atmospheric researches [10]. Saari et al. established an OCSVM model to
detect windmill bearing faults [11]. Harrou et al. established an OCSVM model to detect anomalies
in photovoltaic systems [12]. Chen and Wu applied OCSVM to mineral prospectivity mapping and
geochemical anomaly detection [13,14].

The aforementioned applications reveal that the parameters of OCSVM directly affect the
performance of anomaly detection. In these applications, trial and error method was used to
select the optimal parameter values from a set of parameter values predefined by the user as the
“optimal” parameter values of the OCSVM. It is difficult to find the globally optimal parameters by
the trial and error method because the predefined parameter values most likely do not contain global
optimal parameter values. Therefore, it is necessary to develop a more effective method to optimize
the initialization parameters of OCSVM in anomaly detection.

The problem of improving the performance of OCSVM by adjusting the initialization parameters
of the model can be reduced to the problem of objective function optimization. The swarm intelligence
methods for solving large-scale optimization problems can be used to solve this problem. Particle
swarm optimization (PSO) is one of the swarm intelligence methods widely used in machine learning
to solve optimization problems [15]. The bat algorithm, another swarm intelligence method recently
developed by Yang [16], has good convergence and performance in solving large-scale optimization
problems [17–20]. In mineral prospectivity mapping, it is necessary to quickly determine the optimal
values of OCSVM parameters, and the bat algorithm is especially suitable for this problem. Therefore,
the bat algorithm was selected to automatically determine the optimal initialization parameters
of OCSVM.

In order to use the bat algorithm to automatically optimize the initialization parameters of
OCSVM in mineral prospectivity mapping, a model combining OCSVM with the bat algorithm is
proposed in this study. The area under the curve (AUC) of OCSVM is calculated based on the OCSVM
modeling result to measure the overall performance of the OCSVM model in mineral prospectivity
mapping [13,14,21–23]. In the combined model, the AUC value of OCSVM is taken as the fitness value
of the objective function optimized by the bat algorithm, the value ranges of OCSVM parameters
are used to specify the search space of the bat population, and the iterative search process of the bat
algorithm is used to automatically determine the optimal parameters of OCSVM. The combined model
is hereafter called bat-optimized OCSVM.

The bat-optimized OCSVM was used to map mineral prospectivity of the Helong district, Jilin
Province, China, and compared with both the OCSVM initialized by the default parameters (i.e.,
common OCSVM) and the OCSVM of which the optimal initialization parameters are determined by
the trial and error method (i.e., trial and error-optimized OCSVM). The receiver operating characteristic
(ROC) curves and AUC values were used to evaluate the performances of these OCSVMs [13,14,21–23].
Based on the data modeling results, the optimal threshold for extracting mineral targets is determined
by using the Youden index. The main contribution of this paper is to propose a bat-optimized
OCSVM, which can automatically optimize the initialization parameters of OCSVM, and improve the
performance of OCSVM in mineral prospectivity mapping.
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2. Materials and Methods

2.1. Geological and Geochemical Data

Geological and geochemical data for mineral prospectivity mapping came from the Digital
Geological Survey recently conducted in the study area, which belongs to China’s New-Round Land
Resources Survey Project [24]. The research group from Jilin University carried out field work in
the study area and collected the data of geological structures, metamorphic rocks, magmatic rocks,
sedimentary rocks, and mineral deposits, and saved the data in the MAPGIS system developed by the
China University of Geosciences (Wuhan, China). At the same time, the research group completed the
stream sediment survey in the study area, which was conducted in accordance with the Geochemical
Survey Criteria (No. DZ/T0011-91), covering 1320 km2 with a sampling density of 1–2 samples per
0.25 km2. The concentrations of 13 elements in each stream sediment sample were analyzed and tested
by the Inner Mongolia Mineral Experiment Institute, China. The concentration of Au was analyzed
by atomic absorption spectrometry (AAS), the concentrations of Hg and As were analyzed by atomic
fluorescence spectrophotometry (AFS), and the concentrations of Ag, Sb, Mo, W, Cu, Pb, Zn, Bi, Ni,
and Co were analyzed by inductively coupled plasma mass spectrometry (ICP-MS).

Geological data were preprocessed in MAPGIS and further processed in the MapInfo software
platform. Firstly, the projection coordinates of the geological maps were converted into longitude
and latitude coordinates, and then into MapInfo tables. Finally, known mineral deposits, regional
faults, different geological formations, and different magmatic rocks as well as their boundaries, were
extracted from the geological data in the MapInfo software platform as potential evidence layers. The
regional faults and magmatic rock boundaries were transformed into areal entities by buffering them
to the optimal width in the MapInfo software platform. Each potential evidence layer is saved as a
MapInfo Interchange file, which is the input data for the Python program developed by Yongliang
Chen (see Supplementary Materials). The Python program then generated a layer of 200 × 134 unit
cells, called the unit cell layer. Each cell is a rectangular area of 0.2282 × 0.2296 km2, which satisfies the
condition that there is no more than one known mineral deposit in one cell.

Geochemical data were preprocessed using Surfer 12. For each geochemical element, its
concentrations collected from the 6999 valid sampling points were used to generate a 200 × 134
grid data by using Inverse Distance to a Power. In geochemical data interpolation, an integer value
of 2 was used as the power value of the Inverse Distance to a Power, and the number of samples
used to estimate a grid point value was between 8 and 64. Figure 1 shows the concentrations of
Au, Bi, Co, Cu, Mo, and Ni collected from the 6999 valid sampling locations in the study area. The
concentrations of the remaining seven elements are not shown here because they were not selected
for mineral prospecting mapping in Section 3.2. Figure 2 shows the interpolated data of Au, Bi, Co,
Cu, Mo, and Ni produced by the Inverse Distance to a Power in Surfer 12. By comparing Figures 1
and 2, it can be found that the spatial distribution of element concentrations in the interpolated data is
consistent with that in the vertical bar charts. Therefore, it is feasible to interpolate the geochemical
data using Inverse Distance to a Power.

The grid map of each element generated above is consistent with the unit cell layer generated
previously. Each grid point represents the corresponding unit cell in the unit cell layer. A grid point
(unit cell) is defined as a true positive point if the cell represented by the grid point contains a known
mineral deposit. Thus, the number of the true positive points defined in the study area is equal to the
number of known mineral deposits. Except for these grid points which are defined as true positive
points, all other grid points in the study area are defined as true negative points. The true positive and
negative grid points defined in this section (Figure 3a) are hereafter used as the ground truth data to
evaluate the performances of OCSVMs in subsequent sections.
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Figure 1. The concentrations of Au, Bi, Co, Cu, Mo, and Ni collected from the 6999 valid sampling
locations in the study area.
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Figure 2. The grid data of Au, Bi, Co, Cu, Mo, and Ni produced by the interpolation method of Inverse
Distance to a Power in Surfer 12.

The geological and geochemical evidences, spatially associated with known mineral deposits,
were selected and converted into binary evidence map layers and used as the input data of OCSVM
models. Binary geological evidences were selected by using the Youden index to evaluate spatial
relationships between the geological evidences and known mineral deposits [13,14,21–23]. Continuous
geochemical evidences were selected by statistically testing whether there exists significant spatial
relationships between the geochemical evidences and the known mineral deposits [13,14,21–23].
The continuous geochemical evidences selected for mineral prospectivity mapping were then
optimally converted into binary geochemical evidence layers by using the Youden index to evaluate
the spatial relationship between the converted geochemical evidences and the known mineral
deposits [13,14,21–23]. Figure 3b–r shows the 17 binary evidence maps selected for mineral prospectivity
mapping in this study.
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Figure 3. Cont.
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Figure 3. Mineral deposits and binary evidence map layers: (a) the unit cell layer containing
known mineral deposits, (b) the Jinan Formation, (c) porphyritic biotite granodiorite, (d) porphyritic
granodiorite, (e) fine-grained monzonite, (f) medium-fine-grained diorite, (g) fault with 0.5 km
buffer, (h) troctolite boundary with 0.8 km buffer, (i) porphyritic biotite granodiorite boundary
with 0.1 km buffer, (j) porphyritic granodiorite boundary with 0.6 km buffer, (k) fine-grained
monzonite boundary with 0.1 km buffer, (l) medium-fine-grained diorite boundary with 1.0 km
buffer, (m) gold concentration anomalies, (n) bismuth concentration anomalies, (o) cobalt concentration
anomalies, (p) copper concentration anomalies, (q) molybdenum concentration anomalies, and (r) nickel
concentration anomalies.
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2.2. Receiver Operating Characteristic (ROC) Curve, Area under the Cuve (AUC), and Youden Index

The ROC curve of a continuous indicator is a graphical representation of the relationship between
the continuous indicator and a binary target variable. Assuming that a study area has n grid points,
the target variable divides the n grid points into true positive points and true negative points. A
threshold is used to convert a continuous indicator into a binary indicator, which divides the n grid
points into predicted positive points and predicted negative points. According to Chen and Wu [22],
these classification results can be used to calculate benefit (that is, the percentage of the true positive
points that are correctly predicted as positive points) and cost (that is, the percentage of the true
negative points that are wrongly predicted as positive points). The computed benefits and costs vary
with threshold. The ROC curve can represent the curve of benefit changing with cost under different
threshold settings. A point on the ROC curve represents a threshold, and its vertical and horizontal
coordinates represent the corresponding benefit and cost, respectively. The higher the relationship is
between the continuous indicator and the binary target variable, the closer the ROC curve is to the
upper left corner of the ROC space.

The AUC value of a continuous indicator is the area under the ROC curve of the continuous
indicator, and it is a quantitative expression of the relationship between the continuous indicator
and the binary target variable. Its value is in the range of 0.5 to 1, which corresponds respectively to
the random and deterministic relationships between the continuous indicator and the binary target
variable. Assume that there are tp true positive and tn true negative points in the study area. According
to Chen [21], the AUC value of the continuous indicator can be expressed as

AUC =
1

tptn
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∑
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where f (xi) (i = 1, 2, . . . , p) represents the observed value of the continuous indicator at the ith true
positive point, and f (y j) (j = 1, 2, . . . , q) represents the observed value of the continuous indicator at
the jth true negative point.

AUC is a random variable, which can be used to construct the following random variable ZAUC

that conforms to the standard normal distribution [21]:

ZAUC =
AUC− 0.5

SAUC
(2)

where SAUC is the standard deviation of AUC, which can be calculated by
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√√
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2−AUC −AUC2
)
+ (tn − 1)

(
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1+AUC −AUC2
)
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ZAUC can be used to test whether there is a significant difference between the AUC value and
0.5 at the significance level of α = 0.05 [13,14,21–23]. According to the unit normal loss function, at
the significance level of α = 0.05, the critical value of ZUAC is 1.96. If the ZAUC value calculated by
Equation (2) is greater than the critical value of 1.96, the probability of a significant difference between
the AUC value and the value of 0.5 is not less than 0.95.

The Youden index of a binary indicator is the quantitative expression of the relationship between
the binary indicator and a binary target variable. It is defined as benefit minus cost (i.e., the difference
between the vertical coordinate and the horizontal coordinate of a point on the ROC curve) [22]. The
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Youden index is between −1 and +1, respectively, representing the deterministic negative and positive
relationships. When the Youden index is close to zero, it means that there is little relationship between
the binary indicator and the binary target variable.

In mineral prospectivity mapping, ROC curves and AUC values can be used to optimally select
continuous evidence layers and to evaluate the performances of mineral prospectivity mapping
methods [13,14,21,22]. The Youden index can be used to optimally select binary evidence map layers,
as well as to determine the optimal threshold of a continuous evidence layer and the optimal buffering
width of a linear evidence map layer [13,14,21,22].

2.3. OCSVM

Assume that m binary evidence layers are used for mineral prospectivity mapping in a study
area of n unit cells. Data matrix {x1, x2, · · · , xn} represents the observed evidence data of the n unit
cells in the study area. Each column vector xi = (xi1, xi2, · · · , xim)

T represents the observed values of
the m evidence layers in the ith unit cell. Mapping mineral prospectivity using OCSVM is a binary
classification process that classifies the n unit cells into single-class and outliers. An initialization
parameter μ (0 < μ ≤ 1) is used to control the percentage of outliers among the n unit cells, that is, the n
unit cells contain no more than μn outliers. Outliers usually account for only a small proportion of all
the cells in the study area and are considered as mineral targets in mineral prospectivity mapping [13].

In OCSVM, the support vector machine (SVM) theory is used to estimate a hyperplane that
maximumly separates single-class and outliers [2]. Due to the nonlinear separability between
single-class and outliers, the following Gaussian kernel [25] is usually used in OCSVM:

K
(
xi, x j

)
= exp

(
−‖xi − x j‖2/σ−2

)
(4)

where xi and x j, (i, j = 1, 2, . . . , n), are respectively the ith and jth unit cells, and σ is the standard
deviation of a Gaussian distribution, which is another initialization parameter of OCSVM.

The data set {x1, x2, · · · , xn} is used to train the OCSVM model initialized with the parameters μ
and σ. According to the trained OCSVM model, the anomaly score of each unit cell is calculated by

f (x) =
∑

n
i=1αi

[
K
(
xi, x j

)
−K(xi, x)

]
, j ∈ (1, 2, . . . , n) (5)

where f (x) is the anomaly score of cell x that denotes the degree of cell x being an outlier [13],
αi (i = 1, 2, . . . , n) is the Lagrange parameter, K(·, ·) is the Gaussian kernel.

The initialization parameters μ and σ directly affect the performance of the OCSVM model for
mineral prospectivity mapping [13]. Determining the optimal values of the parameters μ and σ
to improve the performance of OCSVM can be solved by combining the OCSVM model with the
bat algorithm.

2.4. Bat-Optimized OCSVM

The bat algorithm is a heuristic search algorithm that simulates bats using sonar to detect prey and
avoid obstacles. It maps L individuals in the bat population to L feasible solutions in a d-dimensional
problem space, and uses the flying process of a bat in search for prey to simulate the optimization
search process. The fitness value of solving the problem is used to evaluate the position of the bat, and
the evolutionary process of survival of the fittest is used to simulate the iterative search process of the
better feasible solution instead of the worse feasible solution. The bat algorithm dynamically controls
the conversion between local search and global search to avoid the algorithm falling into the local
optimum, and has good global convergence and superior performance in solving large-scale target
optimization problems [17–20].

The bat algorithm is controlled by the following parameters: (a) L controlling the size of the bat
population, (b) T controlling the number of iterations, (c) α and γ controlling convergence speed, (d)
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A controlling sound loudness, (e) r controlling sound emission rate, and (f) f and λ controlling the
detectable range. According to Yang and Gandomi [17], the values of A, r, and f can be set between 0
and 1, and the values of α and γ can be simply set to α = γ = 0.9. Amin = 0 means that a bat has just
found the target and temporarily stops making any sound, and rmin = 0 and rmax = 1 respectively
represent no pulse and the maximum emission rate. f min = 0 ≤ f ≤ 1 = f max corresponds to λmax ≥ λ ≥
λmin. λmax represents the detectable range, and adjusting it only needs to change f because λ × f is
constant [16,17].

Each bat starts its heuristic search from a random location zl in the d-dimensional search space after
its loudness Al, emission rate rl, and frequency fl are randomly initialized. Each bat l flies randomly
with velocity vl at location zl, searching for prey with a fixed frequency fl, varying wavelength λl and
loudness Al, and automatically adjusts wavelength λl according to the degree at which it is approaching
the prey [16,17].

At each iteration t (0 ≤ t < T), a global search process is first conducted and the flying speed and
spatial location of each bat are updated. The spatial coordinates of each bat l (0 ≤ l < L) is used to
calculate the fitness value of the objective function, and then the spatial location corresponding to the
largest fitness value is selected as the current optimal location z∗. According to Yang [16], the vt

l and zt
l

are updated as follows:
fl = fmin + ( fmax − fmin)β (6)

vt
l = vt−1

l +
(
zt

l − z∗
)

fl (7)

zt
l = zt−1

l + vt
l (8)

where β ∈ [0, 1] is a random number drawn from a uniform distribution, z∗ is the current optimal
location, and t is iteration number.

After the global search process described above, a local search is then performed around the
current best location. According to Yang [16], during the local search, the new location is generated by
the following local random walk and tested to see if it is the best among all the locations:

znew = zbest + ε
〈
At
〉

(9)

where ε ∈ [–1, 1] is a d-dimensional random vector, and
〈
At
〉

is the average loudness of the L bats at
iteration t.

At the end of each iteration t, the loudness Al and the emission rate rl of each bat l are updated
accordingly as follows:

At+1
l = αAt

l , rt+1
l = r0

l [1− exp(−γt)] (10)

where α = γ = 0.9 are constants [16,17].
The process of updating the velocities and the locations of bats is somewhat similar to that of

PSO [20]. The pace and range of the movement are basically controlled by the frequency, just like the
movement of the virtual birds in PSO. To some extent, the bat algorithm can be regarded as a balanced
combination of PSO and the intensive local search governed by the frequency tuning ability and the
variables of loudness and pulse rate. The loudness and pulse rate that influence the balance need to be
updated in each iteration. However, PSO is slightly different from the global search process of the
bat algorithm. In PSO, the velocity of each bird is updated by adding random perturbation to the
optimal position of the bird and the optimal position of the population. While during the global search
process of the bat algorithm, the velocity of each bat is updated according to the spatial difference
between the current position of the bat and the current optimal position of the population. First the
frequency of each bat is updated, and then the velocity of the bat is updated by adding the product of
the spatial difference and the frequency. In both PSO and the global search process of the bat algorithm,
the velocity of an individual is taken as the step length of updating the location of the individual.
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In the bat-optimized OCSVM model, the search space of the bat algorithm is a two-dimensional
space of which the coordinate axes are composed of μ and σ. The search range of the bat population is
defined as (0 < μ ≤ 1) and (0 < σ < c). Here c is a positive constant given by the user. The fitness value
maximized by the iterative search process of the bat algorithm is the AUC value of the OCSVM model.
The iterative search process starts from L random locations within the search space. At each iteration,
the two coordinates of the spatial location occupied by each bat are used as the values of μ and σ to
initialize the OCSVM model, and then the model is trained on the data {x1, x2, · · · , xn}. The anomaly
score of each unit cell is calculated using Equation (5) based on the trained OCSVM model. Finally, the
AUC value of the OCSVM model is calculated using Equation (1) based on the anomaly scores and
the ground truth data defined in Section 2.1. The location corresponding to the largest AUC value
is selected as the current optimal location, and the spatial location of each individual bat is updated
using Equations (6) to (8). After the locations of all the bats having been updated, the local search is
implemented around the current optimal location using Equation (9). The loudness and the emission
rate of each bat are updated accordingly using Equation (10). Table 1 outlines the pseudo code of the
bat-optimized OCSVM model.

Table 1. The pseudo code of the bat-optimized one-class support vector machine (OCSVM) model.

The Algorithm for the Bat-Optimized OCSVM Model

Input:
Binary data {x1, x2, . . . , xn};

Binary ground truth data {d1, d2, . . . , dn}.
Output:

Anomaly scores {f (x1), f (x2), . . . , f (xn)}.
Algorithm:

Initialization ():
Randomly initialize the location and velocity of each bat zl and vl, (l = 1, 2, . . . , L);

Define pulse frequency fl at zl, (l = 1, 2, . . . , L);
Initialize emission rate rl and the loudness Al, (l = 1, 2, . . . , L).

Evaluation ():
Initialize the OCSVM model using zl, (l = 1, 2, . . . , L);

Train the OCSVM model on the binary data {x1, x2, . . . , xn};
Compute the anomaly score of unit cell i using Equation (5), (i = 1, 2, . . . , n);

Compute the AUC of the OCSVM model initialized by zl (l = 1, 2, . . . , L) using Equation (1).
While (t < T):

Adjust the frequency of each bat fl using Equation (6) (l = 1, 2, . . . , L);
Update the velocity and location of each bat zl and vl using Equations (7) to (8) (l = 1, 2, . . . , L);

Call Evaluation ().
If (random < rl):

Select a location among the best locations;
Generate a local location around the selected best location;

Generate a new location according to Equation (9);
Call Evaluation ().

If (random < Al and the AUC for zl < the AUC for z∗ ):
Accept the new locations;

Increase rl and reduce Al according to Equation (10);
Rank the bats and find the current best z∗.

Output the results.

3. Mapping Mineral Prospectivity

3.1. Geological Background and Mineralization

The study area is a complex tectonic belt superimposed between the Paleo-Asian tectonic domain
and the Circum-Pacific tectonic domain, which has undergone the ancient Asian ocean evolution and the
subduction of the Mesozoic Pacific plate [26–28]. The northwest-trending Gudonghe tectono-magmatic
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complex belt runs through the whole study area and controls the spatial distribution of major geological
formations since the Late Paleozoic. Widely exposed magmatic rocks account for 69.58% of the whole
study area. Granite, granodiorite, diorite, and gabbro are mainly magmatic rocks, forming widely
exposed batholiths and stocks (Figure 4). Zircon U-Pb ages of diorites are 173–175 Ma [29], indicating
that the magmatic rocks were formed during the Yanshan tectonic period. The exposed strata account
for 29.44% of the total study area. The main strata are the Jinan Formation of Late Archean, the
Xindongchun and Changren Formations of Late Permian, the Changchai, Quanshuichun, and Dalazi
Formations of Early Cretaceous, the Longjing Formation of Late Cretaceous, the Chuandishan basalt of
Neocene, and the alluvium of Holocene.

 

Figure 4. Simplified geologic map and known mineral deposits.

During the Yanshanian tectonic magmatism, a series of intermediate-acidic magmatic complexes
were formed, which provided a continuous heat source and metallogenic materials for polymetallic
mineralization [30]. There were 14 mineral deposits discovered in the study area. These mineral
deposits are mainly hydrothermal and skarn type deposits which are closely related to multi-stage
magmatic activities [30–32]. Most of the discovered mineral deposits are hosted in metamorphic
rocks around or at the edges of magmatic intrusions (Figure 4). Regional structures, Archean
formations, and the Yanshanian intermediate-acidic magmatic rocks are the three controlling factors
for polymetallic mineralization.

3.2. Evidence Map Layers

In this section, geological and geochemical evidence layers are selected for mapping mineral
prospectivity. Firstly, the optimal buffer width of each linear geological evidence is determined by
using the Youden index, and then the linear evidence is converted into areal evidence through buffering
to the optimal buffer width. Finally, the Youden indices of all the geological evidences are calculated,
and the geological evidences with Youden indices larger than the predefined threshold are selected for
mapping mineral prospectivity. The AUCs and ZAUCs of all the geochemical elements are calculated,
and those elements with ZAUCs greater than the critical value of 1.96 are selected for mapping mineral
prospectivity. The selected elements are finally optimally converted into binary evidences using the
Youden index.

Faults and the boundaries of magmatic intrusions are linear evidences for mineral prospectivity
mapping, which need to be converted into areal evidences by buffering in the MapInfo software
platform. The optimal buffer width of one linear evidence can be determined by evaluating the
spatial relationship between the buffered evidence and known mineral deposits using the Youden
index [13,14,21–23]. For a linear evidence, the optimal buffer width maximizes its Youden index,
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meaning that the linear evidence buffered to the optimal buffer width has the highest spatial relationship
with known mineral deposits. In this study, ten types of linear evidences were extracted in the study
area. Figure 5 shows the curves of the Youden indices of various linear evidences varying with
buffer width. The maximum Youden index and optimal buffer width of each linear evidence is listed
in Table 2. The optimally buffered linear evidences were then used as areal evidences for mineral
prospectivity mapping.

 

Figure 5. Curves of the Youden indices of the buffered linear evidences changing with buffer width.

Table 2. The maximum Youden indices and optimal buffer widths of the 10 linear evidences.

Linear Evidence MYI OBW (km)

Regional structure 0.09887 0.5
Troctolite boundary 0.04405 0.8

Mottled monzonite boundary −0.01642 0.1
Porphyritic monzonite boundary −0.03696 0.8

Stage II porphyritic monzonite boundary −0.1287 0.1
Porphyritic biotite granodiorite boundary 0.08729 0.1

Porphyritic granodiorite boundary 0.2019 0.6
Fine-grained monzonite boundary 0.1264 0.1

Medium-fine-grained monzonite boundary −0.09409 0.1
Medium-fine-grained diorite boundary 0.1831 1.0

Note: MYI denotes the maximum Youden index; OBW denotes the optimal buffer width.

After the above buffer analysis, a total of 26 areal geological evidence layers were derived as
potential evidence layers for mineral prospectivity mapping in the study area. The Youden index of
each layer was calculated to select the evidence layer with a higher spatial relationship with known
mineral deposits. Theoretically, as long as the Youden index of an evidence layer is greater than zero,
the evidence is considered to be spatially associated with known mineral deposits. However, there
is no way to statistically test whether this spatial relationship is significant. Therefore, it is better to
use a threshold slightly larger than zero when selecting the geological evidence layers in mineral
prospectivity mapping. In this study, the following 11 geological evidence layers were selected using a
threshold value = 0.01: (a) the Jinan Formation of Late Archean, (b) porphyritic biotite granodiorite,
(c) porphyritic granodiorite, (d) fine-grained monzonite, (e) medium-fine-grained diorite, (f) fault with
0.5 km buffer, (g) troctolite boundary with 0.8 km buffer, (h) porphyritic biotite granodiorite boundary
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with 0.1 km buffer, (i) porphyritic granodiorite boundary with 0.6 km buffer, (j) fine-grained monzonite
boundary with 0.1 km buffer, and (k) medium-fine-grained diorite boundary with 1.0 km buffer.
These geological evidence layers are consistent with the metallogenic controlling factors discussed
in Section 3.1. The evidence layer (a) is the Archean metamorphic formation, the evidence layers (b)
through (e) are the Yanshanian magmatic intrusions, the evidence layer (f) is the regional structure,
and the evidence layers (g) through (k) are the boundaries of the Yanshanian magmatic intrusions.

Geochemical evidence layers are selected by using the AUCs and ZAUCs discussed in Section 2.2.
Equation (1) was used to calculate the AUC value of each element according to the preprocessed data
in Section 2.1. Then, Equation (2) was used to estimate the ZAUC value according to the AUC value. If
the estimated value of ZAUC is greater than the critical value of 1.96 at the significance level of 0.05,
the AUC value is considered to be significantly different from the value of 0.5. This means that the
concentrations of the element are significantly spatially correlated to the known mineral deposits. In
other words, the higher the concentration of the element in unit cells, the more likely the unit cells
contain known mineral deposits. Table 3 lists the AUCs and ZAUCs of 13 elements estimated in this
study. As can be seen from Table 3, the ZAUCs of Au, Co, Cu, Mo, Ni, and W are greater than the critical
value of 1.96. Thus, the concentrations of these elements are significantly spatially correlated to the
known mineral deposits.

Table 3. Area under the curves (AUCs) and ZAUCs for 13 elements.

Element AUC ZAUC Element AUC ZAUC Element AUC ZAUC

Ag 0.5268 0.3416 Cu 0.7222 2.8661 Sb 0.5802 1.0037
As 0.6195 1.4889 Hg 0.5949 1.1835 W 0.6561 1.9531
Au 0.6893 2.3958 Mo 0.7159 2.7727 Zn 0.6537 1.9217
Bi 0.6620 2.0295 Ni 0.7619 3.4986
Co 0.7007 2.5540 Pb 0.4327 –0.9248

According to the above statistical results, gold, Bi, Co, Cu, Mo, and Ni were selected as geochemical
evidences for mineral prospectivity mapping. Among these elements, bismuth is an ore-forming
associated element, and the other five elements are metallogenic elements. Thus, these statistical results
are consistent with the mineralization characteristics of the study area. The optimal thresholds for
extracting the concentration anomalies of the six elements were determined by evaluating the spatial
relationship between the extracted anomalies and known mineral deposits using the Youden index. The
higher the Youden index of the extracted anomalies (a binary map layer), the more likely the extracted
anomalies spatially coincide with the known mineral deposits. The optimal threshold maximizes the
Youden index of the extracted geochemical anomalies. Table 4 lists the maximum Youden indices
and corresponding optimal thresholds of the six elements. Figure 6 shows the element concentration
anomalies extracted from the grid data generated in Section 2.1. According to the extracted geochemical
anomalies, six geochemical evidence layers were derived for mineral prospectivity mapping.

Table 4. The maximum Youden indices and optimal thresholds of the six indicator elements.

Element MYI OT Element MYI OT Element MYI OT

Au 0.3483 0.6421 Bi 0.3357 0.1996 Co 0.3989 7.3378
Cu 0.3889 11.0669 Mo 0.36406 1.1283 Ni 0.4715 10.5810

Note: MYI denotes maximum Youden index; OT denotes optimal threshold.
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Figure 6. Contour maps of Au, Bi, Co, Cu, Mo, and Ni concentration anomalies.

3.3. Mineral Target Extraction

In mineral prospectivity mapping, an initialized OCSVM model is trained on binary evidence data
and then used to calculate the anomaly score of each unit cell. According to the anomaly scores of all the
unit cells, geological anomalies are extracted by the optimal threshold determined by using the Youden
index [13,14,21–23]. The extracted geological anomalies are usually closely spatially related to known
mineral deposits. Therefore, these geological anomalies can be used as mineral targets [13,14,21–23].
The optimal threshold for separating geological anomalies is usually determined by selecting the
threshold corresponding to the maximum Youden index from all the potential thresholds. In this
study, the OCSVMs either initialized with the default parameters or optimized by both the trial and
error method and bat algorithm which were used to map mineral prospectivity in the study area. The
optimal threshold values were determined by maximizing the corresponding Youden indices.

The OCSVM model was first initialized using the default parameter values μ = 0.5 and σ = 1.0/17
and then trained on the evidence data. Here, 17 is the number of evidence layers used for mineral
prospectivity mapping. The AUC value of the OCSVM initialized with the default parameters is 0.8268.
The trial and error method was then used to determine the “optimal” parameters of OCSVM. Firstly,
we set μ = 0.5, and then set σ respectively to σ = 0.0588, 0.1, 0.5, 1.0, 5.0, and 10.0. Here, μ = 0.5 and
σ = 0.0588 are the default values of μ and σ. The OCSVM initialized with each pair of μ and σ was
used to map mineral prospectivity. Figure 7a shows the curve of the AUC value of the OCSVM model
changing with σ. It can be seen from Figure 7a that the OCSVM model has the highest AUC value at σ
= 1.0. Therefore, σ = 1.0 was selected as the “optimal” value of σ, and then we set μ = 0.1, 0.3, 0.5, 0.7,
and 0.9. The OCSVM model initialized with each of the five pairs of μ and σ was used to map mineral
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prospectivity. The variation of the AUC value of the OCSVM model with μ is shown in Figure 7b.
According to Figure 7a,b, the “optimal” values of σ and μ are σ = 1.0 and μ = 0.5 respectively, and
the corresponding maximum AUC value is 0.8567. The optimal threshold of the anomaly score was
determined by using the Youden index and used to extract mineral targets. According to the value of
the Youden index, the optimal threshold with respect to the maximum Youden index was selected
from 1000 potential thresholds evenly distributed between the minimum and maximum values of
anomaly scores. The optimal threshold for the common OCSVM model is optimal threshold OT0 =
89.8292 and the corresponding maximum Youden index is maximum Youden index MYI0 = 0.5092.
The mineral targets extracted by the optimal threshold OT0 = 89.8292 are shown in Figure 8a. The
optimal threshold for the “optimized” OCSVM is OT1 = 144.3031 and the corresponding maximum
Youden index is MYI1 = 0.6214. The mineral targets extracted by the optimal threshold OT1 = 144.3031
are shown in Figure 8b.

 

Figure 7. Curve of the AUC value of the OCSVM model changing with (a) σ and (b) μ.

 

Figure 8. Mineral targets extracted by (a) the common OCSVM, (b) the trial and error-optimized
OCSVM, (c) the bat-optimized OCSVM 1, and (d) the bat-optimized OCSVM 2.

In order to specify the search space of the bat population, the value ranges of μ and σ were
empirically defined as (0, 1] and (0, 10], respectively. The eight initialization parameters of the bat
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algorithm were defined respectively as L = 20, T = 30, f min = 0, f max = 1, Amin = 0, Amax = 1, and α = γ
= 0.9. Figure 9a shows that in the optimization process of the bat algorithm, as the number of iterations
increases, the AUC value of the OCSVM model becomes larger and larger. It can be seen from Figure 9a
that after 23 iterations, the bat algorithm converges to AUC = 0.8649. The corresponding optimal
values of μ and σ are respectively μ = 0.4276 and σ = 1.7559. The optimal threshold determined by
using the Youden index is OT2 = 9.2496, and the corresponding maximum Youden index is MYI2 =
0.5763. The mineral targets extracted by the optimal threshold OT2 = 9.2496 are shown in Figure 8c.

 

Figure 9. The AUC value of the OCSVM model varies with iterations: (a) the bat algorithm initialized
with L = 20, T = 30, f min = 0, f max = 1, Amin = 0, Amax = 1, and α = γ = 0.9; and (b) the bat algorithm
initialized with L = 30, T = 20, f min = 0, f max = 1, Amin = 0, Amax = 1, and α = γ = 0.9.

In order to compare the mineral prospectivity mapping results when different parameter values
were used to initialize the bat algorithm, the initialization parameter values of the bat algorithm were
changed to: L = 30, T = 20, f min = 0, f max = 1, Amin = 0, Amax = 1, and α = γ = 0.9. Figure 9b shows
that in the optimization process of the bat algorithm, the AUC value of the OCSVM model increases
with the increase of the number of iterations. It can be seen from Figure 9b that after 10 iterations, the
bat algorithm converges to AUC = 0.8644. The corresponding optimal solution is μ = 0.4764 and σ
= 1.3602. The optimal threshold determined by using the Youden index is OT3 = 101.4408, and the
corresponding maximum Youden index is MYI3 = 0.5846. The mineral targets extracted by the optimal
threshold OT3 = 101.4408 are shown in Figure 8d.

Figure 8a–d shows that the value ranges of anomaly scores generated by the four OCSVM models
are quite different. However, these differences do not affect the validity of the OCSVM models in
mineral prospectivity mapping, because we are only interested in the relative difference of anomaly
scores between different unit cells and do not care about the absolute value of the anomaly score
of a unit cell. The value range of the anomaly score is mainly affected by σ, and the smaller σ is,
the larger it is. To illustrate the relationship between the value range of the anomaly score and σ,
we set μ = 0.5, and then set σ = 0.05, 0.1, 0.5, 1.0, 5.0, 10.0, 50.0, 100.0, and 500.0, respectively. The
OCSVM model initialized with μ = 0.5 and different values of σwas used to map mineral prospectivity.
The corresponding minimum and maximum values of the anomaly score are listed in Table 5. The
relationship between the value range of the anomaly score and σ can also be explained theoretically.
Parameter σ is the responding width of the Gaussian kernel function in Equation (4). Reducing the
value of σ is equivalent to amplifying the difference between samples in the kernel space. As a result,
the value range of the anomaly score is enlarged. In order to make the anomaly scores generated
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by different OCSVM models have the same data change interval, the anomaly scores generated by
OCSVM can be further transformed as follows:

f̃ (x) =
f (x) −min

{
f (x)

}
max

{
f (x)

}−min
{
f (x)

} (11)

where f̃ (x) is the transformed anomaly score, min
{
f (x)

}
and max

{
f (x)

}
are the minimum and maximum

values of f (x). The transformed anomaly score f̃ (x) is between 0 and 1. This transformation does not
affect the performance of OCSVM in mineral prospectivity mapping.

Table 5. The minimum and maximum values of the anomaly score generated by the OCSVM initialized
with different values of σ.

Score

σ
0.05 0.1 0.5 1.0 5.0 10.0 50.0 100.0 500.0

Minimum −300 −300 −200 −60 −5 −5 −5 −5 −5
Maximum 2000 1600 1200 460 95 95 95 95 95

Note: parameter μ = 0.5.

4. Results

In this section, the mineral prospectivity mapping results in Section 3.3 was statistically evaluated.
The ROC curve and AUC value were used to evaluate whether the anomaly scores generated by
the OCSVM model in Section 3.3 are effective for predicting known mineral deposit locations in
the study area. The ROC curve and the AUC value are respectively the graphical and overall
representations of the spatial relationship between the anomaly scores and known mineral deposit
locations [13,14,21–23]. The higher the spatial relationship is between the anomaly scores and known
mineral deposit locations, the more effective the anomaly scores are in predicting the known mineral
deposit locations. Accordingly, the closer the ROC curve of the anomaly scores is to the upper left
corner of the ROC space, the closer the AUC value of the anomaly scores is to 1.0, indicating that the
corresponding OCSVM model performs better in mineral prospectivity mapping. The AUC value can
be used to further estimate the ZAUC value, and check whether there is a significant spatial relationship
between the anomaly scores and the known mineral deposit locations [13,14,21–23].

In this study, each of the 1000 potential thresholds evenly distributed between the minimum and
maximum anomaly scores was used to extract geological anomalies from the unit cell population. The
benefit and cost for the threshold were calculated according to the predicted positive (anomaly) and
negative (normal) points (unit cells) as well as the ground truth data defined in Section 2.1. The ROC
curve of the anomaly scores was finally drawn based on the 1000 pairs of costs and benefits. Figure 10
shows the ROC curves of the anomaly scores generated by the common and optimized OCSVMs.
As can be seen from Figure 10, although the four ROC curves are intersected, the ROC curves of the
optimized OCSVMs slightly dominate that of the common OCSVM in the ROC space. Therefore,
according to the ROC curve analysis results, the optimized OCSVMs perform better than the common
OCSVM in mineral prospectivity mapping.

The AUC values of the common and optimized OCSVMs were calculated using Equation (1)
according to the anomaly scores and the ground truth data defined in Section 2.1. The ZAUCs for the
common and optimized OCSVMs were calculated using Equation (2). Table 6 lists the performance
evaluation statistics of the common and optimized OCSVMs in mineral prospectivity mapping.
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Figure 10. The receiver operating characteristic (ROC) curves of the common and optimized OCSVMs.

Table 6. Performance evaluation statistics of the common and optimized OCSVM models.

Statistics AUC ZAUC MYI OT PGA (%) Benefit (%) PMT (s)

OCSVM0 0.8268 4.8032 0.5092 89.8292 29.61 93 47.73
OCSVM1 0.8567 5.6029 0.6214 144.3031 18.66 86 n/a
OCSVM2 0.8649 5.8639 0.5763 9.2496 19.84 93 24,856.56
OCSVM3 0.8644 5.8483 0.5846 101.4408 14.22 86 39,314.25

Note: MYI denotes maximum Youden index; OT denotes optimal threshold; PGA denotes the percentage of
geological anomalies; PMT denotes program modeling time; OCSVM0 denotes the OCSVM initialized with the
default parameters; OCSVM1 denotes the OCSVM optimized by trial and error; and OCSVM2 and OCSVM3 denote
the OCSVMs optimized respectively by the bat algorithm with L = 20, T = 30 and the bat algorithm with L = 30,
T = 20.

As can be seen from Table 6, the AUC value of the common and trial and error-optimized OCVSMs
are 0.8268 and 0.8566, while the bat-optimized OCSVMs are respectively 0.8649 and 0.8644. Therefore,
according to the estimated AUC values, the bat-optimized OCSVMs perform slightly better than the
common and trial and error-optimized OCSVMs in mineral prospectivity mapping. The ZAUCs of
the common and trial and error-optimized OCSVMs are 4.8032 and 5.6029, and the ZAUCs of the
bat-optimized OCSVMs are 5.8639 and 5.8483, respectively. These four ZAUCs are far higher than the
critical value of 1.96. Therefore, both the common and optimized OCSVMs are significantly effective in
predicting the known mineral deposit locations in the study area. In other words, the mineral targets
predicted by the common and optimized OCSVMs are significantly spatially associated with known
mineral deposits in the study area.

According to the anomaly scores generated by the common and trial and error-optimized OCVSMs,
the optimal thresholds OT0 = 89.83 and OT1 = 144.3031 extract 29.61% and 18.66% of the study area
as mineral targets respectively, and 93% and 86% of known mineral deposits are located in these
mineral targets. According to the anomaly scores generated by the bat-optimized OCVSMs, the optimal
threshold OT2 = 9.2496 and OT3 = 101.4408 extract 19.84% and 14.22% of the study area as mineral
targets respectively, and 93% and 86% of known mineral deposits are located in the corresponding
mineral targets. Therefore, we have 0.93/0.2961 = 3.1408 < 0.86/0.1866 = 4.6088 < 0.93/0.1984 =
4.6875 < 0.86/0.1422 = 6.0478. We call these ratios unit benefit values. Therefore, the bat-optimized
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OCSVMs perform slightly better than the common and trial and error-optimized OCSVMs in mineral
prospectivity mapping.

By comparing Figures 4 and 8, it can be concluded that the mineral targets predicted by the
common and optimized OCSVMs spatially coincide with the Late Archean Jinan Formation and the
Yanshanian magmatic rocks (including fleshy red fine-grained monzonite, gray-white porphyritic
biotite granodiorite, and porphyritic monzonite). The mineral targets predicted are spatially controlled
by the regional northwest-trending structures. These results are consistent with the regional geological
characteristics of the study area discussed in Section 3.1.

5. Discussion

When the bat-optimized OCSVMs are used to map mineral prospectivity, the parameters L, T,
f min, f max, Amin, Amax, α, and γ need to be defined for the bat algorithm. Among these parameters,
only L and T maybe significantly affect the performance of the bat-optimized OCSVM. The other six
parameters are usually defined as the default values suggested by Yang and Gandomi [17].

In order to test the influences of L and T on the performance of bat-optimized OCSVM, the
performance evaluation statistics listed in Table 6 and the ROC curves shown in Figure 10 were used
to compare the performances of the two bat-optimized OCSVMs. As can be seen from Table 6 and
Figure 10, although the performance evaluation statistics of the two models are different, the ROC
curves of the two models shown in Figure 10 are almost coincident in the ROC space, and the AUC
values of the two models (0.8649 and 0.8644) are approximately equal. The Pearson’s correlation
coefficient between the anomaly scores generated by the two models is R = 0.9792 (the number of
samples is 18,905), indicating a high correlation between the anomaly scores generated by the two
models. As can be seen from Figure 9, the two iterative processes of the bat algorithm converge to
AUC = 0.8644 and AUC = 0.8649, respectively. Therefore, the values of L and T have no significant
influence on the performance of the bat-optimized OCSVM in mineral prospectivity mapping. As long
as L and T values are within an appropriate range (20 ≤ L, T ≤ 30), the bat-optimized OCSVM can
achieve similar good results in mineral prospecting mapping.

The bat algorithm initialized by L = 20, T = 30, f min = 0, f max = 1, Amin = 0, Amax = 1, and
α = γ = 0.9 was used to repeatedly optimize OCSVM parameters three times, to verify whether
the bat algorithm can always converge to the global optimum. The results show that in each data
modeling process, the bat algorithm converges to the same maximum AUC = 0.8649. Therefore, the
bat algorithm can generally converge to the global maximum in OCSVM parameter optimization in
mineral prospectivity mapping.

In this study, the bat-optimized OCSVM is established to map mineral prospectivity. The model
can also be used to solve other similar anomaly detection problems. For example, the bat-optimized
OCSVM can be established to detect multivariate geochemical anomalies. The application condition of
the model is that there are a certain number of known mineral deposits in the study area to define the
ground truth data, so that the ROC curve analysis can be implemented.

It should be pointed out that compared with the common OCSVM, the bat-optimized OCSVM
needs more time to search for the optimal parameter values of OCSVM. This leads to the low efficiency
of the bat-optimized OCSVM in data modeling. It can be seen from this study that the data modeling
time of the bat-optimized OCSVM 1 (24856.56 s) and the bat-optimized OCSVM 2 (39314.25 s) is much
longer than that of the common OCSVM (47.73 s).

6. Conclusions

I. A bat-optimized one-class support vector machine is developed by combining one-class support
vector machine with the bat algorithm. The combined model can automatically optimize the parameter
values of a one-class support vector machine, so as to improve the performance of the model in mineral
prospectivity mapping. The method proposed in this paper only needs to set the search space, and
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then the algorithm automatically searches the optimal parameters. Compared to the trial and error
method, the proposed method has more opportunities to find the global optimal parameters.

II. The bat-optimized one-class support vector machine requires a certain number of known mineral
deposits in the study area, which can be used to define the true positive and negative points (cells), and
be used as the ground truth data for the receiver operating characteristic curve analysis. As long as a
study area meets this application condition, the bat-optimized model can also be established to solve
other similar anomaly detection problems in geosciences, such as multivariate geochemical anomaly
detection. The bat-optimized one-class support vector machine can be used as a semi-supervised
machine learning model to handle anomaly detection problems in other application fields.

III. The case study shows that the AUC values of the bat-optimized one-class support vector
machine models are greater than those of the common and trial and error-optimized one-class support
vector machine models. The mineral targets predicted by the bat-optimized one-class support vector
machine models have larger unit benefit values compared to those predicted by the common and trial
and error-optimized one-class support vector machine models. Therefore, the bat-optimized one-class
support vector machine models are a mineral prospectivity mapping method with high performance.

IV. The ZAUC values of both the common and optimized one-class support vector machine models
calculated in the case study are much higher than the critical value 1.96 at the significant level of 0.05.
Therefore, the mineral targets predicted by both the common and optimized one-class support vector
machine models are significantly spatially associated with known mineral deposits in the study area.

V. The mineral targets predicted by both the common and optimized one-class support vector
machine models are spatially consistent with geological and metallogenic characteristics of the study
area. The predicted mineral targets spatially coincide with the Late Archean Jinan Formation and the
Yanshanian magmatic rocks, and are obviously controlled by northwest-trending structures. The two
formations and the structures are the three regional mineralization controlling factors in the study area.
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Abstract: The increasing demand for green technology and battery metals necessitates a review of
geological exploration techniques for Li–Cs–Ta (LCT) pegmatites, which is applicable to the work of
mining companies. This paper reviews the main controls of LCT pegmatite genesis relevant to mineral
exploration programs and presents a workflow of grassroots exploration techniques, supported by
examples from central Europe and Africa. Geological exploration commonly begins with information
gathering, desktop studies and Geographic Information System (GIS) data reviews. Following
the identification of prospective regional areas, initial targets are verified in the field by geological
mapping and geochemical sampling. Detailed mineralogical analysis and geochemical sampling
of rock, soil and stream sediments represent the most important tools for providing vectors to LCT
pegmatites, since the interpretation of mineralogical phases, deportment and liberation characteristics
along with geochemical K/Rb, Nb/Ta and Zr/Hf metallogenic markers can detect highly evolved
rocks enriched in incompatible elements of economic interest. The importance of JORC (Joint Ore
Reserves Committee) 2012 guidelines with regards to obtaining geological, mineralogical and drilling
data is discussed and contextualised, with the requirement of treating LCT pegmatites as industrial
mineral deposits.

Keywords: LCT; pegmatite; lithium; exploration; targeting

1. Introduction

Over the last four decades research into rare metal Li–Cs–Ta (LCT) pegmatite mineralisation has
predominantly focused on the understanding of late-stage magmatic fractionation and hydrothermal
alteration processes enriching incompatible elements of potential economic interest in felsic peraluminous
melts. In particular, the mineralogy and geochemistry of LCT pegmatites have been studied in
great detail and are presented in case studies from Canada and the US [1–4], Ireland [5,6], the
European Variscides [7–12], the Sveconorwegian orogeny [13,14], Central-East Africa [15–18] and
Australasia [19–22]. These case studies have resulted in the definition of tectonic, mineralogical
and geochemical factors controlling the location of mineralisation and zonation within the roof of
peraluminous S-type granite plutons, pegmatitic offshoots into metasedimentary country rock or
anatectic melts with no established link to S-type granites.

On the other hand, from an economic and industrial perspective, only a limited number of
case studies are available, describing relevant mineral exploration techniques which are directly
applicable to the daily business of mining and exploration companies. In the recent past, aspects of
mineral exploration techniques applied to LCT pegmatite mineralisation have been published, covering
(i) hyperspectral remote sensing [23], (ii) whole-rock geochemistry [1,24–26], (iii) stream sediment
geochemistry [27–29], (iv) soil geochemistry [30], and (v) best practice reporting of LCT pegmatite
exploration results according to the JORC (Australian Joint Ore Reserves Committee) standard [31].
In the current literature, a unified approach for industrial grassroots LCT pegmatite exploration is

Minerals 2019, 9, 499; doi:10.3390/min9080499 www.mdpi.com/journal/minerals229



Minerals 2019, 9, 499

largely lacking. Therefore, this paper attempts to fill this gap by providing a workflow for early stage
target generation, identification and testing of LCT pegmatites.

2. An Overview of LCT Pegmatites and Implications for Mineral Exploration

In light of the recent green technologies and battery metals “boom”, rare element LCT pegmatites
form an important aspect of sustainable Li, Cs and “coltan” (Nb–Ta) supplies (approx. 40% of the
global Li production), and are therefore explored for and mined globally [10,32,33]. Major pegmatite
occurrences, such as Tanco (Canada) and Greenbushes (Australia) contain important resources of these
metals and new deposits are currently explored for around the world. Available literature on the nature
and genesis of pegmatite mineralisation is vast and often disputed, and will be reviewed to highlight
the formation, occurrence, composition, zoning, and rare metal enrichment of pegmatites, with a view
to identifying physical and chemical properties relevant to mineral exploration and mining.

2.1. Definition and Classification

London (2008) [34] defines a pegmatite as an igneous rock of predominantly granitic composition,
which is distinguished from other igneous rocks by (1) the extremely coarse and systematically variable
size of its crystals, typically increasing by a ∼102 from margins to centre, or (2) by an abundance of
crystals with skeletal, graphic or other strongly directional growth habits, or (3) by a prominent spatial
zonation of mineral assemblages, including monominerallic zones. Pegmatites have traditionally been
linked to a parental granite [1,3] and can either occur in close proximity to the latter or as off-shoot dyke
swarms up to 20 m wide and several kilometres long in metasedimentary country rocks (Figure 1).
However, pegmatites with a missing apparent parental granite are common [3], and it is suspected
that the source granite occurs at depth [30]. On the other hand, studies published in the 2010s on
the anatectic origin of granitic pegmatites in Europe and North America demonstrate that there are
“thousands of pegmatites without parental granites” [13], i.e., pegmatite fields can be unrelated to a
source granite and instead form by partial melting and anatexis of crustal material [4,13,14,35–39], or
energy and melt circulation along deep lithospheric fault zones [40]. In the current literature, there are
numerous descriptions of pegmatite sub-classifications, but to date there is no universally accepted
model explaining the diverse features and genesis of granitic pegmatites [39]. An exhaustive discussion
and critical evaluation of historic pegmatite classifications was published by Müller et al. (2018) [41] and
currently represents a significant summary of pegmatite classification studies. From an economic point
of view rare-metal pegmatites, as opposed to barren pegmatites, contain beryl, lithium aluminosilicates,
phosphates and rare metal oxides [42]. Černý and Ercit (2005) [43] and Černý et al. (2012) [44] use
mineralogical, geochemical and structural (zonation) criteria along with necessary knowledge of P-T
conditions to broadly divide rare-element pegmatites into two geochemical groups or families, taking
into account the composition and volume of source material from which the granitic melt is originated:
Nb-Y-F (NYF) and LCT enriched pegmatites, which can be further divided into an array of sub-classes
and sub-types. NYF pegmatites are sourced by alkaline A-type granites originating from the melting of
lower continental crust and mantle, whilst LCT pegmatites are commonly related to the partial melting
of subducted continental crust consisting of metamorphosed sediments, leading to the emplacement of
peraluminous S-type granites [44]. Although this classification is widely accepted in the literature,
a number of aspects, such as the necessity for consideration of the tectonic histories and settings
of the pegmatites, are disputed. For example, Dill (2015) [10] describes the spatial association of
Variscan NYF and LCT pegmatites at Pleystein and Hagendorf (Germany), respectively, which would
imply two drastically different geodynamic settings across a distance of several kilometres. Studies of
pegmatite occurrences in the Sveconorwegian orogen have shown that NYF pegmatites do not only
form in anorogenic (A-type magmatism) settings, but also in compressional or extensional orogenic
settings unrelated to plutonic magmatism [13]. Additional shortcomings of the Černý and Ercit
classification [43] are the dependence on the crystallisation depth and pressure, which is commonly
difficult to obtain, and a possible lack of characteristic REE and F-minerals in pegmatites, which
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do not allow to fit pegmatites into the NYF classification [41]. Rare-element pegmatites that were
formed in a pluton-unrelated setting can therefore lack the characteristic F (“NY” instead of “NYF”)
or Li (“CT” instead of “LCT”) signature [13]. These aspects question the validity of the currently
accepted classification. Müller et al. (2018) [41] advocate for a revised classification of pegmatites
relying on measurable criteria, such as (1) indicative minerals and mineral assemblages of primary
magmatic origin, (2) quantitative mineralogy and geochemistry of quartz, garnet, topaz, beryl and
columbite-group minerals, (3) pegmatite structure (zonation and graphic quartz-feldspar intergrowths)
and (4) crystallisation age. Despite the ongoing discussion on pegmatite classification, this paper will
focus exclusively on economically relevant and sought-after pegmatites with LCT signature and their
associated mineralisation and exploration potential.

 

Figure 1. Typical exposure of Li–Cs–Ta (LCT) pegmatite in the Ruhanga area, Rwanda. This pegmatite
is currently (in 2018) exploited for columbite-tantalite mineralisation. The pegmatite body is 15–20 m
wide and has a lateral extension of at least 2.5 km. Complete kaolinisation of feldspars, resulting
in an unzoned appearance, characterise most Rwandan pegmatites. This creates issues with slope
stability [45], but allows simple artisanal open-cast excavation of the orebody to a depth of 30 m.
Note the rafts of biotite schist in the weathered pegmatite illustrating the assimilation of country rock
material, which can have a detrimental influence on ore grade and dilution, and therefore needs to be
appropriately modelled.

2.2. Formation, Rare Metal Enrichment, and Geodynamic Setting

Pegmatite-forming melts are produced by (1) fractional crystallisation of granitic magma plutons
(Figure 2), and (2) partial melting of crustal or mantle rocks involving the presence of fluids [46].
In the first scenario, siliceous melt is separated from parental granites by filter pressing and intrudes
into metasedimentary country rocks, where the melt crystallises and forms unzoned or zoned
pegmatites [10]. The concentration of fluxing elements, such as F, B, P, Li and H2O, reduces the viscosity
and solidus temperature of the melt, but increases the solubility of large-ion-lithophile elements
(LILE) and high-field-strength elements (HSFE) [3]. Depending on temperature, LILE precipitate
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and form minerals when fluxing elements are removed from the melt by chemical quenching [2].
However, fractional crystallisation is not regarded as the sole factor of pegmatite formation and
element mobility in peraluminous melts. Firstly, several studies suggest that felsic pegmatites can
be derived by partial melting and anatexis rather than fractional crystallisation of a parent granite
(Figure 3) [13,39,41]. This is particularly evident in the pegmatite fields of Mt. Mica [4] and Southern
Norway [14,47] where geophysical gravity surveys, radiometric dating, isotopes, whole-rock and
mineral chemistry indicate that pegmatites are unrelated to nearby S-type granite plutons. Secondly,
there is evidence that sub-solidus hydrothermal alteration, specifically the transition between pure
magmatic fractionation and hydrothermal alteration, plays a significant role in localising economically
significant mineralisation of Sn, W, Li, Cs, Ta and Nb [7]. Whole-rock geochemical data presented
in Ballouard et al. (2016) [7] demonstrated that K/Rb, Nb/Ta and Zr/Hf ratios represent valuable
geochemical and metallogenic markers for this magmatic–hydrothermal transition zone. K/Rb < 150,
Nb/Ta < 5 and Zr/Hf < 18 define pegmatitic–hydrothermal evolution characterised by increased
substitution of K with Rb in micas and feldspars, fractionation of Nb over Ta due to hydrothermal
sub-solidus reactions enriching Ta in F-rich residual melts and leading to secondary muscovitisation [48],
and increasing Kd values of Hf in zircon [8,49]. The removal of Li (petalite or spodumene) and Li-F
(lepidolite) minerals from the silicate melt, along with the diffusion of these fluxing elements into
adjacent host rocks, will lead to a sudden drop in Ta solubility and the subsequent precipitation of
columbite-tantalite group minerals. Therefore, the Nb/Ta ratio decreases with increasing fractionation,
and Nb-Ta mineral phases evolve from manganocolumbite to manganotantalite [26]. In this context,
binary plots of K/Rb vs. Li, Cs, or Ta and K/Rb vs. Nb/Ta or Zr/Hf present a useful tool to visualise
magmatic fractionation and hydrothermal alteration processes and to determine the most fractionated/
prospective samples. Whilst these petrogenetic ratios were initially developed on the mineral chemistry
of muscovites and other host silicates, the concept has meanwhile been successfully implemented
in mineral exploration campaigns [26,28,29,45], underlining the significance of lithogeochemistry in
applied aspects of peraluminous rare metal granite and pegmatite exploration.

 
Figure 2. Traditional model of regional zonation and rare metal enrichment of pegmatites and pegmatite
fields related to S-type granite plutons implying that zoned pegmatite fields are related to and have a
similar age as a nearby granite intrusion (modified from [26]). This model is currently challenged by a
number of authors who outline evidence for an anatectic origin of pegmatite melts, e.g., [4,13,36,37,47].
Whilst pegmatite fields can be zoned, the zonation is in some cases not spatially related to a pluton, but
to individual pods of pegmatitic melt.
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Figure 3. Simplified model of anatectic pegmatites formed in orogenic settings characterised by a
distinct lack of nearby granite plutons (modified from [13]).

LCT pegmatites are related to orogenic belts, typically involving high-grade metamorphic terrains
and reworked or exhumed deep continental crust. Examples are found around the world, such as
Palaeoproterozoic granulite belts of northern Scotland [50], Archean–Proterozoic greenstone belts of
Canada, Africa and Australia [10,20,22], and Phanerozoic mountain belts, particularly the European
Variscides (also termed the Hercynian Fold Belt), and its extension along the Alleghanian Orogen into
the New England province of North America [10]. Previous regional studies have demonstrated that
LCT pegmatites predominantly occur in continent-continent collision zones [51], whilst Sn and W
deposits can be decoupled and occur in post-orogenic extension and continental arc settings [12]. Based
on European pegmatite occurrences, Dill (2015) [10] divided the geodynamic setting of rare metal
pegmatites into primary “Variscan” and reworked “Alpine” types, whilst “Andean” and “Island Arc”
type pegmatites are considered barren. The fertility of LCT pegmatites is determined by the presence
of (i) intensely chemically weathered, and therefore Li-, Cs-, Sn- and W-enriched sedimentary protolith,
accumulating along continental margins as a result of sedimentary and tectonic processes, and (ii) an
orogenic and mantle-derived heat source during subduction and melting processes resulting in the
preferential formation of Sn, W and LCT mineralisation across major suture zones [12]. In essence this
means that, from a geodynamic perspective, prospective LCT pegmatites are found and should be
explored for in areas that underwent crustal growth and reworking of voluminous metasedimentary
source material which, coupled with a heat source, mobilised the ore elements from the source rock to
form peraluminous melts. The awareness and supporting data for applicable geodynamic settings,
mineralisation system architecture, fluid and metal sources, pathways, reservoirs and traps have been
available for several decades, however the integration of these factors into a mineral systems model
originally defined by Wyborn et al. (1994) [52] has not been taken into account until recently. Using
examples from Archean rare metal pegmatites of the Archean Yilgarn and Pilbara cratons of Western
Australia, Sweetapple (2017) [21] demonstrated that integrating (a) sources (precursor granitoids
generated by partial melting of Archean trondjemite–tonalite–granodiorite rocks), (b) host rocks (mafic
or ultramafic rocks in greenstone belts), (c) fluid flow sources, reservoirs, and heat drivers (younger
granites) and (d) melt and fluid pathways (foliations associated with regional shear and fault zones,
fractures generated in host rock due to magmatic overpressure) can be implemented at craton to
deposit scale exploration targeting.

2.3. Composition, Grade/Tonnage and Geometry

The bulk composition of pegmatites contains subequal proportions of quartz, alkali feldspar, and
plagioclase, comprising greater than 80% of the rock, and therefore plots in the granite field of the
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Quartz, Alkali feldspar, Plagioclase, Feldspathoid (QAPF) diagram [3]. However, the composition is
inherently poorly understood due to issues with sampling heterogeneous, coarse-grained geological
bodies. The Tanco pegmatite at Bernic Lake, Manitoba, is probably one of the best studied economic
pegmatites and is classified as granitic considering a combined quartz, plagioclase and alkali feldspar
abundance of 82% [53]. Dill (2015) [10] provides bulk geochemical data for pegmatitic rocks of the
Hagendorf–Pleystein Pegmatite Province (Germany), supporting the overall granitic composition of
pegmatites. LCT pegmatites are generally devoid of magnetic or conductive minerals and consequently
lack a density, gamma-ray and magnetic contrast to metasedimentary host rocks [54]. Of interest to
the mineral exploration geologist are pegmatites that contain abundant and economic quantities of
lithium aluminosilicates and phosphates, pollucite, beryl and Sn–Nb–Ta–REE oxides. In the case of the
Leinster rare-element pegmatite belt in Ireland, spodumene pegmatites contain spodumene (10–40%),
albite (25–35%), quartz (15–20%), Li-muscovite (10–15%), spessartine garnet (5%), and <5% K-feldspar,
apatite, cassiterite and sphalerite [5]. Similar compositions are observed in other economic deposits,
such as King Mountain (US), Wolfsberg (Austria) and Kaustinen (Finland). However, only a minor
fraction of pegmatites in any given district are enriched in these elements and minerals, whilst the
majority of pegmatites contains these elements at minor (<5%) or accessory (<1%) levels [34].

Ore grades in rare-element pegmatites are commonly irregularly distributed [31]. Bradley et al.
(2017) [55] present comparative data of major, economic LCT pegmatites and demonstrate that economic
pegmatites should generally contain minimum grades of 1 wt. % Li2O and 0.1 wt. % Ta2O5 at tonnages
of 7 Mt and 0.01 Mt, respectively. Importantly, this study implies that pure world-class Li pegmatites
are less abundant (10 used for the study) than Ta deposits (35 used in the study). Pegmatites can take
the shape of flat-lying or variably dipping dikes, sills, pods, tabular and lenticular-shaped bodies.
In a study of the Evje-Iveland pegmatite field (southern Norway), Snook (2013) [47] outlined the
dimensions of zoned, anatectic pegmatites in amphibolites and other metasedimentary country rocks,
commonly taking the shape of pods and lenses with a thickness of 4 to 15 m and a strike length of 10 to
50 m. In contrast, the Mt. Mica pegmatite (US) is thought to consist of batches of anatectic melt which
accumulated and coalesced into a larger volume [4]. On the other hand, the Kaustinen pegmatites
(Finland) consist of a flat-lying dike swarm with a length of 450 m and a maximum individual dike
width of 10 m [56]. The pegmatite dikes of the giant Greenbushes deposit (Australia) are up to 3 km
long, 40 to 250 m wide, 400 m deep and variably dip 40–50◦ [20]. This means that grade and tonnage of
economic metals in rare-element pegmatites can be variable. Consequently, distinguishing barren from
fertile or rare element pegmatites, and importantly outlining economic grades and tonnages using
mineralogical and geochemical techniques is a key aspect in commercial pegmatite exploration.

2.4. Regional and Internal Zoning

Pegmatites are typically characterised by regional and internal zonation patterns, manifested
by distinctive mineralogical and geochemical signatures, which are routinely used in geological and
geochemical exploration programs [1,26]. In pegmatite swarms and groups, zonation as a function of
cooling, chemical fractionation and hydrothermal alteration can be observed with increasing distance
from the granitic source, forming a sequential appearance of exotic minerals [3,34]. Figure 2 shows an
idealised sequence of barren proximal to Be–, Be–Nb–Ta, Li–Be–Ta–Nb and Li–Cs–Be–Ta–Nb–enriched
pegmatites related to S-type granite plutons. This outward sequence of mineral and element zonation
patterns has been challenged by a number of authors who outline evidence for an anatectic origin
of pegmatite melts [4,13,14]. Whilst pegmatite fields can be zoned, the zonation is in some cases not
spatially related to a pluton, but to individual pods of pegmatitic melt in metasedimentary country
rock which were likely to be affected by secondary hydrothermal alteration processes [47]. Internally,
the structure of pegmatites is variable and can take the form of either zoned or unzoned patterns.
London (2018) [3] provides a detailed account of internal zonation patterns which will be summarised
here. Unzoned pegmatites are located within or adjacent to granite cupolas and are characterised
by their isotropic rock fabric and coarse grain size (several cm or larger) in relation to plutonic rocks.
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Plagioclase and quartz are anhedral and of uniform size, whereas K-feldspar is porphyritic and exhibits
skeletal or graphic granite intergrowths. Unzoned pegmatites can form economic sources of quartz,
feldspar, spodumene and mica. On the other hand, the internal fabric of zoned pegmatites depends on
the habit and orientation of crystals, as well as the spatial segregation of minerals by zonal mineral
assemblages. Zoned pegmatites comprise border, wall, intermediate, and core zones which have
unique mineralogical and geochemical properties. Border zones comprise 1–3 cm-wide cooling margins
of fine-grained and granophyric granitic rock at the contact with the host rock. The typical mineralogy
comprises plagioclase-quartz-muscovite, with accessory tourmaline, beryl, garnet, cassiterite and
columbite. The wall zone consists of inward-orientated K-feldspar, micas, beryl, and tourmaline, with
considerably larger crystal sizes. The intermediate zone follows inward from the wall zones and is
principally formed of more abundant monophase K-feldspar, quartz, muscovite, sodic plagioclase
and lithium aluminosilicates. The centre or core of zoned pegmatites is pure quartz. Historically,
it was assumed that the quartz core formed during the last stage of the pegmatite crystallisation
process. However, experiments by London and Morgan (2017) [57] demonstrated that in Li-rich melts,
albite, and lepidolite can follow the crystallisation of pure quartz. From a practical perspective, the
recognition of regional and internal pegmatite zonation is a fundamental task during geological and
geochemical sampling and fieldwork.

3. Suggested Grassroots Exploration Strategy

3.1. Literature and Desktop Study

Grassroots exploration programs commonly commence with a detailed literature review of
regional geology, mineralisation occurrences, and styles (Figure 4). Exploration geologists unfamiliar
with LCT and Sn(–W) mineralisation are advised to become familiar with general pegmatite geology
and mineralogy, in order to develop an understanding of element associations, fractionation patterns,
orebody geometry and grade–tonnage relationships [2,3,10,34]. Furthermore, a desktop study should
aim to identify evidence of suitable regional geo-tectonic settings involving deep crustal reworking
and exhumation processes, leading to partial melting of crustal, metasedimentary source rocks, such as
along the European Variscan belt [12]. In particular, consideration should be put on different orogenic
and anorogenic settings and the presence of anatectic melts [13]. Supporting evidence in the form of
exhumed granulites, migmatites and two-mica peraluminous granites with accessory minerals, for
example tourmaline and fluorite indicating the presence of B and F fluxing elements, can be obtained
from regional geological maps and databases. For example, Dill (2015) [10] provides an exhaustive list
of pegmatite sites and mineralogy, which is useful and applicable to generating conceptual exploration
targets. National geological survey departments provide summary reports of historic company
exploration work and represent a valuable resource. For example, the Finnish Geological Survey
carried out investigative work into the occurrence of LCT pegmatites in the Kaustinen Province and
other permissive tracts, and published geological, geophysical and mineralogical data in support of a
growing local mining industry [56,58]. Similarly, the Ontario Geological Survey regularly produces
multi-commodity exploration reports covering summaries of recommended areas prospective for LCT
mineralisation [59].

235



Minerals 2019, 9, 499

Figure 4. Workflow for early-stage LCT pegmatite target generation, definition and testing.

3.2. Review of GIS Public Domain Datasets and Regional Target Selection

A literature and desktop study is followed by a review of public domain GIS data and leads
to regional target selection. Mineral occurrences and abandoned mine GIS databases support the
spatial delineation of ore and pathfinder minerals, along with formerly productive mines, and so
represent a tool to delineate prospective mineral belts. Hyperspectral remote sensing data obtained
from Landsat, ASTER and Sentinel-2 satellite missions work particularly well in arid environments
characterised by a limited abundance of vegetation to delineate granitic intrusions, hydrothermal
alunite and clay minerals, and Li-bearing silicate minerals (spodumene and petalite), using RGB band
combinations, ratios and selective principal component analysis [23,60]. In a case study from the
Fregeneda-Almendra region in Spain and Portugal Cardoso-Fernandes et al. (2019) [23] utilized and
developed a variety of spectral signatures to identify currently excavated LCT pegmatites through
hydrothermal alteration halo mapping and direct identification of Li-bearing minerals. In this context,
the importance of thermal bands in the discrimination of Li-bearing pegmatites using remote sensing
data was demonstrated, as silicate minerals (spodumene and petalite) have distinctive emission bands
in the thermal spectrum. The most applicable band combinations and ratios for the determination

236



Minerals 2019, 9, 499

of areas enriched in Li minerals were determined as RGB 2113 and 7/6 (ASTER); RGB 3211 and 3/5
(Landsat-8); RGB 216 and 2/4 (Landsat-5); RGB 3212 and 3/8 (Sentinel-2). In the same study, selective
PCA of two-band subsets (e.g., bands 1 and 3 for ASTER) highlighted Li-bearing areas as the subset
used two target bands and two principal components only, and therefore reduced the overall noise of
the dataset.

Regional airborne radiometric surveys are another applicable tool for identifying granite
intrusions and stocks, i.e., the metal and heat source of the mineralisation system, through analysis
of K–Th–U spectrometer data [61,62]. Airborne radiometric and magnetic surveys are usually
conducted simultaneously and, whilst LCT pegmatites often do not contain magnetic or conductive
sulphide minerals [54,56], magnetic surveys allow geologists to establish structural control on granite
emplacement and link regional shear, fault, and dilational zones to known mineral and geochemical
anomalies, therefore establishing a fluid migration pathway and potential mineralisation traps.

Regional geochemistry datasets outline the enrichment of incompatible and pathfinder elements
(Sn, W, Nb, Ta, Li, K, Cs, Rb, Zr, Hf, Cu, Be and B) in rock, soil and stream sediment data.
However, historically, most governmental geological surveys have employed aqua regia digests
as part of their analytical procedures [63]. This choice significantly decreases the ability to dissolve
silicate and oxide minerals, such as cassiterite, petalite, spodumene, columbite, tantalite and zircon.
Therefore, concentrations of incompatible and pathfinder elements might be significantly lower
in aqua regia digested samples, thereby restricting the usability of these datasets in rare element
pegmatite exploration [64]. Conversely, other governmental surveys in Ireland employed non-digested
pressed pellet X-ray fluorescence (XRF) analyses [65], which have clear advantages as the analytical
technique is able to measure most major rock-forming elements, as well as Ta, Nb, Zr and Hf, but
excluding Li. Nevertheless, XRF techniques still prove to be valid exploration tools, particularly
when pathfinder elements and K/Rb, Nb/Ta and Zr/Hf ratios are analysed [28]. However, depending
on the quality and age of datasets, not all desirable pathfinder elements will be available. Regional
geochemical data can be employed to conduct univariate anomaly mapping [66] and dimension
reduction techniques (principal component analysis), in order to identify relevant incompatible and
pathfinder element associations and subsequently link the results with geological maps and published
literature. For example, the assessment of the 1980s regional rock geochemical analyses provided by the
French Bureau de Recherches Géologiques et Minières (BRGM) led to the initial delineation of a 200 km2

extensive W and LCT exploration target area in the central and northern Vosges Mountains [29].

3.3. Targeted Fieldwork, Sampling, Mineralogy and Follow-Up

Once targets and elements of a mineralisation system have been identified by desktop and data
studies, investigations should focus on field visits and a detailed description of the geological setting.
Geological mapping, structural analysis of pegmatite emplacement structures, lithogeochemical
analysis and radiometric age dating aim to (1) reveal the regional distribution of pegmatite bodies
and (2) locate and confirm evidence for highly fractionated and evolved melts, located in the
cupolas of granite stocks, pegmatitic off-shoots into country rock [10] or anatectic melts unrelated
to S-type granites [4,36,67]. In other words, at this early stage, the provenance of the pegmatitic
melts should be determined in order to link the overall geotectonic (crustal depth) setting with
pegmatite occurrences and metal sources leading to a better understanding of the spatial dimensions
and chemical composition (“LCT” vs. “CT” in orogenic/ pluton-unrelated settings) of expected
pegmatite fields [13]. Supportive mineralogical evidence for fractionated melts are the visual presence
of abundant muscovite and cassiterite, along with tourmaline, topaz, and fluorite, which act as fluxing
indicators [9,68]. Geochemical analysis of rock samples collected during mapping campaigns aims to
provide concentrations of fractionation pathfinder elements and evidence for a genetic relationship
of the pegmatite with either a metasedimentary-sourced S-type granite pluton or anataxis-derived
migmatite. The analysis of bulk pegmatite composition, in particular, is often challenging due to
the very large grain size and zonation encountered. As a result, representative bulk grab or hand
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drill samples of either exploration trenches or active development benches or stopes need to be
collected across the pegmatite from the hanging-wall contact to the foot-wall contact with pulverised
sub-samples mixed and analysed as one representative sample [4]. Despite potential accuracy issues,
varying detection limits for W and Ta, and the absence of Li and Cs analyses, in-situ portable XRF
(pXRF) analysis of Sn, W, Ta and K/Rb proves to be a valid primary geochemical investigation technique
for determining the enrichment of ore elements [69], whilst REE, B, Li, Sn and Ta determined by fusion
ICP (Inductively Coupled Plasma) and DCP (Direct Current Plasma) spectroscopy is required for the
reliable determination of overall grade, source material and provenance [4].

Numerous case studies underline the significance of automated mineralogical techniques in the
rare metal granite and pegmatite exploration process [27,70–73]. Rapid identification of ore mineral
associations, intergrowths, and liberation factors is achieved by the use of UV light for identifying
Li silicates, scanning electron microscopy (SEM), electron microprobe analysis (EPMA), automated
SEM-EDS mineralogy (QEMSCAN® or Mineralogic®), laser induced breakdown spectroscopy (LIBS),
Raman spectroscopy and X-ray diffraction (XRD) analysis. Li-bearing minerals, such as spodumene,
eucryptite, lepidolite, zinnwaldite or petalite, are particularly challenging to identify visually and
to distinguish from common rock-forming silicate minerals, therefore emphasising the importance
of mineralogical techniques. XRD techniques provide information on ore grade Nb–Ta oxides, and
Li-bearing silicate minerals, whilst QEMSCAN®, SEM and EPMA techniques can quantify the purity/
contamination of the ore by deleterious elements (F, Fe and P) and determine potential recovery and
processing methods, such as conventional flotation, gravity, or magnetic separation technologies [31].
As part of the EU Horizon 2020 Flexible and Mobile Economic processing technologies (FAME) project,
Simons et al. (2018) [74] developed a new method for characterisation of Li minerals using SEM/
QEMSCAN®-based automated mineralogy. This approach is based on distinct Al:Si ratios, and the
absence of other major elements, but also used a sample that has been optically validated for the
minerals of interests to act as a reference, in granite-relate pegmatites and greisens, such as spodumene,
petalite, beryl and zinnwaldite. Whilst spodumene and petalite were successfully identified on samples
from Li-prospects at Cínovec (Czech Republic), Gonçalo (Portugal) and the Kaustinen pegmatite field
(Finland), using characteristic Al:Si ratios of 1:2 and 1:4, respectively, Li micas could not be uniquely
identified from Li-absent micas as the micas did not show any distinct chemical difference other
than the Li which is not detectable by automated SEM-EDS mineralogy. For this reason, bespoke
characterisation and QEMSCAN® calibration/ database development for each individual prospect
is required.

Geochemical sampling and analysis of soil, till and stream sediments has proven to be a very
effective method for localising metal anomalies in geological materials affected by secondary dispersion
processes [75,76]. Considering the exploration for LCT pegmatite deposits, a preliminary orientation
study will determine the most suitable sample location, weight, size fraction, grid and analytical
requirements. Previous pXRF orientation studies of stream sediments have demonstrated that optimum
field sample weights are 0.5–1.5 kg and that the silt to very fine sand grain size fraction (<75 μm)
yields the best signal to noise ratio [29]. In contrast, soil surveys may necessitate the collection of
the coarser sand fraction (>600 μm) to achieve optimum chemical analysis results [64]. The obvious
difference in the choice of grain size fractions is a result of secondary dispersion processes, where
comminution of heavy mineral grains, such as cassiterite or columbite-tantalite, is less pronounced in
residual soils than in active streams. The presence of target metals in silicate minerals requires the
utilisation of either pressed pellet XRF or strong chemical digests before subsequent ICP-MS analysis.
A total sodium-peroxide fusion has proven effective in targeted granite and pegmatite exploration [45],
whilst near-total four acid digest (HCl, HNO3, HF and HClO4) is useful in regional multi-commodity
and granite-pegmatite geochemical surveys [29]. Partial aqua regia (HNO3 and HCl at a 1:3 molar
ratio) digests lack the ability to attack silicate and heavy mineral grains and are consequently of limited
use [64]. One to three stream sediment samples per 4 km2, collected in first and second order streams in
mountainous terrain, along with panning and visual inspection of a heavy mineral concentrate, proved
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sufficient to recognise and narrow down mineralised zones within a prospective granite [29]. Black
heavy mineral aggregates, comprising ilmenite, rutile, and containing inclusions of columbite-(Fe) and
pyrochlore group minerals, were successfully used to outline pegmatite mineralisation in southeast
Germany [27]. Detailed targeted geochemistry of residual B horizon soils (40 cm depth), with a sample
grid spacing of 15 m × 100 m and perpendicular to geological strike led to the delineation of Sn,
Cs and W anomalies related to vein mineralisation in slates and meta-siltstones along the southern
flank of the Carnmenellis granite of Cornwall, United Kingdom [64]. Concentrations of Li (20–170
ppm), Cs (0.64–15.7 ppm), Ta (0.2–4.4 ppm), and Sn (2–6 ppm) represent a positive soil anomaly over
the LCT pegmatite field of the Little Nahani Pegmatite Group, eastern Yukon Territory, Canada [77].
In the Ruhanga area of Rwanda, large muscovite flakes, present in the B-horizon of residual, deeply
weathered tropical soils overlying pegmatite swarms, were analysed by pXRF, and returned very
low values of 4 < K/Rb < 4.8 and Ta values ranging from 150–450 ppm, implying highly fractionated
peraluminous bedrock (Figure 5) [45]. Meanwhile, soils overlying adjacent unmineralised biotite
schists are characterised by 270 < K/Rb < 320. Exploration in glacial drift terrain, however, will require
the collection of bottom-of-till C horizon samples, in order to minimise the effects of glacial dispersion
on lithogeochemical signatures [76]. Conversely, weak-leach enzyme leaches (selective leach extraction
which employs an enzyme reaction to preferentially dissolve amorphous manganese dioxides) on
transported B horizon soils have been successfully tested in Ontario and Manitoba, and supported the
generation of exploration targets [24,30].

 

Figure 5. Portable XRF (pXRF) equipment is a valuable screening tool in grassroots LCT pegmatite
exploration. At Ruhanga (Rwanda), B horizon soils overlying kaolinised LCT pegmatite contained
large flakes of muscovite. Analysis by pXRF provided K/Rb values of 4.8, indicating highly fractionated
bedrock and therefore a possible target [45].

Whilst the Canadian case studies utilised a univariate anomaly detection approach,
lithogeochemical fingerprinting of regional and highly fractionated target lithologies using immobile
major and trace elements, K/Rb, Nb/Ta, and Zr/Hf ratios, along with Li, W and Sn analyses, demonstrated
that mineralisation processes and systems can be delineated in areas with soil cover and other geological
media affected by secondary dispersion processes [29,45]. Applying geochemical and metallogenic
markers to stream sediment analyses, for example, facilitated the mapping of Sn, W, Li and Ta anomalies
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in hydrothermally-altered granite source material characterised by 70 < K/Rb < 225 and Nb/Ta < 5.
Furthermore, depending on the size of the sample grid, the lithogeochemical classification process
can lead to the production of regional lithogeochemical maps [28], which can potentially improve
existing governmental datasets and streamline exploration in greenfields exploration programs. Local
targets outlined by geological mapping and geochemical surveys are subsequently explored by channel
sampling or trenching the bedrock [24], followed by detailed mapping and composite bulk sampling,
in order to account for the potential irregular distribution of ore elements and minerals. Importantly,
selective sampling of the pegmatite ore body should not be carried out, as isolated and thin, high
grade veins of limited width or length are unlikely to be of economic interest [31]. The “nugget
effect” conundrum implies that mapping and sampling should aim to identify multiple pegmatites or
pegmatite swarms, providing sufficient tonnage over the course of mine life.

Similar to outcrop observations, visual mineralogy, pegmatite zonation and structural orientation
data are important attributes exploration geologists need to recognise, describe and record in databases.
New geological, mineralogical and geochemical data and evidence obtained from field exploration
are used to continuously update the mineralisation system model previously established for the area
of investigation.

3.4. Drilling

After exploration targets have been identified through desktop studies, geochemical and geological
fieldwork, and sampling, prospective targets will have to be drill tested in order to obtain information
about key geological factors rendering a LCT pegmatite economic, i.e., orebody geometry (lateral
and vertical extension, dilution through country rock rafts, Figure 1), grade, and tonnage in order to
produce a geological and grade 3D model. Reverse circulation (RC) drilling is the preferred method as,
unlike traditional diamond core (DD) drilling, this technique facilitates the recovery of large diameter
bulk samples and therefore minimises the “nugget effect”, often experienced with narrow-vein tin
mineralisation and large pegmatitic minerals [31]. However, DD holes allow geotechnical parameters
to be collected early in an exploration campaign. Operating in steep, mountainous terrain such as
Rwanda, particularly requires information about geomechanical properties (RQD, RMR and Q-factors,
hydrogeological parameters), to ensure safe mine and excavation designs during the mine operation
phase [45]. The geometry of pegmatites is of particular importance as the shape and orientation of
the pegmatite body will determine not only the best exploratory drillhole orientation and resulting
intersection with the pegmatite body, but also inform on potential mining methods. Whilst the
sub-horizontal pegmatite body of the Tanco deposit (Canada) requires room and pillar underground
mining operation below Bernic Lake [53], the 40–50◦ inclined Greenbushes pegmatite is currently
excavated using a large open pit operation following the pegmatite along the strike and dip of the
Donnybrook-Bridgetown shear zone [20]. Furthermore, clause 49 in the JORC guidelines [78] essentially
requires LCT pegmatites to be treated as industrial mineral deposits. For this reason, drillhole samples
are required to undergo chemical and mineralogical analysis for determination of lithium product
grades (Li2O or Li2CO3), along with a specification of the nature of lithium minerals present in the
deposit [31].

4. Case Studies of LCT Pegmatite Exploration

Two previously published examples highlighting key aspects of LCT pegmatite exploration
(Figure 4) will be presented in the following two sections. The first case study describes conceptual
target generation and a geochemical exploration survey in the Vosges Mountains (France) [29], whilst
the second case study principally outlines the outcomes of an exploration programme involving
geochemistry, geophysics and petrology leading to the discovery of economic LCT pegmatites at
Kaustinen (Finland) [56,58].
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4.1. Conceptual Target Generation, Field Mapping and Petrogenetic Exploration Indicators

The increasing interest and upswing of the battery metals industry during the mid-2010s led to a
screening study of underexplored, and potentially prospective, Variscan terrains in Central Europe [29].
An initial review of French Geological Survey (BRGM) data [79] identified W anomalies of >50 ppm
in I-type granites of the central, highly metamorphosed, domain of the Variscan Vosges Mountains
as a potential exploration area for Sn–W and Li–Cs–Ta mineralisation. Even though the area around
Sainte-Marie-aux-Mines (Figure 6) is known to host post-Variscan base metal deposits in highly
metamorphosed gneisses, no granite-related mineralisation systems were previously described.

Figure 6. Lithologies interpreted from stream sediment geochemistry on modified Bureau de Recherches
Géologiques et Minières (BRGM) geological map and structures, modified from Steiner (2019) [29] and
BRGM (2019) [79]. The illustrated area covers the SW–NE trending Central Vosges Mg–K (CVMg–K
granite), surrounded by highly metamorphic rocks of Paleozoic age. Observed leucogranitic and
pegmatitic rocks with visible muscovite and tourmaline (location indicated as 5 b–c) along with
interpreted “hydrothermally-altered granites with W–Li–Cs–Ta signature” are principally located along
SW–NE orientated fault systems in the CVMg–K granite.

Following this desktop review, a decision was made to investigate the area in closer detail
in order to prove whether the historic anomalies are (1) isolated occurrences, (2) related to the
seemingly ubiquitous I-type (Central Vosges Mg–K) granite and (3) part of a potentially larger late-stage
magmatic–hydrothermal mineralisation system. Initial reconnaissance work consisted of scout mapping
of an approx. 200 km2 area, supported by regional stream sediment sampling of first and second
order streams. A pXRF screening and orientation study conducted on a selected number of sieved
and homogenised stream sediment samples determined the −75μm fraction to be the optimum
sample medium as the fraction returned the highest values for W, Cu and Ta (Figure 7). Additional
multi-commodity targeted four acid digest followed by ICP-MS analysis resulted in the confirmation of
pXRF results and the delineation of distinct Li (830 ppm), Ta (28.9 ppm) and W (578 ppm) anomalies in
the host granite. In particular, the analysis of petrogenetic ratios, i.e, Nb/Ta < 5, 36 < Zr/Hf < 39 and
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70 < K/Rb < 225 (Figure 8), revealed the presence of apparently strongly fractionated granite material in
streams forming the topographic expression of large-scale shear zones and faults. Detailed mapping of
these zones led to the discovery of distinct muscovite-tourmaline bearing leucogranites near previous
W and Li anomalies in otherwise mantle-derived I-type granite host rock, implying that the stream
sediment anomalies are presumably related to a secondary melting and fractionation event producing
highly evolved felsic rocks. Ongoing unpublished research using SEM and QEMSCAN techniques
investigate the mineralogy of both stream sediment samples and leucogranites with the aim to determine
economic deportment of target elements in minerals. This case study shows that conceptual target
generation using regional geological knowledge and historic data from national geological surveys can
assist the identification of preliminary target areas. Furthermore, geological mapping and observations
along with regional multi-element geochemistry and the utilisation of petrogenetic ratios can successfully
narrow down target areas and reveal zones of increased magmatic fractionation and hydrothermal
alteration, that may potentially be prospective for Li, Ta and W mineralisation.

 

Figure 7. Results of an orientation study [29] carried out using portable pXRF equipment in order to
determine the most suitable grain size fraction for the present stream sediment sampling campaign.
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Figure 8. Examples from a stream sediment study [29] illustrating the use of (a) K/Rb vs. Nb/Ta and (b)
K/Rb vs. Ta bivariate plots to determine highly fractionated granitic lithologies enriched in incompatible
elements. In the central Vosges Mountains (France), peraluminous melts affected by hydrothermal
alteration are thought to occur within a larger I-type granite province. In stream sediment samples,
hydrothermally-altered granites are characterised by 70 < K/Rb < 225 and Nb/Ta < 5.

4.2. Till Geochemistry, Geophysical Surveys and Petrology

The Kaustinen LCT pegmatite field, consisting of a number of exploration areas, is one of the
most prospective rare element pegmatite terrains in Western Finland [58], located in the Pohjanmaa
(Ostrobothnia) Schist belt (Figure 9). The area was explored by the Finnish Geological Survey (GTK) for
more than a decade since the early 2000s [29]. After the governmental exploration phase had finished in
2013 the deposit contained 1.3 Mt with 1.08 wt. % Li2O. The deposit is currently owned and developed
by Keliber Oy, a Finnish industrial minerals company. The Kaustinen pegmatite swarms cross-cut
intercalated Paleoproterozoic mica schists and metavolcanic host rocks and form relatively flat-lying,
tabular bodies with dimensions of up to 500 m × 20 m [80]. The pegmatite swarms are thought to
be related to the nearby Kaustinen “pegmatite” granite. Pegmatites are mildly zoned and generally
contain albite, quartz, K-Feldspar, spodumene and muscovite along with accessory amounts of Nb–Ta
oxides, cassiterite and tourmaline (Figure 10). Initial exploration by the GTK in the 2000s involved
a follow-up of a 1950s spodumene pegmatite boulder discovery, surface mapping, glacial boulder
tracing, and bottom-of-till geochemical sampling along 50 m × 50 m grids and selected lines with a
15 m sample spacing. The distinct occurrences of spodumene pegmatite rocks in glacial boulder fans
along with Li anomalies of up to 5770 ppm in till led to the definition of linear trends and exploration
targets in metasedimentary and meta volcanic country rocks (Figure 11). Subsequently, 15.5 line
km of gravity and 4.4 km2 of gravity and magnetic ground geophysical surveys were conducted in
order to determine a potential geophysical signature of the pegmatites. The results, however, did not
confirm a geophysical signature of the pegmatites as the petrophysical properties of pegmatites and
metasedimentary and metavolcanic host rocks are similar (Figure 12). Drill targets were therefore
principally generated by geological observations and geochemical surveys. A later GTK drilling
programme comprised a combined 155 RC and DD drillholes (17 km), geochemical multi-element
assaying using XRF, acid and fusion techniques coupled with ICP-MS. Detailed logging of drill core
allowed to outline the dimensions of the Kaustinen pegmatites. In addition, the application of optical
petrography (Figure 10) and SEM on visible mineralisation intersections in core resulted in a detailed
understanding of pegmatite mineralogy and zonation.
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Figure 9. The Kaustinen Li pegmatite province, western Finland, showing the locations of the drilled
spodumene pegmatites between 2004 and 2012. From Ahtola et al. (2015) [56].

 

Figure 10. Thin section of spodumene pegmatite from drill core in the Leviäkangas exploration
area, Kaustinen Li pegmatite province. Mineral abbreviations: Spd (Spodumene), Qtz (Quartz), Kfs
(Potassium feldspar, Ab (Albite), Ms (Muscovite). From Ahtola et al. (2015) [56].
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Figure 11. Map of the till sampling grid (from Ahtola et al. (2015) [56]) with plotted Li anomalies (in
ppm) in the Rapasaaret target area, Kaustinen Li pegmatite province. The highest Li values (>1000 ppm)
indicate the presence of Li pegmatite. Note: this study has not applied petrogenetic fractionation ratios
as exploration vectors.
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Figure 12. Ground magnetic map of the Syväjärvi exploration area, Kaustinen Li pegmatite Province.
Modified from Ahtola et al. (2015) [56]. The blue lines show the magnetic profiles, whereas the red
polygons mark the spodumene pegmatite. The positive magnetic anomaly (red colour) is caused
by intermediate volcanic rocks. Basemap © National Land Survey of Finland, license number
MML/VIR/TIPA/217/10.

In summary, the Kaustinen case study clearly demonstrates that the most reliable techniques for
LCT pegmatite exploration are detailed geological field observations, along with geochemical and
drilling surveys and mineralogical studies leading to the delineation of pegmatite geometry, zonation
and chemical composition.

5. Conclusions

Petrological and mineralogical aspects of LCT pegmatite-related mineralisation have been
extensively studied over the last four decades, leading to a detailed understanding of tectonic
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and geochemical controls on pegmatite emplacement and ore genesis. This paper highlights a field
trialled early-stage, grassroots exploration workflow applicable to the scope and aims of a mineral
exploration company. Desktop literature and GIS studies form the starting point of an exploration
campaign and provide a synthesis of historical information, data, regional prospectivity along with the
identification of LCT mineralisation system elements. In a follow-up field campaign, geological outcrop
and trench mapping, as well as detailed mineralogy and geochemical rock, soil and stream sediment
sampling campaigns, are designed to continuously delineate and test areas of increased prospectivity,
which are eventually drill tested in order to obtain additional information on orebody dimensions,
grade, tonnage, and geomechanical properties. In light of clause 49 of the JORC reporting guidelines,
the importance of determining ore mineral species requires the implementation of mineralogical
methods at all stages of a LCT pegmatite exploration campaign.
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51. Černý, P. Fertile granites of Precambrian rare-element pegmatite fields: Is geochemistry controlled by tectonic
setting or source lithologies? Precambrian Res. 1991, 51, 429–468. [CrossRef]

52. Wyborn, L.A.I.; Heinrich, C.A.; Jaques, A.L. Australian Proterozoic Mineral Systems: Essential Ingredients
and Mappable Criteria. In The AusIMM Annual Conference; The Australasian Institute of Mining and
Metallurgy: Carlton, Australia, 1994; pp. 109–115.
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