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## Preface to "Graph-Theoretic Problems and Their New Applications"

Graph Theory is an important area of Applied Mathematics with a broad spectrum of applications in many fields. This book results from a special issue entitled 'Graph-Theoretic Problems and Their New Applications'. In the Call for Papers for this issue, I asked for submissions presenting new and innovative approaches for traditional graph-theoretic problems as well as for new applications of graph theory in emerging fields, such as network security, computer science and data analysis, bioinformatics, operations research, engineering and manufacturing, physics and chemistry, linguistics, or social sciences.

In response to the Call for Papers for this issue, we had an enormous resonance, and altogether 151 submissions have been received among which finally 20 papers have been accepted, all of which are of high quality, reflecting the great interest in the area of Graph Theory. This corresponds to an acceptance rate of $13.2 \%$. The authors of these accepted publications come from 13 different countries: USA, China, Pakistan, India, Iran, Marocco, Slovenia, United Arab Emirates, Oman, Spain, Mexico, Serbia, and Belarus, where most authors are from the first two countries. All submissions have been reviewed, as a rule, by at least three experts in the field of Graph Theory. The articles in this book cover a broad spectrum of graph theory, e.g., topological indices, domination in graphs, neutrosophic graphs or mixed graphs. This book contains one survey article by Sotskov and 19 further articles. Subsequently, the articles are briefly discussed according to the sequence in this book. We hope that the readers will find interesting theoretical ideas in this special issue and that researchers will find new inspirations for future works.

In the first article, Sotskov gives a detailed review about mixed graph colorings in relation to scheduling problems with minimizing the makespan. Such a mixed graph contains both directed arcs and undirected edges. He presents known results for two types of vertex colorings, referring to the chromatic number and the strict chromatic number of a graph, respectively, and he also reviews the complexity of these problems. Then he discusses in detail how the results for mixed graph colorings can be used for job shop scheduling problems with unit processing times as well as general shop scheduling problems. Further separate sections deal with colorings of arcs and edges of a mixed graph as well as with non-strict colorings of a mixed graph.

The second article by Tilley is related to the 4 -color theorem which has been proven by showing that a minimal counterexample does not exist. Here the author proves that a minimum counterexample must also satisfy a particular coloring property which he denotes as Kempe-Locking one. However, the main intention of this paper is not an alternative proof of the 4 -color theorem but an exploratory paper aimed at gaining a deeper understanding of why the 4-color theorem is true and a new approach to understand why planar graphs are 4 -colorable by investigating whether the connectivity and coloring properties are compatible.

The third article by Zhang et al. considers so-called generalized hypergraphs $H$ denoted as $r$-uniform if all the hyperedges have the same cardinality $r$. Such a graph is called a generalized hypertree $G H T$, if after removing any hyperedge $E, G H T-E$ has exactly $k$ components with $2 \leq$ $k \leq r$. Focusing first on the case $k=2$, they determine bounds on the number of edges. In particular, the authors show that an r-uniform generalized $G H T$ on $n$ vertices has at least $2 n /(r+1)$ edges and at most $n-r+1$ edges if $r \geq 3, n \geq 3$ and that the lower and upper bounds on the edge number are tight. Finally, the case of a fixed value $k \leq r-1$ is also discussed.

The next article by Wang et al. deals with the matrix $A_{\alpha}(G)=\alpha D(G)+(1-\alpha) A(G)$ with $\alpha \in[0,1]$, introduced by Nikiforov, where $A(G)$ is the adjacent matrix and $D(G)$ is the resulting diagonal matrix of the degrees of a graph $G$. They determine the graphs with largest $A_{\alpha}(G)$-spectral radius with fixed vertex or edge connectivity. In addition, the corresponding extremal graphs are given and equations satisfying the $A_{\alpha}(G)$-spectral radius are derived.

In the fifth article, Jan et al. deal with fuzzy graphs. The goal of this paper is to show that there are some serious flaws in the existing definitions of several root-level generalized fuzzy graph structures with the help of some counterexamples. To achieve this, first, we aim to improve the existing definition for interval-valued fuzzy graphs, interval-valued intuitionistic fuzzy graphs and their complements. The authors also point out that a single-valued neutrosophic graph is not well defined in the literature by illustrative examples and present then a new definition and an application of such graphs in decision making.

The next paper by Wang et al. deals with the $k$-rainbow domination number which is the minimum weight of a $k$-rainbow dominating function. In particular, they determine this domination number of the grid graph $P_{3} \square P_{n}$ for $k \in\{2,3,4\}$ and all $n$, where $P_{m}$ is a path of order $m$.

Ye et al. consider the Cartesian product of directed circles $C_{m}$ and $C_{n}$ of length $m$ and $n$, respectively ( $n \geq m \geq 3$ ). In this paper, the authors extend the known results from the literature for $m$ up to 21. They also give the exact values of the domination numbers for $n$ up to 31 .

Then Xu et al. deal with a particular topological index, namely with the distance degree index introduced by Dobrynin and Kochetova. Topological indices can be used e.g., for predicting physical, chemical, or pharmaceutical properties of organic molecules and chemical compounds. The authors derive expressions for the distance degree index for a variety of graphs, namely for a line graph, a subdivision graph, a vertex-semitotal graph, an edge-semitotal graph, a total graph, and a paraline graph.

The next article by Liu et al. considers the normalized Laplacian which plays an important role when studying the structural properties of non-regular networks. They determine the normalized Laplacian spectrum of a linear heptagonal network by a decomposition theorem for the normalized Laplacian matrix and elementary operations. In addition, the authors derive explicit formulas for the degree-Kirchhoff index and the number of spanning trees with respect to a linear heptagonal network. Here the authors use the relationships between the roots and coefficients.

In the next article, Wang et al. consider another distance-based topological index, namely the Padmakar-Ivan (PI) index. They obtain results for this index from trees to recursively clustered trees, the so-called $k$-trees. Moreover, tight upper bounds of such indices for $k$-trees are obtained by recursive relationships, and also the corresponding extremal graphs are given. In addition, the PI values of some classes of $k$-trees are derived and compared.

Then Liu et al. deal with several topological indices. In particular, they derive expressions for reformulated Zagreb indices of some derived graphs, such as the complement graph, the line graph, the subdivision graph, the edge-semitotal graph, the vertex-semitotal graph, the total graph and the paraline graph of a graph.

In another article, Liu et al. use the edge isoperimetric problem to determine the exact wirelengths of embedding an enhanced hypercube into windmill and necklace graphs by partitioning the edge set of the host graph. The results obtained in this paper may have a great impact on parallel computing systems.

Yang et al. consider the subtree problem of so-called fan graphs, wheel graphs and also graphs obtained from partitioning wheel graphs under dynamic evolution. The enumeration of these subtree numbers is done through so-called subtree generation functions of graphs. In particular, they study extremal graphs, subtree fitting problems and subtree densitiy behaviors of the graphs under consideration.

Then Huang et al. deal with the idea of regularity in neutrosophic graph theory. They describe the utility of a regular neutrosophic graph and a bipartite neutrosophic graph to model an assignment problem, a road transport network, and a social network. Neutrosophic graphs are a useful concept to cope with uncertainty resulting from the inconsistent or indeterminate information in real-world problems. In particular, a regular neutrosophic graph, a star neutrosophic graph, a regular complete neutrosophic graph, a complete bipartite neutrosophic graph and a regular strong neutrosophic graph are introduced. The authors prove some properties of these graphs. Moreover, the concept of an $m$-highly irregular neutrosophic graph on cycle and path graphs is introduced. The definition of busy and free nodes in a regular neutrosophic graph is also presented. In addition, some properties of complement and isomorphic regular neutrosophic graphs are also given.

The article by Hui et al. derives necessary and sufficient conditions for the graph join of a cycle with $m$ vertices and a path with $n$ vertices to be induced matching-extendable and bipartite-matching extendable, respectively. A graph $G$ is called induced matching extendable, if every induced matching in this graph is included in a perfect matching of $G$. Similarly, a graph is bipartite matching extendable if every bipartite matching is included in a perfect matching. The paper finishes with some suggestions for future work, e.g., to investigate the relationships between $k$-extendable and forbidden subgraphs of a graph.

In the next article, Falcon et al. derive some results on graph theory in the context of molecular processes occurring during the $S$-phase of a mitotic cell cycle. After presenting some basic concepts on genetics, genetic algebras, evolution algebras, graph theory, and isotopisms of algebras, they introduce a total-colored graph that can be associated with any given evolution algebra over a finite field. Finally, the existence of a faithful functor between both considered categories of evolution algebras and their total-colored graphs is shown.

The article by Carbollosa et al. introduces the $f$-index and the $f$-polynomial of a graph. Using this polynomial of several topological indices, they study relations e.g., of the inverse degree index, the generalized first Zagreb index, and sum lordeg indices. They obtain inequalities involving the $f$-polynomial of many graph operations including the corona product graph, the join graph, and line graph and the Mycielskian graph. This leads to new inequalities for the topological indices considered.

The article by De la Sen et al. considers so-called $(s-q)$-graphic contraction mappings in $b$-metric like spaces. Their approach is used to show that a Picard sequence is Cauchy in the context of a $b$-metric like space which generalizes known results from the literature. The obtained results are illustrated by some examples.

Then Marappan et al. deal with the asymptotic analysis of several evolutionary operators (mutations and crossovers) for finding the chromatic number of a graph which is the minimum number of colors necessary to color the vertices of a graph such that no adjacent vertices have the same color. The selection of an appropriate operator has a great influence on finding good bounds for the chromatic number as well as on the achievement of a faster convergence with a smaller population size. In addition, necessary and sufficient conditions for the global convergence
of evolutionary algorithms have been derived. Finally, the stochastic convergence of some recently suggested evolutionary operators is investigated.

In the last article, Worawannotai et al. consider particular domination games. Such a game is played by two players, namely the Dominator and the Staller, which alternatively choose vertices until all vertices are dominated. They study a version of a domination game, where the set of chosen vertices is always independent. This game turns out to be a competition-independence game, which is played by a Diminisher and a Sweller, who want to construct a maximal independent set $M$ : however, while the Diminisher tries to minimize $|M|$, the Sweller wishes to maximize $|M|$. In this paper, the authors check whether some well-known results for domination games also hold for such competition-independence games and describe a family of graphs for which many parameters are equal.
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#### Abstract

This paper presents a historical review and recent developments in mixed graph colorings in the light of scheduling problems with the makespan criterion. A mixed graph contains both a set of arcs and a set of edges. Two types of colorings of the vertices of the mixed graph and one coloring of the arcs and edges of the mixed graph have been considered in the literature. The unit-time scheduling problem with the makespan criterion may be interpreted as an optimal coloring of the vertices of a mixed graph, where the number of used colors is minimum. Complexity results for optimal colorings of the mixed graph are systematized. The published algorithms for finding optimal mixed graph colorings are briefly surveyed. Two new colorings of a mixed graph are introduced.


Keywords: mixed graph; vertex coloring; chromatic number; edge coloring; chromatic index; chromatic polynomial; unit-time scheduling; makespan criterion

## 1. Introduction

Let $G=(V, A, E)$ denote a finite mixed graph with a non-empty set $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ of $n$ vertices, a set $A$ of (directed) arcs, and a set $E$ of (undirected) edges. It is assumed that the mixed graph $G=(V, A, E)$ contains no multiple arcs, no multiple edges, and no loops. Arc $\left(v_{i}, v_{j}\right) \in A$ denotes the ordered pair of vertices $v_{i} \in V$ and $v_{j} \in V$. Edge $\left[v_{p}, v_{q}\right] \in E$ denotes the unordered pair of vertices $v_{p} \in V$ and $v_{q} \in V$. If $A=\varnothing$, we have a graph $G=(V, \varnothing, E)$. If $E=\varnothing$, we have a digraph $G=(V, A, \varnothing)$. In 1976 [1], a mixed graph coloring was introduced for the first time as follows.

Definition 1. An integer-valued function $c: V \rightarrow\{1,2, \ldots, t\}$ is a coloring (called c-coloring) of the mixed graph $G=(V, A, E)$ if non-strict inequality

$$
\begin{equation*}
c\left(v_{i}\right) \leq c\left(v_{j}\right) \tag{1}
\end{equation*}
$$

holds for each arc $\left(v_{i}, v_{j}\right) \in A$, and $c\left(v_{p}\right) \neq c\left(v_{q}\right)$ for each edge $\left(v_{p}, v_{q}\right) \in E$. A c-coloring is optimal if it uses a minimum possible number $\chi(G)$ of different colors $c\left(v_{i}\right) \in\{1,2, \ldots, t\}$, such a minimum number $\chi(G)$ being called a chromatic number of the mixed graph $G$.

A mixed graph $G=(V, A, E)$ is $t$-colorable if there exists a $c$-coloring with $t$ different colors for the mixed graph $G$. If $A=\varnothing$, then a $c$-coloring is a usual coloring of the vertices of the graph $G=(V, \varnothing, E)$. Finding an optimal coloring of a mixed graph $G=(V, A, E)$ is NP-hard even if $A=\varnothing$ [2]. It should be noted that paper [1] was published in Russian along with other papers [3-9] published before 1997. In 1997 [10], another mixed graph coloring (we call it a strict mixed graph coloring) was introduced as follows.

Definition 2. An integer-valued function $c_{<}: V \rightarrow\{1,2, \ldots, t\}$ is a coloring (called $c_{<}$-coloring) of the mixed graph $G=(V, A, E)$ if strict inequality

$$
\begin{equation*}
c_{<}\left(v_{i}\right)<c_{<}\left(v_{j}\right) \tag{2}
\end{equation*}
$$

holds for each arc $\left(v_{i}, v_{j}\right) \in A$, and $c_{<}\left(v_{p}\right) \neq c_{<}\left(v_{q}\right)$ for each edge $\left(v_{p}, v_{q}\right) \in E$. A $c_{<-c o l o r i n g ~ i s ~ o p t i m a l ~ i f ~ i t ~}^{\text {- }}$ uses a minimum possible number $\chi_{<}(G)$ of different colors $c_{<}\left(v_{i}\right) \in\{1,2, \ldots, t\}$, such a minimum number $\chi_{<}(G)$ being called a strict chromatic number of the mixed graph $G$.

A mixed graph $G=(V, A, E)$ is $t_{<}$-colorable if there exists a $c_{<}$-coloring with $t$ different colors for the mixed graph $G$.

Obviously, one can use a $c$-coloring (Definition 1) instead of a $c_{<}$-coloring (Definition 2) in a special case of the mixed graph $G=(V, A, E)$ such that the implication in Equation (3) holds for each $\operatorname{arc}\left(v_{i}, v_{j}\right) \in A$

$$
\begin{equation*}
\left(v_{i}, v_{j}\right) \in A \Rightarrow\left[v_{i}, v_{j}\right] \in E \tag{3}
\end{equation*}
$$

Remark 1. A $c_{<-c o l o r i n g ~ o f ~ t h e ~ m i x e d ~ g r a p h ~}^{G}$ is a special case of a c-coloring, if each inclusion $\left(v_{i}, v_{j}\right) \in A$ implies the inclusion $\left[v_{i}, v_{j}\right] \in E$ in the mixed graph $G=(V, A, E)$ to be colored.

It is required to use more general $c$-colorings for some applications of mixed graph colorings in planning and scheduling. On the other hand, for some applications, it is sufficient to consider a special $c_{<}$-coloring. Therefore, we present the known results for $c$-colorings and $c_{<}$-colorings separately provided that the published result is not identical for both colorings of the vertices of a mixed graph.

In [11], a coloring of arcs and edges in the mixed graph $G=(V, A, E)$ was determined as follows.
It is required to color arcs $A$ and edges $E$ in the mixed graph $G=(V, A, E)$ in such a way that any two adjacent edges in the graph $(V, \varnothing, E)$ get different colors, and for any two adjacent arcs $\left(v_{i}, v_{j}\right) \in A$ and $\left(v_{p}, v_{q}\right) \in A$ forming a path $\left(v_{i}, v_{j}, v_{p}, v_{q}\right)$ in the digraph $(V, A, \varnothing)$, the color of arc $\left(v_{i}, v_{j}\right)$ must be less than the color of arc $\left(v_{p}, v_{q}\right)$.

Such a coloring of arcs and edges in the mixed graph $G=(V, A, E)$ can be treated as a $c_{<}$-coloring of a special mixed graph (called a mixed line graph) generated from the mixed graph $G$ as follows.

Definition 3. For a given mixed graph $G=(V, A, E)$, we determine its mixed line graph $L(G)=(A \cup$ $\left.E, A_{A \cup E}, E_{A \cup E}\right)$ as a mixed graph having vertex set $A \cup E$, arcs $\left(e_{i j}, e_{j k}\right) \in A_{A \cup E}$ connecting all pairs of arcs $e_{i j}:=\left(v_{i}, v_{j}\right) \in A$ and $e_{j k}:=\left(v_{j}, v_{k}\right) \in A$, and edge set $E_{A \cup E}$ connecting all the remaining pairs of elements of the set $A \cup E$, which share at least one vertex of the set $V$.

The coloring of arcs and edges in the mixed graph $G=(V, A, E)$ is a $c_{<}$-coloring of vertices in the mixed line graph $L(G)=\left(A \cup E, A_{A \cup E}, E_{A \cup E}\right)$, and vice versa. Therefore, one can use the following definition for the $c_{<}$-coloring of arcs and edges in the mixed graph $G=(V, A, E)$ [11].

Definition 4. Let an integer-valued function $c_{<}:\{A \cup E\} \rightarrow\{1,2, \ldots, t\}$ be a $c_{<}$-coloring of the mixed line graph $L(G)=\left(A \cup E, A_{A \cup E}, E_{A \cup E}\right)$, i.e., strict inequality

$$
\begin{equation*}
c_{<}\left(e_{i j}\right)<c_{<}\left(e_{j k}\right) \tag{4}
\end{equation*}
$$

holds for each arc $\left(e_{i j}, e_{j k}\right) \in A_{A \cup E}$, and $c_{<}\left(e_{p q}\right) \neq c_{<}\left(e_{q r}\right)$ for each edge $\left[e_{p q}, e_{q r}\right] \in E_{A \cup E}$. A $c_{<- \text {-coloring of }}$ the vertices of the mixed line graph $L(G)$ is called an edge coloring of the mixed graph $G=(V, A, E)$. An edge coloring is optimal if it uses a minimum possible number $\chi^{\prime}(G)$ of different colors $c_{<}\left(e_{i j}\right) \in\{1,2, \ldots, t\}$, such a minimum number $\chi^{\prime}(G)$ being called a chromatic index of the mixed graph $G$.

For each type of colorings, the following questions have to be studied.
(a) Existence: Does a coloring exist for the given mixed graph?
(b) Optimization: How should an optimal coloring of the given mixed graph be found?
(c) Enumeration: How should all colorings existing for the given mixed graph be constructed?

From an answer to Question (c), one can directly obtain answers to both Questions (a) and (b). However, in practice, it is possible to construct all colorings existing for the mixed graph $G=(V, A, E)$
only if the order $n=|V|$ of the mixed graph $G$ is rather small. Otherwise, instead of Question (c), one can study the following questions.
(d) Counting and Estimation: How should a cardinality of the set of all colorings existing for the given mixed graph be determined (or estimated)?

The rest of this paper is organized as follows. The results published for the $c$-coloring of the mixed graph $G$ are described in Section 2, where the following decision problem $C(G, p)$ is considered.

Problem $(C(G, p))$. Given a mixed graph $G=(V, A, E)$ and an integer $p \geq 1$, find out whether the mixed graph $G$ admits a c-coloring using at most $p$ different colors $c\left(v_{i}\right)$.

Section 3 contains the results published for the $c_{<}$-coloring of the mixed graph $G$ with the following decision problem $C_{<}(G, p)$.

Problem $\left(C_{<}(G, p)\right)$. Given a mixed graph $G=(V, A, E)$ and an integer $p \geq 1$, find out whether the mixed


Three tables with the results published in the OR literature are presented in Section 4. In Section 5, we show how a unit-time scheduling problem with the makespan criterion may be interpreted as an optimal coloring of the mixed graph. Section 6 contains a few results published for the edge coloring of the mixed graph. In Section 7, we introduce new types of colorings of the mixed graphs. The paper is concluded in Section 8. Throughout the paper, we use the terminology from [12,13] for graph theory and that from $[14,15]$ for scheduling theory.

## 2. Mixed Graph Colorings

In Sections 2 and 3, we present known results for two types of mixed graph colorings (c-coloring in Section 2 and $c_{<}$-coloring in Section 3) in the order of their publications without repetitions. If a result was first published in a weak form and then was published in a stronger form, we present both results in this survey with indicating years of their publications.

Remark 2. If a "positive result" is proven for a c-coloring (e.g., a polynomial algorithm is derived), it remains correct for a $c_{<}$-coloring for a special mixed graph $G=(V, A, E)$, where the implication in Equation (3) holds for each arc $\left(v_{i}, v_{j}\right) \in A$ (see Remark 1). On the other hand, a "positive result" proven for a $c_{<}$-coloring may remain unproven (open) for a c-coloring. If NP-hardness is proven for $c_{<-c o l o r i n g s ~ o f ~ s o m e ~ c l a s s ~ o f ~ m i x e d ~}^{\text {-ch }}$ graphs, then NP-hardness remains correct for $c$-colorings of the same class of mixed graphs.

The following criterion for existing a $c$-coloring of the mixed graph is proven in [1].
Theorem 1. A c-coloring of the mixed graph $G=(V, A, E)$ exists if and only if the digraph $(V, A, \varnothing)$ has no circuit containing some adjacent vertices in the graph $(V, \varnothing, E)$.

In the proof of Theorem 1, it is shown how to construct a $c$-coloring of the mixed graph $G=$ $(V, A, E)$ provided that such a coloring exists.

Let $f(G, t)$ denote a number of all different $c$-colorings with colors $c\left(v_{i}\right) \in\{1,2, \ldots, t\}$. If $A=\varnothing$, then $f(G, t)$ is a chromatic polynomial of the graph $G=(V, \varnothing, E)[12,13,16]$. If $E=\varnothing$, then $f(G, t)$ is a chromatic polynomial of the digraph $G=(V, A, \varnothing)$ [17]. In [1,18], it is shown that $f(G, t)$ is a chromatic polynomial of $t$ for the mixed graph $G=(V, A, E)$ with $A \neq \varnothing \neq E$.

In the $c$-coloring of the $t$-colorable mixed graph $G=(V, A, E)$, all vertices on a circuit in the digraph $G=(V, A, \varnothing)$ must have the same color from set $\{1,2, \ldots, t\}$. Let ${ }_{\left\{v_{i}, v_{j}\right\}} G$ denote a mixed graph obtained from the mixed graph $G=(V, A, E)$ as a result of identifying vertices $v_{i} \in V$ and
$v_{j} \in V$ along with identifying multiple edges, multiple arcs, and deleting loops, if these multiple edges, arcs, or loops arise in the mixed graph obtained due to identifying vertices $v_{i}$ and $v_{j}$ in $G=(V, A, E)$.

The above vertex identification may be generalized on a set $N$ of the vertex pairs $\left\{v_{i}, v_{j}\right\}$. Let ${ }_{N} G=\left({ }_{N} V,{ }_{N} A,{ }_{N} E\right)$ denote a mixed graph obtained from the mixed graph $G=(V, A, E)$ as a result of successive identifying vertices $v_{i}$ and $v_{j}$ for each pair of vertices $\left\{v_{i}, v_{j}\right\} \in N$.

In [1], Lemma 1 and Theorems 2 and 3 have been proven.
Lemma 1. If vertices $v_{i}$ and $v_{j}$ are not adjacent in the graph $(V, \varnothing, E)$, then

$$
\begin{equation*}
f(G, t)=f\left(\left(V, A, E \cup\left\{\left[v_{i}, v_{j}\right]\right\}\right), t\right)+f\left(\left(\left\{v_{i}, v_{j}\right\} G\right), t\right) \tag{5}
\end{equation*}
$$

Theorem 2. If $M \subseteq E$ and graph $(V, \varnothing, M)$ has no cycle, then

$$
\begin{equation*}
f(G, t)=\sum(-1)^{n-\left.\right|_{N} V \mid} f\left({ }_{N}(V, A, E \backslash M), t\right) \tag{6}
\end{equation*}
$$

where the summation is realized for all subsets $N \subseteq M$ such that the graph $(V, \varnothing, N)$ has no chain connecting adjacent vertices in the graph $(V, \varnothing, E \backslash M)$.

Let $\Pi(V, A, E)$ denote a set of all circuit-free digraphs generated by the mixed graph $G=(V, A, E)$ as a result of substituting each edge $\left[v_{i}, v_{j}\right] \in E$ by one of the arcs, either $\left(v_{i}, v_{j}\right)$ or $\left(v_{j}, v_{i}\right)$. The cardinality of set $\Pi(V, A, E)$ is denoted by $\pi(V, A, E)=|\Pi(V, A, E)|$.

Theorem 3. Let $E \cap M=\varnothing$ and the graph $(V, \varnothing, E \cup M)$ is complete. Then,

$$
\begin{equation*}
f(G, t)=\sum \pi\left({ }_{N}(V, A, E \cup M)\right)\binom{t}{\left.\right|_{N} V \mid} \tag{7}
\end{equation*}
$$

where the summation is realized for all subsets $N \subseteq M$ such that labeled mixed graphs ${ }_{N} G$ are different and there is no chain in the graph $(V, \varnothing, N)$ between vertices, which are adjacent in the graph $(V, \varnothing, E)$.

Using Theorem 3, the coefficient of $t^{n}$ and that of $t^{n-1}$ in the chromatic polynomial $f(G, t)$ for the mixed graph $G$ have been calculated in [1]. It is also proven that the sum $\Sigma$ of all coefficients of the chromatic polynomial $f(G, t)$ is equal to zero, if $E \neq \varnothing$ and $\Sigma=1$, if $E=\varnothing$.

In [19], a reciprocity theorem for the chromatic polynomials $f(G, t)$ is established based on order polynomials of partially ordered sets due to giving interpretations of evaluations at negative integers.

In [20], it is shown that the chromatic polynomial $f(G, t)$ of any mixed graph $G=(V, A, E)$ can be reduced to a linear combination of the chromatic polynomials $f(G, t)$ of simpler mixed graphs $G$ such as trees. The reciprocity theorem for chromatic polynomials $f(G, t)$ has been investigated from a standpoint of inside-put polytopes and partially ordered sets.

In [7], the recurrent functions were determined for calculating several lower bounds on the minimum number of colors used in the $c$-coloring of the mixed graph $G=(V, A, E)$. These bounds were used for calculating lower bounds on the chromatic number $\chi(G)[7,8]$. Several lower and upper bounds on the chromatic number $\chi(G)$ have been proven in [21]. Some of these bounds are tight.

Different algorithms for mixed graph colorings were developed and tested in [22-29]. In [25], a branch-and-bound algorithm was developed for calculating the chromatic number $\chi(G)$ and the strict chromatic number $\chi_{<}(G)$. This algorithm is based on the conflict resolution strategy with adding appropriate arcs to the mixed graph $G=(V, A, E)$ in order to resolve essential conflicts of the vertices, which may be colored by the same color. Computational results for randomly generated mixed graphs of the orders $n \leq 150$ showed that the developed algorithm outperforms the branch-and-bound algorithm described in [10] in cases of sufficiently large values of the strict chromatic numbers $\chi_{<}(G)$.

In [18], it is shown that a large class of scheduling problems induce mixed graph collorings (either $c$-colorings or $c<$-colorings). Three algorithms for mixed graph colorings were coded in FORTRAN and tested on PC 486 for coloring randomly generated mixed graphs with the orders $n \leq 100$.

The algorithms proposed in $[26,27]$ were modified in [29] in order to restrict the computer memory used in the branch-and-bound algorithm. The reported computational results on the benchmark instances showed that the modified algorithms are more efficient in terms of the number of optimal colorings constructed and sizes of the search trees.

The degree of vertex $v_{i} \in V$, denoted by $d_{G}\left(v_{i}\right)$, is the number of edges and arcs incident to vertex $v_{i}$. In [21], it is shown how to find the chromatic numbers $\chi(G)$ and optimal $c$-colorings for the following simple classes of mixed graphs.

Theorem 4. Let $G=(V, A, E)$ be a mixed tree, where $E \neq \varnothing$. Then, $\chi(G)=2$.
Theorem 5. Let $G=(V, A, E)$ be a chordless mixed cycle. Then, $\chi(G)=2$.
In [21], it is shown that the decision problem $C(G, p)$ with a fixed integer $p$ may be polynomially solved for the following two classes of mixed graphs.

Theorem 6. The problem $C(G, p)$ is polynomially solvable if $G=(V, A, E)$ is a partial mixed $k$-tree for a fixed integer $k$.

Theorem 7. The problem $C(G, 2)$ is polynomially solvable.
In the proof of Theorem 7, it is shown that the problem $C(G, 2)$ may be (polynomially) reduced to the following $k$-satisfiability problem $k$-SAT with $k=2$ that is known to be polynomially solvable [2].

Problem ( $k$-SAT). Given a set $U$ of Boolean variables and a collection $C$ of clauses over $U$, each clause containing $k \geq 1$ Boolean variables, find out whether there is a truth assignment to the Boolean variables that satisfies all clauses in $C$.

The following complexity results (NP-completeness) for $c$-colorings have been proven in [21].
Theorem 8. The decision problem $C(G, 3)$ is $N P$-complete even if $G=(V, A, E)$ is a planar bipartite mixed graph with the maximum degree 4 .

In the proof of Theorem 8, it is shown that the NP-complete decision problem $C_{<}(G, 3)$ is polynomially reduced to the decision problem $C(G, 3)$. In Section 3, we present Theorem 17 claiming that the decision problem $C_{<}(G, 3)$ is NP-complete if $G=(V, A, E)$ is a planar bipartite mixed graph with the maximum degree equal to 3 .

Theorem 9. The decision problem $C(G, 3)$ is NP-complete even if $G=(V, A, E)$ is a bipartite mixed graph with the maximum degree 3.

In the proof of Theorems 9 , it is shown that the problem $C_{<}(G, 3)$ is polynomially reduced to the problem $C(G, 3)$. In [30], it is proven that the problem $C_{<}(G, 3)$ is NP-complete if $G=(V, A, E)$ is a bipartite mixed graph with the maximum degree 3 (see Theorem 18 in Section 3).

The following claim is proven in [31].
Theorem 10. The decision problem $C(G, 3)$ is $N P$-complete even if $G=(V, A, E)$ is a cubic planar bipartite mixed graph.

In the proof of Theorem 10, it is shown that the problem $C_{<}(G, 3)$ is polynomially reduced to the problem $C(G, 3)$. In Section 3, Theorem 20 is presented, where it is established that the problem $C(G, 3)$ is NP-complete if $G=(V, A, E)$ is a cubic planar bipartite mixed graph.

The above NP-completeness result is the best possible. Indeed, the problem $C(G, 2)$ is polynomially solvable. Furthermore, a mixed graph having the maximum degree 2 consists of a family of disjoint mixed chains and mixed cycles. In [21], it is proven that an optimal c-coloring of a mixed cycle can be constructed in polynomial time. An optimal c-coloring of a mixed chain is trivial.

## 3. Strict Mixed Graph Colorings

In this section, we consider $c_{<}$-colorings of the mixed graph $G=(V, A, E)$. Due to Remark 1, Theorem 1 may be rewritten for a strict mixed graph coloring as follows.

Theorem 11. $A c_{<}$-coloring for the mixed graph $G=(V, A, E)$ exists if and only if the digraph $(V, A, \varnothing)$ has no circuit.

Algorithms for calculating and estimating the value of $\pi(V, A, E)$ used in the equality in Equation (7) and algorithms for constructing set $\Pi(V, A, E)$ of the circuit-free digraphs generated by the mixed graph $G(V, A, E)$ are described in [4,5], where the following claim is proven.

Lemma 2. If vertices $v_{i}$ and $v_{j}$ are not adjacent in the graph $(V, \varnothing, E)$, then

$$
\begin{equation*}
\pi(G)=\pi\left(V, A, E \cup\left[v_{i}, v_{j}\right]\right)-\pi\left(v_{i}, v_{j} G\right) \tag{8}
\end{equation*}
$$

Using Lemma 2 and numbering $E=\bigcup_{k=1}^{|E|}\left[v_{i}, v_{j}\right]$ of the edges, the following equality is obtained:

$$
\begin{equation*}
\pi(G)=\pi(V, A, \varnothing)+\sum_{\left[v_{i}, v_{j}\right]_{r} \in E} \pi\left(v_{i}, v_{j}\left(V, A, E \backslash \bigcup_{m=1}^{r-1}\left[v_{p}, v_{q}\right]_{m}\right)\right. \tag{9}
\end{equation*}
$$

The value of $\pi(V . \varnothing, E)$ was investigated in [17]. The formulas analogous to Equations (5)-(7) presented in Section 2 for the value of $f(G, t)$ were proven for the value of $\pi(G)$ in [5].

The following claim has been proven in [10].
Theorem 12. If mixed graph $G=(V, A, E)$ is a nontrivial mixed tree, then an optimal $c_{<-c o l o r i n g}$ for the mixed graph $G$ may be constructed in $O\left(n^{2}\right)$ time.

The result of Theorem 12 was strengthened in [32], where it was proven that an optimal $c_{<}$-coloring of the nontrivial mixed graph $G$ may be constructed in $O(n)$ time.

Let $V_{o}$ denote a set of vertices, $V_{o} \subseteq V$, which are incident to at least one arc in the mixed graph $G=(V, A, E)$. We denote by $G\left(V_{o}\right)$ the mixed subgraph of the mixed graph $G$ induced by the vertex set $V_{o}$ in the digraph $G^{o}=\left(V_{o}, A, \varnothing\right)$. Let $n\left(G^{o}\right)$ denote a number of vertices on the longest path in the mixed graph $G\left(V_{0}\right)$. Notice that the length of a longest path in the mixed graph $G\left(V_{0}\right)$ is equal to $n\left(G^{o}\right)-1$. The in-rank of vertex $v_{i} \in V$, denoted by $i n\left(v_{i}\right)$, is the length of a longest path in the digraph $G^{o}=\left(V_{o}, A, \varnothing\right)$ ending at vertex $v_{i}$. The out-rank of vertex $v_{i} \in V$, denoted by out $\left(v_{i}\right)$, is the length of a longest path in the digraph $G^{0}=\left(V_{o}, A, \varnothing\right)$ starting at vertex $v_{i}$. If vertex $v_{i}$ is not incident to any arc from set $A$, then $\operatorname{in}\left(v_{i}\right)=0=\operatorname{out}\left(v_{i}\right)$. The length of a longest path in the mixed graph $G$ is equal to $\max _{v_{i} \in V}\left\{\operatorname{in}\left(v_{i}\right)+\operatorname{out}\left(v_{i}\right)\right\}$. The above parameters can be determined if digraph $G^{o}=\left(V_{o}, A, \varnothing\right)$ has no circuit. Let $n(P)$ denote a number of vertices on path $P$ in the digraph $(V, A, \varnothing)$.

The following two claims have been proven in [30].
Theorem 13. Let mixed graph $G=(V, A, E)$ have the following properties:
(1) For each vertex $v_{i} \in V$, there exists a vertex $v_{j} \in V$ such that $\left(v_{i}, v_{j}\right) \in A$ or $\left(x_{j}, x_{i}\right) \in A$.
(2) For each maximal path $P$ in the digraph $(V, A, \varnothing)$, either $n(P)=\chi_{<}\left(G^{o}\right)$ or $n(P)=\chi_{<}\left(G^{0}\right)-1$.

Then, deciding whether equality $\chi_{<}(G)=\chi_{<}\left(G^{0}\right)$ holds or inequality $\chi_{<}(G)>\chi_{<}\left(G^{0}\right)$ holds can be done in polynomial time.

The proof of Theorem 13 is based on transformation of the considered problem into the 2-SAT problem. Corollary 1 follows from the proof of Theorem 13.

Corollary 1. Let mixed graph $G=(V, A, E)$ have the following properties:
(1) For each vertex $v_{i} \in V$, there exists a vertex $v_{j} \in V$ such that $\left(v_{i}, v_{j}\right) \in A$ or $\left(x_{j}, x_{i}\right) \in A$.
(2) $\quad \chi_{<}\left(G^{o}\right) \leq \chi_{<}(G) \leq \chi_{<}\left(G^{o}\right)+1$.
(3) For each maximal path $P$ in the digraph $(V, A, \varnothing)$, either $n(P)=\chi_{<}\left(G^{o}\right)$ or $n(P)=\chi_{<}\left(G^{o}\right)-1$.

Then, the strict chromatic number $\chi_{<}(G)$ can be determined in polynomial time.
Several upper bounds on the strict chromatic number $\chi_{<}(G)$ have been proven in [10], where it was shown that inequalities

$$
\begin{equation*}
n\left(G^{o}\right) \leq \chi<(G) \leq n\left(G^{o}\right)+1 \tag{10}
\end{equation*}
$$

hold for the bipartite mixed graph $G=\left(V_{1} \cup V_{2}, A, E\right)$, where $V=V_{1} \cup V_{2}$ and neither set $V_{1}$ nor set $V_{2}$ has adjacent vertices in the mixed graph $G=\left(V_{1} \cup V_{2}, A, E\right)$.

The following decision problem (called a precoloring extension) was used for proving several results for calculating a value of the strict chromatic number $\chi<(G)$.

Problem $(\operatorname{PrExt}(G, q))$. Given an integer $q \geq 1$ and a graph $G=(V, \varnothing, E)$ some of whose vertices are colored using at most $q$ colors, find out whether this coloring of the subset of vertices can be extended to a coloring of all vertices of the graph $G$ using at most q colors.

In [33], it was proven that the problem $\operatorname{PrExt}(G, 2)$ is polynomially solvable for a bipartite graph $G=(V, \varnothing, E)$, for a split graph $G$, and for a complement $G$ of the bipartite graph. In [34], it was proven that the problem $\operatorname{PrExt}(G, q)$ is polynomially solvable for a cograph $G=(V, \varnothing, E)$. In [35], it was proven that the problem $\operatorname{PrExt}(G, q)$ is polynomially solvable for the graph $G=(V, \varnothing, E)$ with maximum degree 3. In [21], the following claim was proven.

Theorem 14. The decision problem $C_{<}\left(G, n\left(G^{o}\right)\right)$ is polynomially solvable if:
(1) every vertex in the digraph $G^{0}=\left(V_{0}, A, \varnothing\right)$ is on a path of length $n\left(G^{0}\right)-1$; and
(2) the problem $\operatorname{PrExt}\left(G^{*}, n\left(G^{o}\right)\right)$ is polynomially solvable, where the graph $G^{*}$ is obtained by transforming each arc in the mixed graph $G$ into an edge, which is incident to the same vertices.

In [30], it is shown that the decision problem $C_{<}(G, 3)$ is polynomially reduced to the decision problem $\operatorname{PrExt}(G, 2)$, i.e., the following claim is proven.

Theorem 15. The problem $C_{<}(G, 2)$ is polynomially solvable if $G=(V, A, E)$ is a bipartite mixed graph.
Polynomial algorithms were developed for the class of $k$-trees defined recursively as follows.
A $k$-tree on $k$ vertices consists of a clique on $k$ vertices (called a $k$-clique). Given a $k$-tree $T_{n}$ on $n$ vertices, one can construct a $k$-tree on $k+1$ vertices by adjoining a new vertex $v_{n+1}$ to the $k$-tree $T_{n}$, which is made adjacent to each vertex of some $k$-clique existing in the $k$-tree $T_{n}$ and nonadjacent to all the remaining $n-k$ vertices in this $k$-tree. The mixed graph $G$ is called a partial $k$-tree if $G$ is a subgraph of a $k$-tree. The following theorem is proven in [30].

Theorem 16. The decision problem $C_{<}(G, p)$ is polynomially solvable if:
(1) $G=(V, A, E)$ is a bipartite partial mixed $k$-tree, where $k$ is fixed; and
(2) for each maximal path $p$ in the mixed graph $G$, either equality $n(P)=p$ or equality $n(P)=p-1$ holds.

In the proof of Theorem 16, it is shown that the considered problem is polynomially reduced to the problem $\operatorname{PrExt}(G, 2)$. From Theorem 16, the following claim is obtained.

Corollary 2. The decision problem $C_{<}(G, 3)$ is polynomially solvable if $G=(V, A, E)$ is a bipartite partial mixed $k$-tree, where $k$ is fixed.

In [36], it is proven that the problem $\operatorname{PrExt}(G, 3)$ is NP-complete for a planar bipartite graph $G=(V, \varnothing, E)$. Based on the reduction of the NP-complete problem $\operatorname{PrExt}(G, 3)$ to the decision problem $C_{<}(G, 3)$ with a planar mixed graph $G=(V, A, E)$, the following claim is proven in [30].

Theorem 17. The decision problem $C_{<}(G, 3)$ is NP-complete even if $G=(V, A, E)$ is a planar bipartite mixed graph.

The following claim is also proven in [30].
Theorem 18. The decision problem $C_{<}(G, 3)$ is NP-complete even if $G=(V, A, E)$ is a bipartite mixed graph with the maximum degree 3 .

In the proof of Theorem 18, it is shown that the problem 3-SAT, which is NP-complete [37], is polynomially reduced to the problem $C(G, 3)$. In [21], Theorem 17 was strengthened as follows.

Theorem 19. The decision problem $C_{<}(G, 3)$ is NP-complete even if:
(1) $G=(V, A, E)$ is a planar bipartite mixed graph with a maximum degree 4 ; and
(2) each vertex $v_{i} \in V$, which is incident to an arc, has a maximum degree 2 .

The following claim is proven in [31].
Theorem 20. The decision problem $C_{<}(G, 3)$ is NP-complete if $G=(V, A, E)$ is a cubic planar bipartite mixed graph.

In the proof of Theorem 20, it is shown that the following problem $\operatorname{LiCol}(G)$ is polynomially reduced to the decision problem $C(G, 3)$ considered in Theorem 20.

Problem $(\operatorname{LiCol}(G))$. Given a graph $G=(V, \varnothing, E)$ together with sets of feasible colors $L\left(v_{i}\right)$ for all vertices $v_{i} \in V$, find out whether the graph $G=(V, \varnothing, E)$ admits a vertex coloring (i.e., adjacent vertices get different colors) such that every vertex $v_{i} \in V$ is colored with a feasible color from the given set $L\left(v_{i}\right)$.

In [35], it is proven that the problem $\operatorname{LiCol}(G)$ is NP-complete if the total number of available colors is equal to $3,\left|L\left(v_{i}\right)\right|=3$, and if graph $G=(V, \varnothing, E)$ is a cubic planar bipartite mixed graph.

It should be noted that the NP-completeness proven in Theorem 20 is best possible in the sense that the problem $C_{<}(G, 3)$ for the mixed graph $G=(V, A, E)$ having a maximum degree 2 and the problem $C_{<}(G, 2)$ are both polynomially solvable. In [21], Lemma 3 was proven in order to establish several upper bounds on the strict chromatic number $\chi<(G)$.

Lemma 3. Let $G^{o}=\left(V_{1} \cup V_{2}, A, \varnothing\right)$ be a bipartite digraph. Assume that all paths of length $n\left(G^{o}\right)-1$ start at the same vertex set, say $V_{1}$. Then, it is possible to find a $c_{<}$-coloring of the digraph $G^{0}$ with the number of colors $n\left(G^{o}\right)$ such that all vertices in set $V_{1}$ have even colors, and all vertices in set $V_{2}$ have odd colors.

Using Lemma 3, the following two theorems have been proven in [21].

Theorem 21. Let $G=\left(V_{1} \cup V_{2}, A, E\right)$ be a bipartite mixed graph. Assume that all paths of length $n\left(G^{o}\right)-1$
 of colors $n\left(G^{o}\right)$ such that all vertices in set $V_{1}$ have even colors, and all vertices in set $V_{2}$ have odd colors.

Theorem 22. Let $G=\left(V_{1} \cup V_{2}, A, E\right)$ be a bipartite mixed graph. Then, equality $\chi_{<}(G)=n\left(G^{o}\right)$ holds if and only if all paths of length $n\left(G^{o}\right)-1$ start in the same vertex set $V_{i}$, where $i \in\{1,2\}$.

Theorem 23. Let $G=(V, A, E)$ be a mixed graph such that non-strict inequality $\chi_{<}\left(G\left(V_{o}\right)\right) \leq n\left(G^{0}\right)+1$ holds for the mixed graph $G\left(V_{0}\right)$. Suppose also that the following inequality holds:

$$
\begin{equation*}
\max _{G^{\prime} \subseteq G}\left\{\min _{v_{i} \in G^{\prime}} d_{G^{\prime}}\left(v_{i}\right)\right\} \leq n\left(G^{o}\right), \tag{11}
\end{equation*}
$$

where $G^{\prime}$ is a subgraph of the mixed graph $G$ containing vertex set $V_{o}$. Then, the non-strict inequality $\left.\chi_{<} G\right) \leq n\left(G^{o}\right)+1$ holds.

The following two claims follow from Theorem 23 and the inequalities in Equation (10).
Corollary 3. Let $G=(V, A, E)$ be a mixed graph such that $G\left(V_{0}\right)$ is a bipartite mixed graph and the inequality in Equation (11) holds for the subgraph $G^{\prime}$ of the mixed graph $G$ containing vertex set $V_{o}$. Then, non-strict inequality $\chi_{<}(G) \leq n\left(G^{0}\right)+1$ holds.

Corollary 4. Let $G=(V, A, E)$ be a mixed graph such that odd cycle $C$ in mixed graph $G$ contains at least one vertex, which is not incident to any arc, and the inequality in Equation (11) holds for the subgraph $G^{\prime}$ of the mixed graph $G$ containing vertex set $V_{o}$. Then, the non-strict inequality $\left.\chi<G\right) \leq n\left(G^{0}\right)+1$ holds.

In [38], it is shown that the problem $C_{<}(G, p)$ is polynomially solvable for a series parallel mixed graph $G$. In other words, an exact algorithm for solving the problem $C_{<}(G, p)$ is developed, where $G$ is a partial 2-tree. The complexity of this algorithm is $O\left(n^{3.376} \log n\right)$.

In [21], the following Theorem 24 has been proven, strengthening Theorem 16 proven in [31].
Theorem 24. The decision problem $C_{<}(G, p)$ is polynomially solvable if $G=(V, A, E)$ is a bipartite partial mixed $k$-tree, where $k$ is fixed.

In the proof of Theorem 24, it is shown that the problem $C_{<}(G, p)$, where $G=(V, A, E)$ is a bipartite partial mixed $k$-tree with a fixed $k$, is polynomially reduced to the problem $\operatorname{LiCol}(G)$, which is known to be solvable in $O\left(n^{k+2}\right)$ time for a partial $k$-tree [34]. The exact algorithm developed for solving the problem $C_{<}(G, p)$, where $G=(V, A, E)$ is a bipartite partial mixed $k$-tree with a fixed $k$, has the complexity $O\left(n^{2 k+4}|A|^{k+2}\right)$.

Algorithms for constructing an optimal $c_{<}$-coloring of the mixed graph $G=(V, A, E)$ have been derived in [39,40]. In [40], it is shown that an optimal $c_{<}$-coloring may be constructed for the mixed graph $G=(V, A, E)$ in $O\left(|E|^{2} \cdot 2^{|E|}+|E| \cdot|A|\right)$ time provided that inequality $|E|<|A|$ holds.

The following polynomially solvable case for an optimal $c_{<}$-coloring was discovered in [40].
Theorem 25. The decision problem $C_{<}(G, p)$ is solvable in $O(|A| \cdot|E|)$ time if edge set $E$ of the mixed graph $G=(V, A, E)$ has no redundant edges and form a clique $(V, \varnothing, E)$.

In [28], an algorithm based on the mixed integer linear programming and a tabu search algorithm were developed for constricting heuristic $c_{<}$-colorings of the mixed graph $G=(V, A, E)$ and calculating upper bounds on the strict chromatic number $\chi_{<}(G)$. The performances of the proposed heuristic algorithms were evaluated through several benchmark instances. It was shown that the developed tabu search algorithm outperforms the mixed integer linear programming algorithm.

## 4. Tables with Results Published on Vertex Colorings of the Mixed Graphs

This section contains three tables of the results published on $c$-colorings of the vertices of mixed graphs (Tables 1 and 3 ) and on $c_{<}$-colorings of the vertices of mixed graphs (Tables 2 and 3 ).

In Table 2, property $(N)$ indicated in Column 3 is described in the corresponding theorem (corollary) indicated in Column 5 on the same line of Table 2. The sense of other columns are determined in their titles in Tables 1-3.

Table 1. The complexity of optimal $c$-colorings of the mixed graphs.

| Decision <br> Problem | $\chi(G)$ | Properties <br> of the Mixed Graph $G$ | Complexity <br> Status | Theorem | Reference Year |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $C(G, p)$ | $\chi(G)=2$ | $G$ is a mixed tree | $O(1)$ | Theorem 4 | $[21]$ | 2008 |
| 2 | $C(G, p)$ | $\chi(G)=2$ | $G$ is a chordless mixed cycle | $O(1)$ | Theorem 5 | $[21]$ | 2008 |
| 3 | $C(G, p)$ | $\chi(G)$ | $G$ is a partial mixed $k$-tree $(k$ is fixed $)$ | $\mathcal{P}$ | Theorem 6 | $[21]$ | 2008 |
| 4 | $C(G, 2)$ | $\chi(G)=2$ |  | $\mathcal{P}$ | Theorem 7 | $[21]$ | 2008 |
| 5 | $C(G, 3)$ | $\chi(G)=3$ | $G$ is a bipartite mixed graph <br> with maximum degree 3 | NP-complete | Theorem 8 | $[30]$ | 2007 |
| 6 | $C(G, 3)$ | $\chi(G)=3$ | $G$ is a planar bipartite mixed <br> graph with maximum degree 4 | NP-complete | Theorem 9 | $[21]$ | 2008 |
| 7 | $C(G, 3)$ | $\chi(G)=3$ | $G$ is a cubic planar <br> bipartite mixed graph | NP-complete | Theorem 10 | $[31]$ | 2010 |

Table 2. The complexity of optimal $c_{<}$-colorings of the mixed graphs.

|  | Decision Problem | $\chi<(G)$ | Properties of the Mixed Graph G | Complexity Status | Theorem, Corollary | Reference | Year |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | $C_{<}(G, p)$ | $\chi<(G)=\chi<\left(G^{0}\right)$ | Properties (1) and (2) | $\mathcal{P}$ | Theorem 13 | [30] | 2007 |
| 2 | $C_{<}(G, p)$ | $\chi_{<}(G)$ | Properties (1)-(3) | $\mathcal{P}$ | Corollary 1 | [30] | 2007 |
| 3 | $C_{<}\left(G, n\left(G^{0}\right)\right)$ | $\chi_{<}(G)=n\left(G^{0}\right)$ | Properties (1) and (2) | $\mathcal{P}$ | Theorem 14 | [21] | 2008 |
| 4 | $C_{<}(G, 2)$ | $\chi_{<}(G)=2$ | $G$ is a bipartite mixed graph | $\mathcal{P}$ | Theorem 15 | [30] | 2007 |
| 5 | $C_{<}(G, p)$ | $\chi_{<}(G)$ | Properties (1) and (2) | $\mathcal{P}$ | Theorem 16 | [30] | 2007 |
| 6 | $C_{<}(G, p)$ | $\chi_{<}(G)$ | Properties (1) and (2) | $O\left(n^{2 k+4}\|A\|^{k+2}\right)$ | Theorem 24 | [21] | 2008 |
| 7 | $C_{<}(G, 3)$ | $\chi_{<}(G)=3$ | $G$ is a bipartite partial mixed $k$-tree ( $k$ is fixed) | $\mathcal{P}$ | Corollary 2 | [30] | 2007 |
| 8 | $C_{<}(G, p)$ | $\chi_{<}(G)=3$ | $G$ is a series parallel mixed graph | $O\left(n^{3.376} \log n\right)$ |  | [38] | 2008 |
| 9 | $C_{<}(G, 3)$ | $\chi<(G)=3$ | $G$ is a planar bipartite mixed graph | NP-complete | Theorem 17 | [30] | 2007 |
| 10 | $C_{<}(G, 3)$ | $\chi<(G)=3$ | $G$ is a bipartite mixed graph with maximum degree 3 | NP-complete | Theorem 18 | [30] | 2007 |
| 11 | $C_{<}(G, 3)$ | $\chi_{<}(G)=3$ | Properties (1) and (2) | NP-complete | Theorem 19 | [21] | 2008 |
| 12 | $C_{<}(G, 3)$ | $\chi_{<}(G)=3$ | $G$ is a cubic planar bipartite mixed graph | NP-complete | Theorem 20 | [31] | 2010 |

Table 3. Existence, estimation and enumeration of $c$-colorings and $c_{<}$-colorings of the mixed graphs.

|  | Problems and Notations | Formulas | Sections | Theorems, Corollaries, Lemmas | References | Years |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 |
| 1 | Existence of $c$-coloring |  | Section 2 | Theorem 1 | [1] | 1976 |
| 2 | Existence of $c_{<}$-coloring |  | Section 3 | Theorem 11 | [1,10] | 1976, 1997 |
| 3 | Counting of $c$-colorings $\begin{gathered} f(G, t) \\ \pi(V, A, E) \end{gathered}$ | $\begin{gathered} \text { Equation (5) } \\ \text { Equation (6), Equation (7) } \end{gathered}$ | Section 2 <br> Section 2 <br> Section 2 | $\begin{gathered} \text { Lemma } 1 \\ \text { Theorems } 2 \text { and } 3 \end{gathered}$ | $\begin{gathered} {[1]} \\ {[1]} \\ {[1,3,5]} \end{gathered}$ | $\begin{gathered} \hline 1976 \\ 1976 \\ 1970,1976 \end{gathered}$ |
| 4 | Counting of $c_{<}$-colorings $\begin{gathered} f(G, t) \\ \pi(V, A, E) \end{gathered}$ | Equation (8, 9) | Section 3 <br> Section 3 <br> Section 3 | Lemma 2 | $\begin{gathered} \hline[17] \\ {[5]} \\ {[3,4]} \end{gathered}$ | $\begin{gathered} 1973 \\ 1976 \\ 1970,1974 \end{gathered}$ |
| 5 | Enumeration of $c$-colorings $\Pi(V, A, E)$ |  | Section 2 Section 5 |  | $\begin{aligned} & {[5,41]} \\ & {[6,42]} \end{aligned}$ | $\begin{aligned} & 1976,1975 \\ & 1980,1981 \end{aligned}$ |
| 6 | Enumeration of $c_{<}$-colorings |  | Sections 2 |  | $\begin{gathered} {[5,42]} \\ {[41]} \end{gathered}$ | $\begin{gathered} 1976,1980 \\ 1975 \end{gathered}$ |
| 7 | Estimation of the number of $c$-colorings |  | Sections 2 |  | $\begin{aligned} & {[5,42]} \\ & {[3,41]} \end{aligned}$ | $\begin{aligned} & 1976,1980 \\ & 1970,1975 \end{aligned}$ |
| 8 | Estimation of the number of $c_{<}$-colorings |  | Sections 2 |  | $\begin{gathered} {[5,42]} \\ {[41]} \\ \hline \end{gathered}$ | $\begin{gathered} 1976,1980 \\ 1975 \end{gathered}$ |
| 9 | Calculation of the chromatic number $\chi(G)$ |  | Section 2 |  | $\begin{aligned} & {[9]} \\ & {[27]} \end{aligned}$ | $\begin{aligned} & 1993 \\ & 2006 \end{aligned}$ |
| 10 | Calculation of the strict chromatic number $\chi_{<}(G)$ |  | Section 3 <br> Section 3 <br> Section 2 <br> Section 2 <br> Sections 2 and 5 |  | $\begin{gathered} {[10]} \\ {[22-24]} \\ {[18,25,26]} \\ {[27]} \\ {[28,29,39,40]} \end{gathered}$ | $\begin{gathered} \hline 1997 \\ 2000 \\ 2001,2002 \\ 2006 \\ 2014,2017,2019 \end{gathered}$ |
| 11 | Bounds on the chromatic number $\chi(G)$ |  | Section 2 <br> Section 2 |  | $\begin{aligned} & {[7,8]} \\ & {[14]} \\ & {[21]} \end{aligned}$ | $\begin{aligned} & 1982 \\ & 1994 \\ & 2008 \end{aligned}$ |
| 12 | Bounds on the strict chromatic number $\chi_{<}(G)$ | Equation (10) | Section 3 <br> Section 3 <br> Section 3 <br> Section 3 | Theorem 13 <br> Theorems 22 and 23 <br> Corollaries 3, 4 | [10] <br> [30] <br> [21] <br> [40] | $\begin{aligned} & \hline 1997 \\ & 2007 \\ & 2008 \\ & 2019 \end{aligned}$ |

## 5. Several Scheduling Problems as Mixed Graph Colorings

The minimization of the maximum completion time (i.e., the length of a schedule) of $n$ partially ordered operations $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ with unit processing times $p_{i}=1$, where $i \in\{1,2, \ldots, n\}$, (or what means the same, with equal processing times) of operations $V$ may be interpreted as an optimal $c_{<}$-coloring of the mixed graph $G=(V, A, E)$, where $V$ is a set of operations, arc set $A$ determines precedence constraints, and edge set $E$ determines capacity constraints [14,41,43-45].

### 5.1. Strict Mixed Graph Colorings and Job-Shop Scheduling Problems

Due to Definition 2, a $c_{<}$-coloring $c_{<}: V \rightarrow\{1,2, \ldots, t\}$ of a mixed graph $G$ determines a feasible assignment of operations $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ to the following set of unit-time intervals:

$$
\begin{equation*}
[0,1],(1,2],(2,3], \ldots,(t-1, t] . \tag{12}
\end{equation*}
$$

An optimal $c_{<- \text {-coloring }} c_{<}: V \rightarrow\left\{1,2, \ldots, \chi_{<}(G)\right\}$ of the mixed graph $G$ determines an assignment of operations $V$ to a minimum number of unit-time intervals:

$$
\begin{equation*}
[0,1],(1,2],(2,3], \ldots,\left(\chi_{<}(G)-1, \chi_{<}(G)\right] . \tag{13}
\end{equation*}
$$

The assignment of operations $V$ to the unit-time intervals (13) is makespan optimal, i.e., it determines an optimal schedule of operations $V$, the length of which is equal to the strict chromatic number $\chi_{<}(G)$. In this section, we consider an optimal $c_{<}$-coloring of the mixed graph $G$, which corresponds to a unit-time, minimum-length, job-shop scheduling problem denoted by $J\left|p_{i}=1\right| C_{\max }$
in the three-field classification $\alpha|\beta| \gamma$, where $\alpha$ specifies the machine environment, $\beta$ specifies the job characteristics, and $\gamma$ denotes the objective criterion [46]. An optimal $c_{<}$-coloring of the mixed graph $G$ determines a makespan optimal schedule, i.e., $\gamma=C_{\max }:=\max \left\{C_{1}, C_{2}, \ldots, C_{j}\right\}$, where $C_{i}$ denotes the completion time of the job $J_{i}$. Using the graph terminology, we have to assume that the mixed graph $G=(V, A, E)$ under consideration in this section has the following two mandatory properties.

Property 1. The partition $(V, \varnothing, E)=\left(V_{1}, \varnothing, E_{1}\right) \cup\left(V_{2}, \varnothing, E_{2}\right) \cup \ldots \cup\left(V_{m}, \varnothing, E_{m}\right)$ holds, where subgraph $\left(V_{k}, \varnothing, E_{k}\right)$ is a clique for each $k \in\{1,2, \ldots, m\}$ and equality $V_{k} \cap V_{l}=\varnothing$ holds for $k \neq l$.

Property 2. The digraph $(V, A, \varnothing)$ has no transitive arcs and the partition $(V, A, \varnothing)=\left(V^{(1)}, A^{(1)}, \varnothing\right) \cup$ $\left(V^{(2)}, A^{(2)}, \varnothing\right) \cup \ldots \cup\left(V^{(j)}, A^{(j)}, \varnothing\right)$ holds, where digraph $\left(V^{(k)}, A^{(k)}, \varnothing\right)$ is a path $\left(v_{k_{1}}, v_{k_{2}}, \ldots, v_{k_{r_{k}}}\right)$ for each $k \in\{1,2, \ldots, j\}$ and equality $V^{(k)} \cap V^{(l)}=\varnothing$ holds for $k \neq l$.

Property 1 (Property 2, respectively) means that the subgraph $(V, \varnothing, E)$ of a mixed graph $G$ is a union of disjoint cliques (the subgraph $(V, A, \varnothing)$ is a union of disjoint paths). In the job-shop scheduling problem $J \| C_{\max }$, the number $m$ and number $j$ denote the cardinality of the machine set $M=\left\{M_{1}, M_{2}, \ldots, M_{m}\right\}$ and the cardinality of the job set $J=\left\{J_{1}, J_{2}, \ldots, J_{j}\right\}$, respectively.

From Property 2, it follows that, if inclusion $v_{i} \in V^{(k)}$ holds, then operation $v_{i}$ is a part of the job $J_{k} \in J$, and vice versa (Definition 2). Each job $J_{k} \in J$ consists of a set $V^{(k)}$ of linearly ordered operations, i.e., job $J_{k}$ is represented as a path $\left(v_{k_{1}}, v_{k_{2}}, \ldots, v_{k_{r_{k}}}\right)$ in the digraph $(V, A, \varnothing)$. All operations $V^{(k)}$ have to be processed in the order determined by machine route or the path $\left(v_{k_{1}}, v_{k_{2}}, \ldots, v_{k_{r_{k}}}\right)$.

From Property 1, it follows that, if inclusion $v_{i} \in V_{k}$ holds, then operation $v_{i}$ has to be processed on machine $M_{k} \in M$. Due to Definition 2, Property 1 means that each machine $M_{k} \in M$ can process at most one operation within a unit-time interval from the set (12).

Properties 1 and 2 determine usual assumptions used in scheduling theory in terms of graph theory. There exists a one-to-one correspondence between all $c_{<}$-colorings of the mixed graph $G=$ $(V, A, E)$ complying with Properties 1 and 2, and all semi-active schedules [14,15] existing for the problem $J\left|p_{i}=1\right| C_{\text {max }}$. A schedule is called semi-active if no job (operation) can be processed earlier without changing the processing order or violating the given constraints.

We next present the correspondence of the used terms:

$$
\left\{\text { vertex } v_{i} \in V\right\} \leftrightarrow\left\{\text { operation } v_{i} \in V\right\} ;
$$

\{set of vertices on the path $\left.\left(V^{(k)}, A^{(k)}, \varnothing\right)\right\} \leftrightarrow\left\{\right.$ set of operations of the job $\left.J_{k} \in J\right\} ;$
$\left\{\right.$ set of vertices of the clique $\left.\left(V_{k}, \varnothing, E_{k}\right)\right\} \leftrightarrow\left\{\right.$ set of operations processed on machine $\left.M_{k} \in M\right\}$;
$\left\{c_{<}\right.$-coloring of the mixed graph $\left.G\right\} \leftrightarrow\left\{\right.$ semi-active schedule for the problem $\left.J\left|p_{i}=1\right| C_{\max }\right\} ;$
\{optimal $c_{<}$-coloring using $\chi_{<}(G)$ colors $\} \leftrightarrow\left\{\right.$ optimal schedule for the problem $\left.J\left|p_{i}=1\right| C_{\max }\right\}$; and
$\left\{\right.$ strict chromatic number $\left.\chi_{<}(G)\right\} \leftrightarrow\left\{\right.$ optimal value of the makespan $\left.C_{\max }\right\}$.
In [39], the scheduling problem $J\left|p_{i}=1\right| C_{\max }$ is presented as finding an optimal $c_{<}$-coloring of a special mixed graph satisfying Properties 1 and 2 . The lower and upper bounds on the strict chromatic number $\chi_{<}(G)$ have been proven. A tabu search algorithm using a dynamic neighborhood structure was adapted for solving large benchmark instances heuristically. Computational experiments were conducted to estimate the efficiency of the proposed algorithm.

Most results observed in this section have been proven in [23,24,26]. The complexity of an optimal $c_{<}$-coloring for special cases of mixed graphs follow from those for the problem $J\left|p_{i}=1\right| C_{\max }$. The corresponding references are given in Tables 4 and 5, where it is assumed that all mixed graphs $G=(V, A, E)$ satisfy both Properties 1 and 2 . Along with the mandatory Properties 1 and 2 , we consider Property 3, which means that any two sequential operations of the same job $J_{k} \in J$ in the problem $J\left|p_{i}=1\right| C_{\max }$ have to be processed on different machines from the set $M$, i.e., "machine
repetition" in processing two sequential operations of the same job is not allowed. Taking into account that the digraph $(V, A, \varnothing)$ has no transitive arcs (Property 2), we present Property 3 as follows.

Property 3. The subgraph $\left(V_{k}, A_{k}, \varnothing\right)$ of the digraph $(V, A, \varnothing)$ is empty for each $k \in\{1,2, \ldots, m\}$, i.e., equality $A_{k}=\varnothing$ holds.

The notation $J\left|p_{i}=1\right| C_{\max }$ is used if the mixed graph $G$ has Property 3. If machine repetition in processing a job is allowed, the notation $J \mid p_{i}=1$, rep $\mid C_{\max }$ is used. The problem $J\left|p_{i}=1\right| C_{\max }$ is a special case of the problem $J \mid p_{i}=1$, rep $\mid C_{\max }$, which is equivalent to the problem $J\left|\left[p_{i}\right], p m t n\right| C_{\max }$ with integer processing times and allowed preemptions of an operation. Property 3 influences the complexity of a scheduling problem [47,48]. An example of such an influence was given in [49], where it was proven that the job-shop problem $J 2 \mid j=3, p_{i}=1$, rep $\mid C_{\max }$ is NP-hard, while in [50] polynomial algorithms for the corresponding job-shop problem without machine repetition have been derived. Column 3 in Table 4 and Column 5 in Table 5 are used to indicate whether the mixed graph $G$ has Property 3 (in this case, the column contains 'yes') or not (in this case, the column contains 'no').

In Table 4, we present complexity results for an optimal $c_{<}$-coloring of a mixed graph $G$ when the strict chromatic number $\chi_{<}(G)$ is small. More precisely, the recognition of inequality $\chi_{<}(G) \leq l$ is considered with a fixed positive integer $l$ (Column 2 in Table 4). Testing inequality $\chi_{<}(G) \leq 2$ is a trivial problem when either Property 3 holds or not. Indeed, equality $\chi<(G)=1$ holds if and only if $E=\varnothing$ and $A=\varnothing$. A simple criterion for equality $\chi_{<}(G)=2$ is given in Lemma 4, as proven in [26].

Table 4. The complexity of a mixed graph coloring with short paths and small cliques.

|  | $\chi(G) \leq l$ | Property 3 | Complexity Status | References | Years |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $l=3$ | yes | $O(n)$ | $[51,52]$ | 1976,1997, |
|  |  |  |  | $[26]$ | 2001 |
| 2 | $l=3$ | no | $O(n)$ | $[51,52]$ | 1976,1997, |
|  |  |  |  | $[26]$ | 2001 |
| 3 | $l=4$ | yes | NP-complete | $[51]$ | 1997 |

Lemma 4. Equality $\chi_{<}(G)=2$ holds if and only if
(1) $|A|+|E| \geq 1$,
(2) $\max _{J_{k} \in J}\left|V^{(k)}\right| \leq 2$,
(3) $\max _{M_{k} \in M}\left|V_{k}\right| \leq 2$,
(4) there are no two paths $\left(v_{k_{1}}, v_{k_{r_{k}}}\right)$ and $\left(v_{s_{1}}, v_{s_{r_{s}}}\right)$ such that $\left[v_{k_{1}}, v_{s_{1}}\right] \in E$ or $\left[v_{k_{r_{k}}}, v_{s_{r_{s}}}\right] \in E$.

In [51], it is proven that the problem of deciding if there is an optimal schedule for the problem $J\left|\left[p_{i}\right]\right| C_{\max }$ with a length of at most 3 can be reduced to the 2-SAT problem in $O(n)$ time. Since the problem $J\left|p_{i}=1\right| C_{\max }$ is a special case of the problem $J\left|\left[p_{i}\right]\right| C_{\max }$ and taking into account that the 2-SAT problem can be solved in $O(n)$ time [52], we conclude that the recognition of inequality $\chi_{<}(G) \leq 3$ can be done in $O(n)$ time if Property 3 holds for the mixed graph $G$ (Row 1 in Table 4).

Using the polynomial reduction from [51], it is shown in [26] that inequality $\chi_{<}(G) \leq 3$ holds if Property 3 does not hold (Row 2 in Table 4). Using the polynomial reduction similar to the one described in [51], it is shown in [26] that deciding if there is a schedule for the problem $J\left|\left[p_{i}\right]\right| C_{\max }$ with length 3 can be reduced to the problem 2-SAT.

Obviously, for a $c_{<}$-coloring $c_{<}: V \rightarrow\{1,2,3\}$ (if any) only paths of the length of at most 3 and cliques of the cardinality of at most 3 are allowed. In [26], an $O(n)$-algorithm was developed based on the algorithm developed in [52] for solving the problem 2-SAT. It was shown that the logical formula constructed by $O(n)$-algorithm is satisfiable if and only if $\chi<(G)=3$. To test inequality $\chi<(G) \leq 3$ when Property 3 does not hold takes $O(n)$ time (Row 2 in Table 4).

In [51], it is proven that deciding if there is an optimal schedule for the problem $J\left|\left[p_{i}\right]\right| C_{\max }$ with a length of at most 4 is NP-complete. More precisely, a polynomial reduction was constructed from the restricted version of the 3-SAT problem (which is NP-complete) to the problem $J\left|p_{i}=1\right| C_{\max }$, which is a special case of the problem $J\left|\left[p_{i}\right]\right| C_{\max }$ with integer processing times of operations (Row 3 in Table 4).

Since inequality $\chi_{<}(G)<l$ implies both inequalities $\left|V^{(k)}\right|<l$ and $\left|V_{t}\right|<l$, small values of the strict chromatic number $\chi_{<}(G)$ may be possible only for a mixed graph $G$ with short paths $\left(V^{(k)}, A^{(k)}, \varnothing\right), k \in\{1,2, \ldots, j\}$, and small cliques $\left(V_{t}, \varnothing, E_{t}\right), t \in\{1,2, \ldots, m\}$.

As follows from Table 4, the boundary between polynomially solvable and NP-complete problems of testing inequality $\chi_{<}(G) \leq l$ is between $l=3$ and $l=4$.

The recognition of inequality $\chi_{<}(V, \varnothing, E) \leq 3$ is an NP-complete problem [2], while the recognition of inequality $\chi_{<}(V, \varnothing, E) \leq 2$ may be done in polynomial time since inequality $\chi_{<}(V, \varnothing, E) \leq 2$ holds if and only if the graph $(V, \varnothing, E)$ has no cycle with odd length.

In $[53,54]$, it was proven that the problem $J 2 \mid p_{i}=1$,rep $\mid C_{\max }$ is NP-hard (Row 1 in Table 5). In [55], it was proven that the problem $J 3\left|p_{i}=1\right| C_{\text {max }}$ is NP-hard (Row 2 in Table 5). In [50,56], an $O(n)$-algorithm has been developed for the problem $J\left|p_{i}=1\right| C_{\max }$ (Row 3 in Table 5)).

We next observe the complexity of an optimal $c_{<}$-coloring of a mixed graph $G$ with Properties 1 and 2. If $j=n$, then due to Property 2, we obtain $(V, A, \varnothing)=\left(\left\{v_{1}\right\}, \varnothing, \varnothing\right) \cup\left(\left\{v_{2}\right\}, \varnothing, \varnothing\right) \cup$ $\ldots \cup\left(\left\{v_{n}\right\}, \varnothing, \varnothing\right)$, i.e., the set of arcs $A$ is empty and $G=(V, \varnothing, E)$. Due to Property 1 , the strict chromatic number $\chi_{<}(G)$ is equal to the maximum size of a clique in the graph $G=(V, \varnothing, E)$, i.e., $\chi_{<}(G)=\max _{k=1}^{m}\left|V_{k}\right|$.

If the input data include a list of adjacent vertices for each vertex $v_{i} \in V$, then the calculation of the strict chromatic number $\chi_{<}(G)$ takes $O(n)$ time. If the input data include the sets $V_{1}, V_{2}, \ldots, V_{m}$ of vertices, then the calculation of the strict chromatic number $\chi_{<}(G)$ takes $O(m)$ time.

If $m=n$ in Property 1 , then $M=\left\{M_{1}, M_{2}, \ldots, M_{n}\right\}$ and each operation $v_{i} \in V$ has to be processed on a separate machine $M_{t} \in M$. Therefore, we have $G=(V, A, \varnothing)$ and the strict chromatic number $\chi_{<}(G)$ is equal to the maximum length $r=\max _{k=1}^{j}\left|V^{(k)}\right|$ of a path in the digraph $G=(V, A, \varnothing)$, i.e., $\chi<(G)=r=\max _{k=1}^{j}\left|V^{(k)}\right|$.

If the input data include the sets $V^{(1)}, V^{(2)}, \ldots, V^{(j)}$ of vertices, then the calculation of the strict chromatic number $\chi_{<}(G)$ takes $O(j)$ time, otherwise it takes $O(n)$ time.

Summarizing, we conclude that, if $m=n$ or $j=n$, the strict chromatic number $\chi<(G)$ can be found in $O(n)$ time (Rows 4 and 5 in Table 5).

For the case $j=2$, there are polynomial algorithms based on the geometrical approach [57-59]. In $[54,60]$, the geometric $O\left(r^{2} \log r\right)$-algorithms were developed for the job-shop problem $J|j=2| \Phi$ with two jobs, real processing times and any regular criterion $\Phi$.

If all processing times $p_{i}$ are integers, then the problem $J\left|j=2,\left[p_{i}\right]\right| C_{\max }$ is equivalent to the problem $J\left|j=2, p_{i}=1, r e p\right| C_{m a x}$, in which $p_{i}$ unit-time operations correspond to one operation with integer processing time equal to $p_{i}$ in the problem $J|j=2| C_{\max }$. In [26], it is shown how to improve the geometrical $O\left(r^{2} \log r\right)$-algorithm developed in [54,60] for the case of unit-time operations.

Table 5. The complexity of a mixed graph coloring with long paths or large cliques.

|  | Scheduling Problem | Number <br> of Paths | Number <br> of Cliques | Property 3 | Complexity | References | Years |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $J 2\left\|p_{i}=1, r e p\right\| C_{\max }$ | $j$ | 2 | no | NP-hard | $[14,53,54]$ | $1990,1991,1994$ |
| 2 | $J 3\left\|p_{i}=1\right\| C_{\max }$ | $j$ | 3 | yes | NP-hard | $[55]$ | 1979 |
| 3 | $J 2\left\|p_{i}=1\right\| C_{\max }$ | $j$ | 2 | yes | $O(n)$ | $[50,56]$ | 1982,1985 |
| 4 | $J m\left\|j=n, p_{i}=1\right\| C_{\max }$ | $n$ | $m$ | yes | $O(m)$ or $O(n)$ | $[26]$ | 2001 |
| 5 | $J n\left\|p_{i}=1\right\| C_{\max }$ | $j$ | $n$ | yes | $O(j)$ or $O(n)$ | $[26]$ | 2001 |
| 6 | $J\left\|j=k, p_{i}=1\right\| C_{\max }$ | $k$ | $m$ | yes | $O\left(r^{k}\right)$ | $[26]$ | 2001 |
| 7 | $J\left\|j=2, p_{i}=1, r e p\right\| C_{\max }$ | 2 | $m$ | no | $O(r)$ or $O\left(r^{2}\right)$ | $[26,54,60]$ | $1985,1991,2001$ |
| 8 | $J\left\|j=2, p_{i}=1\right\| C_{\max }$ | 2 | $m$ | yes | $O(r)$ | $[26,54,60]$ | $1985,1991,2001$ |

### 5.2. Mixed Graph Colorings and General Shop Scheduling Problems

There are other applications of mixed graph colorings for solving real-life optimization and enumeration problems [20,61-67]. Some of these applications are described in this section.

In [20], it was shown that modeling of metabolic pathways in biology and a process management in operating systems may be based on mixed graph colorings. In particular, it was demonstrated how the chromatic polynomial $f(G, T)$ described in Section 2 may be used for solving these problems.

The following school timetabling problem was considered in [67]. One has to arrange unit-time intervals at which a set of lectures has to be given provided that lectures $v_{i} \in V$ and $v_{j} \in V$ cannot be held at some unit-time intervals since there may be students who wish to attend both of them. Such a restriction on the pair of lectures $v_{i}$ and $v_{j}$ may be given by edge $\left[v_{i}, v_{j}\right] \in E$ and this scheduling problem is equivalent to the coloring of the vertices of the graph $G=(V, \varnothing, E)$. There are often more similar restrictions generated by students and staff requirements, which have to be taken into consideration in finding a satisfactory timetable of the lectures. In [67], a coloring of the vertices of the graph $(V, \varnothing, E)$ is considered such that forbidden colors are given for some vertices from set $V$.

Note that an arc $\left(v_{p}, v_{q}\right) \in A$ may arise in the mixed graph $G=(V, A, E)$ to be colored if lecture $v_{p}$ must proceed lecture $v_{q}$ in the desired timetable of the lectures.

A class of so-called general shop scheduling problems was determined in [14,15], where a mixed (disjunctive) graph $G=(V, A, E)$ was used for presenting an input data for a general shop scheduling problem. Any semi-active schedule existing for the general shop scheduling problem may be determined by a specific digraph generated by the mixed graph $G$. Algorithms for enumerating semi-active schedules generated by the mixed graph $G$ are developed in $[42,68]$.

Several algorithms with different asymptotic complexities were developed in [42,61,62,66,69-71] for solving the general shop scheduling problems based on the mixed graph models.

The general shop scheduling problem $G \| F_{\max }$ to minimize a maximum penalty $F_{\text {max }}:=\max _{J_{k} \in J} \phi_{k}\left(C_{k}\right)$ is investigated in [69]. The input data for the problem $G \| F_{\max }$ is presented by a weighted mixed graph $G_{w}=\left(V, A_{w}, E_{w}\right)$, where set $V$ is a set of operations, each arc $\left(v_{i}, v_{j}\right) \in A_{w}$ has a weight $w_{i j} \geq 0$ and each edge $\left[v_{p}, v_{q}\right] \in E_{w}$ has a pair of weights $w_{p q} \geq 0$ and $w_{q p} \geq 0$.

There exists a one-to-one correspondence between a set of all semi-active schedules existing for the problem $G \| F_{\max }$ and a set $\Pi\left(V, A_{w}, E_{w}\right)$ of all circuit-free digraphs generated by the weighted mixed graph $G_{w}=\left(V, A_{w}, E_{w}\right)$ as a result of substituting each edge $\left[v_{p}, v_{q}\right] \in E$ by one of the weighted arc either $\operatorname{arc}\left(v_{p}, v_{q}\right)$ with weight $w_{p q}$ or arc $\left(v_{q}, v_{p}\right)$ with weight $w_{p q}$. Using the weighted mixed graph $G_{w}$, in [69], it was proven that a solution of the problem $G \| F_{\max }$ is reduced to solving several problems $k$-SAT. Due to this reduction, a polynomial algorithm is developed for a special case of the problem $G \| F_{\max }$ based on the $O(n)$-algorithm available for solving the problem 2-SAT [52].

We assume that equality $\phi_{k}\left(C_{k}\right)=C_{k}$ holds for each job $J_{k} \in J$, inclusion $w_{i j} \in\{0,1\}$ holds for each $\operatorname{arc}\left(v_{i}, v_{j}\right) \in A_{w}$, and both inclusions $w_{p q} \in\{0,1\}$ and $w_{p q} \in\{0,1\}$ hold for each edge
$\left[v_{p}, v_{q}\right] \in E_{w}$. It is clear that equalities $\phi_{k}\left(C_{k}\right)=C_{k}, J_{k} \in J$ imply that $F_{\max }=C_{\max }$ and this special case $G \| C_{\max }$ of the general shop scheduling problem $G \| F_{\max }$ is equivalent to the problem of finding an optimal $c$-coloring of the mixed graph $G=(V, A, E)$, which is obtained from the weighted mixed graph $G_{w}=\left(V, A_{w}, E_{w}\right)$ as follows. If $w_{i j}=0$, then $\left(v_{i}, v_{j}\right) \in A$. If $w_{i j}=1$, then $\left(v_{i}, v_{j}\right) \in A$ and $\left[v_{i}, v_{j}\right] \in E$. In other words, set $A$ of arcs in the obtained mixed graph $G=(V, A, E)$ coincides with set $A_{w}$ of the same arcs without weights. Set $E$ of edges in the mixed graph $G=(V, A, E)$ is a union of set $E_{w}$ of edges without weights and the set $\left\{\left[v_{i}, v_{j}\right]:\left(v_{i}, v_{j}\right) \in A_{w}, w_{i j}=1\right\}$ of the edges generated by $\operatorname{arcs}\left(v_{i}, v_{j}\right) \in A_{w}$ with $w_{i j}=1$.

In [70], a more complicated general shop scheduling problem was considered. The input data for this general shop scheduling problem is presented by the weighted mixed multigraph $G_{w}^{*}=\left(V, A_{w}, E_{w}^{*}\right)$, where set $V$ is a set of operations, each $\operatorname{arc}\left(v_{i}, v_{j}\right) \in A_{w}$ has a weight $w_{i j}$, and each edge $\left[v_{p}, v_{q}\right]^{k} \in E_{w}^{*}$ has a pair of weights $w_{p q}^{k}$ and $w_{q p}^{k}$. Note that weight $w_{i j}$ prescribed to arc $\left(v_{i}, v_{j}\right) \in A_{w}$, and weights $w_{p q}^{k}$ and $w_{q p}^{k}$ prescribed to edge $\left[v_{p}, v_{q}\right]^{k} \in E_{w}^{*}$ may be arbitrary real numbers, a negative weight of an arc or edge being also possible. The mixed multigraph $G_{w}^{*}=\left(V, A_{w}, E_{w}^{*}\right)$ contains no multiple arcs and no loops, while multigraph $G_{w}^{*}$ may contain multiple edges $\left[v_{p}, v_{q}\right]^{k} \in E_{w}^{*}$.

Let $\Pi\left(V, A_{w}, E_{w}^{*}\right)$ denote a set of all digraphs generated by the mixed multigraph $G_{w}^{*}=$ $\left(V, A_{w}, E_{w}^{*}\right)$ as a result of substituting each edge $\left[v_{i}, v_{j}\right]^{k} \in E_{w}^{*}$ by one of the weighted arc either $\operatorname{arc}\left(v_{p}, v_{q}\right)^{k}$ with weight $w_{p q}^{k}$ or arc $\left(v_{q}, v_{p}\right)^{k}$ with weight $w_{p q}^{k}$ along with successive deleting all multiple arcs except a single arc $\left(v_{p}, v_{q}\right)$ with the largest weight incident to the same ordered vertices $v_{p}, v_{q}$. In [44], the following theorem was proven.

Theorem 26. Let equality $E_{w}^{*}=\varnothing$ hold. Then, a schedule admissible for the weighted digraph $G_{w}^{*}=$ $\left(V, A_{w}, \varnothing\right)$ exists if and only if the weighted digraph $G_{w}^{*}=\left(V, A_{w}, \varnothing\right)$ has no circuit with a strictly positive weight.

We next consider a weighted mixed multigraph $G_{w}^{*}=\left(V, A_{w}, E_{w}^{*}\right)$, where $A_{w} \neq \varnothing$ and $E_{w}^{*} \neq \varnothing$. Let $H$ denote a set of all circuits in the weighted digraph $G_{w}^{*}=\left(V, A_{w}, \varnothing\right)$. Let $H^{*}$ denote a subset of set $H$ containing all circuits with strictly positive weights. The following theorem was proven in [70].

Theorem 27. For existing a schedule admissible for the weighted multigraph $G_{w}^{*}=\left(V, A_{w}, E_{w}^{*}\right)$, it is necessary that $H^{*}=\varnothing$ and sufficient that $H=\varnothing$.

In [71], the following general shop scheduling problem $G \| C_{\max }$ was considered. The input data for this general shop scheduling problem is presented by the weighted mixed graph $G_{w}=\left(V, A_{w}, E_{w}\right)$. Let $\Pi\left(V, A_{w}, E_{w}\right)$ denote a set of all digraphs generated by the weighted mixed graph $G_{w}=\left(V, A_{w}, E_{w}\right)$ as a result of substituting each edge $\left[v_{p}, v_{q}\right] \in E$ by one of the weighted arc either arc $\left(v_{p}, v_{q}\right)$ with weight $w_{p q}$ or arc $\left(v_{q}, v_{p}\right)$ with weight $w_{p q}$. Let $\Pi^{*}\left(V, A_{w}, E_{w}\right)$ denote a subset of set $\Pi\left(V, A_{w}, E_{w}\right)$ containing all digraphs without circuits with strictly positive weights. There exists a one-to-one correspondence between all semi-active schedules existing for the problem $G \| C_{\max }$ and all digraphs from set $\Pi^{*}\left(V, A_{w}, E_{w}\right)$. In [71], the following theorem was proven.

Theorem 28. If $H^{*}=\varnothing$, a problem of testing equality $\Pi\left(V, A_{w}, E_{w}\right)=\Pi^{*}\left(V, A_{w}, E_{w}\right)$ is co-NP-complete.

The following theorem was proven in [70].
Theorem 29. If $H^{*}=\varnothing$ and $H \neq \varnothing$, then a decision problem of testing whether a schedule admissible for the weighted mixed graph $G_{w}=\left(V, A_{w}, E_{w}\right)$ exists is an NP-complete problem in a strong sense even if there exists only one negative weight prescribed to an arc from the set $A_{w}$.

In the proof of Theorem 29, it is shown that the flow-shop scheduling problem $F 3 \| C_{\max }$ to minimize a schedule length $C_{\text {max }}$ for processing $n$ jobs on three different machines with identical
machine routes for all jobs $J$ is polynomially reduced to the problem determined in Theorem 29. In [72], it is proven that the flow-shop scheduling problem $F 3 \| C_{\max }$ is NP-hard in the strong sense. If conditions of Theorem 29 do not hold, then testing whether a schedule admissible for the weighted mixed graph $G_{w}^{*}=\left(V, A_{w}, E_{w}^{*}\right)$ exists may be realized using a polynomial algorithm. The asymptotic complexities of such algorithms for different special cases of the problem are determined in [70].

Concluding this section, we note that most scheduling problems with equal processing times of the jobs (operations) may be interpreted as some types of optimal colorings of the vertices or edges and arcs of the mixed graphs with special structures. The main restriction for such interpretations of the scheduling problems is the prohibition of operation preemptions. Furthermore, an objective criterion must be either the minimization of makespan $C_{\max }$ or the minimization of maximal lateness $L_{\max }=\max \left\{C_{k}-D_{k}: J_{k} \in J\right\}$, where $D_{k}$ denotes the due date given for the job $J_{k}$. Such scheduling problems have been considered in papers [73-79], among many others.

## 6. Colorings of Arcs and Edges of the Mixed Graph

Theorem 11 and Definition 4 imply that an edge coloring exists for the mixed graph $G=(V, A, E)$ if and only if the digraph $(V, A, \varnothing)$ has no circuit.

The following decision problem is connected with an optimal edge coloring of the mixed graph.
Problem $\left(C^{e}(G, p)\right)$. Given an integer $p \geq 1$ and a mixed graph $G=(V, A, E)$ without circuits in $(V, A, \varnothing)$, find out whether the mixed graph $G$ admits an edge coloring using at most $p$ different colors $c_{<}\left(e_{i j}\right) \in$ $\{1,2, \ldots, p\}$.

Let $l(G)$ denote the number of arcs on a longest path in the digraph $(V, A, \varnothing)$ and $\Delta(G)$ denote the maximum degree $d_{G}\left(v_{i}\right)$ of a vertex $v_{i} \in V$ in the mixed graph $G=(V, A, E)$. The following lower bound (Lemma 5) and upper bound (Lemma 6) on the value of $\chi^{\prime}(G)$ have been proven in [11].

Lemma 5. Let digraph $(V, A, E)$ have no circuit. Then, $\chi^{\prime}(G) \geq \max \{l(G), \Delta(G)\}$.
Lemma 6. Let digraph $(V, A, E)$ have no circuit. Then,

$$
\chi^{\prime}(G) \leq \begin{cases}l(G)[\Delta(G)-1]+1, & \text { if } l(G) \geq 2  \tag{14}\\ \Delta(G)+1, & \text { if } l(G) \leq 1\end{cases}
$$

If inequality $l(G) \leq 1$ holds, the proof of the bound in Equation (14) follows from Vizing's theorem [80], since at most $(\Delta(G)+1)$ colors are needed for edge coloring of $G$. The whole upper bound in Equation (14) is tight even if mixed graphs $G$ are trees with arbitrary values of $\Delta(G)$ and $l(G) \geq 2$.

Theorems 30 and 31 were proven in [11]. The proof of Theorem 30 uses a polynomial algorithm developed in [81] for edge coloring of the graph, which is a star.

Theorem 30. The problem $C^{e}(G, p)$ can be solved in polynomial time if $G=(V, A, E)$ is a mixed tree.
Theorem 31. The decision problem $C^{e}(G, \Delta(G)=l(G))$ is $N P$-complete even if $G=(V, A, E)$ is a bipartite outerplanar mixed graph.

The proof of Theorem 31 is based on a polynomial reduction to the decision problem $C^{e}(G, \Delta(G)=$ $l(G))$ from the precoloring extension problem on a graph. The latter problem is NP-complete even for bipartite outerplanar graphs, as proven in [82]. The proof of Theorem 31 holds when the number of allowed colors is unbounded.

For the case of a constant number of colors, one can provide a polynomial algorithm for any mixed partial $k$-tree by adapting algorithm described in [81]. In [11], the following two theorems
have been proven for edge colorings of the digraphs $G=(V, A, \varnothing)$. A mixed graph $G=(V, A, E)$ is $(k, k+1)$-regular if every vertex $v_{i} \in V$ has a degree $d_{G}\left(v_{i}\right)$ of either $k$ or $(k+1)$.

Theorem 32. The decision problem $C^{e}(G, 5)$ is NP-complete if $G=(V, A, E)$ is a $(2,3)$-regular bipartite digraph, $l(G)=3$, and $E=\varnothing$.

The proof of Theorem 32 is based on a polynomial reduction to the considered problem $C^{e}(G, 5)$ from the edge coloring problem for a (3)-regular graph. In [83], it is proven that the latter problem is NP-complete.

Theorem 33. The decision problem $C^{e}(G, 5)$ is NP-complete if $G=(V, A, E)$ is a cubic bipartite digraph, $l(G)=3$, and $E=\varnothing$.

The proof of Theorem 33 is based on the NP-completeness (Theorem 32) of the problem $C^{e}(G, 5)$ with a $(2,3)$-regular bipartite digraph $G=(V, A, \varnothing)$. The following theorem was also proven in [11].

Theorem 34. The decision problem $C^{e}(G, 3)$ is NP-complete even if $G=(V, A, E)$ is restricted to be a cubic planar bipartite mixed graph, $l(G)=2$, and all paths in the digraph $(V, A, \varnothing)$ are vertex disjoint.

The proof of Theorem 34 is based on a polynomial reduction to the considered problem $C^{e}(G, 3)$ from the NP-complete precoloring extension problem for the bipartite outerplanar graph [82]

As demonstrated in $[84,85]$, colorings of edges in the graph may be used to model a certain job-shop scheduling system consisting of unit-time jobs assigned to specific pairs of machines. In the case of the mixed graph $G=(V, A, E)$, it is convenient to look upon $\operatorname{arc}\left(v_{i}, v_{j}\right) \in A$ as a unit-time data transmission from machine $v_{i}$ to machine $v_{j}$ requiring the cooperation of machines $v_{i}$ and $v_{j}$, which cannot simultaneously process other jobs. For such a job-shop scheduling system, coloring of the arcs of the mixed graph $G=(V, A, E)$ corresponds to a schedule such that each vertex first receives input data from all incoming arcs, next uses all the collected data for local computations, and finally sends the output data along outgoing arcs. The edges of the mixed graph $G=(V, A, E)$, which appear in some scheduling applications, correspond to possibly unrelated two-machine jobs processed in the job-shop scheduling system, such as mutual self-testing of machines.

In [86], the following edge coloring problem was considered. It is necessary to color each edge in one color and each arc in two colors, such that the color of the first half of an arc is smaller than the color of the second half. The colors used at the same vertex must all be different. A bound for the minimum number of colors needed for such colorings is obtained in [86]. For the graph $G=(V, A, \varnothing)$, a polynomial algorithm for such coloring $G$ with a minimum number of colors is developed in [86].

## 7. Non-Strict Colorings of Mixed Graphs

We next introduce two types of coloring of the mixed graph $G=(V, A, E)$. A $c_{\leq}$-coloring of the vertices of the mixed graph $G$ is introduced in Section 7.1 and a $c_{\leq}^{e}$-coloring of the arcs and edges of the mixed graph $G$ is introduced in Section 7.2.

### 7.1. A Non-Strict Coloring of the Mixed Graph

Definition 5. An integer-valued function $c_{\leq}: V \rightarrow\{1,2, \ldots, t\}$ is a coloring (called $c_{\leq}$-coloring) of the mixed graph $G=(V, A, E)$ if non-strict inequality

$$
\begin{equation*}
c_{\leq}\left(v_{i}\right) \leq c_{\leq}\left(v_{j}\right) \tag{15}
\end{equation*}
$$

holds for each $\operatorname{arc}\left(v_{i}, v_{j}\right) \in A$, and the following condition

$$
\begin{equation*}
c_{\leq}\left(v_{p}\right) \neq c_{\leq}\left(v_{q}\right) \tag{16}
\end{equation*}
$$

holds for each edge $\left(v_{p}, v_{q}\right) \in E$ such that $\left(v_{p}, v_{q}\right) \notin A$ and $\left(v_{i}, v_{j}\right) \notin A$. A $c_{\leq-c o l o r i n g}$ is optimal if it uses a minimum possible number $\chi_{\leq}(G)$ of different colors $c_{\leq}\left(v_{i}\right) \in\{1,2, \ldots, t\}$, such a minimum number $\chi_{\leq}(G)$ being called a non-strict chromatic number of the mixed graph $G$.

Obviously, one can use a $c$-coloring (Definition 1) instead of a $c_{\leq}$-coloring (Definition 5) in the special case of the mixed graph such that the implication in Equation (17) holds for each arc $\left(v_{i}, v_{j}\right) \in A$

$$
\begin{equation*}
\left(v_{i}, v_{j}\right) \in A \Rightarrow\left[v_{i}, v_{j}\right] \notin E \tag{17}
\end{equation*}
$$

Remark 3. A $c_{\leq}$-coloring of the vertices of the mixed graph $G=(V, A, E)$ is a special case of a c-coloring provided that the implication in Equation (17) holds for each arc $\left(v_{i}, v_{j}\right) \in A$.

Due to Remark 3, for using a $c$-coloring instead of a $c_{\leq}$-coloring, it is sufficient to delete all edges $\left[v_{i}, v_{j}\right]$ from set $E$ such that vertices $v_{i}$ and $v_{j}$ are adjacent in the digraph $(V, A, \varnothing)$. However, for some application of $c \leq$-coloring it is useful to color vertices of a general mixed graph $G=(V, A, E)$, where the implication in Equation (17) does not hold for some arcs $\left(v_{i}, v_{j}\right) \in A$. Definition 5, which is applicable to any mixed graph $G=(V, A, E)$, may have a sense in some applications.

The following decision problem $C_{\leq}(G, p)$ arises for the $c_{\leq}$-coloring of a mixed graph $G$.
Problem $\left(C_{\leq}(G, p)\right)$. Given a mixed graph $G=(V, A, E)$ and an integer $p \geq 1$, find out whether the mixed graph $G$ admits $a c_{\leq}$-coloring using at most $p$ colors $c_{\leq}\left(v_{i}\right) \in\{1,2, \ldots, p\}$.

Most results (but not all) presented in Section 2 remain correct for non-strict $c_{\leq}$-colorings of vertices of the mixed graph.

### 7.2. A Non-Strict Edge Coloring of the Mixed Graph

We define a non-strict $c_{\leq}$-coloring of arcs and edges of the mixed graph $G=(V, A, E)$ as follows.
Definition 6. It is necessary to color all arcs $A$ and all edges $E$ in the mixed graph $G=(V, A, E)$ in such a way that any two adjacent edges in the graph $(V, \varnothing, E)$ get different colors from set $\{1,2, \ldots, t\}$ and for any two adjacent $\operatorname{arcs}\left(v_{i}, v_{j}\right) \in A$ and $\left(v_{p}, v_{q}\right) \in A$ forming a path $\left(v_{i}, v_{j}, v_{p}, v_{q}\right)$ in the digraph $(V, A, \varnothing)$ the color of arc $\left(v_{i}, v_{j}\right)$ must equal or be less than the maximum color of arc $\left(v_{p}, v_{q}\right)$ and edge $\left[v_{p}, v_{q}\right]$ (if any). An edge $c_{\leq}$-coloring is optimal if it uses a minimum number $\chi_{\leq}^{\prime}(G)$ of different colors, such a number $\chi_{\leq}^{\prime}(G)$ being called a non-strict chromatic index of the mixed graph $G$.

The following decision problem is connected with the optimal edge $c_{\leq}$-coloring of the mixed graph $G=(V, A, E)$.

Problem $\left(C_{\leq}^{e}(G, p)\right)$. Given an integer $p \geq 1$ and a mixed graph $G=(V, A, E)$, find out whether the mixed graph $G$ admits an edge $c_{\leq}$-coloring using at most $p$ different colors $c^{e}\left(e_{i j}\right) \in\{1,2, \ldots, p\}$.

## 8. Concluding Remarks

Sections 2-4 contain a review of known results related to the two types of vertex coloring of the mixed graph. One of the reasons for introducing both types of coloring of the vertices of the mixed graph (c-coloring and $c_{<}$-coloring) is connected with searching a common approach for solving two types of scheduling problems arising in real-world scheduling systems.

In Section 5, it is demonstrated how $c_{<}$-colorings may be used for solving unit-time job-shop scheduling problems with the makespan criterion. Although we used both graph terminology and scheduling terminology for the problems under consideration in Sections 2-5, it is possible to describe most presented results using either only graph terminology or only scheduling terminology. The published results on a coloring of arcs and edges of the mixed graphs are reviewed in Section 6.

Some results on mixed graph colorings and their applications for solving scheduling problems have only been published in Russian and are not widely known elsewhere. These results are described in Sections 2-6.

As it mentioned in the Abstract, we review mixed graph colorings in the light of scheduling problems. Thus, many closed results are not presented in Sections $2-7$ since we do not find their interpretations in scheduling or production planning. In particular, this survey does not cover results published on the homomorphism of the colored mixed graphs introduced in [87] and surveyed in [88].

In Section 7, we introduce new types of colorings of vertices, arcs, and edges of the mixed graphs since they may be applied for optimal scheduling. These types of colorings and their applications in scheduling and production planning may be considered as subjects of future research.

Further research is also needed to extend the complexity results to some other classes of mixed graphs. It is important to find the borders between NP-hard and polynomially solvable classes of $t$-colorable mixed graphs. It would be interesting to analyze colorings of mixed graphs $G=(V, A, E)$ containing digraphs $(V, A, \varnothing)$ with a special structure. It is also interesting to ask about the complexity of the coloring problems when the numbers of colors are restricted for some vertices (arcs and edges).

It would be worth developing exact and approximate (as well as heuristic) algorithms for coloring small and medium (as well as large) mixed graphs. For testing exact, approximate, and heuristic algorithms and software, it is necessary to determine sets of the benchmark instances.
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| Abbreviations |  |  |
| :---: | :---: | :---: |
| Notations used in Definitions 1-6 |  |  |
| $\chi(G)$ | Chromatic number of mixed graph $G=(V, A, E)$, i.e., a minimum number of different colors $c\left(v_{i}\right) \in\{1,2, \ldots, t\}$ in the $c$-coloring of the vertices in $G$ | Definition 1 |
| $\chi<(G)$ | Strict chromatic number of mixed graph $G=(V, A, E)$, i.e., a minimum number of different colors $c\left(v_{i}\right) \in\{1,2, \ldots, t\}$ in the $c_{<}$-coloring of the vertices in $G$ | Definition 2 |
| $L(G)$ | Mixed line graph $\left(A \cup E, A_{A \cup E}, E_{A \cup E}\right)=L(G)$ for mixed graph $G=(V, A, E)$, where $\operatorname{arcs}\left(e_{i j}, e_{j k}\right) \in A_{A \cup E}$ connect all pairs of arcs $e_{i j}=\left(v_{i}, v_{j}\right) \in A$ and $e_{j k}=\left(v_{j}, v_{k}\right) \in A$ and edge set $E_{A \cup E}$ connect all the remaining pairs of elements of the set $A \cup E$, which share at least one vertex of the set $V$ | Definition 3 |
| $\chi_{<}^{\prime}(G)$ | Chromatic index of the mixed graph $G=(V, A, E)$, i.e., <br> a minimum number of colors in the $c_{<}$-coloring of the arcs and edges in $G$ (a minimum number of colors $c_{<}\left(e_{i j}\right)$ in the $c_{<}$-coloring of the vertices $A \cup E$ in line graph $L(G)=\left(A \cup E, A_{A \cup E}, E_{A \cup E}\right)$ for mixed graph $\left.G\right)$ | Definition 4 |
| $\chi \leq(G)$ | Non-strict chromatic number of the mixed graph $G=(V, A, E)$, i.e., a minimum number of colors $c_{\leq}\left(v_{i}\right)$ in the $c_{\leq}$-coloring of the vertices in $G$ | Definition 5 |
| $\chi_{\leq}^{\prime}(G)$ | Non-strict chromatic index of mixed graph $G=(V, A, E)$, i.e., a minimum number of colors $c_{\leq}\left(e_{i j}\right)$ in the $c_{\leq}$-coloring of the arcs and edges in $G$ | Definition 6 |
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#### Abstract

The 4 -color theorem was proved by showing that a minimum counterexample cannot exist. Birkhoff demonstrated that a minimum counterexample must be internally 6 -connected. We show that a minimum counterexample must also satisfy a coloring property that we call Kempe-locking. The novel idea explored in this article is that the connectivity and coloring properties are incompatible. We describe a methodology for analyzing whether an arbitrary planar triangulation is Kempe-locked. We provide a heuristic argument that a fundamental Kempe-locking configuration must be of low order and then perform a systematic search through isomorphism classes for such configurations. All Kempe-locked triangulations that we discovered have two features in common: (1) they are Kempe-locked with respect to only a single edge, say $x y$, and (2) they have a Birkhoff diamond with endpoints $x$ and $y$ as a subgraph. On the strength of our investigations, we formulate a plausible conjecture that the Birkhoff diamond is the only fundamental Kempe-locking configuration. If true, this would establish that the connectivity and coloring properties of a minimum counterexample are indeed incompatible. It would also imply the appealing conclusion that the Birkhoff diamond configuration alone is responsible for the 4 -colorability of planar triangulations.
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## 1. Terminology

We use the standard terminology of graph theory: the basic terms vertex, edge, face, simple graph, planar graph, subgraph, induced subgraph, path, cycle, connectivity, adjacent vertices, order, vertex degree, and minimum degree are all assumed to be known (refer to the introductory text by Chartrand and Zhang [1]). This article is primarily about the coloring of planar graphs. We restrict our consideration to coloring the vertices of simple, connected, planar graphs, and, as is usual, to proper colorings of such graphs, colorings in which no two adjacent vertices have the same color. The 4-color theorem states that it takes no more than four distinct colors to color any simple planar graph properly (see [2]). In studying the 4 -color problem, we need consider only planar graphs that are triangulations, graphs in which all faces are delineated by three edges. That is because any planar graph that is not a triangulation can be turned into a triangulation by inserting edges until all faces are triangular. After properly coloring the triangulation, the inserted edges can be deleted, leaving the original graph with a proper coloring. If all faces of a planar graph except one are triangular, the graph is referred to as a near-triangulation. Near-triangulations in which the only non-triangular face is four-sided are particularly important in this article; such a near-triangulation can be derived by deleting any edge in a triangulation. As is customary, we use the term configuration for a near-triangulation whose non-triangular face is the infinite face.

## 2. Introduction

This article is not about finding an alternative proof of the 4 -color theorem; instead, it is an exploratory paper aimed at gaining a deeper understanding of why the 4 -color theorem is true,
what it is about a planar graph that guarantees that it can be 4 -colored. We set about this task by focusing on the properties of a minimum counterexample. The two we single out for thorough examination relate to connectivity and coloring. These are the subjects of Sections 3 and 4. A new approach to understanding why planar graphs are 4 -colorable is to investigate whether the connectivity and coloring properties of a minimum counterexample are compatible. We shall see that this approach bears fruit. Our analysis suggests strongly that the two properties are not compatible. An important contribution this article makes to the literature on planar graph coloring is the notion of Kempe-locking, defined in Section 4. If an edge $x y$ is deleted from a planar triangulation $T$, a near-triangulation $G_{x y}$ results. Consider any 4-coloring of $G_{x y}$ in which vertices $x$ and $y$ have the same color. If $T$ is Kempe-locked with respect to $x y$, then any sequence of interchanges of colors on Kempe chains leaves $x$ and $y$ still sharing the same color. Thus, Kempe interchanges applied to $G_{x y}$ with $x$ and $y$ colored the same cannot result in a 4-coloring of $G_{x y}$ in which the deleted edge $x y$ can be replaced in order to achieve a 4-coloring of $T$. In Section 4, we prove that a minimum counterexample to the 4 -color theorem must be Kempe-locked with respect to every one of its edges. Each edge in a minimum counterexample must have this coloring property.

In Section 5, we present examples of Kempe-locked triangulations. In Section 6, we present a methodology to determine if a triangulation is Kempe-locked and define two key terms, Kempe-locking configuration and fundamental Kempe-locking configuration. We then look back briefly to Section 5 to identify the pertinent Kempe-locking configurations for the various examples. In Section 7, we report the results of an extensive search through all isomorphism classes of planar triangulations of low order. Several Kempe-locked triangulations were discovered, each Kempe-locked with respect to only a single edge. Call that edge $x y$. We find that each such triangulation has a Birkhoff diamond subgraph with endpoints $x$ and $y$. Our search confirms that the Birkhoff diamond is a fundamental Kempe-locking configuration and strongly suggests that it is the only fundamental Kempe-locking configuration. Section 8 presents an even more fundamental graph-a triangulation of order 9 that gives rise to the Birkhoff diamond. It is constituted as a single vertex within a pentagon within a triangle.

Section 9 concludes the article. It emphasizes the likely singular role of the Birkhoff diamond in the matter of establishing the incompatibility of the connectivity and coloring properties of a minimum counterexample and thus in the matter of the 4-colorability of planar triangulations. It also describes future directions for this research, not the least of which is finding collaborators with substantially greater computing power to extend the search for Kempe-locked triangulations.

Although our primary concern is the theoretical question of 4-colorability of planar graphs, it should be noted that graph coloring finds application more generally to many real-world problems, including the scheduling of sports events, determining examination timetables, and arranging seating plans. Graph coloring also underpins the creation of Sudoku puzzles. While new techniques, such as those discussed in this article, will likely find their way into problems involving complex networks, it is not our intent to explore such applications here.

## 3. Connectivity Property

A graph $G$ is connected if there is a path joining every pair of vertices. It is said to be $k$-connected if it has more than $k$ vertices and remains connected whenever fewer than $k$ vertices are deleted. Therefore, for example, if a graph has 4-cycle with vertices both inside and outside the cycle, then deleting the vertices of the 4 -cycle (and all their edges) disconnects the graph into the subgraph that lies outside the 4 -cycle and the subgraph that lies inside the 4 -cycle. Such a graph might be 4 -connected but it cannot be 5 -connected. A separating $k$-cycle is a $k$-cycle in a graph such that there are one or more vertices in the graph both inside and outside the cycle. Thus, a graph with a separating $k$-cycle can be at most $k$-connected. A 5-connected triangulation is minimum degree 5 and has no separating 3 -cycles or 4 -cycles. However, in a 5 -connected triangulation, any separating 5 -cycle is permitted. Suppose, instead, we consider triangulations for which no separating 5-cycle has two or more vertices both inside and outside the cycle. Then, each separating 5-cycle will have a single vertex either inside or
outside the cycle. In other words, each 5-cycle will "enclose" a vertex of degree 5. If that is the case, then the triangulation is said to be internally 6-connected. Internally 6-connected triangulations form a proper subset of 5-connected triangulations.

Property 1. (Connectivity) A planar triangulation is said to be internally 6-connected if it is minimum degree 5 and has no cycle of length 5 or less for which there are two or more vertices both inside and outside the cycle.

Every existing proof of the 4 -color theorem has been based on showing that a minimum counterexample cannot exist. If a counterexample does exist, then there must be one or more smallest counterexamples, where by "smallest" we mean the counterexample(s) having the lowest order (fewest vertices). In a landmark paper in 1913, Birkhoff [3] showed that a minimum counterexample to the 4 -color theorem must be internally 6 -connected. (That was not a term of his choosing; it arrived on the graph theory scene much later.) In that paper, Birkhoff also introduced the important notion of reducibility. Suppose that an arbitrary planar triangulation $T$ contains a configuration $C$ as a subgraph and let $G=T-C$ denote the near-triangulation formed by removing $C$ from $T$. The configuration $C$ is said to be reducible if, whenever $G$ is 4 -colorable, $T$ is also 4 -colorable. Thus, a planar triangulation that is a minimum counterexample to the 4 -color theorem cannot contain a reducible configuration.

The Appel-Haken team [4,5] and the Robertson-Sanders-Seymour-Thomas team [6] each proved the 4 -color theorem by constructing an unavoidable set of reducible configurations ( 1482 such configurations for [4,5] and 633 for [6]). The term unavoidable means that every internally 6 -connected triangulation contains at least one of the configurations from the set as a subgraph-the set cannot be avoided. Then, because each configuration in the set is reducible, no internally 6 -connected triangulation can be a minimum counterexample.

## 4. Coloring Property

We follow the standard practice of indicating the color of a vertex by using one of the integers $1,2,3,4, \ldots$ If the first $k$ integers are used to color the vertices of a graph, we say that the graph is $k$-colored. It is important to understand what we mean by a distinct coloring of $G$. Another way to think of a $k$-coloring of $G$ is that the set of all vertices in $G$ has been partitioned into $k$ independent sets, each set assigned a distinct color from 1 to $k$. An independent set of vertices is one in which no two vertices are adjacent. What matters is the partition (what vertices belong to what independent set); it does not matter how we assign colors to the various independent sets. Thus, a mere permutation of colors does not lead to a distinctly different coloring of $G$.

A useful tool in graph coloring is the Kempe chain, named after the British mathematician whose attempt at proving the 4 -color theorem failed [7]. In a given coloring of a graph $G$, a Kempe chain is a maximal, connected, induced subgraph of $G$ whose vertices use only two colors, let us say colors $i$ and $j$. An $i-j$ Kempe chain is "maximal" in that every vertex adjacent to, but not in, the chain uses a color other than $i$ or $j$. In the six-panel figure that accompanies the first example presented in Section 5, there is a single 1-2 Kempe chain in each of the four uppermost graphs and two distinct 1-2 Kempe chains in each of the two lowermost graphs. It is customary to consider a vertex colored $i$ not adjacent to any vertex colored $j$ a short $i-j$ chain and likewise a vertex colored $j$ not adjacent to any vertex colored $i$.

Kempe chains are particularly useful in "navigating" among the various distinct 4-colorings of a graph $G$ because interchanging colors on a chain-that is, interchanging the color labels $i$ and $j$ for all vertices constituting an $i-j$ chain-leaves $G$ properly colored. Interchanging colors on an $i-j$ Kempe chain does not lead to a distinctly different coloring of $G$ if there is only one $i-j$ chain. However, for example, if there are three distinct $i-j$ chains, then interchanging colors on any one or on any pair of those chains does lead to a distinctly different coloring of G. A straightforward description of using Kempe chains to color and recolor graphs can be found in [8].

The idea that underpins our different approach to the question of 4-colorability derives from a graph-coloring problem that is the subject of another article [9], a coloring problem posed for planar
graphs that are near-triangulations in which the single non-triangular face is quadrilateral. Although we do not pursue that coloring problem per se in this article, we do focus on near-triangulations with a 4 -face and find it useful to establish a few conventions regarding the drawing and vertex labeling of such graphs. In this article, we always draw them with the 4 -face as the infinite (exterior) region oriented as shown in Figure 1 and we always label the boundary cycle of the 4 -face uxvy with $u$ the bottom vertex, $x$ the left-hand vertex, $v$ the top vertex, and $y$ the right-hand vertex. Then $x$ and $y$ constitute one pair of opposite vertices and $u$ and $v$ the other pair. We use the notation $G_{x y}$ to refer to the near-triangulation that results when the edge $x y$ is deleted from a planar triangulation $T$. Such a near-triangulation can always be drawn as depicted in Figure 1.


Figure 1. The schematic representation of a near-triangulation with an exterior 4-face. The interior of the graph includes vertices and edges that form triangular faces.

Property 2. (Coloring) A planar triangulation $T$ is Kempe-locked with respect to the edge $x y$ if, in every 4-coloring of $G_{x y}$ in which the colors of $x$ and $y$ are the same, there are precisely three distinct Kempe chains that include both $x$ and $y$.

Kempe-locking is a property associated with an edge in a triangulation. A triangulation can be Kempe-locked with respect to one particular edge and not with respect to any of its other edges. If $T$ is Kempe-locked with respect to the edge $x y$, then given a 4-coloring of $G_{x y}$ in which $x$ and $y$ are both colored 1, there must be 1-2,1-3, and 1-4 Kempe chains including both $x$ and $y$. Interchanging colors on any of those chains leaves $x$ and $y$ sharing the same color. Moreover, for any such 4-coloring, because $T$ is Kempe-locked, interchanging colors on any Kempe chain that does not include $x$ and $y$ must lead to a 4-coloring in which there are 1-2,1-3, and 1-4 Kempe chains that include both $x$ and $y$. Thus, if interchanging colors on Kempe chains is the only method of recoloring available, $G_{x y}$ is "locked into" a state in which $x$ and $y$ have the same color.

The notion of Kempe-locking should not be confused with the matter of entangled Kempe chains, the condition that afflicted Kempe's attempted proof of the 4 -color theorem (see [2]). If an $i$ - $j$ Kempe chain and a $j$ - $k$ Kempe chain, $i \neq k$, intersect at one or more vertices colored $j$, then the two chains are said to be entangled. By this definition, there are entangled Kempe chains in every 4-coloring of every triangulation. (Consider any vertex $v$ colored $j$ in a triangulation on at least four vertices; $v$ is adjacent to at least three other vertices that form a cycle enclosing $v$. Because that cycle must involve at least two colors different from $j$, say $i$ and $k$, there will be $i-j$ and $j$ - $k$ Kempe chains entangled at $v$.) In contrast, Kempe-locking turns out to be rare-it is a coloring property that characterizes not merely a pair of Kempe chains, but an entire triangulation. It refers to a coloring condition shared by all members of a particular set of 4-colorings of the near-triangulation derived by deleting a specified edge from its parent triangulation.

To demonstrate that a minimum counterexample has Property 2, we first need to describe the notion of an edge contraction, also known as vertex identification. Adjacent vertices $x$ and $y$ are said to be identified, or equivalently, the edge $x y$ is said to be contracted, if $x$ and $y$ are coalesced into a single
vertex $w$, with all edges formerly incident to $x$ and $y$ now incident to $w$. The act of contracting $x y$ makes a smaller graph; it decreases the order of the graph by one.

Theorem 1. A minimum counterexample to the 4-color theorem is Kempe-locked with respect to every one of its edges.

Proof. Let $T$ be a minimum counterexample to the 4 -color theorem. Contract an arbitrary edge $x y$ by coalescing $x$ and $y$ into $w$. This edge contraction yields a new triangulation $T^{\prime}$ with one fewer vertex than $T$. Because $T$ is assumed to be a minimum counterexample, $T^{\prime}$ can be 4-colored. Then, when $w$ is split apart into the original $x$ and $y$, but without replacing the edge $x y$, we obtain a near-triangulation $G_{x y}$ in which the colors of $x$ and $y$ are the same.

Now suppose that $T$ is not Kempe-locked with respect to the edge $x y$. Then there must be a 4-coloring of $G_{x y}$ in which $x$ and $y$ are colored the same and in which there is a Kempe chain that includes $x$ but does not include $y$. Interchanging colors on such a chain results in a 4-colored $G_{x y}$ with the color of $x$ not the same as the color of $y$. In this 4-coloring, the edge $x y$ can be inserted to yield a 4-coloring for $T$, in contradiction to the assumption that $T$ is a minimum counterexample.

In contrast to the situation of a minimum counterexample, no 4-colorable planar triangulation can be Kempe-locked with respect to every one of its edges. The proof of that result can be found in Appendix A.

The key point of this article is that Property 1 and Property 2—connectivity and coloring-are likely incompatible. If that could be proved, then the 4 -color theorem would be proved because a minimum counterexample, unable to exhibit both properties, could not exist. We capture this idea in the form of a plausible conjecture, one likely to be true but beyond difficult to prove.

Conjecture 1. No planar triangulation that is Kempe-locked with respect to an edge is internally 6-connected.
To investigate Conjecture 1, we set about trying to find planar triangulations that are Kempe-locked with respect to some edge. Obviously, we need to consider only internally 6-connected triangulations; however, to find as many Kempe-locked triangulations as possible so that we can learn what structural properties they might have in common, we cast a wider net by searching for any that are at least 4-connected. Because we are studying the properties of a minimum counterexample to the 4-color theorem, we can omit 3-connected triangulations from consideration by virtue of the following argument. Any 3-connected planar triangulation $T$ on more than four vertices must have a separating triangle. Assume that $T$ is a minimum counterexample. Then, the vertex sets of both (1) the induced proper subgraph of $T$ consisting of the separating triangle and everything outside it and (2) the induced proper subgraph of $T$ consisting of the separating triangle and everything inside it can be 4-colored in such a way that the separating triangle is colored identically in each subgraph (through a permutation of colors, as necessary). Thus, $T$ can be 4-colored, a contradiction.

## 5. Examples of Kempe-Locked Triangulations

Figure 2 shows the six distinct 4-colorings of a particular near-triangulation $G_{x y}$ of order 12. These are the only 4 -colorings in which $x$ and $y$ (the leftmost and rightmost vertices on the exterior 4 -face) are colored the same. This can be seen by noting, without loss of generality, that $x$ and $y$ can be colored 1 and $v$ (the topmost vertex on the exterior 4-face) colored 2 . Then, the other two vertices adjacent to $v$ must be colored 3 and 4 . Without loss of generality, the vertex adjacent to both $x$ and $v$ can be colored 3 and the vertex adjacent to both $y$ and $v$ can be colored 4 . There are seven vertices remaining to be colored. Noting the color possibilities for each remaining vertex and then successively trying each, one quickly discovers that there are only six distinct 4-colorings of $G_{x y}$. As can be seen from Figure 2, in each of the 4-colorings there are 1-2,1-3, and 1-4 Kempe chains that include both $x$ and $y$. Thus, the triangulation $T$ formed by joining $x$ and $y$ is Kempe-locked with respect to the edge
$x y$. $T$ does not contradict Conjecture 1 because the bottommost and topmost vertices on the 4 -face ( $u$ and $v$, respectively) have degree 4 . Indeed, $T$ is 4 -connected.


Figure 2. A near-triangulation of order 12 with all six of its distinct 4-colorings in which the colors of $x$ and $y$ are the same, without loss of generality color 1 .

We note that the near-triangulation shown in Figure 2 becomes the icosahedron when $u$ and $v$, instead of $x$ and $y$, are joined. In that situation, we refer to the near-triangulation as $G_{u v}$ because it is the edge $u v$ that is deleted from the icosahedron to form the near-triangulation. In neither of the bottom two 4-colorings of $G_{u v}$ in Figure 2, in which $u$ and $v$ and both colored 2, are there 2-3 or 2-4 Kempe chains that include both $u$ and $v$. Because $(u, v)$ can be taken to represent any pair of adjacent vertices in the highly symmetric and regular icosahedron, we conclude that the icosahedron is not Kempe-locked with respect to any of its edges.

Figure 3 shows a particular induced subgraph of order 10 of the near-triangulation of order 12 in Figure 2. That subgraph, a configuration, is known as the Birkhoff diamond, named for the mathematician who first highlighted its importance in the 4 -color problem [3]: it was the very first configuration
to be proved reducible; its presence in a triangulation guarantees that the triangulation cannot be a minimum counterexample. Ironically, we will see that the Birkhoff diamond makes its appearance in our analysis in an opposite way-namely, that it likely must be present for a triangulation to be Kempe-locked with respect to an edge and thus possibly a candidate to be a minimum counterexample. Our systematic search among 4-connected and 5-connected triangulations, which we shall describe in Section 7, uncovered a number of Kempe-locked triangulations. All share a common feature: one or more Birkhoff diamond subgraphs with endpoints $x$ and $y$.


Figure 3. The Birkhoff diamond, a configuration of order 10, with its left- and right-hand endpoints labeled $x$ and $y$, respectively, and its topmost and bottommost edges labeled $a b$ and $c d$, respectively.

Four additional examples of Kempe-locked triangulations (once $x$ and $y$ are joined) are illustrated in Figure 4. It is not obvious by inspection that any of these triangulations is Kempe-locked. Using a computer program to determine all possible 4-colorings of each triangulation quickly establishes the Kempe-locking. Note that each of the four triangulations features a Birkhoff diamond subgraph with endpoints $x$ and $y$. The graph in the lower right panel suggests that by including an arbitrary number of Birkhoff diamonds with endpoints $x$ and $y$ in an appropriate way in a triangulation that is Kempe-locked with respect to $x y$, we can obtain an infinite number of Kempe-locked triangulations. This surmise becomes evidently correct by applying the type of analysis discussed in Section 6 to a vertical stack of Birkhoff diamonds with appropriate intervening configurations. However, we should note that not all triangulations containing one or more Birkhoff diamonds with endpoints $x$ and $y$ are Kempe-locked-we shall have more to say on this point in the following Section 6.


Figure 4. Each of the four graphs becomes a Kempe-locked triangulation when the leftmost and rightmost vertices on the exterior 4 -face are joined. Three of the near-triangulations have a single Birkhoff diamond subgraph; the other near-triangulation has two.

## 6. Kempe-Locking Configurations

As is our established convention, we let $G_{x y}$ be the near-triangulation obtained by deleting the edge $x y$ in a triangulation $T$. Figure 5 depicts the general structure of such a $G_{x y}$. Every thick solid line represents one or more edges. Any oval, together with the thick solid lines that join it to endpoints $x$ and $y$, represents a configuration, which, because all the configurations we are interested in include both $x$ and $y$, we shall refer to as an $x y$-configuration. Figure 5 shows five such $x y$-configurations but there can be any (non-negative) number of them. The bottom boundary of each $x y$-configuration in the vertical stack always coincides with the top boundary of the next lower $x y$-configuration, if there is one. Because $x y$-configurations can be combined into a single larger $x y$-configuration or deconstructed into smaller $x y$-configurations, any given $G_{x y}$ can be represented in multiple ways as a vertical stack of $x y$-configurations. However, for a given purpose, there is often a choice that renders the desired analysis more straightforward. For example, because we have now observed the importance of the Birkhoff diamond, the near-triangulation shown in Figure 2 is best displayed in the form of Figure 5 with a single $x y$-configuration, a Birkhoff diamond: $v$ is joined to that configuration by two edges, and likewise for $u$, and that configuration includes three edges emanating from each of $x$ and $y$. The near-triangulation in the lower right of Figure 4 can be put into the general form of Figure 5 most usefully with three $x y$-configurations, two Birkhoff diamonds with an $x y$-configuration between them. The middle configuration has order 6-endpoint vertices $x$ and $y$ and four others, two on the top boundary, one adjacent to $x$, and one adjacent to $y$, and the same for the two on the bottom boundary, one adjacent to $x$ and one adjacent to $y$.


Figure 5. The general structure of a near-triangulation $G_{x y}$.
This manner of representing $G_{x y}$ allows us to think somewhat differently about what it takes for $T$ to be Kempe-locked with respect to the edge $x y$. The definition states that in every 4-coloring of $G_{x y}$ in which the colors of $x$ and $y$ are the same there must be three Kempe chains that include $x$ and $y$. Without loss of generality, let the common color of $x$ and $y$ be 1 and the color of $v$ be 2 . Then the three required chains are colored $1-2,1-3$, and $1-4$. We are interested in finding an equivalent condition that might be of greater utility in understanding what is necessary to create a Kempe-locked triangulation. We proceed by considering two cases:

1. If the color of $u$ is 2 , then there cannot be either a 2-3 path or a 2-4 path between $v$ and $u$ because the first would have to intersect the 1-4 Kempe chain that includes both $x$ and $y$ and the second would have to intersect the 1-3 Kempe chain that includes both $x$ and $y$, neither of which is possible.
2. If the color of $u$ is not 2 , we can choose it to be 3 without loss of generality. There cannot be a $2-3$ path between $v$ and $u$ because it cannot intersect the 1-4 Kempe chain that includes both $x$ and $y$. Obviously there cannot be a 2-4 path between $v$ and $u$ when $v$ is colored 2 and $u$ is colored 3 .

We have just shown that the existence of three Kempe chains including both $x$ and $y$ implies the non-existence of any 2 -color paths between $v$ and $u$ using colors different from the common color of $x$ and $y$. The converse is proved in [9], thus establishing the truth of the following Theorem 2.

Theorem 2. Let $T$ be a planar triangulation and $G_{x y}$ the near-triangulation derived from it by deleting the edge $x y$. Let uxvy be the 4 -cycle delineating the 4 -face of $G_{x y}$. Then $T$ is Kempe-locked with respect to the edge $x y$ if and only if, in every 4-coloring of $G_{x y}$ in which the colors of $x$ and $y$ are the same, there is no 2-color path between $v$ and $u$ that uses colors different from the common color of $x$ and $y$.

Consider Figure 5 with $x$ and $y$ both colored 1 and $v$ colored 2. If a 2-3 path between $v$ and $u$ were to exist, it would have to pass through every $x y$-configuration in the vertical stack on its way from $v$ to $u$. Thus, there would have to exist a 4-coloring for each $x y$-configuration that transmits the $2-3$ path from the configuration's top boundary to its bottom boundary and such 4-colorings for the various $x y$-configurations would have to match along their coincident boundaries. Each $x y$-configuration would have to be able to take the 2-3 path presented to it as input at its top boundary and carry it through to the bottom boundary, that output then passed along as input to the next $x y$-configuration. Thus, there might exist certain $x y$-configurations for which this "passing along" cannot be assured or which make it impossible to "complete" the path at vertex $u$ and achieve a proper coloring of $G_{x y}$. Such a configuration potentially enables a Kempe-locked triangulation. The Birkhoff diamond is one of these special configurations.

To understand how the Birkhoff diamond can prevent a 2-color path between $v$ and $u$, we analyze all possible colorings of Figure 3 when $x$ and $y$ are both colored 1. Because the vertices $a, b, c$, and $d$ are all adjacent to either $x$ or $y$, they must take their colors from $\{2,3,4\}$. There are six possible pairings of colors for either $(a, b)$ or $(c, d):(2,3),(2,4),(3,2),(3,4),(4,2)$, and $(4,3)$. The various proper colorings of the Birkhoff diamond subject to this constraint are not provided here-they are easily determined. Instead, we summarize the results in terms of the possible transitions from the colors of the $(a, b)$ pair along the top boundary of the Birkhoff diamond to the colors of the $(c, d)$ pair along the bottom boundary. We can represent the permitted transitions between $(a, b)$ and $(c, d)$ as a bipartite graph, a graph in which each vertex is assigned to one of two independent sets and the only edges in the graph thus occur between a vertex in one set and a vertex in the other. Figure 6 shows such a graph for the Birkhoff diamond with both $x$ and $y$ constrained to have color 1 . The possibilities for $(a, b)$ appear as the top set of six vertices and the possibilities for $(c, d)$ appear as the bottom set of six vertices. An edge exists between a vertex in the top set and a vertex in the bottom set if and only if there exists a proper 4-coloring of the Birkhoff diamond for that pairing of top and bottom vertices. We have depicted the various edges in Figure 6 as thin or thick solid lines or as dotted or dashed lines. A thin solid line indicates the presence of both a $2-3$ path and a 2-4 path between $(a, b)$ and $(c, d)$, a thick solid line indicates the absence of both a 2-3 path and a 2-4 path, a dotted line the presence of a $2-3$ path only, and a dashed line the presence of a 2-4 path only.

We can use Figure 6 to provide a straightforward demonstration that the triangulation giving rise to the near-triangulation depicted in Figure 2 is Kempe-locked with respect to the edge $x y$. With $x$ and $y$ both colored 1 and $v$ colored 2 , the only possibilities for $(a, b)$ are $(3,4)$ and $(4,3)$. Consider the case $(3,4)$. From Figure 6, we see that the only possibilities for $(c, d)$ are $(2,4),(3,2)$, and $(3,4)$. (This conclusion is confirmed by inspection of Figure 2.) There is only a $2-4$ path between $(3,4)$ and $(2,4)$ and it cannot be completed because $u$ must then take color 3 for a proper coloring. There is only a $2-3$ path between $(3,4)$ and $(3,2)$ and it cannot be completed because $u$ must then take color 4 for a proper coloring. Finally, there is neither a $2-3$ nor a 2-4 path between $(3,4)$ and $(3,4)$. Thus, for the near-triangulation $G_{x y}$ in Figure 2, neither a 2-3 nor a 2-4 path between $v$ and $u$ can exist if $(a, b)$ is $(3,4)$. Interchanging
colors 3 and 4 throughout $G_{x y}$ leads to the same conclusion when $(a, b)$ is $(4,3)$. The bipartite graph in Figure 6 explains the Birkhoff diamond's ability to enable a Kempe-locked triangulation. With only minor modifications, this methodology can be used to show that each near-triangulation in Figure 4 derives from a Kempe-locked triangulation.


Figure 6. A bipartite graph that shows for the Birkhoff diamond (see Figure 3) the possible transitions from the input pair of colors $(a, b)$ at the top of the graph to the output pair of colors $(c, d)$ at the bottom of the graph.

Appealing to the bipartite methodology may seem like overkill. Why not just use Figure 2 to prove that there is no $2-3$ or 2-4 path between $v$ and $u$ ? For such an uncomplicated situation, the bipartite analysis is indeed unnecessary, but it becomes highly useful in more complicated situations in which it is not feasible, either manually or with the aid of a computer, to list all possible distinct 4-colorings in which $x$ and $y$ are both colored 1 . In such situations, representing a near-triangulation $G_{x y}$ as a stack of $x y$-configurations and then analyzing each configuration in the stack separately permits us to determine more easily whether a $2-3$ or 2-4 path can be transmitted from $v$ to $u$. Moreover, Figure 5, combined with the bipartite analysis, sheds light on how an $x y$-configuration can prevent the transmission or completion of a 2-color path, whereas simply analyzing a long list of all distinct colorings of a candidate near-triangulation does not.

In Section 5, we stated that not all triangulations that include a Birkhoff diamond subgraph with endpoints $x$ and $y$ are Kempe-locked. The bipartite methodology can be used to understand why this statement is true. From Figure 6, we see that all coloring states of the top edge $(a, b)$ other than $(3,4)$ and $(4,3)$ can transmit both 2-3 and 2-4 paths through the diamond to its bottom edge $(c, d)$. Thus, many near-triangulations $G_{x y}$ having a Birkhoff diamond subgraph with endpoints $x$ and $y$ will not be Kempe-locked. The mere presence of a Birkhoff diamond is not sufficient-if there is any chance for the triangulation $T$ of which the Birkhoff diamond is a subgraph to be Kempe-locked, the Birkhoff diamond has to appear in just the right way relative to the other $x y$-configurations in the vertical stack. As an example of this, take the graph in the lower right panel of Figure 4 and eliminate the middle $x y$-configuration entirely; squeeze the two Birkhoff diamonds together so that the bottom boundary of the upper diamond coincides with the top boundary of the lower diamond, then apply Figure 6 twice to verify that the triangulation with $x$ and $y$ joined is not Kempe-locked with respect to $x y$.

The foregoing discussion motivates the following definitions of Kempe-locking configurations and fundamental Kempe-locking configurations, those particular $x y$-configurations that enable a triangulation $T$ to be Kempe-locked with respect to an edge $x y$.

Definition 1. Let $T$ be a planar triangulation that is at least 4-connected and $G_{x y}$ the near-triangulation derived from it by deleting the edge $x y$. Let uxvy be the 4-cycle delineating the 4-face of $G_{x y}$. If $T$ is Kempe-locked with respect to the edge $x y$, then the $x y$-configuration $K_{x y}$ induced by all vertices of $G_{x y}$ other than $u$ and $v$ is the Kempe-locking configuration for $T$.

Definition 2. Let $K_{x y}$ be the Kempe-locking configuration for a planar triangulation $T$ (that is at least 4 -connected) with an edge $x y$. Then $K_{x y}$ is said to be a fundamental Kempe-locking configuration if it contains
no proper subgraph $K_{x y}^{\prime}$ that is the Kempe-locking configuration for some planar triangulation $T^{\prime}$ (that is at least 4-connected) with an edge $x y$.

On the basis of these definitions, we see readily that none of the Kempe-locking configurations for the graphs in Figure 4 is fundamental, since, in each case, the Kempe-locking configuration is obtained by deleting vertices $v$ and $u$ and their incident edges. We note that each such Kempe-locking configuration has a Birkhoff diamond with endpoints $x$ and $y$ as a proper subgraph and the Birkhoff diamond is the Kempe-locking configuration for the triangulation obtained by joining $x$ and $y$ in the near-triangulation shown in Figure 2. We will see in Section 7 that the Birkhoff diamond is actually a fundamental Kempe-locking configuration.

## 7. The Search for Fundamental Kempe-Locking Configurations

The approach we adopted in searching for fundamental Kempe-locking configurations is analogous to that of experimental physicists in their search for a new elementary particle with specified properties. Physicists confine their explorations to collision events involving total energy in an interval sufficient to bring the sought-after particle into being. Similarly, we explored planar triangulations of orders in which fundamental Kempe-locking configurations would be expected to be found. The best chance to discover those configurations would seem to occur when there is a small number of distinct 4-colorings of a near-triangulation $G_{x y}$ with $x$ and $y$ the same color, thus admitting the possibility that every one of those few colorings will feature three Kempe chains that include both $x$ and $y$. Equivalently (by means of Theorem 2), we note that in a $G_{x y}$ of large order with $x$ and $y$ colored the same there are sufficiently many possibilities for 2-color paths from $v$ to $u$ using colors different from the common color of $x$ and $y$ to render it a virtual certainty that at least one such 2-color path will form part of a proper coloring of $G_{x y}$. Quite simply, the combinatorial possibilities for coloring a high-order planar triangulation militate against the existence of a high-order fundamental Kempe-locking configuration.

To assure that we did not miss any low-order triangulations, we generated the full set of 8044 isomorphism classes for 4-connected triangulations of orders 6-15 and the full set of 9733 isomorphism classes for 5-connected triangulations of orders 12-24 (see [10,11]). Because Kempe-locking is associated with an edge of a triangulation, we tested every edge separately in a triangulation from each of the isomorphism classes. Referring to the edge being tested as $x y$, we deleted the edge and then determined whether there are any 4 -colorings with $x$ and $y$ colored the same but with fewer than three Kempe chains that include both $x$ and $y$. It turns out to be rare for this not to be the case. The only Kempe-locked triangulations we encountered were 4-connected; there were none at all among 5-connected triangulations (and hence none at all among internally 6-connected triangulations). There are no Kempe-locked triangulations of order less than 12 and a single 4-connected Kempe-locked triangulation of order 12, the one illustrated in Figure 2 with the leftmost and rightmost vertices on the 4 -face joined. Thus, the Birkhoff diamond is a fundamental Kempe-locking configuration. There are no Kempe-locked triangulations of order 13, and one 4-connected Kempe-locked triangulation for each of orders 14 and 15 , each of those featuring a Birkhoff diamond with endpoints $x$ and $y$ and each Kempe-locked with respect to only a single edge.

In an expanded search for fundamental Kempe-locking configurations, we examined 4-connected triangulations of orders 16-20. Because the number of isomorphism classes grows rapidly with increasing order (from 30,926 at order 16 to $24,649,284$ at order 20 -refer to [11]) and because the number of edges in a triangulation increases with increasing order (a planar triangulation of order $n$ has $3 n-6$ edges-see [1]), we soon ran into computation-time limitations imposed by our laptop computer. After deciding to limit aggregate computer execution time to several weeks instead of several months, we proceeded in the expanded search by examining all 30,926 isomorphism classes of order 16 and all 158,428 isomorphism classes of order 17 , but only 100,000 randomly generated non-isomorphic triangulations for each order from 18 through 20.

For orders 16 and 17, we discovered 8 and 14 non-isomorphic triangulations, respectively, that are Kempe-locked, all with respect to a single edge, call it $x y$ in each case. Each of those 4-connected Kempe-locked triangulations features a Birkhoff diamond with $x$ and $y$ as endpoints. Figure 4 shows the $G_{x y}$ derived from two such Kempe-locked triangulations. In the random samples of 100,000 triangulations each for orders 18-20, we discovered additional non-isomorphic Kempe-locked triangulations: 10 of order 18,8 of order 19 , and 5 of order 20 , all locked with respect to a single edge $x y$ and all featuring a Birkhoff diamond configuration with $x$ and $y$ as endpoints. Figure 4 also shows near-triangulations $G_{x y}$ arising from Kempe-locked triangulations of orders 19 and 20. It is an open question whether there are any triangulations that are at least 4-connected and Kempe-locked with respect to more than a single edge.

Let us take stock of the results of our search for fundamental Kempe-locking configurations We found no 5-connected (and hence no internally 6-connected) Kempe-locked triangulations of orders 12-24. The only fundamental Kempe-locking configuration we found is the Birkhoff diamond of order 10. We have shown that there are no fundamental Kempe-locking configurations of orders 9 or lower or between 11 and 15, inclusive, and a sample of 100,000 non-isomorphic 4-connected triangulations each for orders 18-20 turned up no fundamental Kempe-locking configurations of orders 16-18. We conclude that the "experimental" case is strong that the Birkhoff diamond is the only fundamental Kempe-locking configuration.

## Conjecture 2. The Birkhoff diamond is the sole fundamental Kempe-locking configuration.

Conjecture 2 implies Conjecture 1. To see this, refer to the vertex labeling for the Birkhoff diamond given in Figure 3. We observe that a triangulation $T$ that is Kempe-locked with respect to an edge $x y$ by means of a Birkhoff diamond subgraph with endpoints $x$ and $y$ is at most 4 -connected because both $x a b y$ and $x c d y$ are separating 4 -cycles. Hence, all triangulations we discovered that exhibit Property 2 (Kempe-locking) are 4-connected and cannot satisfy Property 1 (internal 6-connectivity). Moreover, our computer search through low-order isomorphism classes of 5-connected triangulations found no Kempe-locked triangulations. Hence, every triangulation that satisfied Property 1 (internally 6-connected triangulations are a subset of all 5-connected triangulations-refer to the discussion in the first paragraph of Section 3) did not satisfy Property 2. To sum up, the "experimental" results presented and discussed in this article (strongly) suggest that Property 1 and Property 2 are incompatible.

Furthermore, if Conjecture 2 is true, then a minimum counterexample simply cannot be constructed because the vertices $x$ and $y$ serving as endpoints for any edge $x y$ that is Kempe-locked must have degree at least 6 . Because the signature feature of a Birkhoff diamond is its four central vertices of degree 5, none of the five edges involving pairs of those four central vertices can be Kempe-locked and, by Theorem 1, a counterexample cannot exist. Conjecture 2 alone has sufficient power to imply 4-colorability of planar graphs.

## 8. An Even More Fundamental Graph

Based on the arguments and analysis presented in this article, it is highly likely that the Birkhoff diamond serves an essential role in creating a Kempe-locked triangulation. Thus, it is illuminating to consider an even more fundamental graph from which the Birkhoff diamond naturally arises. Key to the notion of Kempe-locking with respect to a deleted edge $x y$ is that the vertices $x$ and $y$ have the same color and that they cannot be made to differ in color through any sequence of Kempe exchanges. Consequently, we need to analyze all possible 4-colorings of Figure 3 in which $x$ and $y$ have the same color. That set consists of the six distinct 4-colorings shown in Figure 2 as restricted to the Birkhoff diamond subgraph. In turn, we note that that particular set of six distinct 4-colorings is identical to the set of all possible 4-colorings of the triangulation of order 9 formed by coalescing $x$ and $y$ into a single vertex of degree 6. That triangulation can be drawn as depicted in Figure 7-a triangle enclosing a pentagon enclosing a single vertex. It is quite satisfying to think that such an elegant graph might lie
at the heart of why a minimum counterexample to the 4-color theorem does not exist, at the heart of why all planar triangulations must be 4-colorable.


Figure 7. This 4-connected triangulation of order 9 is likely the key to why a minimum counterexample to the 4 -color theorem does not exist. The Birkhoff diamond of order 10 results when the topmost vertex is split into two vertices, each of degree 3.

## 9. Conclusions and Future Directions

We have introduced the key notion of Kempe-locking and have used it to establish the coloring property that a minimum counterexample to the 4-color theorem must satisfy with respect to each of its edges. After an exhaustive search through low-order isomorphism classes of 4-connected and 5-connected triangulations, we found no 5-connected triangulations that are Kempe-locked. The only Kempe-locked triangulations we found are Kempe-locked with respect to only a single edge, far from what is necessary for a minimum counterexample. Moreover, each discovered Kempe-locked triangulation, Kempe-locked with respect to an edge $x y$, features a Birkhoff diamond with endpoints $x$ and $y$. The mere presence of a Birkhoff diamond subgraph renders the triangulation at most 4 -connected. These results strongly suggest that the connectivity and coloring properties of a minimum counterexample are incompatible. They also point to the likely singular role that the Birkhoff diamond and its progenitor, the single-vertex-within-a-pentagon-within-a-triangle graph, play in the matter of the 4-colorability of planar graphs.

What future directions does this work indicate? First, since the matter of graph coloring has applications to various problems in graph theory, the notion of Kempe-locking may find practical application beyond its theoretical use in this article. Second, with respect to further experimental studies, it would be helpful if researchers with substantially more powerful computing resources than a laptop computer could complete the search for Kempe-locked configurations among the isomorphism classes for 4 -connected triangulations of orders 18, 19, and 20, and perhaps for even higher orders. Such extensions of the study reported here would either solidify support for or refute Conjecture 2. Because Conjecture 2 implies Conjecture 1 and lends itself to an appealing explanation for why a planar graph must be 4 -colorable, it is the conjecture on which to focus. Even better than further experimental studies would be a direct proof of Conjecture 2, but that may well be a more difficult task than was proving the 4-color theorem.
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## Appendix A

In this appendix, we prove that no 4-colorable planar triangulation can be Kempe-locked with respect to every one of its edges. We begin with a few preliminary demonstrations.

Theorem A1. If $T$ is a 4 -colorable planar triangulation that is Kempe-locked with respect to the edge $x y$, then every 4-coloring of $T$ has a 2 -color cycle including the edge $x y$.

Proof. Suppose there is a 4-coloring $\chi$ of a planar triangulation $T$ that is Kempe-locked with respect to $x y$ in which there is not a 2-colored cycle including both $x$ and $y$. Without loss of generality, let the colors of $x$ and $y$ in $\chi$ be 1 and 2 , respectively. Then, in the near-triangulation $G_{x y}$ formed by deleting the edge $x y$, the coloring $\chi$ (as it applies to $G_{x y}$ ) can be transformed into a coloring $\chi^{\prime}$ by performing a 1-2 interchange of colors on the Kempe chain that includes $y$ but does not include $x$. In $\chi^{\prime}$, both $x$ and $y$ have color 1. However, by the statement of Property 2, $T$ then cannot be Kempe-locked, contrary to our initial supposition.

Lemma A1. Every 2-color cycle in a planar triangulation must enclose at least one vertex.
Proof. Any cycle with a fully-triangulated interior and no interior vertices requires at least three colors for a proper vertex-coloring because any triangle demands three colors.

Theorem A2. No 4-colorable planar triangulation can be Kempe-locked with respect to every one of its edges.
Proof. Suppose that $T$ is a 4-colorable planar triangulation that is Kempe-locked with respect to every one of its edges. Let $x y$ be one such edge and let $T$ be given a 4 -coloring in which, without loss of generality, the colors of $x$ and $y$ are 1 and 2, respectively. By Theorem A1, there is in $T$ a 2-color cycle $C$ using the colors 1 and 2 that includes $x y$. By Lemma A1, $C$ must enclose at least one vertex and because $T$ is a triangulation we know that there is such an enclosed vertex $u$ that is adjacent to both $x$ and $y$. Without loss of generality, $u$ has color 3 . Any vertex adjacent to $u$ must be have color 1,2 , or 4 . If none has color 4 , then, without loss of generality, we can consider the cycle $C$ to enclose only $u$. If there is a vertex $v$ colored 4 adjacent to $u$, then because $T$ is Kempe-locked with respect to $u v$, by Theorem A1 there must be a 2-color cycle enclosed by $C$ that uses the colors 3 and 4 and includes the edge $u v$. By Lemma A1, this 3-4 cycle must enclose at least one vertex. Because $T$ has finite order and because $T$ is assumed to be Kempe-locked with respect to every one of its edges, such "telescoping" of 2-color cycles must terminate at a 2-color cycle that encloses a single vertex. Thus, without loss of generality, we can assume that such a cycle is, in fact, the starting cycle $C$ colored $1-2$ that includes $x y$ and encloses a single vertex $u$ colored 3 . We now drop the vertex labels $x$ and $y$.


Figure A1. The "telescoping" process used to prove Theorem A2.
Let $r_{1}$ be a vertex in $C$ colored 1. By assumption, $T$ is Kempe-locked with respect to the edge $u r_{1}$. Thus, there must be a vertex $r_{2} \neq r_{1}$ in $C$ also colored 1 so that the path $r_{1} u r_{2}$ is part of a 2-color cycle
$C^{\prime}$ using the colors 1 and 3. See Figure A1. Recolor $u$ from 3 to 4 . Let $s_{1}$ be a vertex colored 2 in $C$ that lies between $r_{1}$ and $r_{2}$ and is enclosed by $C^{\prime}$ and suppose it is the only vertex lying between $r_{1}$ and $r_{2}$ that is enclosed by $C^{\prime}$. Then a 2 -color cycle using the colors 2 and 4 that includes the edge $u s_{1}$ cannot exist and $T$ cannot be Kempe-locked with respect to $u s_{1}$. However, if there is a vertex $s_{2} \neq s_{1}$ colored 2 lying between $r_{1}$ and $r_{2}$, then by Theorem A1 a 2-color cycle $C^{\prime \prime}$ using the colors 2 and 4 exists and $C^{\prime \prime}$ is essentially enclosed by $C^{\prime}$, the two cycles touching only at $u$. Recolor $u$ from 4 to 3 and let $r_{3}$ be a vertex colored 1 that lies between $s_{1}$ and $s_{2}$ and is enclosed by both $C^{\prime}$ and $C^{\prime \prime}$. If $r_{3}$ is the only vertex lying between $s_{1}$ and $s_{2}$ that is enclosed by $C^{\prime \prime}$, then the edge $u r_{3}$ cannot be Kempe-locked. However, if there is a vertex $r_{4} \neq r_{3}$ colored 1 lying between $s_{1}$ and $s_{2}$, then by Theorem A1 there must be a 2-color cycle including the path $r_{3} u r_{4}$ that uses the colors 1 and 3 . Because the order of $T$ is finite, this "telescoping" process of switching the color of $u$ between 3 and 4 and finding "nested" cycles touching only at $u$ cannot continue indefinitely; at some point, there will be either a single vertex in $C$ colored 1 between vertices in $C$ colored 2 (with $u$ colored 3 ) or a single vertex in $C$ colored 2 between vertices in $C$ colored 1 (with $u$ colored 4). In either case, the edge containing $u$ and that single vertex will be one for which $T$ is not Kempe-locked, contradicting the initial supposition.
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#### Abstract

A hypergraph $H=(V, \varepsilon)$ is a pair consisting of a vertex set $V$, and a set $\varepsilon$ of subsets (the hyperedges of $H$ ) of $V$. A hypergraph $H$ is $r$-uniform if all the hyperedges of $H$ have the same cardinality $r$. Let $H$ be an $r$-uniform hypergraph, we generalize the concept of trees for $r$-uniform hypergraphs. We say that an $r$-uniform hypergraph $H$ is a generalized hypertree (GHT) if $H$ is disconnected after removing any hyperedge $E$, and the number of components of $G H T-E$ is a fixed value $k(2 \leq k \leq r)$. We focus on the case that $G H T-E$ has exactly two components. An edge-minimal GHT is a GHT whose edge set is minimal with respect to inclusion. After considering these definitions, we show that an $r$-uniform GHT on $n$ vertices has at least $2 n /(r+1)$ edges and it has at most $n-r+1$ edges if $r \geq 3$ and $n \geq 3$, and the lower and upper bounds on the edge number are sharp. We then discuss the case that $G H T-E$ has exactly $k(2 \leq k \leq r-1)$ components.


Keywords: hypergraph; generalized hypertree; bound; component

## 1. Introduction

Graph theory is a powerful tool in exploring various network types, and in many areas of application, such as communication, biology, and chemistry. A key limit of graphs is that edges can only model the pairwise relations among the objects. This limitation stands out in many real complex systems. For example, in scientific collaboration networks, if one paper has more than two authors and another paper has two of the authors among these authors in the first paper, then such relationship can no longer be modeled by a graph. A hypergraph is a family of non-empty subsets (hyperedges) from a fixed set of vertices. It is a natural extension of a graph. It thus captures multivariate relationships in complex networks [1-5]. Examples include communities and collaboration teams in social networks, cliques in communication networks, and molecules in chemistry.

Trees are among the most essential, useful, and understandable objects in all of graph theory, which is also common sense in hypergraph theory. In this paper, we generalize the concept of trees for hypergraphs and prove bounds on the edge numbers of such hypergraphs.

The concept of a tree in graph theory has many equivalent descriptions which can reflect different properties of the tree from different perspectives [6]. The analogous situation for hypergraphs is unclear, because the descriptions of the corresponding concept of a tree in hypergraph theory is more complicated.

In 1989, Berge [7] proposed the concept of an arboreal hypergraph based on a property of hypergraphs and one of concepts of cycles in hypergraph theory. In 1999, Nieminen et al. [8] introduced two of generalizations of a tree into hypergraphs known as hypertrees and weak hypertrees, respectively. Recently, Katona et al. [9] discussed bounds on the edge number in another interesting generalization of trees also called hypertrees.

It is well-known from elementary graph theory that any two vertices in a tree are connected by a unique path. This description of the definition of a tree can easily reflect the edge-connectivity property of the tree and means that the tree would be disconnected if any edge is deleted from the tree. Owing to the definition of a tree in graph theory, it has exactly two components by deleting any edge $e$ from the tree $T(V, E)$, i.e., $\forall e \in E(T), \omega(T-e)=2$. On the one hand, it is meaningful to define the similar structures in hypergraphs by this kind of method. On the other hand, the concept of the hypertree we usually consider (as the same in this paper) is a special case of the concept of the hypertree defined by Nieminen. A connected hypergraph $H T(V, \varepsilon)$ is a hypertree if the removal of any of its edges $E$ results in a disconnected hypergraph $H T-E$ and the number of components of the hypergraph $H T-E$ is $|E|$. This concept of the generalization of a tree to hypergraphs has been introduced and studied in the literature, which can be regarded as a continuation of the classical generalization effort. For more details, see [8,10,11].

In the following, we further develop the concept proposed by Nieminen into the generalized hypertrees (GHT). Our main concern is that the number of components of GHT - E is exactly 2 for any edge $E$ of the GHT. After introducing the nomenclature and definitions in hypergraphs, we discuss lower and upper bounds on the edge number of GHTs.

Now, we want to clarify some basic terms and results in hypergraphs about our research object. The undefined concepts in this paper can be found in [7,12] for hypergraphs and [6] for graphs.

## Nomenclature and Definitions

A hypergraph $H$ is a pair $(V, \varepsilon)$ where $V$ is the vertex set of $H$ and $\varepsilon$ is a collection of the nonempty subsets of $V$. An element in $\varepsilon$ is a hyperedge, and it is also called an edge of $H$. Note that we do not allow a hypergraph to have isolated vertices which are not included in any edge. The order of the hypergraph $H=(V, \varepsilon)$ is the cardinality of $V$, i.e., $|V|=n$; its size is the cardinality of $\varepsilon$, i.e., $|\varepsilon|=m$.

The degree of a vertex $v$ in $H$, denoted by $d_{H}(v)$ or $d(v)$, is the number of edges in $H$ containing $v$. Let $\varepsilon=\left\{E_{1}, E_{2}, \cdots, E_{m}\right\}$, the cardinality of an edge $E_{i} \in \varepsilon$ is $\left|E_{i}\right|$. A hypergraph $H$ is simple if $E_{i} \subseteq E_{j}$ implies that $i=j$ for any $i, j$ with $1 \leq i, j \leq m$. We consider only simple hypergraphs, unless specified otherwise. A hypergraph $H$ is linear if it is simple and $\left|E_{i} \cap E_{j}\right| \leq 1$ for any $i, j$ with $1 \leq i, j \leq m$. Two vertices in a hypergraph are adjacent if there is an edge which contains both vertices. Two edges in a hypergraph are adjacent if their intersection is not empty. A hypergraph $H$ is $r$-uniform if $\left|E_{i}\right|=r$ for all $i$ with $1 \leq i \leq m$. Thus, a simple graph is a simple 2-uniform hypergraph, and vice versa.

Let $H=(V, \varepsilon)$ be a hypergraph, and let $k \geq 2$ be an integer. An $(u, v)$-walk in $H$ is a finite vertex-edge alternative sequence $W=\left(u=v_{0}, E_{1}, v_{1}, E_{2}, v_{2}, \cdots, E_{k}, v_{k}=v\right)$, such that $v_{i}, v_{i+1} \in$ $E_{i+1}$, for any $i$ with $0 \leq i \leq k-1$. The integer $k$ is the length of the walk $W$. The shortest length of $(u, v)$-walk is the distance (also called path length) between $u$ and $v$, which is denoted by $d(u, v)$. If $v_{0}, v_{1}, \cdots, v_{k}$ are distinct vertices, $E_{1}, E_{2}, \cdots, E_{k}$ are distinct edges, and $u=v_{0}=v_{k}=v$, the walk is called a cycle of length $k$ in $H$. A hypergraph is connected if for any pair of vertices, there is a walk which connects both vertices; it is disconnected otherwise. It means that a connected hypergraph has exactly one component and a disconnected hypergraph has more than one component. We denote the number of components of the hypergraph $H$ by $\omega(H)$. In Figure 1, we show an illustrative example of a hypergraph with seven vertices where the vertices are connected by four edges.


Figure 1. The above hypergraph $H: V=\left\{v_{1}, v_{2}, \cdots, v_{7}\right\}$, and $\varepsilon=\left\{\left\{v_{1}, v_{2}, v_{3}\right\},\left\{v_{3}, v_{4}, v_{5}\right\}\right.$, $\left.\left\{v_{4}, v_{5}, v_{6}, v_{7}\right\},\left\{v_{1}, v_{6}\right\}\right\}$. The degree of $v_{1}$ is 2 . Hypergraph $H$ is simple but not linear.

The notion of edge-connectivity $\lambda(G)$ of a graph $G$, defined as the minimum number of edges whose removal renders $G$ disconnected, has attracted much attention [13,14]. The definition of edge-connectivity of graphs extends to hypergraphs in a natural way [15].

The following Theorem 1 is the basic conclusion of describing hypertrees from the perspective on edge-connectivity. By the definitions of a tree and a hypertree, it is also true for the tree in graph theory.

Theorem 1. Let H be a connected hypergraph on $n$ vertices. If $H$ is a hypertree then $\sum_{i=1}^{m}\left(\left|E_{i}\right|-1\right)=n-1$ [10].
By the concept of a hypertree $H T$, the number of components in the hypergraph $H T-E$ is $|E|$ after deleting any edge $E$ from $H T$, i.e., $\forall E \in \varepsilon(H T), \omega(H T-E)=|E|$, and vice versa (see Figure 2).


Figure 2. An example hypertree.
For the $r$-uniform hypergraph, Lai et al. obtained another related result in [16] as follows:
Theorem 2. Let $H$ be an r-uniform hypergraph on $n$ vertices. If $H$ is connected, then $m(H) \geq(n-1) /(r-1)$. Moreover, the equality holds if and only if for any edge $E \in \varepsilon(H), H-E$ has $r$ components.

It gives the lower bound of the edge number of connected $r$-uniform hypergraphs and it describes the class of hypergraphs when the equality holds. These hypergraphs, commonly known as hypertrees, have results of deep studies because they have special structures [11]. However, it does not mean that this concept is the analogous situation of a tree in hypergraphs. In this paper, we call an analogous concept a generalized hypertree which attempts to give an in-depth description of the tree structure in hypergraphs.

Definition 1. (Generalized hypertree). A connected hypergraph GHT is a generalized hypertree if the removal of its any edge $E$ results in a disconnected hypergraph $G H T-E$ and the number of components of $G H T-E$ is exactly $k(k \geq 2)$.

From a certain perspective, this definition is also a continuation of the common trees in hypergraphs. This definition is illustrated Figure 3.


Figure 3. A generalized hypertree $G H T: \omega(G H T-E)=2$ for all any edge $E$.
Our main results are the lower and upper bounds on the edge number of GHTs. Theorem 3 in Section 2 generalizes the well-known fact that a tree $T(V, E)$ on $n$ vertices has $|E(T)|=n-1$ edges. It is the most important result in this paper. It turns out that the lower bound in Theorem 3 can be improved for $G H T-E$ which has exactly $k$ components for any edge $E \in \varepsilon(G H T)$ if $2 \leq k \leq r-1$. The corresponding result is Theorem 4 whose discussion and proof are presented in Section 2. Based on the notion of generalized hypertree, Theorem 5 and Corollary 2 in Section 3, modify Theorems 1 and 2, respectively. When the lower bound holds in Corollary 2, we consider the relationship between generalized hypertrees and hypertrees, as shown in Section 4.

## 2. The Bounds of the Edge Number of $r$-Uniform GHTs

In this section, we mainly research the bounds (lower bound and upper bound) on edge number of $r$-uniform GHTs and the number of components in hypergraph GHT $-E$ is exactly 2 .

Theorem 3. Let $H$ be a connected $r$-uniform hypergraph on $n$ vertices $(r \geq 3, n \geq 3$ ). If $H-E$ has exactly two components for any edge $E \in \varepsilon(H)$, then $2 n /(r+1) \leq m(H) \leq n-r+1$. Moreover, the lower and upper bounds are sharp.

In order to prove Theorem 3, we need the following preliminaries.
A classical result for a graph $G=(V, E)$ with $V=\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$ and $E=\left\{e_{1}, e_{2}, \cdots, e_{m}\right\}$ states that $\sum_{v \in V} d(v)=2 m$. Its parallel generalization in hypergraph theory is as follows.

Proposition 1. Let $H=(V, \varepsilon)$ be a hypergraph, we have [12]

$$
\sum_{v \in V} d(v)=\sum_{E \in \varepsilon}|E|
$$

when $H$ is an $r$-uniform hypergraph, the above equation can be simplified to

$$
\sum_{v \in V} d(v)=r m
$$

The characterization of the connected $r$-uniform hypergraphic sequences was given by Tusyadej [7]. The following generalization of this result was proposed by Lai at al [16].

Proposition 2. A n-tuple $d_{1} \geq d_{2} \geq \cdots \geq d_{n}$ is the degree sequence of a $k$-edge connected $r$-uniform hypergraph if and only if
(1) $d_{i} \geq k$ for $i=1,2, \cdots, n$;
(2) $\sum_{i=1}^{n} d_{i} \geq \frac{r(n-1)}{r-1}$ if $k=1$.

Lemmas 1 and 2 show us some of the characteristics about the $r$-uniform GHT whose component number exactly equals 2 after deleting any edge.

Lemma 1. Let $H$ be a connected $r$-uniform hypergraph on $n$ vertices ( $r \geq 3, n \geq 3$ ). If $H-E$ has exactly two components for any edge $E \in \varepsilon(H)$, then there must exist an edge containing exactly one vertex of degree 1 in $H$.

Proof. If the edge containing vertex with degree 1 does not exist in $H$, then the degree of all vertices of $H$ is equal or greater than 2. By Proposition 2, $H$ is at least 2-edge connected. Therefore, $H-E$ is connected for any edge $E \in \varepsilon(H)$. Therefore, there exists an edge $E^{*}$ containing one vertex with degree 1 in $H$. Additionally, if $E^{*}$ contains more than two vertices with degree 1 , then the number of components is more than 2 after deleting $E^{*}$.

Lemma 2. Let $H$ be a connected $r$-uniform hypergraph on $n$ vertices ( $r \geq 3, n \geq 3$ ). If $H-E$ has exactly two components for any edge $E \in \varepsilon(H)$, then $2 \leq u \leq m$, where $u$ is the number of edges containing exactly one vertex with degree 1 (the same below).

Proof. Obviously, $u \leq m$. The main effort is the proof for $u \geq 2$. By Lemma 1 , we only need to prove $u \neq 1$. Let us suppose that $u=1$. If $m=1$, then we can conclude that the result is not correct, because the component number of $H-E$ is $r(r \geq 3)$. If $m \geq 2$, let us assume $E$ is the unique edge containing exact one vertex with degree 1 . For $E^{*} \in \varepsilon(H) \backslash\{E\}$, the degree of vertex which contained in edge $E^{*}$, is not less than 2. By Proposition 2, we can deduce that $H-E^{*}$ is connected. It is contrary with the condition.

Now we are ready to prove Theorem 3.
Proof of Theorem 3. In order to interpret clearly, we divide the bounds into lower bound and upper bound.

Case 1. The proof on lower bound of the edge number in Theorem 3.
By Proposition 1, Proposition 2 and Lemma 2, we conclude that

$$
m r=u+\sum_{j=1}^{m-u} d_{j}
$$

For a fixed value $r$, we minimize the value on the right side of the above equation. All degrees of vertices bigger than 1 are taken as 2 for this purpose. That is, $d_{j}=2$ for all $j$ with $j=1,2, \cdots, m-u$. At the same time, we must maximize the number of vertices with degree 1 , namely $u=m$. Additionally, we have

$$
m r=m+2(n-m) .
$$

It follows that

$$
\frac{2 n}{r+1}
$$

So far, we have completed the proof on lower bound of the edge number in Theorem 3.
Figure 4 is an $r$-uniform GHT example that the lower bound of edge number holds.
Case 2. The proof on upper bound of the edge number in Theorem 3.
If $r \geq 3$, and $m \geq 2$, then we argue by induction on $n$.
The base case of this induction is $n=r+1$. Since the connected $r$-uniform hypergraph $H$ has two components by deleting any edge, it is easy to see that the edge number of this hypergraph is 2 .

Now we assume that the result is a true statement, for the vertex number is equal or less than $n-1$, then we consider this case that the vertex number equals $n$. Let $H$ be a connected $r$-uniform hypergraph on $n$ vertices. If two components are $H_{1}, H_{2}$ after deleting an edge from $H$, and their edge numbers are $m_{1}$ and $m_{2}$, and their vertex numbers are $n_{1}$ and $n_{2}$, respectively, where $n_{1}+n_{2}=n$, then we discuss the following three cases. By the inductive hypothesis
(i) If $n_{1}, n_{2} \geq r+1$, then we have

$$
m=m_{1}+m_{2}+1=\left(n_{1}-r+1\right)+\left(n_{2}-r+1\right)+1=n-2 r+3<n-r+1 ;
$$

(ii) If $n_{1}=n-r, n_{2}=r$, then we have

$$
m=m_{1}+1+1=[(n-r)-r+1]+2=n-2 r+3<n-r+1
$$

(iii) If $n_{1}=n-1, n_{2}=1$, then we have

$$
m=m_{1}+1=[(n-1)-r+1]+1=n-r+1
$$

According to (i), (ii) and (iii), for $H$ on $n$ vertices, the result is also true. Based on the proof above, Theorem 3 holds.

Figure 5 is an $r$-uniform GHT example that the upper bound of edge number holds.


Figure 4. An $r$-uniform $G H T$ with the minimum number of edges with $\omega=2$ and $u=m$.


Figure 5. An $r$-uniform $G H T$ with the maximum number of edges with $\omega=2$ and $u=m$.
We call the $r$-uniform hypergraph shown in Figure 5 a sunflower which is denoted by $S F_{n}$.
In order to compare with the edge number of a tree in graph theory, we consider another structure in GHTs. If $u=2$, then we have that the number of edges (i.e., edge $E$ ), which made none of the two components of GHT - E containing an isolated vertex, is $m-2$ by Lemma 1. To make $m$ as small as possible, we need to make the degree of each vertex is not greater than 2. Hence $\sum_{i=1}^{n} d_{i}=2 n-2$. Then, we have by Proposition 1,

$$
m=\frac{2 n-2}{r}
$$

For each $r$ with $2 \leq r \leq n-1$,

$$
\frac{2 n-2}{r}-\frac{2 n}{r+1}=\frac{2(n-r-1)}{r(r+1)} \geq 0
$$

Therefore, under the premise of $\omega(G H T-E)=2$ for any edge $E$ of the $G H T$, the edge number of this kind of GHTs is not the smallest.

The Figure 6 is an $r$-uniform GHT example that the edge number is $m=(2 n-2) / r$.


Figure 6. An $r$-uniform $G H T$ with the minimum number of edges with $\omega=2$ and $u=2$.

In the previous part, we have discussed the bounds of edge number of a connected $r$-uniform $G H T$, whose component number exactly equals 2 by deleting any edge. Theorem 4 gives the bounds of edge number of connected $r$-uniform GHTs except hypertrees. Theorem 4 below, generalizes Theorem 3.

Theorem 4. Let $H$ be a connected $r$-uniform hypergraph on $n$ vertices $(r \geq 3, n \geq 3$ ). If $H-E$ has exactly $k(2 \leq k \leq r-1)$ components for any edge $E \in \varepsilon(H)$, then $2 n /(r+k-1) \leq m(H) \leq n-r+1$. Moreover, the lower and upper bounds are sharp, and the upper bound holds if and only if $H$ is a $S F_{n}$.

Proof. According to the definition of a connected $r$-uniform GHT, the maximum number of edges decreases with the increment of $k$. Therefore, the upper bound is true.

The proof of the lower bound in Theorem 4 is similar to the proof of the lower bound in Theorem 3. To obtain the minimum value of $m$, each edge of $H$ contains $k-1$ vertices with degree 1 and $r-k+1$ vertices with degrees 2 . It follows that

$$
m(k-1)+2[n-m(k-1)]=m r
$$

which implies

$$
\frac{2 n}{r+k-1} .
$$

According to the result of Theorem 4, if $r=2$ and $k=1$, then we find that the hypergraph $H$ is $C_{n}$, the cycle on $n$ vertices.

When the lower bound holds, the hypergraph is not unique. One of such structures is shown in Figure 7, where each edge contains $k-1$ vertices with degree 1.


Figure 7. An $r$-uniform GHT with the minimum number of edges with $\omega=k$, and each. edge contains $k-1$ vertices with degree 1 .

Since when $r=2, n-r+1$ gets the maximum value $n-1$. Theorem 4 yields the following Corollary 1.

Corollary 1. Let $H$ be a connected $r$-uniform hypergraph on $n$ vertices. If $H$ is a $G H T$, then $m(H) \leq n-1$.

## 3. The Edge Number of a Class of Connected $r$-Uniform Hypergraphs

Theorem 5. Let $H$ be a connected hypergraph on $n$ vertices. If there exists an edge $E$ leading to the number of components of $H-E$ less than $|E|$, then $\sum_{i=1}^{m}\left(\left|E_{i}\right|-1\right) \geq n$.

Proof. Since $H$ is connected, and there exists an edge $E$ leading to the number of components of $H-E$ less than $|E|$, hence $H$ is not hypertree definitely. Based on Theorem 1, we have $\sum_{i=1}^{m}\left(\left|E_{i}\right|-1\right) \geq n$.

Let $H$ be an $r$-uniform hypergraph, we can get the following result directly.
Corollary 2. Let $H$ be a connected $r$-uniform hypergraph on $n$ vertices. If there exists an edge $E$ leading to the number of components of $H-E$ less than $r$, then $m(H) \geq n /(r-1)$.

An example hypergraph whose edge number is $n /(r-1)$ are described in Figure 8. In this hypergraph, any pair of adjacent edges share one common vertex.


Figure 8. An $r$-uniform GHT with the minimum number of edges with $\omega=r-1$, and each hyperedge contains $r-2$ vertices with degree 1.

## 4. Characterizations of a Class of $r$-Uniform GHTs

Let $H$ be a connected $r$-uniform hypergraph on $n$ vertices. If $H$ is a GHT and $m(H)=n /(r-1)$, then $H$ is generated by identifying two vertices which are from two different edges of the GHT's corresponding hypertree.

If two vertices are contracted together from two nonadjacent edges, the generated hypergraph is a linear hypergraph with a cycle. An example is shown in Figure 9.


Figure 9. The linear variation (shown as $(\mathbf{b}))$ is from the 3-uniform GHT (shown as $(\mathbf{a})$ ), and the number of vertices of $(\mathbf{b})$ is 1 less than that of (a).

If two vertices contracted together are from the two adjacent edges, the generated hypergraph is nonlinear. An example is shown in Figure 10.

(a)

(b)

Figure 10. The non-linear variation (shown as (b)) is from the 3-uniform GHT (shown as (a)), and the number of vertices of $(\mathbf{b})$ is 1 less than that of (a).

Let us specify the variations from another perspective, then we can obtain the following Theorem 6.

Theorem 6. Let $H$ be a connected GHT, if $m(H)=n /(r-1)$, then $H-E$ possesses $r-1$ or $r$ (not all $r$ ) components for any edge $E \in \varepsilon(H)$.

## 5. Conclusions

Many structures in the real world can be modeled with hypergraphs. For example, authors and papers are supposed to vertices and edges in the scientific collaboration hypernetworks based on the hypergraph theory. The hypergraph theory provides us with effective approach to depict relationships among various objects accurately.

A generalized hypertree is the generalization of the concept of a tree in graph theory. The main result of this paper is to obtain the bounds of the edge number in generalized hypertrees, inspiring further study in the direction of edge-minimal and edge-maximal generalizations of trees. Another class of hard questions involve various generalizations which seem to be closely related to hypernetwork reliability. We believe that the challenging open problems in the topic makes it worthy of future study.

The number of components of a tree $T(n)$ happens to be two after deleting an arbitrary edge, and the edge number of trees is $n-1$. However, the description of the corresponding concepts of a tree in hypergraph theory is much more complicated. The reason why we focus on the generalized hypertree whose component number is exactly 2 after deleting any edge, is that it has broad application prospects in real-life network design and network fault detection.

In graph theory, the star $S(n)$ and the path $P(n)$ are two classes of graphs with special properties. For example, $S(n)$ is the most reliable structure in $\mathcal{T}(n)$ (set of trees on $n$ vertices), and $P(n)$ is the worst reliable structure in $\mathcal{T}(n)$ under the situation of vertex failure. For another example, $S(n)$ is the tree of the smallest average path length in $\mathcal{T}(n)$, and $P(n)$ is the largest one. In this paper, two extreme hypergraphs whose component number is exactly 2 after deleting an arbitrary edge, are not the correspondence hypergraphs of $S(n)$ and $P(n)$ in $\mathcal{T}(n)$. Thus, the corresponding structures and properties in graph theory are not necessarily established in hypergraph theory, even if it is a natural generalization of some basic concepts in graph theory. As mentioned in many references [1,12], the properties of the hypergraph cannot be simply transformed into corresponding graphs to study and analyze, such as the two-section graph, the associated graph and the line graph, etc. Therefore, we should have to pay more attention to study of the hypergraph theory itself.
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#### Abstract

The $A_{\alpha}$-matrix is $A_{\alpha}(G)=\alpha D(G)+(1-\alpha) A(G)$ with $\alpha \in[0,1]$, given by Nikiforov in 2017, where $A(G)$ is adjacent matrix, and $D(G)$ is its diagonal matrix of the degrees of a graph $G$. The maximal eigenvalue of $A_{\alpha}(G)$ is said to be the $A_{\alpha}$-spectral radius of $G$. In this work, we determine the graphs with largest $A_{\alpha}(G)$-spectral radius with fixed vertex or edge connectivity. In addition, related extremal graphs are characterized and equations satisfying $A_{\alpha}(G)$-spectral radius are proposed.
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## 1. Introduction

We consider simple finite connected graph $G$ with the vertex set $V(G)$ and the edge set $E(G)$. The number of vertices $|V(G)|=n$ is the order of a graph, and the number of edges $|E(G)|$ is the size of a graph. Denote the neighborhood of $v \in V(G)$ by $N(v)=\{u \in V(G), v u \in E(G)\}$, and the degree of $v$ by $d_{G}(v)=|N(v)|$ (or briefly $d_{v}$ ). For $L \subseteq V(G)$ and $R \subseteq E(G)$, let $w(G-L)$ or $w(G-R)$ be the number of components of $G-L$ or $G-R$. $L$ (or $R$ ) be a vertex(edge) cut set if $w(G-L($ or $R)) \geq 2$ and $E(w, L)=\{w u \in E(G), u \in L\}$. For $U \subseteq V(G), G[U]$ denote the induced subgraph of $G$, that is, $V(G[U])=U$ and $E(G[U])=\{u v \mid u v \in E(G), u, v \in U\}$.

If $A(G)$ is adjacency matrix of a graph $G$, and $D(G)$ is its diagonal matrix of the degrees of $G$, then the signless Laplacian matrix of $G$ is $D(G)+A(G)$. With the successful studies of these matrices, Nikiforov [1] proposed the $A_{\alpha}$-matrix

$$
A_{\alpha}(G)=\alpha D(G)+(1-\alpha) A(G)
$$

with $\alpha \in[0,1]$. Obviously, $A_{0}(G)$ is the adjacent matrix and $A_{\frac{1}{2}}$ is the half of signless Laplacian matrix of $G$, respectively. For undefined terminologies and notations, we refer to [2].

The research of (adjacency, signless Laplacian) spectral radius is an intriguing topic during past decades [3-9]. For instances, Lovász and J. Pelikán studied the spectral radius of trees [10]. The minimal Laplacian spectral radius of trees with given matching number is given by Feng et al. [7]. The properties of spectra of graphs and their line graphs are studied by Chen [11]. The signless Laplacian spectra of graphs is explored by Cvetković et al. [12]. Zhou [13] found bounds of signless Laplacian spectral radius and its hamiltonicity. Graphs having none or one signless Laplacian eigenvalue larger than three are obtained by Lin and Zhou [14]. At the same time, the maximal adjacency or signless Laplacian spectral radius have attracted many interests among the mathematical literature including algebra and graph theory. Ye et al. [6] gave the maximal adjacency or signless Laplacian spectral radius of graphs subject to fixed connectivity.

Inspired by these outcomes, we determine the graphs with largest $A_{\alpha}(G)$-spectral radius with given vertex or edge connectivity. In addition, the corresponding extremal graphs are provided and the equations satisfying the $A_{\alpha}(G)$-spectral radius are obtained.

## 2. Preliminary

In this section, we provide some important concepts and lemmas that will be used in the main proofs.

Denote by $G$ a graph such that $V(G)=\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$ is its vertex set and $E(G)$ is its edge set. The $A_{\alpha}$-matrix of $G$ has the $(i, j)$-entry of $A_{\alpha}(G)$ is $1-\alpha$ if $v_{i} v_{j} \in E(G) ; \alpha d\left(v_{i}\right)$ if $i=j$, and otherwise 0 . For $\alpha \in[0,1]$, let $\lambda_{1}\left(A_{\alpha}(G)\right) \geq \lambda_{2}\left(A_{\alpha}(G)\right) \geq \cdots \geq \lambda_{n}\left(A_{\alpha}(G)\right)$ be the eigenvalues of $A_{\alpha}(G)$. The $A_{\alpha}$-spectral radius of $G$ is considered as the maximal eigenvalue $\rho:=\lambda_{1}\left(A_{\alpha}(G)\right)$. Let $X=\left(x_{v_{1}}, x_{v_{2}}, \cdots, x_{v_{n}}\right)^{T}$ be a real vector of $\rho$.

By $A_{\alpha}(G)=\alpha D(G)+(1-\alpha) A(G)$, we have the quadratic formula of $X^{T} A_{\alpha}(G) X$ can be expressed that

$$
X^{T} A_{\alpha}(G) X=\alpha \sum_{v_{i} \in V(G)} x_{v_{i}}^{2} d_{v_{i}}+2(1-\alpha) \sum_{v_{i} v_{j} \in E(G)} x_{v_{i}} x_{v_{j}}
$$

Because $A_{\alpha}(G)$ is a real symmetric matrix, and by Rayleigh principle, we have the formula

$$
\rho(G)=\max _{X \neq 0} \frac{X^{T} A_{\alpha}(G) X}{X^{T} X}
$$

As we know that once $X$ is an eigenvector of $\rho(G)$ for a connected graph $G, X$ should be unique and positive. The corresponding eigenequations for $A_{\alpha}(G)$ is rewritten as

$$
\begin{equation*}
\rho(G) x_{v_{i}}=\alpha d_{v_{i}} x_{v_{i}}+(1-\alpha) \sum_{v_{i} v_{j} \in E(G)} x_{v_{j}} . \tag{1}
\end{equation*}
$$

As $A_{1}(G)=D(G)$, we study the $A_{\alpha}$-matrix for $\alpha \in[0,1)$ below. Based on the definition of $A_{\alpha}$-spectral radius, we have

Lemma 1. [4,15] Let $A_{\alpha}(G)$ be the $A_{\alpha}$-matrix of a connected graph $G(\alpha \in[0,1)), v, w \in V(G)$, $u \in T \subset V(G)$ such that $T \subset N(v) \backslash(N(w) \cup\{w\})$. Let $G^{*}$ be a graph with vertex set $V(G)$ and edge set $E(G) \backslash\{u v, u \in T\} \cup\{u w, u \in T\}$, and $X$ a unit eigenvector to $\rho\left(A_{\alpha}(G)\right)$. If $x_{w} \geq x_{v}$ and $|T| \neq 0$, then $\rho\left(G^{*}\right)>\rho(G)$.

If $G$ is a connected graph, then $A_{\alpha}(G)$ is a nonnegative irreducible symmetric matrix. By the results of $[1,16,17]$ and adding extra edges to a connected graph, then $A_{\alpha}$-spectral radius will increase and the following lemma is straightforward.

Lemma 2. (i) If $G^{*}$ is any proper subgraph of connected graph $G$, and $\rho$ is the $A_{\alpha}$-spectral radius, then $\rho\left(G^{*}\right)<\rho(G)$.
(ii) If $X$ is a positive vector and $r$ is a positive number such that $A_{\alpha}(G) X<r X$, then $\rho(G)<r$.

Recall that the vertex connectivity (respectively, edge connectivity) of a graph $G$ is the smallest number of vertices (respectively, edges) such that if we remove them, the graph will be disconnected or be a single vertex. For convenience, let $\mathcal{F}_{n}$ be the set of all graphs of order $n$, and $\mathcal{F}_{n}^{k}$ (respectively, $\left.\overline{\mathcal{F}}_{n}^{k}\right)(k \geq 0)$ be the set of such graphs with order $n$ and vertex (resp., edge) connectivity $k$. Note that $\mathcal{F}_{n}^{0}=\overline{\mathcal{F}}_{n}^{0}$ having some disconnected graphs of order $n$, and $\mathcal{F}_{n}^{n-1}=\overline{\mathcal{F}}_{n}^{n-1}$ consisting of the unique graph $K_{n}$. Obviously, $\mathcal{F}_{n}=\cup_{k} \mathcal{F}_{n}^{k}=\cup_{k} \overline{\mathcal{F}}_{n}^{k}$.

Recall the graph $K(p, q)(p \geq q \geq 0)$ obtained from $K_{p}$ by attaching a vertex together with edges connecting this vertex to $q$ vertices of $K_{p} . K(p, q)$ is was found by Brualdi and Solehid in terms of stepwise adjacency matrix, but it is Peter Rowlinson who gives the purely combinatorial definition of such graph. For the property of $K(p, q)$, we refer to [18-20]. Clearly, $K(p, 0)$ is $K_{p}$ with an additional isolated vertex. It's not hard to see that $K(p, q)$ is of vertex (resp., edge) connectivity $q$. Let $\delta, \Delta$ be the smallest and largest degrees of vertices in the graph $G$, respectively.

Lemma 3. The graph $K_{n}$ is the graph in $\mathcal{F}_{n}$ having the largest $A_{\alpha}$-spectral radius, and $K_{n-1} \cup K_{1}=K(n-1,0)$ is the graph in $\mathcal{F}_{n}^{0}$ or $\overline{\mathcal{F}}_{n}^{0}$ having the smallest $A_{\alpha}$-spectral radius.

Proof. By Lemma 2, the first statement is clear. For the second one, let $G$ be a graph which attains the maximum $A_{\alpha}$-spectral radius in $\mathcal{F}_{n}^{0}$, then $G$ only has two unique connected components: $K_{n-1}, K_{1}$; if not, any component of $G$ will be a proper subgraph of $K_{n-1}$. Then $\rho(G)<\rho\left(K_{n-1}\right)=\rho\left(K_{n-1} \cup K_{1}\right)$, a contradiction. Then this lemma is proved.

Lemma 4. For $k \in[1, n-2], K(n-1, k)$ is the graph having the largest $A_{\alpha}$-spectral radius in $\mathcal{F}_{n}^{k}$.
Proof. Denote by $G$ a graph having the largest $A_{\alpha}$-spectral radius in $\mathcal{F}_{n}^{k} . x$ is a unit (positive) Perron vector of $A_{\alpha}$. Let $U$ be the vertex cut of $G$ having $k$ vertices, and these components of $G-U$ be $G_{1}, G_{2}, \cdots, G_{s}$, for $s \geq 2$. We declare that $s=2$; if not, adding all possible edges within the graph $G_{1} \cup G_{2} \cup \cdots \cup G_{s-1}$, we would get a graph belonging to $\mathcal{F}_{n}^{k}$ (because $U$ is the smallest vertex cut set) and with a larger $A_{\alpha}$-spectral radius. Similarly, induced subgraph $G[U]$, the subgraphs $G_{1}$ and $G_{2}$ are complete subgranph, and every vertex of $U$ connects these vertices of $G_{1}$ and $G_{2}$. Next we prove that one of $G_{1}, G_{2}$ will be a singleton, which has a unique vertex. If not, suppose that $G_{1}, G_{2}$ have orders greater than one. Without loss of generality, denote by $u$ a vertex of $G_{1}$ having a smallest value for $x$ among vertices in $G_{1} \cup G_{2}$. Deleting these edges of $G_{1}$ incident to $u$, and connecting all possible edges between $G_{1}-u$ and $G_{2}$, we get a graph $\widetilde{G}=K(n-1, k)$ still in $\mathcal{F}_{n}^{k}$. By Lemma $1, \rho(\widetilde{G})>\rho(G)$, which yields a contradiction. So one of $G_{1}, G_{2}$ is a singleton, and $G$ is the desired graph $K(n-1, k)$.

Lemma 5. For $k \in[1, n-2], K(n-1, k)$ is the graph having maximum $A_{\alpha}$-spectral radius in $\overline{\mathcal{F}}_{n}^{k}$.
Proof. Denote by $G$ a graph having the largest $A_{\alpha}$-spectral radius in $\mathcal{F}_{n}^{k} . x$ is a unit (positive) Perron vector of $A_{\alpha}$. We know that each vertex of $G$ has degree greater than or equal to $k$. Otherwise $G \notin \overline{\mathcal{F}}_{n}^{k}$. If there is a vertex $u$ in $G$ with degree $k$, then the edges adjacent to $u$ are an edge cut such that $G-u$ is complete. The statement follows in this case. Then we will suppose that all vertices in $G$ have degrees greater than $k$. Let $E_{c}$ be an edge cut set of $G$ having $k$ edges. So $G-E_{c}$ consists of only two components $G_{1}, G_{2}$, respectively, of order $n_{1}, n_{2}$. Obviously $G_{1}, G_{2}$ are both complete. In addition, neither of $G_{1}, G_{2}$ is a singleton. Otherwise $G$ would contain a vertex of degree $k$, which contradicted to the above assumption. So $G_{1}, G_{2}$ contain more than 1 vertex, i.e., $n_{1} \geq 2$ and $n_{2} \geq 2$.

Without loss of generality, suppose that $G_{1}$ contains a vertex $w_{1}$ having a minimal value given by $x$ within all vertices of $G_{1} \cup G_{2}$, and consists of vertices $w_{1}, w_{2}, \cdots, w_{n_{1}}$ such that $x\left(w_{1}\right) \leq x\left(w_{2}\right) \leq$ $\cdots \leq x\left(w_{n_{1}}\right)$. Assume that $w_{1}$ joins $t$ vertices of $G_{2}$. Surely $t \leq \min \left\{k, n_{2}\right\}$.

If $t=k$, there exist no edges joining $G_{1}-w_{1}$ and $G_{2}$, and $n_{2} \geq k+2$ otherwise $G_{2}$ contains a vertex of degree $k$. Denote by $G^{\prime}$ a new graph with vertex set $V(G)$ and edge set $E(G) \backslash E\left(w_{1}, N\right) \cup E\left(N, v^{\prime}\right)$, where $N=N\left(w_{1}\right) \cap V\left(G_{1}\right)$, and $v^{\prime} \in V\left(G_{2}\right)-N\left(w_{1}\right) \cap V\left(G_{2}\right)$, by Lemma 1, we have $\rho\left(G^{\prime}\right)>\rho(G)$. Let $G^{\prime \prime}$ be another new graph with vertex set $V\left(G^{\prime}\right)$ and adding all possible edges between $G_{1}-w_{1}$ and $G_{2}$. Note that $G^{\prime \prime}=K(n-1, k)$, and $G^{\prime}$ is a proper subgraph of $G^{\prime \prime}$. By Lemma 2, we have $\rho\left(G^{\prime \prime}\right)>\rho\left(G^{\prime}\right)$. Thus, $\rho\left(G^{\prime \prime}\right)>\rho(G)$, a contradiction.

If $t<k$. Partition the set $V\left(G_{1}\right)-w_{1}$ as: $V_{11}=\left\{w_{i}: i=2,3, \cdots, n_{1}-(k-t)\right\}, V_{12}=\left\{w_{j}: j=\right.$ $\left.n_{1}-(k-t)+1, \cdots, n_{1}\right\}$. Thus, $\left|V_{11}\right|=n_{1}-(k-t)-1 ;\left|V_{12}\right|=k-t$.

Let $N=N\left(w_{1}\right) \cap V_{11}$, then $N \neq \varnothing$ since $d\left(w_{1}\right)>k$. Note there is vertex $v^{\prime} \in V\left(G_{2}\right)-N\left(w_{1}\right) \cap$ $V\left(G_{2}\right)$ since $n_{2} \geq k+2$. Let $G^{\prime}$ be a new graph having vertex set $V(G)$ and edge set $E(G) \backslash E\left(w_{1}, N\right) \cup$ $E\left(N, v^{\prime}\right)$, where $N=N\left(w_{1}\right) \cap V_{11}$, and $v^{\prime} \in V\left(G_{2}\right)-N\left(w_{1}\right) \cap V\left(G_{2}\right)$, by Lemma 1, we have $\rho\left(G^{\prime}\right)>$ $\rho(G)$. Let $G^{\prime \prime}$ be another new graph having vertex set $V\left(G^{\prime}\right)$ and adding all possible edges between $G_{1}-w_{1}$ and $G_{2}$, adding all edges between $w_{1}$ and $V_{12}$. Note that $G^{\prime \prime}=K(n-1, k)$, and $G^{\prime}$ is a proper subgraph of $G^{\prime \prime}$. Lemma 2 implies that $\rho\left(G^{\prime \prime}\right)>\rho\left(G^{\prime}\right)$. Thus, $\rho\left(G^{\prime \prime}\right)>\rho(G)$, a contradiction. The result follows.

## 3. Main Results

In this section, we will determine maximizing $A_{\alpha}$-spectral radius of of graphs with given connectivity. By Lemmas 4 and 5, we obtain the following Theorem:

Theorem 1. The graph $K_{n}$ is the graph in $\mathcal{F}_{n}$ with $A_{\alpha}$-spectral radius, and $K_{n-1} \cup K_{1}=K(n-1,0)$ is the unique one in $\mathcal{F}_{n}^{0}$ or $\overline{\mathcal{F}}_{n}^{0}$ with $A_{\alpha}$-spectral radius. For $k \in[1, n-2], K(n-1, k)$ is the graph with maximum $A_{\alpha}$-spectral radius in $\mathcal{F}_{n}^{k}$ or $\overline{\mathcal{F}}_{n}^{k}$.

Proof. By the Lemmas 3-5, we obtain the results.
Lemma 6. [20] Given a partition $\{1,2, \cdots, n\}=\Delta_{1} \cup \Delta_{2} \cup \cdots \cup \Delta_{m}$ with $\left|\Delta_{i}\right|=n_{i}>0$, A be any matrix partitioned into blocks $A_{i j}$, where $A_{i j}$ is an $n_{i} \times n_{j}$ block. Suppose that the block $A_{i j}$ has constant row sums $b_{i j}$, and let $B=\left(b_{i j}\right)$. Then the spectrum of $B$ is contained in the spectrum of $A$ (taking into account the multiplicities of the eigenvalues).

Since $K(n-1, k)$ contains $K_{n-1}$, we can partition $K(n-1, k)$ into three different subsets: $\{u\}, T, S$, in which $u$ is the vertex connecting a complete subgraph $K_{n-1}$ with $k$ edges, a subset $S$ is in $K_{n-1}$ connecting $u$, and $T=V\left(K_{n-1} \backslash S\right)$. Let $x$ be a Perron vector of $K(n-1, k) . S=\left\{u_{1}, u_{2}, \cdots, u_{k}\right\}$ and $T=\left\{v_{1}, v_{2}, \cdots, v_{t}\right\}$. Note that $k+t+1=n$.

Theorem 2. Label the vertices of $K(n-1, k)$ as $u, u_{1}, u_{2}, \cdots, u_{k}, v_{1}, v_{2} \cdots, v_{t}$ with $k, t \geq 0$. The maximum eigenvalues of $A_{\alpha}(K(n-1, k))$ satisfy the equation: $f(\rho)=(\rho-k \alpha)(\rho-k \alpha-n+k+2)(\rho-n \alpha+1)-$ $k(1-\alpha)(\rho-k \alpha-\alpha+1)(\rho-n \alpha+\alpha+1)+k(1-\alpha)^{3}(n-k-1)=0$.

Proof. Since the matrix $A_{\alpha}=\alpha D+(1-\alpha) A$, where $D$ has on the diagonal the vector $(k, n-1, n-2)$ and $A$ consists of the following three row-vectors, in the order: $(0, k, 0) ;(1, k-1, n-k-1) ;(0, k, n-$ $k-2)$. Thus, by the Lemma $6, x$ is a constant value $\beta_{2}$ on the vertex set $S$, and constant value $\beta_{3}$ on the vertex set $T$. Defining $x(u)=: \beta_{1}, \rho(K(n-1, k))=: \rho$, also by (1), we get

$$
\begin{gathered}
(\rho-\alpha k) \beta_{1}=k(1-\alpha) \beta_{2} \\
(\rho-\alpha(n-1)) \beta_{2}=(1-\alpha)\left(\beta_{1}+(k-1) \beta_{2}+t \beta_{3}\right), \text { and } \\
(\rho-\alpha(n-2)) \beta_{3}=(1-\alpha)\left(k \beta_{2}+(t-1) \beta_{3}\right) .
\end{gathered}
$$

Then we get

$$
(\rho-\alpha(n-1))=\frac{k(1-\alpha)^{2}}{\rho-k \alpha}+\frac{k t(1-\alpha)^{2}}{\rho-k \alpha-t+1}+(k-1)(1-\alpha)
$$

Note that for $n=t+k+1$, that is, $n-1=k+t$. Then we have:

$$
(\rho-k \alpha)=\frac{k(1-\alpha)^{2}}{\rho-k \alpha}+\frac{k t(1-\alpha)^{2}}{\rho-k \alpha-t+1}+(k-1)(1-\alpha)+t \alpha .
$$

Then we obtain that

$$
\begin{array}{r}
(\rho-k \alpha)(\rho-k \alpha-n+k+2)(\rho-n \alpha+1)-k(1-\alpha)(\rho-k \alpha \\
-\alpha+1)(\rho-n \alpha+\alpha+1)+k(1-\alpha)^{3}(n-k-1)=0
\end{array}
$$

Thus, our proof is finished.
Corollary 1. Let $G$ be a graph of order $n$ having vertex/edge connectivity $k$, where $1 \leq k \leq n-2$, the maximum adjacency spectral radius is the largest root of the $f(\lambda)=\lambda^{3}-(n-3) \lambda^{2}-(n+k-2) \lambda+k(n-k-2)=0$.

Proof. By Theorem 2 , let $\alpha=0$, then $f(\lambda)=\lambda^{3}-(n-3) \lambda^{2}-(n+k-2) \lambda+k(n-k-2)=0$. It is obvious since $A_{0}=A(G)$.

By letting the special values for $\alpha$, we have the following corollary.
Corollary 2. Let $G$ be a graph of order $n$ having vertex/edge connectivity $k$, where $1 \leq k \leq n-2$, the signless Laplacian spectral radius $\lambda_{1}=\frac{2 n+k-4+\sqrt{(2 n-k-4)^{2}+8 k}}{2}$.

Proof. By Theorem 2, let $\alpha=\frac{1}{2}$, then $f(\lambda)=\lambda^{3}-\frac{1}{2}(3 n+k-6) \lambda^{2}+\left(\frac{1}{4}(n-4)(2 n+3 k)+k+2\right) \lambda-$ $\frac{1}{4} k\left(n^{2}-5 n+6\right)=0$. It is obvious since $2 A_{\frac{1}{2}}=D+Q$. Thus,

$$
\begin{aligned}
8 f(\lambda)= & 8\left[\lambda^{3}-\frac{1}{2}(3 n+k-6) \lambda^{2}+\left(\frac{1}{4}(n-4)(2 n+3 k)+k+2\right) \lambda\right. \\
& \left.-\frac{1}{4} k\left(n^{2}-5 n+6\right)\right] \\
= & (2 \lambda)^{3}-(3 n+k-6)(2 \lambda)^{2}+((n-4)(2 n+3 k)+4 k+8)(2 \lambda) \\
& -2 k\left(n^{2}-5 n+6\right) \\
= & \left(\lambda_{1}\right)^{3}-(3 n+k-6)\left(\lambda_{1}\right)^{2}+((n-4)(2 n+3 k)+4 k+8)\left(\lambda_{1}\right) \\
& -2 k\left(n^{2}-5 n+6\right) .
\end{aligned}
$$

Let $\lambda_{1}=2 \lambda$ and

$$
\begin{aligned}
F\left(\lambda_{1}\right)= & \left(\lambda_{1}\right)^{3}-(3 n+k-6)\left(\lambda_{1}\right)^{2}+((n-4)(2 n+3 k)+4 k+8)\left(\lambda_{1}\right) \\
& -2 k\left(n^{2}-5 n+6\right)=0 .
\end{aligned}
$$

Then we get:

$$
\lambda_{1}=\frac{2 n+k-4+\sqrt{(2 n-k-4)^{2}+8 k}}{2}
$$

The above result is the same as [6].
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#### Abstract

Fuzzy graphs (FGs) and their generalizations have played an essential role in dealing with real-life problems involving uncertainties. The goal of this article is to show some serious flaws in the existing definitions of several root-level generalized FG structures with the help of some counterexamples. To achieve this, first, we aim to improve the existing definition for interval-valued FG, interval-valued intuitionistic FG and their complements, as these existing definitions are not well-defined; i.e., one can obtain some senseless intervals using the existing definitions. The limitations of the existing definitions and the validity of the new definitions are supported with some examples. It is also observed that the notion of a single-valued neutrosophic graph (SVNG) is not well-defined either. The consequences of the existing definition of SVNG are discussed with the help of examples. A new definition of SVNG is developed, and its improvement is demonstrated with some examples. The definition of an interval-valued neutrosophic graph is also modified due to the shortcomings in the current definition, and the validity of the new definition is proved. An application of proposed work is illustrated through a decision-making problem under the framework of SVNG, and its performance is compared with existing work.


Keywords: interval-valued fuzzy graph; intuitionistic fuzzy graph; interval-valued intuitionistic fuzzy graph; single-valued neutrosophic graph; interval-valued neutrosophic graph; complement

## 1. Introduction

The framework of the fuzzy set (FS) was introduced by Zadeh [1] in 1965 as a generalization of crisp sets, which describe the membership of an object to a set by assigning a membership grade from [0,1]. The concept of FS was further generalized to the interval-valued fuzzy set (IVFS) in [2] where the membership grade is defined by closed sub-intervals $\left[S^{L}, S^{U}\right] \subseteq[0,1]$. The idea of FS was further generalized to an enhanced framework of the intuitionistic fuzzy set (IFS) in [3] by considering the degree of non-membership of an object as well as its membership grade, such that the sum of the degrees is less than one. Later on, Atanassov and Gargov [4] extended the theory of IFS to an interval-valued IFS (IVIFS). To consider the neutral opinion or abstinence information in the analysis,

Smarandache introduced a framework of neutrosophic logic and consequently a neutrosophic set [5]. A neutrosophic set is characterized by three kinds of functions describing the degree of membership, abstinence and non-membership of an object. The concept of the single-valued neutrosophic set (SVNS) was developed by Wang et al. [6], characterized by three characteristic functions, named as truth, falsity and indeterminate, with a restriction that their sum is not greater than 3 . The concept of SVNS was further generalized to an interval-valued neutrosophic set (IVNS) in Wang et al. [7] where the membership, abstinence and non-membership grades are defined in terms of closed sub-intervals of the unit interval. Under the above-mentioned sets, various researchers have addressed different kinds of algorithms to solve decision-making problems [8-25].

Further, apart from this, the concept of the fuzzy graph (FG), initially introduced by Kauffman [26], was thoroughly developed by Rosenfeld [27] in 1975. A generalization of FG known as the interval-valued FG (IVFG) was introduced by Akram and Dudek [28] where the nodes and edges are in the form of interval-valued fuzzy numbers (IVFNs). To deal with the study of FGs and IVFG, we refer the readers to the articles in [29-38]. After successful applications, Parvathi and Karunambigai [39] introduced the concept of intuitionistic fuzzy graphs (IFG), which is a generalization of the FG. The concept of interval-valued IFG (IVIFG) is proposed in [40] and some other terms and notions related to IVIFG can be found in [41,42]. Further, by following the notion of SVNS, the concept of the single-valued neutrosophic graph (SVNG) was introduced by Broumi et al. [43] and has been extensively used in several problems such as the shortest path problem [44,45], communication problem [46], and decision-making [47]. The concept of SVNG was further generalized to the interval-valued neutrosophic graph (IVNG) in [48], where the membership, abstinence and non-membership grades are described by closed subintervals of the unit interval. The framework of IVNG is the most sophisticated among all existing graph structures. For some other work on IVNG, one may refer to [49-51].

In the theory of fuzzy algebraic structures and from the above literature survey, we found some serious shortcomings which motivate us to develop some new definitions for the existing concepts. The problems in the existing literature and steps toward their solution are discussed item by item below.
(1) It is observed that the concept of IVFG [28] has some limitations which lead us to some undefined results. The lower and upper values of the edge interval in IVFG are defined as $\hat{\mathrm{S}}^{L}\left(v_{i}, v_{j}\right) \leq$ $\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right)$ and $\hat{S}^{U}\left(v_{i}, v_{j}\right) \leq \min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right)$. According to this definition for two adjacent vertices $(0.2,0.4)$ and $(0.2,0.3)$, we obtained an undefined edge value of $(0.2,0.0)$ by the above approach. The same type of problem occurs in the framework of IVIFG [40] in membership as well as non-membership intervals. Further, the existing definition of IVIFG is not a generalization of IFG; therefore, one must develop a definition for IVIFG which clearly generalizes IFG. These types of flaws in the existing literature lead us to develop some new definitions for IVFG and IVIFG;
(2) The lower and upper values of edges in the complement of an IVFG are defined as $\left(\hat{\mathrm{S}}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{L}\left(\left(v_{i}, v_{j}\right)\right)$ and $\left(\hat{\mathrm{S}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=$ $\min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right)-\hat{S}^{U}\left(v_{i}, v_{j}\right)$. Let $(0.2,0.5)$ and $(0.2,0.3)$ be two vertices and $(0.1,0.3)$ their edge. Then, upon calculating the complement, we get the corresponding edge value ( $0.1,0.0$ ) which is an undefined interval. Similar types of flaws exist in the existing definitions of complements of IVIFGs, therefore leading us to develop some new definitions for the complement of IVFG as well as of IVIFG.;
(3) It is observed that the existing definition of SVNG [43] is not a generalization of IFG as claimed in the existing literature. Also, the existing notion of the SVNG and of its complement as defined in [43] is not well posed, as after taking the complement of a SVNG, the resulting graph obtained is not a SVNG. Further, the existing definition of a complement does not satisfy the property
$\left(G^{c}\right)^{c}=G$. These facts are described briefly in Section 5, and based on these defects, a new definition for SVNG and its complement have been developed and their validity is proved;
(4) Finally, we improve the definition of the IVNG as the existing definition contradicts the fact that IVNG is a generalization of IVIFG and IVFG. Further, the existing definition of the complement of IVNG is not well defined, which is described with the help of examples, and a new definition for complements is proposed and validated with examples.

The rest of the article is organized as follows: Section 1 provides a historical background of FGs and their generalized algebraic structures. The motivation and aim of our proposed work is also discussed in this section. In Section 2, some basic concepts of FGs and IFGs are discussed and supported with examples. Section 3 is based on a description of the limitations of IVFGs and IVIFGs and some improvements in their basic definitions. In Section 4, we discuss the drawbacks of the complements of IVFG and IVIFG and propose new definitions of complements along with some examples in their support. In Section 5, the drawbacks of the existing concepts of SVNGs, IVNGs and their complements are described. Further, some new improved definitions are proposed for SVNG, IVNGs and the complement of IVNG, supported by some examples. Section 6 is based on an application of SVNGs in decision-making, while Section 7 provides a summary of the article along with some future work.

## 2. Basic Concepts

In this section, some definitions of FG and its complement are defined and demonstrated with the help of an example. The primary definition of IFG is also discussed in this section, followed by an example for illustration.

Definition 1. [27] An FG is a pair $G=(V, E)$ where $V$ is the set of nodes and $E$ is the collection of edges between these nodes such that
(1) Every $v \in V$ is characterized by a function $S: V \rightarrow[0,1]$ denoting the degree of membership of $v \in V$;
(2) Every $e \in E$ is characterized by a function $\hat{S}: V \times V \rightarrow[0,1]$ denoting the degree of membership $e \in V \times V$ satisfying the condition $\hat{\mathrm{S}}\left(v_{i}, v_{j}\right) \leq \min \left(S\left(v_{i}\right), S\left(v_{j}\right)\right)$.

Definition 2. [29] The complement of $F G G=(V, E)$ is defined by $G^{c}=\left(V^{c}, E^{c}\right)$ where $V^{c}=V$ and the membership grade of $e \in E$ is defined by $(\hat{\mathrm{S}})^{c}\left(v_{i}, v_{j}\right)=\min \left(S\left(v_{i}\right), S\left(v_{j}\right)\right)-\hat{\mathrm{S}}\left(\left(v_{i}, v_{j}\right)\right)$.

Example 1. The following Figure 1 is an example of an FG while Figure 2 represents its complement.


Figure 1. Fuzzy graph (FG) compatible with Definition 1.


Figure 2. Complement of FG depicted in Figure 1.

Definition 3. [39] An IFG is a duplet $G=(V, E)$ where the set of nodes is denoted by $V$ and $E$ is the collection of edges between these nodes such that
(1) Every $v \in V$ is characterized by two functions $S: V \rightarrow[0,1]$ and $D: V \rightarrow[0,1]$ denoting the membership and non-membership degree of $v \in V$ which satisfies the condition that $0 \leq S+D \leq 1$. Moreover, the term $R$ defined by $R=1-S-D$, denotes the hesitancy level of $\in E$;
(2) Every $e \in E$ is characterized by two functions $\hat{\mathrm{S}}: V \times V \rightarrow[0,1]$ and $Đ: V \times V \rightarrow[0,1]$ denoting the membership and non-membership degree of $e \in V \times V$ satisfying the conditions:

$$
\begin{gathered}
\hat{\mathrm{S}}\left(v_{i}, v_{j}\right) \leq \min \left(S\left(v_{i}\right), S\left(v_{j}\right)\right) \\
\mathrm{Ð}\left(v_{i}, v_{j}\right) \leq \max \left(D\left(v_{i}\right), D\left(v_{j}\right)\right)
\end{gathered}
$$

with a condition that $0 \leq \hat{\mathrm{S}}+\mathrm{Ð} \leq 1$. Moreover, the term $\check{\mathrm{R}}$ denotes the hesitancy level of $e \in E$ such that $\check{\mathrm{R}}=1-\hat{\mathrm{S}}-\mathrm{Đ}$.

Example 2. The following Figure 3 is an example of an IFG.
(0.1, 0.4)


Figure 3. Intuitionistic fuzzy graph (IFG) compatible with Definition 2.

The rest of the basic notions are discussed in Sections 3-5, in which we present a comparative analysis with our proposed work.

## 3. Improvements in Interval-Valued Fuzzy Graphs and Interval-Valued Intuitionistic Fuzzy Graphs

In this section, first, the existing definitions of IVFG and IVIFG are reviewed and the shortcomings of these algebraic structures are pointed out with the help of examples. New definitions for IVFG and IVIFG are developed and their fitness is verified with the help of some examples.

First, we review the definition of IVFG defined in [28] and provide an example to show the limitation of the definitions.

Definition 4. [28] An IVFG is a duplet $G=(V, E)$ where $V$ denotes a collection of nodes and $E$ denotes the collection of edges between these vertices such that
(1) Every $v \in V$ is characterized by a function $S$ representing the membership degree of $v \in V$. Basically, $S=\left[S^{L}, S^{U}\right]$ is a closed subinterval $[0,1]$;
(2) Every $e \in E$ is characterized by a function $\hat{S}$ denoting the degree of membership $e \in V \times V$. Basically, $\hat{\mathrm{S}}=\left[\hat{\mathrm{S}}^{L}, \hat{\mathrm{~S}}^{U}\right]$ satisfying the conditions:

$$
\hat{\mathrm{S}}^{L}\left(v_{i}, v_{j}\right) \leq \min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) \hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) \leq \min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right)
$$

Example 3. Consider the following Figure 4, where we observed that, while determining the edge values, we get undefined intervals as highlighted. This shows that the current notion of an IVFG is not satisfactory, which leads us to develop a new definition.


Figure 4. Interval-valued fuzzy graph containing undefined intervals.

Definition 5. An IVFG is a duplet $G=(V, E)$ where $V$ denotes a collection of nodes and $E$ denotes the collection of edges between these vertices such that
(1) Every $v \in V$ is characterized by a function $S$ representing the membership grade of $v \in V$. Basically, $S=\left[S^{L}, S^{U}\right]$ is a closed subinterval of the unit interval $[0,1]$;
(2) Every $e \in E$ is characterized by a function $\hat{S}$ denoting the membership grade of $e \in V \times V$. The closed subinterval $\hat{\mathrm{S}}=\left[\hat{\mathrm{S}}^{L}, \hat{\mathrm{~S}}^{U}\right]$ satisfying the conditions:

$$
\begin{gathered}
\hat{\mathrm{S}}^{L}\left(v_{i}, v_{j}\right) \leq \min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) \text { and } \\
\hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) \leq \min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right) \text { such that } \hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) \geq \min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) .
\end{gathered}
$$

This definition is supported with the help of following example in which we show that none of the intervals is undefined and that Definition 5 works perfectly.

Example 4. The following IVFG depicted in Figure 5 is in accordance with Definition 5.


Figure 5. Interval-valued fuzzy graph compatible with Definition 5.

Next, we provide a critical study of IVIFGs with a definition which is based on IVIFG which yields undefined closed sub-intervals. First, we review the existing definition and the existing shortcomings with the help of examples. Then, the new definition is developed and supported by an example.

Definition 6. [40] An IVIFG is a duplet $G=(V, E)$ where the set of nodes is denoted by $V$ and $E$ is the collection of edges between these nodes such that
(1) Every $v \in V$ is characterized by two functions $S$ and $D$ denoting the membership and non-membership grades of $v \in V$. Basically, $S=\left[S^{L}, S^{U}\right]$ and $D=\left[D^{L}, D^{U}\right]$ are closed subintervals of the unit interval $[0,1]$ with a condition that $0 \leq S^{U}+D^{U} \leq 1$. Moreover, the term $R=\left[R^{L}, R^{U}\right]$ denote the hesitancy level of $v \in V$ such that $R^{U}=1-S^{L}-D^{L}$ and $R^{L}=1-S^{U}-D^{U}$.
(2) Every $e \in E$ is characterized by two functions $\hat{\mathrm{S}}$ and $Đ$ denoting the membership and non-membership grades of $e \in V \times V$. Basically, $\hat{\mathrm{S}}=\left[\hat{\mathrm{S}}^{L}, \hat{\mathrm{~S}}^{U}\right]$ and $Đ=\left[\mathrm{Đ}^{L}, \mathrm{Đ}^{U}\right]$ satisfying the conditions:

$$
\begin{gathered}
\hat{S}^{L}\left(v_{i}, v_{j}\right) \leq \min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) \quad \hat{S}^{U}\left(v_{i}, v_{j}\right) \leq \min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right) \\
Ð^{L}\left(v_{i}, v_{j}\right) \geq \max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right) \quad Ð^{U}\left(v_{i}, v_{j}\right) \geq \max \left(D^{U}\left(v_{i}\right), D^{U}\left(v_{j}\right)\right)
\end{gathered}
$$

provided that $0 \leq \hat{\mathrm{S}}^{U}+\mathrm{Đ}^{U} \leq 1$. Moreover, the term $\check{\mathrm{R}}=\left[\check{\mathrm{R}}^{L}, \check{\mathrm{R}}^{U}\right]$ denote the hesitancy level of $e \in E$ such that $\check{\mathrm{R}}^{U}=1-\hat{\mathrm{S}}^{L}-Ð^{L}$ and $\check{\mathrm{R}}^{L}=1-\hat{\mathrm{S}}^{U}-Ð^{U}$.

Definition 6 seems to be weak in two ways. The first reason is that IVIFG is a generalization of IFG where the non-membership grade of edge is defined as $Đ\left(v_{i}, v_{j}\right) \leq \max \left(D\left(v_{i}\right), D\left(v_{j}\right)\right)$, which is not followed in defining IVIFG, raising a question regarding its perfection. Another shortcoming in Definition 6 is that we may sometimes have obtained undefined closed intervals, which should be avoided. For further illustration, consider the example as follows.

Example 5. Consider the following IVIFG in Figure 6, where it is observed that we get some undefined intervals by applying Definition 6. The undefined closed intervals are highlighted.

([0.3, 0.5], [0.1, 0.3])
([0.1, 0.3], [0.2,0.4])
Figure 6. Interval-valued intuitionistic fuzzy graph (IVIFG) obtained using Definition 6 with undefined intervals.

Keeping in mind the weakness of Definition 6 as demonstrated by Example 5, we propose a new definition of IVIFG which is well defined and truly a generalization of IFG.

Definition 7. An IVIFG is a pair $G=(V, E)$ where the set of nodes is denoted by $V$ and $E$ is the collection of edges between these nodes such that
(1) Every $v \in V$ is characterized by two functions $S$ and $D$ denoting the membership and non-membership grades of $v \in V$. Basically, $S=\left[S^{L}, S^{U}\right]$ and $D=\left[D^{L}, D^{U}\right]$ are closed subintervals of the unit interval $[0,1]$ with a condition that $0 \leq S^{U}+D^{U} \leq 1$. Moreover, the term $R=\left[R^{L}, R^{U}\right]$ denote the hesitancy level of $v \in V$ such that $R^{U}=1-S^{L}-D^{L}$ and $R^{L}=1-S^{U}-D^{U}$;
(2) Every $e \in E$ is characterized by two functions $\hat{\mathrm{S}}$ and $Đ$ denoting the membership and non-membership grades of $e \in V \times V$. Basically, $\hat{\mathrm{S}}=\left[\hat{\mathrm{S}}^{L}, \hat{\mathrm{~S}}^{U}\right]$ and $Đ=\left[\mathrm{Đ}^{L}, Ð^{U}\right]$ are such that

$$
\begin{gathered}
\hat{\mathrm{S}}^{L}\left(v_{i}, v_{j}\right) \leq \min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) . \\
\hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) \leq \min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right) \operatorname{such} \text { that } \hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) \geq \min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) . \\
Ð^{L}\left(v_{i}, v_{j}\right) \leq \max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right) . \\
\mathrm{Đ}^{U}\left(v_{i}, v_{j}\right) \leq \max \left(D^{U}\left(v_{i}\right), D^{U}\left(v_{j}\right)\right) \text { such that } Ð^{U}\left(v_{i}, v_{j}\right) \geq \max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right) .
\end{gathered}
$$

provided that $0 \leq \hat{\mathrm{S}}^{U}+\mathrm{Đ}^{U} \leq 1$. Moreover, the term $\check{\mathrm{R}}=\left[\check{\mathrm{R}}^{L}, \check{\mathrm{R}}^{U}\right]$ denote the hesitancy level of $e \in E$ such that $\check{\mathrm{R}}^{U}=1-\hat{\mathrm{S}}^{L}-\mathrm{Đ}^{L}$ and $\check{\mathrm{R}}^{L}=1-\hat{\mathrm{S}}^{U}-Ð^{U}$.

The following example shows that Definition 7 improves the concept of IVIFG and that there is no chance of getting undefined intervals.

Example 6. Consider the graph depicted in Figure 7 demonstrating the new definition of IVIFG.


Figure 7. Interval-valued intuitionistic fuzzy graph.

The next section is based on the shortcomings of existing definitions of the complement of an IVFG and of an IVIFG together with the development of new definitions. The existing and new definitions are demonstrated with examples.

## 4. New Definitions for the Complement of the Interval-Valued Fuzzy Graph and Interval-Valued Intuitionistic Fuzzy Graph

It is observed that the definition of the complement of IVFG did not provide justifiable results on some occasions. The results obtained using the current definition of IVFG leads us to obtain some undefined intervals, and therefore in this section we propose a new definition for the complement of IVFG.

For the first time, the complement of IVFG was defined in [38]. First, we review the existing definition and, with the help of an example, we point out its shortcomings.

Definition 8. [38] The complement of an IVFG $G=(V, E)$ is defined by $G^{c}=\left(V^{c}, E^{c}\right)$ where $V^{c}=V$ and the membership and non-membership grades of $E$ satisfying the conditions:

$$
\begin{aligned}
& \left(\hat{\mathrm{S}}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{L}\left(\left(v_{i}, v_{j}\right)\right) \\
& \left(\hat{\mathrm{S}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right)
\end{aligned}
$$

Example 7. In the following, consider an IVFG depicted in Figure 8, then based on the existing definition 8, we compute its complement and it is given in Figure 9. It is observed from the Figure 9 that there are undefined intervals which are highlighted in red color.


Figure 8. Interval-valued fuzzy graph.


Figure 9. Complement of graph depicted in Figure 8 based on Definition 8, giving us undefined intervals.

Another definition of the complement of IVFG is defined in [11] which is described as follows:

Definition 9. [28] The complement of an IVFG $G=(V, E)$ is defined by $G^{c}=\left(V^{c}, E^{c}\right)$ where $V^{c}=V$ and the membership functions of $E^{c}$ satisfies the following:

$$
\begin{aligned}
& \left(\hat{\mathrm{S}}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\left\{\begin{array}{cl}
0 & \text { if } S^{L}\left(v_{i}, v_{j}\right) \geq 0 \\
\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) & \text { if } S^{L}\left(v_{i}, v_{j}\right)=0
\end{array}\right\} \\
& \left(\hat{\mathrm{S}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\left\{\begin{array}{cl}
0 & \text { if } S^{U}\left(v_{i}, v_{j}\right) \geq 0 \\
\min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right) & \text { if } S^{U}\left(v_{i}, v_{j}\right)=0
\end{array}\right\}
\end{aligned}
$$

This definition is not well defined as it is not valid for all types of IVFGs. The problem in this definition of the complement is that it does not possesses the property $\left(G^{c}\right)^{c}=G$. This is demonstrated in the following example.

Example 8. The complement of IVFG as exhibited in Figure 8 is depicted in Figure 10 below and it is observed that all the edges have disappeared surprisingly, which seems insignificant. Now, we determine the complement of Figure 10 again and put it on display in Figure 11, which clearly indicates that the basic result of the complement, i.e., $\left(G^{c}\right)^{c}=G$, does not hold true for Definition 9.


Figure 10. Complement of Figure 8.


Figure 11. Complement of Figure 10 based on Definition 9.

Moreover, Definition 9 is used to find the complement of a complete IVFG in [28] by Akram and Dudek, where this definition possesses the property of a complement; i.e., $\left(G^{c}\right)^{c}=G$. However, we need a definition of a complement which can be used for the entire range of IVFG and not only complete IVFGs; therefore, we develop a new well-defined definition for the complement of IVFGs as follows.

Definition 10. The complement of IVFG $G=(V, E)$ is defined by $G^{c}=\left(V^{c}, E^{c}\right)$ where $V^{c}=V$ and the membership grades of $E$ satisfies the following properties:

$$
\begin{aligned}
& \left(\hat{\mathrm{S}}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{L}\left(\left(v_{i}, v_{j}\right)\right) \\
& \left(\hat{\mathrm{S}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right)+\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right)
\end{aligned}
$$

In the following examples, we not only demonstrate the new definition but also verify that the basic property of the notion of the complement as presented in Definition 10 is available; i.e., $\left(G^{c}\right)^{c}=G$.

Example 9. In what follows, Figure 12 represents the complement of Figures 8 and 13 represents the complement of Figure 12. Hence, as we claimed, the equality $\left(G^{c}\right)^{c}=G$ holds true for our proposed new definition.


Figure 12. Complement of graph depicted in Figure 8.


Figure 13. The complement of graph depicted in Figure 12.

Now, we develop the definition of the complement for IVIFGs because the existing definition does not make any sense in some cases, as we described for IVFGs.

Definition 11. The complement of IVIFG $G=(V, E)$ is defined by $G^{c}=\left(V^{c}, E^{c}\right)$ where $V^{c}=V$ and the membership and non-membership grades of $E$ satisfied the conditions:

$$
\begin{gathered}
\left(\hat{\mathrm{S}}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{L}\left(\left(v_{i}, v_{j}\right)\right) . \\
\left(\hat{\mathrm{S}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right)+\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) . \\
\left(\mathrm{Đ}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right)-Ð^{L}\left(\left(v_{i}, v_{j}\right)\right) . \\
\left(Ð^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(D^{U}\left(v_{i}\right), D^{U}\left(v_{j}\right)\right)-Ð^{U}\left(v_{i}, v_{j}\right)+\max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right) .
\end{gathered}
$$

Example 10. Consider the following IVIFGs whose graph is shown in Figure 14 while its complement graph is shown in Figure 15. Moreover, through some easy calculations, one can easily verify that $\left(G^{c}\right)^{c}=G$.


Figure 14. Interval-valued intuitionistic fuzzy graph.


Figure 15. Complement of IVIFG depicted in Figure 14.

In the next section, we discuss the limitations of SVNGS, IVNGs, and their complements. In addition, we develop some new valid definitions.

## 5. Improvements in Single-Valued Neutrosophic Graphs and Interval-Valued Neutrosophic Graphs

In this section, we study the SVNGs proposed in [26] and IVNGs developed in [48] and we describe their shortcomings with some examples. Then, a new definition is proposed for both SVNGs and IVNGs, and their complement is discussed. In support of these new definitions, we present some examples.

Definition 12. [43] An SVNG is a pair $G=(V, E)$ where $V$ is the set of nodes and $E$ is the collection of edges between these nodes such that
(1) Every $v \in V$ is characterized by three functions $S: V \rightarrow[0,1], I: V \rightarrow[0,1]$ and $D: V \rightarrow[0,1]$ denoting the membership, neutral and non-membership grades of $v \in V$ which satisfy $0 \leq S+I+D \leq 3$;
(2) Every $e \in E$ is characterized by three functions $\hat{\mathrm{S}}: V \times V \rightarrow[0,1], \hat{\mathrm{I}}: V \times V \rightarrow[0,1]$ and $Ð: V \times V \rightarrow[0,1]$ denoting the membership, neutral and non-membership grades of $e \in V \times V$ satisfies

$$
\begin{gathered}
\hat{\mathrm{S}}\left(v_{i}, v_{j}\right) \leq \min \left(S\left(v_{i}\right), S\left(v_{j}\right)\right) \\
\hat{\mathrm{I}}\left(v_{i}, v_{j}\right) \geq \max \left(I\left(v_{i}\right), I\left(v_{j}\right)\right) \\
\mathrm{Đ}\left(v_{i}, v_{j}\right) \geq \max \left(D\left(v_{i}\right), D\left(v_{j}\right)\right)
\end{gathered}
$$

which satisfy the inequality $0 \leq \hat{\mathrm{S}}+\hat{\mathrm{I}}+\mathrm{Đ} \leq 3$.

It is observed that this definition is not suitable and needs to be modified for two reasons. The first reason lies in the fact that as SVNG is a generalization of IFG, by exempting the indeterminacy value, Definition 12 should reduce to Definition 3. However, this does not happen, as the non-membership degree of an edge in IFG and in SVNG are defined in a different way; i.e., the non-membership degree for IFG is defined as $Đ\left(v_{i}, v_{j}\right) \leq \max \left(D\left(v_{i}\right), D\left(v_{j}\right)\right)$ while in case of SVNGs it is defined as $Ð\left(v_{i}, v_{j}\right) \geq \max \left(D\left(v_{i}\right), D\left(v_{j}\right)\right)$.

The second reason is based on the definition of complement of SVNGs, as the complement of an SVNG needs to be an SVNG, which did not happen on some occasions. We present the current definition of the complement of an SVNG and with the help of an example describe that the complement of an SVNG is not well defined.

Definition 13. [43] The complement of an SVNG $G=(V, E)$ is defined by $G^{c}=\left(V^{c}, E^{c}\right)$ where $V^{c}=V$ and the membership, neutral value and non-membership grades of $E$ satisfy the conditions:

$$
\begin{aligned}
& (\hat{\mathrm{S}})^{c}\left(v_{i}, v_{j}\right)=\min \left(S\left(v_{i}\right), S\left(v_{j}\right)\right)-\hat{\mathrm{S}}\left(\left(v_{i}, v_{j}\right)\right) . \\
& (\hat{\mathrm{I}})^{c}\left(v_{i}, v_{j}\right)=\max \left(I\left(v_{i}\right), I\left(v_{j}\right)\right)-\hat{\mathrm{I}}\left(\left(v_{i}, v_{j}\right)\right) . \\
& (Đ)^{c}\left(v_{i}, v_{j}\right)=\max \left(D\left(v_{i}\right), D\left(v_{j}\right)\right)-Đ\left(\left(v_{i}, v_{j}\right)\right) .
\end{aligned}
$$

Keep in mind Definition 13 and consider the following example, where the complement of an SVNG does not remain an SVNG. All this leads to some modification in the basic definition of SVNG which not only generalizes an IFG but is also compatible to satisfy the basic properties of taking complements.

Example 11. In the following figures, Figure 16 represents SVNGs and Figure 17 represents their complement. It is clear from Figure 17 that the complement of an SVNG is not an SVNG.


Figure 16. Single-valued neutrosophic graph.


Figure 17. Complement of the SVNG depicted in Figure 16.

Now, we present a new definition for SVNG as a generalization of IFG which is well-defined.
Definition 14. An SVNG is a pair $G=(V, E)$ where $V$ is the set of nodes and $E$ is the collection of edges between these nodes such that

1. Every $v \in V$ is characterized by three functions $S: V \rightarrow[0,1], I: V \rightarrow[0,1]$ and $D: V \rightarrow[0,1]$ denoting the membership, neutral and non-membership grades of $v \in V$ which satisfy the inequality $0 \leq$ $S+I+D \leq 3$;
2. Every $e \in E$ is characterized by three functions $\hat{\mathrm{S}}: V \times V \rightarrow[0,1], \hat{\mathrm{I}}: V \times V \rightarrow[0,1]$ and $Ð: V \times V \rightarrow[0,1]$ denoting the membership, neutral and non-membership grades of $e \in V \times V$ satisfying

$$
\begin{aligned}
\hat{\mathrm{S}}\left(v_{i}, v_{j}\right) & \leq \min \left(S\left(v_{i}\right), S\left(v_{j}\right)\right) \\
\hat{\mathrm{I}}\left(v_{i}, v_{j}\right) & \leq \max \left(I\left(v_{i}\right), I\left(v_{j}\right)\right) \\
\mathrm{Đ}\left(v_{i}, v_{j}\right) & \leq \max \left(D\left(v_{i}\right), D\left(v_{j}\right)\right)
\end{aligned}
$$

provided that $0 \leq \hat{\mathrm{S}}+\hat{\mathrm{I}}+Ð \leq 3$.

Example 12. In the following figures, Figure 18 represents an SVNG compatible with the new definition and Figure 19 represents the complement of the SVNG depicted in Figure 18.


Figure 18. Single-valued neutrosophic graph.


Figure 19. Complement of the graph depicted in Figure 18.

Likewise, in SVNGs the same kinds of flaw exist in the definition of IVNGs. First, we present the existing definition of IVNG and point out its limitation with the help of an example. Then, we develop the new definition for IVNG and support it with an example. After developing the new definition for IVNGs, we discuss the concept of complements for IVNGs by considering the defects in forming complements of IVFG and IVIFG.

Definition 15. [48] An IVNG is a pair $G=(V, E)$ where $V$ is the set of nodes and $E$ is the collection of edges between these nodes such that

1. Every $v \in V$ is characterized by three functions $S, I$ and $D$ denoting the membership, neutral and non-membership grades of $v \in V$. Basically, $S=\left[S^{L}, S^{U}\right], I=\left[I^{L}, I^{U}\right]$ and $D=\left[D^{L}, D^{U}\right]$ are closed subintervals of the unit interval $[0,1]$ which satisfy the inequality $0 \leq S^{U}+I^{U}+D^{U} \leq 3$;
2. Every $e \in E$ is characterized by three functions $\hat{\mathrm{S}}, \hat{\mathrm{I}}$ and $Đ$ denoting the membership, neutral and non-membership grades of $e \in V \times V$. Basically, $\hat{\mathrm{S}}=\left[\hat{\mathrm{S}}^{L}, \hat{\mathrm{~S}}^{L}\right], \hat{\mathrm{I}}=\left[\hat{\mathrm{I}}^{L}, \hat{\mathrm{I}}^{U}\right]$ and $Đ=\left[Ð^{L}, \boxplus^{L}\right]$ are such that:

$$
\begin{array}{rlrl}
\hat{\mathrm{S}}^{L}\left(v_{i}, v_{j}\right) & \leq \min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) & \hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) & \leq \min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right) \\
\hat{\mathrm{I}}^{L}\left(v_{i}, v_{j}\right) & \geq \max \left(I^{L}\left(v_{i}\right), I^{L}\left(v_{j}\right)\right) & \hat{\mathrm{I}}^{U}\left(v_{i}, v_{j}\right) \geq \max \left(I^{U}\left(v_{i}\right), I^{U}\left(v_{j}\right)\right) \\
\mathrm{Đ}^{L}\left(v_{i}, v_{j}\right) & \geq \max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right) & Ð^{U}\left(v_{i}, v_{j}\right) \geq \max \left(D^{U}\left(v_{i}\right), D^{U}\left(v_{j}\right)\right)
\end{array}
$$

which satisfy the inequality $0 \leq \hat{\mathrm{S}}^{U}+\hat{\mathrm{I}}^{U}+\mathrm{Đ}^{U} \leq 3$.

Likewise, IVFG and IVIFG are defined, and Definition 15 sometime leads to undefined closed sub-intervals as shown in the following example.

Example 13. Consider the following example of an IVNG as exhibited in Figure 20 based on Definition 15, leading us to some undefined intervals.


Figure 20. Interval-valued neutrosophic graph with undefined intervals.

Now, we present a new definition of IVNG as follows.
Definition 16. An IVNG is a pair $G=(V, E)$ where $V$ is the set of nodes and $E$ is the collection of edges between these nodes such that
(1) Every $v \in V$ is characterized by three functions $S, I$ and $D$ denoting the membership, neutral and non-membership grades of $v \in V$. Basically, $S=\left[S^{L}, S^{U}\right], I=\left[I^{L}, I^{U}\right]$ and $D=\left[D^{L}, D^{U}\right]$ are closed subintervals of the unit interval $[0,1]$ with a condition that $0 \leq S^{U}+I^{U}+D^{U} \leq 3$.;
(2) Every $e \in E$ is characterized by three functions $\hat{\mathrm{S}}, \hat{\mathrm{I}}$ and $Đ$ denoting the membership, neutral and non-membership grades of $e \in V \times V$. Basically $\hat{\mathrm{S}}=\left[\hat{\mathrm{S}}^{L}, \hat{\mathrm{~S}}^{L}\right], \hat{\mathrm{I}}=\left[\hat{\mathrm{I}}^{L}, \hat{\mathrm{I}}^{U}\right]$ and $Đ=\left[Ð^{L}, \boxplus^{L}\right]$ are such that

$$
\begin{array}{rlrl}
\hat{\mathrm{S}}^{L}\left(v_{i}, v_{j}\right) & \leq \min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) & \hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) & \leq \min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right) \\
\hat{\mathrm{I}}^{L}\left(v_{i}, v_{j}\right) & \leq \max \left(I^{L}\left(v_{i}\right), I^{L}\left(v_{j}\right)\right) & \hat{\mathrm{I}}^{U}\left(v_{i}, v_{j}\right) \leq \max \left(I^{U}\left(v_{i}\right), I^{U}\left(v_{j}\right)\right) \\
\mathrm{Đ}^{L}\left(v_{i}, v_{j}\right) & \leq \max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right) & Ð^{U}\left(v_{i}, v_{j}\right) & \leq \max \left(D^{U}\left(v_{i}\right), D^{U}\left(v_{j}\right)\right)
\end{array}
$$

provided that $\hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) \leq \hat{\mathrm{S}}^{L}\left(v_{i}, v_{j}\right), \hat{\mathrm{I}}^{L}\left(v_{i}, v_{j}\right) \leq \hat{\mathrm{I}}^{U}\left(v_{i}, v_{j}\right), \boxplus^{L}\left(v_{i}, v_{j}\right) \leq Ð^{U}\left(v_{i}, v_{j}\right)$ and $0 \leq \hat{\mathrm{S}}^{U}+\hat{\mathrm{I}}^{U}+\mathrm{Đ}^{U} \leq 3$.

Example 14. Consider the graph depicted in Figure 21 demonstrating the new definition of IVNGs.

([0.1, 0.5], [0.2, 0.4], [0.1,0.6])
Figure 21. Interval-valued neutrosophic graph with undefined intervals.

Next, we discuss the existing definition for taking the complement of IVNG and show its limitations with the help of examples. Then, we propose a new definition for the complement of IVNG as the existing definition leads us to some undefined intervals.

Definition 17. [48] The complement of IVNG $G=(V, E)$ is defined by $G^{c}=\left(V^{c}, E^{c}\right)$ where $V^{c}=V$ and the membership, abstinence and non-membership grades of Esatisfy

$$
\begin{aligned}
& \left(\hat{\mathrm{S}}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{L}\left(\left(v_{i}, v_{j}\right)\right) . \\
& \left(\hat{\mathrm{S}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right) . \\
& \left(\hat{I}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(I^{L}\left(v_{i}\right), I^{L}\left(v_{j}\right)\right)-\hat{\mathrm{I}}^{L}\left(\left(v_{i}, v_{j}\right)\right) . \\
& \left(\hat{\mathrm{I}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(I^{U}\left(v_{i}\right), I^{U}\left(v_{j}\right)\right)-\hat{\mathrm{I}}^{U}\left(v_{i}, v_{j}\right) . \\
& \left(Ð^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right)-Ð^{L}\left(\left(v_{i}, v_{j}\right)\right) . \\
& \left(\boxplus^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(D^{U}\left(v_{i}\right), D^{U}\left(v_{j}\right)\right)-Ð^{U}\left(v_{i}, v_{j}\right) .
\end{aligned}
$$

Example 15. The following IVNG depicted in Figure 22 shows that the Definition 17 for the complement of IVNG leads us to some undefined intervals.


Figure 22. Complement of the Interval-valued neutrosophic graph by Definition 15.

As the IVNG is a generalization of IVFG and IVIFG, its complement defined in [31] is not well-defined; therefore, we propose a new definition for the complement of IVNG as follows.

Definition 18. The complement of IVNG $G=(V, E)$ is defined by $G^{c}=\left(V^{c}, E^{c}\right)$ where $V^{c}=V$ and the membership, abstinence and non-membership grades of $E$ are satisfying the conditions:

$$
\begin{gathered}
\left(\hat{\mathrm{S}}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{L}\left(\left(v_{i}, v_{j}\right)\right) . \\
\left(\hat{\mathrm{S}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\min \left(S^{U}\left(v_{i}\right), S^{U}\left(v_{j}\right)\right)-\hat{\mathrm{S}}^{U}\left(v_{i}, v_{j}\right)+\min \left(S^{L}\left(v_{i}\right), S^{L}\left(v_{j}\right)\right) . \\
\left(\hat{I}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(I^{L}\left(v_{i}\right), I^{L}\left(v_{j}\right)\right)-\hat{\mathrm{I}}^{L}\left(\left(v_{i}, v_{j}\right)\right) . \\
\left(\hat{\mathrm{I}}^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(I^{U}\left(v_{i}\right), I^{U}\left(v_{j}\right)\right)-\hat{\mathrm{I}}^{U}\left(v_{i}, v_{j}\right)+\max \left(I^{L}\left(v_{i}\right), I^{L}\left(v_{j}\right)\right) . \\
\left(\mathrm{\Xi}^{L}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right)-Ð^{L}\left(\left(v_{i}, v_{j}\right)\right) . \\
\left(Ð^{U}\right)^{c}\left(v_{i}, v_{j}\right)=\max \left(D^{U}\left(v_{i}\right), D^{U}\left(v_{j}\right)\right)-Ð^{U}\left(v_{i}, v_{j}\right)+\max \left(D^{L}\left(v_{i}\right), D^{L}\left(v_{j}\right)\right) .
\end{gathered}
$$

Example 16. Consider the following IVNGs shown in Figure 23 and its complement graph is depicted in Figure 24. Through some easy calculation, one can easily verify that $\left(G^{c}\right)^{c}=G$.


Figure 23. Interval-valued neutrosophic graph.


Figure 24. Complement of the graph depicted in Figure 23.

So far in our study, we have developed the theory of IVFGs and its generalizations, providing examples that explained the limitations in the existing definitions and the fitness of the new definitions.

Remark 1. The work proposed is applicable whether the graphs are directed or undirected.
Now, a real-life application is presented to show the feasibility of the proposed work. The process of ranking universities is explained based on SVNGs.

## 6. Illustrative Example

The higher education commission (HEC) of Pakistan needed to evaluate the Pakistani universities from research perspectives. HEC Pakistan planned to give away some financial support to those universities whose research was comparatively better. A university with a good research score will earn greater financial support. Here, we shall discuss the case of the federal capital Islamabad. Four universities, $z_{1}, z_{2}, z_{3}$ and $z_{4}$, from Islamabad are chosen, representing Quaid e Azam university, National University of Science and Technology, Comsats university and International Islamic University Islamabad. The criterion for the ranking of universities is "research productivity". The members of the quality assurance cell (QEC) of HEC provide their information in the form of single-valued neutrosophic preference relations (SVNPRs) as given in Figure 25. The weight vector corresponding to the them is given by $w=(0.3,0.2,0.3,0.2)^{T}$. The detailed steps of algorithm for this process are explained followed by stepwise calculations of this problem.


Figure 25. Directed network with single-valued neutrosophic information.
Steps of the algorithm:
Step 1: Establishing SVNPRs: This step involves the evaluation of objects by decision-makers in the form of SVNGs;
Step 2: The SVNPRs form a relational matrix known as the single-valued neutrosophic relational matrix (SVNRM) denoted by $\dot{R} M=\left(m \dot{r}_{i j}\right)_{n \times n}$ where $\dot{R} m_{i j}=\left(S_{i j}, I_{i j}, D_{i j}\right)$ such that $\dot{R} 0 \leq$ $S_{i j}, I_{i j}, D_{i j} \leq 1$ and $\dot{R} S_{i j}+I_{i j}+D_{i j} \leq 3$;
Step 3: Aggregating the different preferences by using the weighted averaging aggregation operator named as single-valued neutrosophic weighted averaging (SVNWA) operators [8] as follows:

$$
m \dot{r}_{i}=S V N W A\left(m \dot{r}_{i 1}, m \dot{r}_{i 2}, \ldots, m \dot{r}_{i n}\right)=\left(1-\prod_{j=1}^{n}\left(1-S_{i j}\right)^{w_{j}},\left(\prod_{j=1}^{n} I_{i j}\right)^{w_{j}},\left(\prod_{j=1}^{n} D_{i j}\right)^{w_{j}}\right)
$$

where $w_{j}$ is the weight vector for each preference such that $w_{j}>0$ and $\sum_{j=1}^{n} w_{j}=1$;
Step 4: Computing the score value of the aggregated number $m_{i}=\left(S_{i}, I_{i}, D_{i}\right)(i=1,2, \ldots, n)$ by using the score function

$$
S\left(m_{i}\right)=\frac{S_{i}+1-I_{i}+1-D_{i}}{3}
$$

Step 5: Ranking all the alternatives based on the descending order of the score values.
Now, by applying the above-mentioned steps to the considered data, we summarized their computational steps as below:

Step 1: The information from QEC of HEC Pakistan related to each university is taken in the form of SVNGs and summarized in Figure 25.

Here, the importance of a new definition of an SVNG is clear. In decision-making problems, we usually have two types of attributes, known as attributes of cost type and of benefit types. In the case that the attributes are of cost types, the data is normalized using the definition of complement of SVNGs. Therefore, if we utilize the existing definition of SVNGs and their complement as we have done in Example 11, we obtain some undefined results. The case is similar with other structures. All this shows the importance of the new proposed definitions of several fuzzy graphs and their complements.

Step 2: From the SVNPRs provided in Figure 25, we have the following relational matrix.

$$
M \dot{R}=\left(m \dot{r}_{i j}\right)_{4 \times 4}=\left(\begin{array}{llll}
(0.5,0.5,0.5) & (0.3,0.4,0.5) & (0.4,0.2,0.3) & (0.4,0.2,0.2) \\
(0.3,0.4,0.5) & (0.5,0.5,0.5) & (0.2,0.4,0.4) & (0.1,0.4,0.5) \\
(0.2,0.4,0.1) & (0.3,0.3,0.4) & (0.5,0.5,0.5) & (0.1,0.5,0.3) \\
(0.3,0.3,0.1) & (0.3,0.2,0.3) & (0.3,0.1,0.3) & (0.5,0.5,0.5)
\end{array}\right)
$$

Step 3: Using single-valued neutrosophic weighted averaging operators on the relational matrix to aggregate the data,

$$
m \dot{r}_{i}=S V N W A\left(m \dot{r}_{i 1}, m \dot{r}_{i 2}, \ldots, m \dot{r}_{i n}\right)=\left(1-\prod_{j=1}^{n}\left(1-S_{i j}\right)^{w_{j}},\left(\prod_{j=1}^{n} I_{i j}\right)^{w_{j}},\left(\prod_{j=1}^{n} D_{i j}\right)^{w_{j}}\right)
$$

and the aggregated values are obtained as

$$
\begin{aligned}
m \dot{r}_{1} & =(0.414150269,0.3024252,0.3571309) ; \\
\dot{r} m_{2} & =(0.283693469,0.4182558,0.4676242) ; \\
\dot{r} m_{3} & =(0.307394227,0.4222088,0.2663957) ; \\
\dot{r} m_{4} & =(0.345556087,0.2203618,0.2389762) .
\end{aligned}
$$

Step 4: The score values of the aggregated data are obtained as

$$
S\left(m_{1}\right)=0.584864723, s \in S\left(m \dot{r}_{2}\right)=0.465937823, S s\left(m \dot{r}_{3}\right)=0.539596576, s \subseteq S\left(m \dot{r}_{4}\right)=0.62873936
$$

Step 5: Since $S\left(m_{4}\right)>S\left(m_{1}\right)>S\left(m_{3}\right)>S\left(m_{2}\right)$, we obtained the ranking order of the given universities as $z_{4} \succ z_{1} \succ z_{3} \succ z_{2}$, where $\succ$ refers to "preferred to". Thus, the ranking results indicate that International Islamic University Islamabad performs best in research productivity among the four universities of federal capital of Islamabad in the evaluation of the quality assurance cell of HEC.

## 7. Conclusions

In this manuscript, we successfully pointed out the shortcomings in the current definitions of IVFG, IVIFG with the help of examples and developed a new improved definition for these concepts. It is also discussed that the current definitions of complements for IVFG and IVIFG lead us to some undefined results; therefore, some new definitions for complements of IVFG and IVIFG are proposed and supported by examples. Further, it is observed that the definition of SVNG has some serious flaws, described by examples. Thus, a new modified definition for SVNG has been developed and supported by some examples. The concept of IVNG is also modified, and the validity of the modified definition is tested with examples. Throughout this article, we defined all those terms which were not previously defined well. In the near future, we shall investigate some other results of IVFGs, IVIFG, IVNG, SVNGs and extend them to solve decision-making problems under fuzzy or uncertain environments [52-58].

Author Contributions: Conceptualization, N,J; K.U; and T.M; ; Methodology, N,J; K.U; T.M. and B.D.; Validation, N.J.; K.U.; T.M.; H.G.; and A.B.S; Formal Analysis, N.J.; K.U.; T.M.; A.B.S; and S.B.; Investigation, N.J.; K.U.; T.M.; B.D..; Writing-Original Draft Preparation, N.J.; K.U.; T.M.; H.G..; Writing-Review \& Editing, N.J.; K.U.; T.M.; H.G.; Visualization, N.J.; K.U.; T.M.; H.G.; S.B.

Funding: This research received no external funding.
Acknowledgments: The authors are thankful to the editor and anonymous reviewers for their useful suggestions regarding the improvement of this manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Zadeh, L.A. Fuzzy sets. Inf. Control 1965, 8, 338-353. [CrossRef]
2. Gorzalczany, M.B. A method of inference in approximate reasoning based on interval-Valued fuzzy sets. Fuzzy Sets Syst. 1987, 21, 1-17. [CrossRef]
3. Atanassov, K.T. Intuitionistic fuzzy sets. Fuzzy Sets Syst. 1986, 20, 87-96. [CrossRef]
4. Atanassov, K.; Gargov, G. Interval-valued intuitionistic fuzzy sets. Fuzzy Sets Syst. 1989, 31, 343-349. [CrossRef]
5. Smarandache, F. Neutrosophy. Neutrosophic Probability, Set, and Logic, ProQuest Information \& Learning; American Research Press Rehoboth: Ann Arbor, MI, USA, 1998.
6. Wang, H.; Smarandache, F.; Zhang, Y.Q.; Sunderraman, R. Single valued neutrosophic sets. Multisp. Multistruct. 2010, 4, 410-413.
7. Wang, H.; Smarandache, F.; Zhang, Y.Q.; Smarandache, R. Interval Neutrosophic Sets and Logic: Theory and Applications in Computing; Hexis: Phoenix, AZ, USA, 2005.
8. Peng, J.J.; Wang, J.Q.; Wang, J.; Zhang, H.Y.; Chen, Z.H. Simplified neutrosophic sets and their applications in multi-criteria group decision-making problems. Int. J. Syst. Sci. 2016, 47, 2342-2358. [CrossRef]
9. Garg, H. New exponential operational laws and their aggregation operators for interval-valued Pythagorean fuzzy multicriteria decision-Making. Int. J. Intell. Syst. 2018, 33, 653-683. [CrossRef]
10. Peng, J.J.; Wang, J.Q.; Zhang, H.Y.; Chen, X.H. An outranking approach for multi-criteria decision-making problems with simplified neutrosophic sets. Appl. Soft Comput. 2014, 25, 336-346. [CrossRef]
11. Garg, H. Some robust improved geometric aggregation operators under interval-valued intuitionistic fuzzy environment for multi-criteria decision-making process. J. Ind. Manag. Optim. 2018, 14, 283-308. [CrossRef]
12. Garg, H. Novel intuitionistic fuzzy decision making method based on an improved operation laws and its application. Eng. Appl. Artif. Intell. 2017, 60, 164-174. [CrossRef]
13. Peng, X.; Dai, J. Algorithms for interval neutrosophic multiple attribute decision-making based on MABAC, similarity measure, and EDAS. Int. J. Uncertain. Quantif. 2017, 7, 395-421. [CrossRef]
14. Peng, X.D.; Dai, J.G. Approaches to single-valued neutrosophic madm based on mabac, topsis and new similarity measure with score function. Neural Comput. Appl. 2018, 29, 939-954. [CrossRef]
15. Garg, H. Some picture fuzzy aggregation operators and their applications to multicriteria decision-making. Arab. J. Sci. Eng. 2017, 42, 5275-5290. [CrossRef]
16. Garg, H.; Kumar, K. A novel exponential distance and its based TOPSIS method for interval-valued intuitionistic fuzzy sets using connection number of SPA theory. Artif. Intell. Rev. 2018, 1-30. [CrossRef]
17. Smarandache, F. Subtraction and division of neutrosophic numbers. Crit. Rev. 2016, 13, 103-110.
18. Xu, Z.S. Intuitionistic fuzzy aggregation operators. IEEE Trans. Fuzzy Syst. 2007, 15, 1179-1187.
19. Garg, H.; Arora, R. Generalized intuitionistic fuzzy soft power aggregation operator based on t-norm and their application in multi criteria decision-making. Int. J. Intell. Syst. 2019, 34, 215-246. [CrossRef]
20. Garg, H.; Kumar, K. Distance measures for connection number sets based on set pair analysis and its applications to decision making process. Appl. Intell. 2018, 48, 3346-3359. [CrossRef]
21. Garg, H.; Nancy. Non-linear programming method for multi-criteria decision making problems under interval neutrosophic set environment. Appl. Intell. 2018, 48, 2199-2213. [CrossRef]
22. Wei, G.; Zhao, X. An approach to multiple attribute decision making with combined weight information in interval-valued intuitionistic fuzzy environmental. Control Cybern. 2012, 41, 97-112.
23. Wei, G.W. Picture 2-tuple linguistic bonferroni mean operators and their application to multiple attribute decision making. Int. J. Fuzzy Syst. 2017, 19, 997-1010. [CrossRef]
24. Garg, H.; Nancy. Some hybrid weighted aggregation operators under neutrosophic set environment and their applications to multicriteria decision-making. Appl. Intell. 2018, 48, 4871-4888. [CrossRef]
25. Garg, H.; Nancy. New logarithmic operational laws and their applications to multiattribute decision making for single-valued neutrosophic numbers. Cogn. Syst. Res. 2018, 52, 931-946. [CrossRef]
26. Kaufmann, A. Introduction to Fuzzy Subsets; Academic Press: New York, NY, USA, 1975; Volume 1.
27. Zadeh, L.A.; Fu, K.S.; Tanaka, K. (Eds.) Fuzzy sets and their applications to cognitive and decision processes. In Proceedings of the US-Japan Seminar on Fuzzy Sets and Their Applications, Berkeley, CA, USA, 1-4 July 1974.
28. Akram, M.; Dudek, W.A. Interval-valued fuzzy graphs. Comput. Math. Appl. 2011, 61, 289-299. [CrossRef]
29. Bhattacharya, P. Some remarks on fuzzy graphs. Pattern Recognit. Lett. 1987, 6, 297-302. [CrossRef]
30. Bhutani, K.R. On automorphisms of fuzzy graphs. Pattern Recognit. Lett. 1989, 9, 159-162. [CrossRef]
31. Bhutani, K.R.; Rosenfeld, A. Strong arcs in fuzzy graphs. Inf. Sci. 2003, 152, 319-322. [CrossRef]
32. Mordeson, J.N.; Chang-Shyh, P. Operations on fuzzy graphs. Inf. Sci. 1994, 79, 159-170. [CrossRef]
33. Rashmanlou, H.; Jun, Y.B. Complete interval-valued fuzzy graphs. Ann. Fuzzy Math. Inform. 2013, 6, 677-687.
34. Pal, M.; Rashmanlou, H. Irregular interval valued fuzzy graphs. arXiv, 2014; arXiv:1407.6190.
35. Akram, M. Interval-valued fuzzy line graphs. Neural Comput. Appl. 2012, 21, 145-150. [CrossRef]
36. Rashmanlou, H.; Pal, M. Balanced interval-valued fuzzy graphs. J. Phys. Sci. 2013, 17, 43-57.
37. Pramanik, T.; Samanta, S.; Pal, M. Interval-valued fuzzy planar graphs. Int. J. Mach. Learn. Cybern. 2016, 7, 653-664. [CrossRef]
38. Talebi, A.; Rashmanlou, H. Isomorphism on interval-valued fuzzy graphs. Ann. Fuzzy Math. Inform. 2013, 6, 47-58.
39. Parvathi, R.; Karunambigai, M. Intuitionistic fuzzy graphs. In Computational Intelligence, Theory and Applications; Springer: New York, NY, USA, 2006; pp. 139-150.
40. Mishra, S.; Pal, A. Product of interval valued intuitionistic fuzzy graph. Ann. Pure Appl. Math. 2013, 5, 37-46.
41. Mishra, S.; Pal, A. Regular interval-valued intuitionistic fuzzy graphs. J. Inform. Math. Sci. 2017, 9, 609-621.
42. Ismayil, A.M.; Ali, A.M. On strong interval-valued intuitionistic fuzzy graph. Int. J. Fuzzy Math. Syst. 2014, 4, 161-168.
43. Broumi, S.; Talea, M.; Bakali, A.; Smarandache, F. Single valued neutrosophic graphs. Florentin Smarandache Surapati Pramanik 2015, 187.
44. Broumi, S.; Talea, M.; Bakali, A.; Smarandache, F.; Kumar, P.K. Shortest path problem on single valued neutrosophic graphs. In Proceedings of the 2017 International Symposium on Networks, Computers and Communications (ISNCC), Marrakech, Morocco, 16-18 May 2017; pp. 1-6.
45. Broumi, S.; Bakal, A.; Talea, M.; Smarandache, F.; Vladareanu, L. Applying dijkstra algorithm for solving neutrosophic shortest path problem. In Proceedings of the 2016 International Conference on Advanced Mechatronic Systems (ICAMechS), Melbourne, VIC, Australia, 30 November-3 December 2016; pp. 412-416.
46. Broumi, S.; Ullah, K.; Bakali, A.; Talea, M.; Singh, P.K.; Mahmood, T.; Smarandache, F.; Bahnasse, A.; Patro, S.K.; Oliveira, A. Novel System and Method for Telephone Network Planing Based on Neutrosophic Graph. Glob. J. Comput. Sci. Technol. 2018, 18, 1-10.
47. Akram, M.; Shahzadi, S. Neutrosophic soft graphs with application. J. Intell. Fuzzy Syst. 2017, 32, 841-858. [CrossRef]
48. Broumi, S.; Talea, M.; Bakali, A.; Smarandache, F. Interval valued neutrosophic graphs. Crit. Rev. XII 2016, 2016, 5-33.
49. Akram, M.; Nasir, M. Concepts of Interval-Valued Neutrosophic Graphs. Infin. Study 2017, 6, 22-41. [CrossRef]
50. Broumi, S.; Smarandache, F.; Talea, M.; Bakali, A. Operations on Interval Valued Neutrosophic Graphs; Florentin Smarandache Surapati Pramanik. Infin. Study 2016.
51. Broumi, S.; Talea, M.; Bakali, A.; Smarandache, F. On strong interval valued neutrosophic graphs. Crit. Rev. 2016, 12, 49-71.
52. Garg, H.; Arora, R. Dual hesitant fuzzy soft aggregation operators and their application in decision making. Cogn. Comput. 2018, 10, 769-789. [CrossRef]
53. Garg, H.; Rani, D. Some generalized complex intuitionistic fuzzy aggregation operators and their application to multicriteria decision-making process. Arab. J. Sci. Eng. 2018, 10, 769-789. [CrossRef]
54. Rani, D.; Garg, H. Complex intuitionistic fuzzy power aggregation operators and their applications in multi-criteria decision-making. Expert Syst. 2018, 35, e12325. [CrossRef]
55. Kaur, G.; Garg, H. Multi-Attribute decision-Making based on bonferroni mean operators under cubic intuitionistic fuzzy set environment. Entropy 2018, 20, 65. [CrossRef]
56. Garg, H.; Nancy. Multi-criteria decision-making method based on prioritized muirhead mean aggregation operator under neutrosophic set environment. Symmetry 2018, 10, 280. [CrossRef]
57. Wei, G.; Garg, H.; Gao, H.; Wei, C. Interval-Valued Pythagorean Fuzzy Maclaurin Symmetric Mean Operators in Multiple Attribute Decision Making. IEEE Access 2018, 6, 67866-67884. [CrossRef]
58. Garg, H. Hesitant Pythagorean fuzzy Maclaurin symmetric mean operators and its applications to multiattribute decision making process. Int. J. Intell. Syst. 2018. [CrossRef]

## Article

# $k$-Rainbow Domination Number of $P_{3} P_{n}$ 

Ying Wang ${ }^{1,2}$, Xinling Wu ${ }^{3}$, Nasrin Dehgardi ${ }^{4}$, Jafar Amjadi ${ }^{5}$, Rana Khoeilar ${ }^{5}$ and Jia-Bao Liu ${ }^{6, *}$<br>1 Department of network technology, South China Institute of Software Engineering, Guangzhou 510990, China; wying@sise.com.cn<br>2 Institute of Computing Science and Technology, Guangzhou University, Guangzhou 510006, China<br>3 South China Business College, Guang Dong University of Foreign Studies, Guangzhou 510545, China; xinlingwu.guangzhou@gmail.com<br>4 Department of Mathematics and Computer Science, Sirjan University of Technology, Sirjan 7813733385, Iran; n.dehgardi@sirjantech.ac.ir<br>5 Department of Mathematics, Azarbaijan Shahid Madani University, Tabriz 5375171379, Iran; j-amjadi@azaruniv.ac.ir (J.A.); khoeilar@azaruniv.ac.ir (R.K.)<br>6 School of Mathematics and Physics, Anhui Jianzhu University, Hefei 230601, China<br>* Correspondence: liujiabaoad@163.com

Received: 12 January 2019; Accepted: 19 February 2019; Published: 21 February 2019


#### Abstract

Let $k$ be a positive integer, and set $[k]:=\{1,2, \ldots, k\}$. For a graph $G$, a $k$-rainbow dominating function (or $k R D F$ ) of $G$ is a mapping $f: V(G) \rightarrow 2^{[k]}$ in such a way that, for any vertex $v \in V(G)$ with the empty set under $f$, the condition $\bigcup_{u \in N_{G}(v)} f(u)=[k]$ always holds, where $N_{G}(v)$ is the open neighborhood of $v$. The weight of $k R D F f$ of $G$ is the summation of values of all vertices under $f$. The $k$-rainbow domination number of $G$, denoted by $\gamma_{r k}(G)$, is the minimum weight of a $k R D F$ of $G$. In this paper, we obtain the $k$-rainbow domination number of grid $P_{3} \square P_{n}$ for $k \in\{2,3,4\}$.


Keywords: $k$-rainbow dominating function; $k$-rainbow domination number; grids

## 1. Introduction

For a graph $G$, we denote by $V(G)$ and $E(G)$ the vertex set and the edge set of $G$, respectively. For a vertex $v \in V(G)$, the open neighborhood of $v$, denoted by $N_{G}(v)$, is the set $\{u \in V(G): u v \in E(G)\}$ and the closed neighborhood of $v$, denoted by $N_{G}[v]$, is the set $N_{G}(v) \cup\{v\}$. The degree of a vertex $v \in V(G)$, denoted by $d_{G}(v)$, is defined by $d_{G}(v)=\left|N_{G}(v)\right|$. We let $\delta(G)$ and $\Delta(G)$ denote the minimum degree and maximum degree of a graph $G$, respectively.

Let $k$ be a positive integer, and $[k]:=\{1,2, \ldots, k\}$. For a graph $G$, a $k$-rainbow dominating function (or $k R D F$ ) of $G$ is a mapping $f: V(G) \rightarrow 2^{[k]}$ in such a way that for any vertex $v \in V(G)$ with the empty set under $f$, the condition $\bigcup_{u \in N_{G}(v)} f(u)=[k]$ always holds. The weight of a $k R D F f$ of $G$ is the value $\omega(f):=\sum_{v \in V(G)}|f(v)|$. The $k$-rainbow domination number of $G$, denoted by $\gamma_{r k}(G)$, is the minimum weight of a $k R D F$ of $G$. A $k R D F f$ of $G$ is a $\gamma_{r k}-f u n c t i o n$ if $\omega(f)=\gamma_{r k}(G)$. The $k$-rainbow domination number was introduced by Brešar, Henning, and Rall [1] was studied by several authors (see, for example [2-15]).

For graphs $F$ and $G$, we let $F \square G$ denote the Cartesian product of $F$ and $G$. Vizing [16] conjectured that for arbitrary graphs $F$ and $G, \gamma(F \square G) \geq \gamma(F) \gamma(G)$. This conjecture is still open, and the domination number or its related invariants of $F \square G$ are extensively studied with the motivation from Vizing's conjecture.

Concerning the $k$-rainbow domination number of $F \square G$, one problem naturally arises: Given two graphs $F$ and $G$ under some conditions, determine $\gamma_{r k}(F \square G)$ for all $k$. In [3], the authors determined $\gamma_{r k}\left(P_{2} \square P_{n}\right)$ for $k=3,4,5$.

In this paper, we examine grid graphs $P_{3} \square P_{n}$, and determine the value $\gamma_{r k}\left(P_{3} \square P_{n}\right)$ for $k \in\{2,3,4\}$ and all $n$, where $P_{m}$ is the path of order $m$.

## 2. 2-Rainbow Domination Number of $P_{3} \square P_{n}$

We write $V\left(P_{3} \square P_{n}\right)=\left\{v_{i}, u_{i}, w_{i} \mid 0 \leq i \leq n-1\right\}$ and let $E\left(P_{3} \square P_{n}\right)=\left\{v_{i} u_{i}, u_{i} w_{i} \mid 0 \leq i \leq\right.$ $n-1\} \cup\left\{v_{i} v_{i+1}, u_{i} u_{i+1}, w_{i} w_{i+1} \mid 0 \leq i \leq n-1\right\}$ (see Figure 1). A 2RDF $f$ is given in three lines, where in the first line there are values of the function $f$ for vertices $\left\{v_{0}, v_{1}, \ldots, v_{n-1}\right\}$, in the second line of the vertices $\left\{u_{0}, u_{1}, \ldots, u_{n-1}\right\}$, and in the third line of the vertices $\left\{w_{0}, w_{1}, \ldots, w_{n-1}\right\}$ (see Figure 2). Furthermore, we use $0,1,2,3$ to encode the sets $\varnothing,\{1\},\{2\},\{1,2\}$.


Figure 1. The grid graph $P_{3} \square P_{16}$.


Figure 2. A 2 RDF of $P_{3} \square P_{n}$.
To provide a complete answer, we need the following fact that can easily be proved as an exercise.
Fact 1. $\gamma_{r 2}\left(P_{3} \square P_{3}\right)=4, \gamma_{r 2}\left(P_{3} \square P_{4}\right)=6, \gamma_{r 2}\left(P_{3} \square P_{5}\right)=7, \gamma_{r 2}\left(P_{3} \square P_{6}\right)=8, \gamma_{r 2}\left(P_{3} \square P_{7}\right)=10$.
Theorem 1. For $n \geq 8, \gamma_{r 2}\left(P_{3} \square P_{n}\right)=\left\lceil\frac{5 n+3}{4}\right\rceil$.
Proof. First, we present constructions of a 2RDF of $P_{3} \square P_{n}$ of the desired weight.

1. $n \equiv 0(\bmod 8)$ :

0200 30010200 ... 300102003001
1010 00200010... 002000100020
0202 01003002... 010030020101
2. $n \equiv 1(\bmod 8)$ :

0200 30010200... 3001020030010
1010 00200010... 0020001000202
0202 01003002... 0100300201010
3. $n \equiv 2(\bmod 8)$ :

0200 30010200 ... 30010200300101
1010 00200010... 00200010002020
0202 01003002... 01003002010101
4. $n \equiv 3(\bmod 8)$ :

0200 30010200... 300102003001001
1010 00200010... 002000100020220
0202 01003002... 010030020101001
5. $n \equiv 4(\bmod 8)$ :

0200 30010200... 3001020030010010
1010 00200010... 0020001000202202
0202 01003002... 0100300201010010
6. $n \equiv 5(\bmod 8)$ :

0200 30010200... 30010200300102020
1010 00200010... 00200010002000101
0202 01003002... 01003002010030020
7. $n \equiv 6(\bmod 8)$ :

0200 30010200... 3001020030
1010 00200010 ... 0020001001
0202 01003002... 0100300201
8. $n \equiv 7(\bmod 8)$ :

0200 30010200... 30010200301
1010 00200010... 00200010002
0202 01003002 ... 01003002010
To show that these are also lower bounds, we prove there is a $\gamma_{r 2}\left(P_{3} \square P_{n}\right)$-function, $f$ such that for every $0 \leq i \leq n-1, \omega\left(f_{i}\right)=\left|f\left(v_{i}\right)\right|+\left|f\left(u_{i}\right)\right|+\left|f\left(w_{i}\right)\right| \geq 1$. Let $n \geq 8$ and $f$ be a $\gamma_{r 2}\left(P_{3} \square P_{n}\right)$-function such that the cardinality of $S=\left\{i \mid 0 \leq i \leq n-1\right.$ and $\left.\omega\left(f_{i}\right)=0\right\}$ is as small as possible. We claim that $|S|=0$. Suppose, to the contrary, that $|S| \geq 1$ and let $s$ be the smallest positive integer for which $\omega\left(f_{s}\right)=0$. Then, $\omega\left(f_{s-1}\right)+\omega\left(f_{s+1}\right) \geq 6$. Then, we consider the following cases.

Case 1. $s=1$ (the case $s=n-1$ is similar).
Then, we have $f\left(v_{1}\right)=f\left(u_{1}\right)=f\left(w_{1}\right)=\{1,2\}$ and the function $g$ defined by $g\left(u_{0}\right)=\{1\}$, $g\left(v_{1}\right)=g\left(w_{1}\right)=\{2\}, g\left(u_{2}\right)=f\left(u_{2}\right) \cup\{1\}, g\left(v_{0}\right)=g\left(w_{0}\right)=g\left(u_{1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is a 2 RDF of $P_{3} \square P_{n}$ of weight at most $\omega(f)$, which contradicts the choice of $f$.

Case 2. $s=1$ ( $s=n-2$ is similar).
Then, $\omega\left(f_{0}\right)+\omega\left(f_{2}\right) \geq 6$ and the function $g$ defined by $g\left(u_{0}\right)=g\left(u_{2}\right)=\{1\}, g\left(v_{1}\right)=$ $g\left(w_{1}\right)=\{2\}, g\left(v_{3}\right)=f\left(v_{3}\right) \cup\{2\}, g\left(w_{3}\right)=f\left(w_{3}\right) \cup\{2\}, g\left(v_{0}\right)=g\left(w_{0}\right)=g\left(u_{1}\right)=g\left(v_{2}\right)=$ $g\left(w_{2}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 2RDF of $P_{3} \square P_{n}$ of weight at most $\omega(f)$, which contradicts the choice of $f$.

Case 3. $2 \leq s \leq n-3$.
Since $\omega\left(f_{s-2}\right) \geq 1$, then $\left|f\left(v_{s-2}\right)\right|+\left|f\left(u_{s-2}\right)\right|+\left|f\left(w_{s-2}\right)\right| \geq 1$. First, let $\left|f\left(u_{s-2}\right)\right| \geq 1$. We may assume that $\{1\} \subseteq f\left(u_{s-2}\right)$. It is easy to see that the function $g$ defined by $g\left(v_{s-1}\right)=$ $g\left(v_{s+1}\right)=g\left(w_{s-1}\right)=g\left(w_{s+1}\right)=\{2\}, g\left(u_{s}\right)=\{1\}, g\left(u_{s+2}\right)=f\left(u_{s+2}\right) \cup\{1\}, g\left(u_{s-1}\right)=$ $g\left(v_{s}\right)=g\left(w_{s}\right)=g\left(u_{s+1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 2RDF of $P_{3} \square P_{n}$ of weight at most $\omega(f)$, which contradicts the choice of $f$. Now, let $\left|f\left(w_{s-2}\right)\right| \geq 1\left(\left|f\left(v_{s-2}\right)\right| \geq 1\right.$ is similar). We may assume that $\{1\} \subseteq f\left(w_{s-2}\right)$. Hence, the function $g$ defined by $g\left(v_{s-2}\right)=$ $f\left(v_{s-2}\right) \cup\{1\}, g\left(v_{s+1}\right)=g\left(u_{s-1}\right)=g\left(w_{s+1}\right)=\{2\}, g\left(u_{s}\right)=\{1\}, g\left(u_{s+2}\right)=f\left(u_{s+2}\right) \cup\{1\}$, $g\left(u_{s-1}\right)=g\left(v_{s}\right)=g\left(w_{s}\right)=g\left(w_{s-1}\right)=g\left(u_{s+1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 2RDF of $P_{3} \square P_{n}$ of weight $\omega(f)$, which is contradicting the choice of $f$. Therefore, $|S|=0$.

We can see that for every $0 \leq i \leq n-2$, if $\omega\left(f_{i}\right)=\omega\left(f_{i+1}\right)=\omega\left(f_{i+2}\right)=1$, then $\omega\left(f_{i-1}\right), \omega\left(f_{i+3}\right)>1$. In addition, there is the function $f$ such that, if $\omega\left(f_{0}\right)=1\left(\omega\left(f_{n-1}\right)=1\right.$ is similar), then $\omega\left(f_{1}\right)>1$ and $\omega\left(f_{1}\right)+\omega\left(f_{2}\right)+\omega\left(f_{3}\right)+\omega\left(f_{4}\right) \geq 6$ and if $\omega\left(f_{0}\right)=2\left(\omega\left(f_{n-1}\right)=2\right.$ is similar), then $\omega\left(f_{0}\right)+\omega\left(f_{1}\right)+\omega\left(f_{2}\right)+\omega\left(f_{3}\right) \geq 6$.

If $\omega\left(f_{0}\right)=1$ and $\omega\left(f_{n-1}\right)=1$, then

$$
\begin{aligned}
4 \omega(f)= & 4 \sum_{0 \leq i \leq n-1} \omega\left(f_{i}\right) \\
= & {\left[3 \omega\left(f_{0}\right)+2 \omega\left(f_{1}\right)+\omega\left(f_{2}\right)\right]+\left[3 \omega\left(f_{n-1}\right)+2 \omega\left(f_{n-2}\right)+\omega\left(f_{n-3}\right)\right] } \\
& +\sum_{i \in\{0, \ldots, n-4\}-\{1, n-5\}}\left(\omega\left(f_{i}\right)+\omega\left(f_{i+1}\right)+\omega\left(f_{i+2}\right)+\omega\left(f_{i+3}\right)\right) \\
& +\left[\omega\left(f_{1}\right)+\omega\left(f_{2}\right)+\omega\left(f_{3}\right)+\omega\left(f_{4}\right)\right]+\left[\omega\left(f_{n-5}\right)+\omega\left(f_{n-4}\right)+\omega\left(f_{n-3}\right)+\omega\left(f_{n-2}\right)\right] \\
\geq & 8+8+5(n-5)+12 \\
= & 5(n-3)+18 .
\end{aligned}
$$

If $\omega\left(f_{0}\right)=1$ and $\omega\left(f_{n-1}\right)=2$, then

$$
\begin{aligned}
4 \omega(f)= & 4 \sum_{0 \leq i \leq n-1} \omega\left(f_{i}\right) \\
= & {\left[3 \omega\left(f_{0}\right)+2 \omega\left(f_{1}\right)+\omega\left(f_{2}\right)\right]+\left[3 \omega\left(f_{n-1}\right)+2 \omega\left(f_{n-2}\right)+\omega\left(f_{n-3}\right)\right] } \\
& +\sum_{i \in\{0, \ldots, n-4\}-\{1\}}\left(\omega\left(f_{i}\right)+\omega\left(f_{i+1}\right)+\omega\left(f_{i+2}\right)+\omega\left(f_{i+3}\right)\right) \\
& +\left[\omega\left(f_{1}\right)+\omega\left(f_{2}\right)+\omega\left(f_{3}\right)+\omega\left(f_{4}\right)\right] \\
\geq & 8+9+5(n-4)+6 \\
= & 5(n-3)+18 .
\end{aligned}
$$

If $\omega\left(f_{0}\right)=2$ and $\omega\left(f_{n-1}\right)=2$, then

$$
\begin{aligned}
4 \omega(f)= & 4 \sum_{0 \leq i \leq n-1} \omega\left(f_{i}\right) \\
= & {\left[3 \omega\left(f_{0}\right)+2 \omega\left(f_{1}\right)+\omega\left(f_{2}\right)\right]+\left[3 \omega\left(f_{n-1}\right)+2 \omega\left(f_{n-2}\right)+\omega\left(f_{n-3}\right)\right] } \\
& +\sum_{i \in\{0, \ldots, n-4\}-\{1\}}\left[\omega\left(f_{i}\right)+\omega\left(f_{i+1}\right)+\omega\left(f_{i+2}\right)+\omega\left(f_{i+3}\right)\right] \\
& +\left[\omega\left(f_{1}\right)+\omega\left(f_{2}\right)+\omega\left(f_{3}\right)+\omega\left(f_{4}\right)\right] \\
\geq & 9+9+5(n-3) \\
= & 5(n-3)+18 .
\end{aligned}
$$

Thus, $\omega(f)=\left\lceil\frac{5 n+3}{4}\right\rceil$.

## 3. 3-Rainbow Domination Number of $P_{3} \square P_{n}$

As in the previous section, a $3 R D F$ is given in three lines and we use $0,1,2,3$ to encode the sets $\varnothing,\{1\},\{2\},\{3\}$.

To provide a complete answer, we need the following fact.
Fact 2. $\gamma_{r 3}\left(P_{3} \square P_{3}\right)=5, \gamma_{r 3}\left(P_{3} \square P_{4}\right)=8$.
Theorem 2. For $n \geq 5$,

$$
\gamma_{r 3}\left(P_{3} \square P_{n}\right)=\left\{\begin{array}{lll}
(3 n+1) / 2 & \text { if } \quad n \equiv 1(\text { mode } 2) \\
(3 n+2) / 2 & \text { if } \quad n \equiv 0(\text { mode } 2)
\end{array}\right.
$$

Proof. First, we present constructions of a 3RDF of $P_{3} \square P_{n}$ of the desired weight.

1. $n \equiv 0(\bmod 4)$ :
2010... 20102201
0303... 03030030
1020... 10201102
2. $n \equiv 1(\bmod 4)$ :
2010... 20102
0303... 03030
1020... 10201
3. $n \equiv 2(\bmod 4)$ :
2010... 2010201201
0303... 0303030030
1020... 1020102102
4. $n \equiv 3(\bmod 4)$ :
2010... 2010201
0303... 0303030
1020... 1020102

To show that these are also lower bounds, we prove there is a $\gamma_{r 3}\left(P_{3} \square P_{n}\right)$-function, $f$ that satisfies the following conditions:

1. For every $0 \leq i \leq n-1, \omega\left(f_{i}\right)=\left|f\left(v_{i}\right)\right|+\left|f\left(u_{i}\right)\right|+\left|f\left(w_{i}\right)\right| \geq 1$,
2. For every $1 \leq i \leq n-2$, if $\omega\left(f_{i}\right)=1$, then $\omega\left(f_{i-1}\right)+\omega\left(f_{i+1}\right) \geq 4$. In particular, if $\omega\left(f_{i}\right)=1$, then $\left(\omega\left(f_{i-1}\right)+\omega\left(f_{i}\right)\right)+\left(\omega\left(f_{i}\right)+\omega\left(f_{i+1}\right)\right) \geq 6$,
3. $\omega\left(f_{0}\right) \geq 2$ and $\omega\left(f_{n-1}\right) \geq 2$.

First, we show that for every $\gamma_{r 3}\left(P_{3} \square P_{n}\right)$-function $f, \omega\left(f_{i}\right)=\left|f\left(v_{i}\right)\right|+\left|f\left(u_{i}\right)\right|+\left|f\left(w_{i}\right)\right| \geq 1$ when $0 \leq i \leq n-1$. Let $n \geq 5$ and $f$ be a $\gamma_{r 3}\left(P_{3} \square P_{n}\right)$-function and $S=\left\{i \mid 0 \leq i \leq n-1\right.$ and $\left.\omega\left(f_{i}\right)=0\right\}$. We claim that $|S|=0$. Assume to the contrary that $|S| \geq 1$. Then, we consider the following cases.

Case 1. $0 \in S$ (the case $n-1 \in S$ is similar).
Then, we have $f\left(v_{1}\right)=f\left(u_{1}\right)=f\left(w_{1}\right)=\{1,2,3\}$ and it is easy to see that the function $g$ defined by $g\left(v_{0}\right)=\{1\}, g\left(u_{1}\right)=\{3\}, g\left(w_{0}\right)=\{2\}, g\left(v_{2}\right)=f\left(v_{2}\right) \cup\{2\}, g\left(w_{2}\right)=f\left(w_{2}\right) \cup$ $\{1\}, g\left(u_{0}\right)=g\left(v_{1}\right)=g\left(w_{1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 3RDF of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction.

Let $s$ be the smallest positive integer for which $\omega\left(f_{s}\right)=0$. Then, $s \geq 1$ and $\omega\left(f_{s-1}\right)+$ $\omega\left(f_{s+1}\right) \geq 9$.

Case 2. $s=1$ ( $s=n-2$ is similar).
Then, the function $g$ defined by $g\left(v_{0}\right)=g\left(u_{0}\right)=g\left(w_{0}\right)=\{1\}, g\left(v_{1}\right)=\{2\}, g\left(w_{1}\right)=\{1\}$, $g\left(u_{2}\right)=\{3\}, g\left(v_{3}\right)=f\left(v_{3}\right) \cup\{1\}, g\left(w_{3}\right)=f\left(w_{3}\right) \cup\{2\}, g\left(u_{1}\right)=g\left(v_{2}\right)=g\left(w_{2}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 3RDF of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction.

Case 3. $2 \leq s \leq n-3$.
The function $g$ defined by $g\left(u_{s-1}\right)=g\left(u_{s+1}\right)=\{3\}, g\left(v_{s}\right)=\{2\}, g\left(w_{s}\right)=\{1\}, g\left(v_{s-2}\right)=$ $f\left(v_{s-2}\right) \cup\{1\}, g\left(w_{s-2}\right)=f\left(w_{s-2}\right) \cup\{2\}, g\left(v_{s+2}\right)=f\left(v_{s+2}\right) \cup\{1\}, g\left(w_{s+2}\right)=f\left(w_{s+2}\right) \cup\{2\}$, $g\left(v_{s-1}\right)=g\left(v_{s+1}\right)=g\left(u_{s}\right)=g\left(w_{s-1}\right)=g\left(w_{s+1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an $3 R D F$ of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction. Therefore, $|S|=0$.

Now, let $f$ be a $\gamma_{r 3}\left(P_{3} \square P_{n}\right)$-function. It is easy to see that, if $\omega\left(f_{i}\right)=1$, then $\omega\left(f_{i-1}\right)+\omega\left(f_{i+1}\right) \geq 4$ when $1 \leq i \leq n-2$.

Finally, we show that there is $\gamma_{r 3}\left(P_{3} \square P_{n}\right)$-function $f$ such that $\omega\left(f_{0}\right) \geq 2\left(\omega\left(f_{n-1}\right) \geq 2\right.$ is similar). Let $f$ be a $\gamma_{r 3}\left(P_{3} \square P_{n}\right)$-function such that $\omega\left(f_{0}\right)=1$. If $\left|f\left(v_{0}\right)\right|=1\left(\left|f\left(w_{0}\right)\right|=1\right.$ is similar), then $\left|f\left(w_{0}\right)\right|=\left|f\left(u_{0}\right)\right|=0,\left|f\left(u_{1}\right)\right| \geq 2$ and $\left|f\left(w_{1}\right)\right|=3$. We may assume that $\{1,2\} \subseteq f\left(u_{1}\right)$. It is easy to see that the function $g$ defined by $g\left(w_{0}\right)=\{3\}, g\left(w_{2}\right)=\{3\}, g\left(w_{1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 3RDF of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction. Now, let $\left|f\left(u_{0}\right)\right|=1$. Then, $\left|f\left(w_{0}\right)\right|=\left|f\left(v_{0}\right)\right|=0,\left|f\left(v_{1}\right)\right| \geq 2$ and $\left|f\left(w_{1}\right)\right| \geq 2$. It is easy to see that the function $g$ defined by $g\left(w_{0}\right)=\{1\}, g\left(w_{2}\right)=\{2\}, g\left(u_{1}\right)=\{3\}, g\left(v_{2}\right)=f\left(v_{2}\right) \cup\{1\}, g\left(w_{2}\right)=f\left(w_{2}\right) \cup\{2\}$, $g\left(u_{1}\right)=g\left(u_{2}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 3RDF of $P_{3} \square P_{n}$ of weight $\omega(f)$.

Hence, there is a $\gamma_{r 3}\left(P_{3} \square P_{n}\right)$-function, $f$ that satisfies the following conditions:

1. For every $0 \leq i \leq n-1, \omega\left(f_{i}\right) \geq 1$;
2. For every $1 \leq i \leq n-2$, if $\omega\left(f_{i}\right)=1$, then $\omega\left(f_{i-1}\right)+\omega\left(f_{i+1}\right) \geq 4$; and
3. $\omega\left(f_{0}\right) \geq 2$ and $\omega\left(f_{n-1}\right) \geq 2$.

If $n$ is odd, then

$$
\begin{aligned}
2 \omega(f) & =2 \sum_{0 \leq i \leq n-1} \omega\left(f_{i}\right) \\
& =\omega\left(f_{0}\right)+\omega\left(f_{n-1}\right)+\sum_{0 \leq i \leq n-2}\left(\omega\left(f_{i}\right)+\omega\left(f_{i+1}\right)\right) \\
& \geq 4+3(n-1)
\end{aligned}
$$

Then, $\omega(f)=\frac{3 n+1}{2}$ when $n$ is odd. Now, let $n$ is even. Then, there is $s \neq n-1$ such that $\omega\left(f_{s}\right)+\omega\left(f_{s+1}\right) \geq 4$. Hence,

$$
\begin{aligned}
2 \omega(f) & =2 \sum_{0 \leq i \leq n-1} \omega\left(f_{i}\right) \\
& =\omega\left(f_{s}\right)+\omega\left(f_{s+1}\right)+\omega\left(f_{0}\right)+\omega\left(f_{n-1}\right)+\sum_{0 \leq i \leq n-2, i \neq s}\left(\omega\left(f_{i}\right)+\omega\left(f_{i+1}\right)\right) \\
& \geq 8+3(n-2)
\end{aligned}
$$

Therefore, $\omega(f)=\frac{3 n+2}{2}$ when $n$ is even.

## 4. 4-Rainbow Domination Number of $P_{3} \square P_{n}$

As above, a $4 R D F$ is given in three lines and we use $0,1,2,5$ to encode the sets $\varnothing,\{1\},\{2\},\{3,4\}$. To provide a complete answer, we need the following fact.

Fact 3. $\gamma_{r 4}\left(P_{3} \square P_{3}\right)=6, \gamma_{r 4}\left(P_{3} \square P_{4}\right)=9$.
Theorem 3. For $n \geq 5, \gamma_{r 4}\left(P_{3} \square P_{n}\right)=2 n$.
Proof. First, we show that $\gamma_{r 4}\left(P_{3} \square P_{n}\right) \leq 2 n$. To do this, we present constructions of a 4RDF of $P_{3} \square P_{n}$ of the desired weight.

1. $n \equiv 0(\bmod 4)$ :
2010... 20102201
0505... 05050050
1020... 10201102
2. $n \equiv 1(\bmod 4)$ :
2010... 20102
0505... 05050
1020... 10201
3. $n \equiv 2(\bmod 4)$ :
2010... 2010201201
0505... 0505050050
1020... 1020102102
4. $n \equiv 3(\bmod 4)$ :
2010... 2010201
0505... 0505050
1020... 1020102

To prove the inverse inequality, we show that every $\gamma_{r 4}\left(P_{3} \square P_{n}\right)$-function $f$ satisfies the following conditions:

1. For every $0 \leq i \leq n-1, \omega\left(f_{i}\right)=\left|f\left(v_{i}\right)\right|+\left|f\left(u_{i}\right)\right|+\left|f\left(w_{i}\right)\right| \geq 1$;
2. For every $1 \leq i \leq n-2$, if $\omega\left(f_{i}\right)=1$, then $\omega\left(f_{i-1}\right)+\omega\left(f_{i+1}\right) \geq 6$; and
3. $\omega\left(f_{0}\right) \geq 2$ and $\omega\left(f_{n-1}\right) \geq 2$.

First, we show that for every $\gamma_{r 4}\left(P_{3} \square P_{n}\right)$-function $f, \omega\left(f_{i}\right)=\left|f\left(v_{i}\right)\right|+\left|f\left(u_{i}\right)\right|+\left|f\left(w_{i}\right)\right| \geq 1$ when $0 \leq i \leq n-1$. Let $n \geq 5$ and $f$ be a $\gamma_{r 4}\left(P_{3} \square P_{n}\right)$-function and $S=\left\{i \mid 0 \leq i \leq n-1\right.$ and $\left.\omega\left(f_{i}\right)=0\right\}$. We claim that $|S|=0$. Assume to the contrary that $|S| \geq 1$. Then, we consider the following cases.

Case 1. $0 \in S$ (the case $n-1 \in S$ is similar).
Then, we have $f\left(v_{1}\right)=f\left(u_{1}\right)=f\left(w_{1}\right)=\{1,2,3,4\}$ and the function $g$ defined by $g\left(v_{0}\right)=$ $\{1\}, g\left(u_{1}\right)=\{3,4\}, g\left(w_{0}\right)=\{2\}, g\left(v_{2}\right)=f\left(v_{2}\right) \cup\{2\}, g\left(w_{2}\right)=f\left(w_{2}\right) \cup\{1\}, g\left(u_{0}\right)=$ $g\left(v_{1}\right)=g\left(w_{1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 4RDF of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction.
Let $\omega\left(f_{s}\right)=0$. Then, $s \geq 1$ and $\omega\left(f_{s-1}\right)+\omega\left(f_{s+1}\right) \geq 12$.
Case 2. $s=1$ ( $s=n-2$ is similar $)$.
The function $g$ defined by $g\left(v_{0}\right)=g\left(u_{0}\right)=g\left(w_{0}\right)=\{1\}, g\left(v_{1}\right)=\{2\}, g\left(w_{1}\right)=\{1\}$, $g\left(u_{2}\right)=\{3,4\}, g\left(v_{3}\right)=f\left(v_{3}\right) \cup\{1\}, g\left(w_{3}\right)=f\left(w_{3}\right) \cup\{2\}, g\left(u_{1}\right)=g\left(v_{2}\right)=g\left(w_{2}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 4RDF of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction.

Case 3. $2 \leq s \leq n-3$.
Then, it is easy to see that the function $g$ defined by $g\left(u_{s-1}\right)=g\left(u_{s+1}\right)=\{3,4\}, g\left(v_{s}\right)=\{2\}$, $g\left(w_{s}\right)=\{1\}, g\left(v_{s-2}\right)=f\left(v_{s-2}\right) \cup\{1\}, g\left(w_{s-2}\right)=f\left(w_{s-2}\right) \cup\{2\}, g\left(v_{s+2}\right)=f\left(v_{s+2}\right) \cup\{1\}$, $g\left(w_{s+2}\right)=f\left(w_{s+2}\right) \cup\{2\}, g\left(v_{s-1}\right)=g\left(v_{s+1}\right)=g\left(u_{s}\right)=g\left(w_{s-1}\right)=g\left(w_{s+1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 4RDF of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction. Therefore, $|S|=0$.

Now, let $f$ be a $\gamma_{r 4}\left(P_{3} \square P_{n}\right)$-function. It is easy to see that, if $\omega\left(f_{i}\right)=1$, then $\omega\left(f_{i-1}\right)+\omega\left(f_{i+1}\right) \geq 6$ when $1 \leq i \leq n-2$.

We show that for every $\gamma_{r 4}\left(P_{3} \square P_{n}\right)$-function $f \omega\left(f_{0}\right) \geq 2\left(\omega\left(f_{n-1}\right) \geq 2\right.$ is similar). Let $f$ be a $\gamma_{r 4}\left(P_{3} \square P_{n}\right)$-function such that $\omega\left(f_{0}\right)=1$. If $\left|f\left(v_{0}\right)\right|=1\left(\left|f\left(w_{0}\right)\right|=1\right.$ is similar), then $\left|f\left(w_{0}\right)\right|=$ $\left|f\left(u_{0}\right)\right|=0,\left|f\left(u_{1}\right)\right| \geq 3$ and $\left|f\left(w_{1}\right)\right|=4$. We may assume that $\{1,2,3\} \subseteq f\left(u_{1}\right)$. The function $g$ defined by $g\left(w_{0}\right)=\{4\}, g\left(w_{2}\right)=\{4\}, g\left(w_{1}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 4RDF of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction. Now, let $\left|f\left(u_{0}\right)\right|=1$. Then, $\left|f\left(w_{0}\right)\right|=\left|f\left(v_{0}\right)\right|=0$,
$\left|f\left(v_{1}\right)\right| \geq 3$ and $\left|f\left(w_{1}\right)\right| \geq 3$. The function $g$ defined by $g\left(w_{0}\right)=\{1\}, g\left(w_{2}\right)=\{2\}, g\left(u_{1}\right)=\{3,4\}$, $g\left(v_{2}\right)=f\left(v_{2}\right) \cup\{1\}, g\left(w_{2}\right)=f\left(w_{2}\right) \cup\{2\}, g\left(u_{1}\right)=g\left(u_{2}\right)=\varnothing$ and $g(x)=f(x)$ otherwise, is an 4RDF of $P_{3} \square P_{n}$ of weight less than $\omega(f)$, which is a contradiction.

Hence, every $\gamma_{r 4}\left(P_{3} \square P_{n}\right)$-function $f$ satisfies the following conditions:

1. For every $0 \leq i \leq n-1, \omega\left(f_{i}\right) \geq 1$;
2. For every $1 \leq i \leq n-2$, if $\omega\left(f_{i}\right)=1$, then $\omega\left(f_{i-1}\right)+\omega\left(f_{i+1}\right) \geq 6$. In particular $\left(\omega\left(f_{i-1}\right)+\right.$ $\left.\omega\left(f_{i}\right)\right)+\left(\omega\left(f_{i}\right)+\omega\left(f_{i+1}\right)\right) \geq 8$; and
3. $\omega\left(f_{0}\right) \geq 2$ and $\omega\left(f_{n-1}\right) \geq 2$.

Hence,

$$
\begin{aligned}
2 \omega(f) & =2 \sum_{0 \leq i \leq n-1} \omega\left(f_{i}\right) \\
& =\sum_{0 \leq i \leq n-2}\left(\omega\left(f_{i}\right)+\omega\left(f_{i+1}\right)\right)+\omega\left(f_{0}\right)+\omega\left(f_{n-1}\right) \\
& \geq 4(n-1)+4 .
\end{aligned}
$$

Hence, $\omega(f)=2 n$.
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#### Abstract

Let $\gamma(D)$ denote the domination number of a digraph $D$ and let $C_{m} \square C_{n}$ denote the Cartesian product of $C_{m}$ and $C_{n}$, the directed cycles of length $n \geq m \geq 3$. Liu et al. obtained the exact values of $\gamma\left(C_{m} \square C_{n}\right)$ for $m$ up to 6 [Domination number of Cartesian products of directed cycles, Inform. Process. Lett. 111 (2010) 36-39]. Shao et al. determined the exact values of $\gamma\left(C_{m} \square C_{n}\right)$ for $m=6,7$ [On the domination number of Cartesian product of two directed cycles, Journal of Applied Mathematics, Volume 2013, Article ID 619695]. Mollard obtained the exact values of $\gamma\left(C_{m} \square C_{n}\right)$ for $m=3 k+2$ [M. Mollard, On domination of Cartesian product of directed cycles: Results for certain equivalence classes of lengths, Discuss. Math. Graph Theory 33(2) (2013) 387-394.]. In this paper, we extend the current known results on $C_{m} \square C_{n}$ with $m$ up to 21 . Moreover, the exact values of $\gamma\left(C_{n} \square C_{n}\right)$ with $n$ up to 31 are determined.
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## 1. Introduction

In this paper, we only consider digraphs without multiple edges or loops. For a digraph $D=(V, A)($ or $D=(V(G), A(G)))$ with vertex set $V$, arc set $A$, and a vertex $v \in V, N_{D}^{+}(v)$ and $N_{D}^{-}(v)$ denote the set of out-neighbors and in-neighbors of $v, d_{D}^{+}(v)=\left|N_{D}^{+}(v)\right|$ and $d_{D}^{-}(v)=\left|N_{D}^{-}(v)\right|$ denote the out-degree and in-degree of $v$ in $D$, respectively. For two vertices $u$ and $v$ in $D$, we say $u$ dominates $v$ if $u=v$ or $u v \in A$. Let $N_{D}^{+}[v]=N_{D}^{+}(v) \cup\{v\}$. A vertex $v$ dominates all vertices in $N_{D}^{+}[v]$. A set $S \subseteq V$ is a dominating set of $D$ if $S$ dominates $V(D)$. The domination number of $D$, denoted by $\gamma(D)$, is the minimum cardinality of a dominating set of $D$. A dominating set $S$ is called a $\gamma$-set of $D$ if $|S|$ is the minimum cardinality over all dominating sets of $D$.

The Cartesian product of graphs $D_{1}$ and $D_{2}$ is the graph $D_{1} \square D_{2}$ with the vertex set $V\left(D_{1}\right) \times V\left(D_{2}\right)$, and $(a, b)\left(a^{\prime}, b^{\prime}\right) \in A\left(D_{1} \square D_{2}\right)$ if either $a a^{\prime} \in A\left(D_{1}\right)$ and $b=b^{\prime}$, or $b b^{\prime} \in A\left(D_{2}\right)$ and $a=a^{\prime}$. For more information on the Cartesian product of graphs [1]. It can be seen that if $D_{1}$ and $D_{2}$ are directed graphs, then $D_{1} \square D_{2}$ is also a directed graph. We denote by $C_{n}$ and $P_{n}$ the directed cycle and directed path with $n$ vertices, respectively. Then we study the domination number of directed graphs $C_{m} \square C_{n}$ for $n \geq m \geq 3$.

Graph domination and associated concepts have been studied for many years and there are more than 200 papers to study on the subject [2-4]. Among them, many authors study the domination number of products of graphs [5,6], especially for cylinders [7], torus [8,9] and grids [10]. Liu et al. initiated the study of the domination number of two directed cycles, and they $[11,12]$ determined the exact values of $\gamma\left(C_{m} \square C_{n}\right)$ for $m$ up to 6 and showed that

Theorem 1. $\gamma\left(C_{m} \square C_{n}\right)=\frac{m n}{3}$ if $m \equiv 0(\bmod 3)$ and $n \equiv 0(\bmod 3)$.
Shao et al. [13] extended the exact values of $\gamma\left(C_{m} \square C_{n}\right)$ for $m \in\{7,10\}$. Mollard [14] determined exact values of $\gamma\left(C_{m} \square C_{n}\right)$ for $m=3 k+2$.

In this paper, we again apply the "dynamic algorithm", used in [15], to extend the exact values of $\gamma\left(C_{m} \square C_{n}\right)$ for $m$ up to 21. These results go much further from the previous known results. Moreover, the exact values of $\gamma\left(C_{n} \square C_{n}\right)$ with $n$ up to 31 are determined.

## 2. The Approach-General Outline

The "dynamic algorithm" was proposed to compute invariants of fasciagraphs and rotagraphs [16], and thus it can be used to compute the chromatic number, independence number, domination number etc. of products of graphs. For example, Shao et al. [13] apply the "dynamic algorithm" to compute the domination number of Cartesian product of two cycles with one cycle of length 7 or 10 and in [15] authors derived some formulas for the Roman domination number of products of paths and cycles.

In [17], the approach was used to derive closed expressions for domination numbers $\gamma\left(P_{n} \square C_{k}\right)$ (for $k \leq 11, n \in \mathbb{N}$ ) and domination numbers $\gamma\left(C_{n} \square P_{k}\right)$ and $\gamma\left(C_{n} \square C_{k}\right)$ (for $k \leq 7, n \in \mathbb{N}$ ). We recall a brief formal description from [17].

Let $D_{1}, \ldots, D_{n}$ be arbitrary mutually disjoint (di)graphs, here called monographs, and $X_{1}, \ldots, X_{n}$ a sequence of sets of arcs. An arc of $X_{i}$ joins a vertex of $V\left(D_{i}\right)$ with a vertex of $V\left(D_{i+1}\right)\left(X_{i} \subseteq\right.$ $V\left(D_{i}\right) \times V\left(D_{i+1}\right)$ for $\left.i=1, \ldots, n\right)$. Furthermore, for convenience we set $D_{n+1}=D_{1}$. A polygraph $\Omega_{n}=\Omega_{n}\left(D_{1}, \ldots D_{n} ; X_{1}, \ldots X_{n}\right)$ over monographs $D_{1}, \ldots, D_{n}$ is defined in the following way:

$$
\begin{gathered}
V\left(\Omega_{n}\right)=V\left(D_{1}\right) \cup \ldots \cup V\left(D_{n}\right), \\
A\left(\Omega_{n}\right)=A\left(D_{1}\right) \cup X_{1} \cup \ldots \cup A\left(D_{n}\right) \cup X_{n} .
\end{gathered}
$$

For a polygraph $\Omega_{n}$ and for $i=1, \ldots, n$ we also define

$$
\begin{aligned}
& L_{i}=\left\{u \in V\left(D_{i}\right) \mid \exists v \in D_{i+1}: u v \in X_{i}\right\}, \\
& R_{i}=\left\{u \in V\left(D_{i+1}\right) \mid \exists v \in D_{i}: u v \in X_{i}\right\} .
\end{aligned}
$$

In general, $R_{i} \cap L_{i+1}$ does not have to be empty. Special types of polygraphs are rotagraphs and fasciagraphs. If all (di)graphs $D_{i}$ are isomorphic to a fixed (di)graph $D$ and all sets $X_{i}$ are equal to a fixed set $X$, we call such a graph rotagraph, $\omega_{n}(D ; X)$. More precisely, in a rotagraph (1) there are isomorphisms $\varphi_{i}: V\left(D_{i}\right) \longrightarrow V(D)$ for $i=1, \ldots, n+1$, and $\varphi_{n+1}=\varphi_{1}$ and (2) all sets $X_{i}$ are equal to a fixed set $X \subseteq V(D) \times V(D)\left((u, v) \in X \Longleftrightarrow\left(\varphi_{i}^{-1}(u), \varphi_{i+1}^{-1}(v)\right) \in X_{i}\right.$ for all $\left.i\right)$. Losely speaking, a fasciagraph, $\psi_{n}(D ; X)$ is a rotagraph without edges between the last and the first copy of $D$. Formally, in a fasciagraph we have $X_{n}=\varnothing$ and $X_{1}=X, \ldots, X_{n-1}=X$. Note that in a rotagraph, all sets $L_{i}$ and $R_{i}$ are equal to fixed sets $L$ and $R$ (i.e., $L_{i}=\varphi_{i}^{-1}(L)$ and $R_{i}=\varphi_{i+1}^{-1}(R)$ ). This holds for fasciagraphs with one exception, namely $L_{n}=\varnothing$ and $R_{n}=\varnothing$. Clearly, the Cartesian products of paths $P_{n} \square P_{k}$ are examples of fasciagraphs and Cartesian products of cycles $C_{n} \square C_{k}$ are examples of rotagraphs. Products of a path and a cycle can be seen either as rotagraphs or as fasciagraphs. In previous work $[15,17,18]$, this fact has been used in studies of undirected graphs to obtain a number of results regarding the products of paths and cycles.

We now recall the definition of a semiring $\mathcal{P}=\left(P, \oplus, 0, e^{\oplus}, e^{\circ}\right)$. It is a set $P$ together with two binary operations, $\oplus$ and $\circ$ such that the following hold:

1. $(P, \oplus)$ is a commutative monoid with $e^{\oplus}$ as a unit;
2. $(P, \circ)$ is a monoid with $e^{\circ}$ as a unit;
3. $\circ$ is left- and right-distributive over $\oplus$;
4. $\forall x \in P, x \circ e^{\oplus}=e^{\oplus}=e^{\oplus} \circ x$.

A path algebra is an idempotent semiring. It is well known that a semiring is a path algebra exactly when $e^{\circ} \oplus e^{\circ}=e^{\circ}$ holds for $e^{\circ}$, the unit of the monoid $(P, \circ)$. Let $\mathbb{N}_{0}$ denote the set of nonnegative integers and $\mathbb{N}$ the set of positive integers. An example of a path algebra that is important here is $\mathcal{P}_{1}=\left(\mathbb{N}_{0} \cup\{\infty\}, \min ,+, \infty, 0\right)$.

Let $\mathcal{P}=\left(P, \oplus, \circ, e^{\oplus}, e^{\circ}\right)$ be a path algebra and let $\mathcal{M}_{n}(\mathcal{P})$ be the set of all $n \times n$ matrices over $P$. Let $M, N \in \mathcal{M}_{n}(\mathcal{P})$ and define operations $\oplus$ and $\circ$ in the usual way:

$$
\begin{aligned}
(M \oplus N)_{i j} & =M_{i j} \oplus N_{i j} \\
(M \circ N)_{i j} & =\bigoplus_{k=1}^{n} M_{i k} \circ N_{k j} .
\end{aligned}
$$

Note that in the case of the path algebra $\mathcal{P}_{1}=\left(\mathbb{N}_{0} \cup\{\infty\}, \min ,+, \infty, 0\right)$, the above definitions can be rewritten as:

$$
\begin{aligned}
(M \oplus N)_{i j} & =\min \left\{M_{i j}, N_{i j}\right\}, \\
(M \circ N)_{i j} & =\min _{k \in\{1, \ldots, n\}}\left\{M_{i k}+N_{k j}\right\} .
\end{aligned}
$$

$\mathcal{M}_{n}(\mathcal{P})$ equipped with above operations is a path algebra where the units of semiring are the zero matrix and the unit matrix. In our example, $\mathcal{P}_{1}=\left(\mathbb{N}_{0} \cup\{\infty\}\right.$, min, $\left.+, \infty, 0\right)$, all elements of the zero matrix are $\infty$, the unit of the monoid $(P, \min )$, and the unit matrix is a diagonal matrix with diagonal elements equal to $e^{\circ}=0$ and all other elements equal to $e^{\oplus}=\infty$.

Let $D$ be a labeled digraph with a labeling function $\ell$ which assigns to every arc of $D$ an element of a path algebra $P$. Let $V(D)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$. The labeling $\ell$ of $D$ can be extended to paths in the following way: For a path $Q=\left(v_{i_{0}}, v_{i_{1}}\right)\left(v_{i_{1}}, v_{i_{2}}\right) \ldots\left(v_{i_{k-1}}, v_{i_{k}}\right)$ of $D$ let

$$
\ell(Q)=\ell\left(v_{i_{0}}, v_{i_{1}}\right) \circ \ell\left(v_{i_{1}}, v_{i_{2}}\right) \circ \ldots \circ \ell\left(v_{i_{k-1}}, v_{i_{k}}\right) .
$$

Let $S_{i j}^{k}$ be the set of all paths of order $k$ from $v_{i}$ to $v_{j}$ in $D$ and let $M(D)$ be the matrix defined by:

$$
M(D)_{i j}= \begin{cases}\ell\left(v_{i}, v_{j}\right) ; & \text { if }\left(v_{i}, v_{j}\right) \text { is an arc of } D \\ e^{\oplus} ; & \text { otherwise }\end{cases}
$$

It is well-known [19] that

$$
\left(M(D)^{k}\right)_{i j}=\bigoplus_{Q \in S_{i j}^{k}} \ell(Q)
$$

Let $\omega_{n}(D ; X)$ be a rotagraph and $\psi_{n}(D ; X)$ a fasciagraph. Set $U_{i}=L_{i} \cup R_{i}$. Note that in the case of fasciagraphs or rotagraphs, all sets $L_{i}$ and $R_{i}$ are equal to fixed sets $L$ and $R$, respectively. Therefore we can write $U=L \cup R$, keeping in mind that this is a disjoint union of sets $L$ and $R$, where $L \subseteq D_{i}$ and $R \subseteq D_{i+1}$. Denote $N=2^{|U|}$. The labeled digraph $\mathcal{D}=\mathcal{D}(D ; X)$ is defined as follows: (1) elements of vertex set of $\mathcal{D}$ are the subsets of $U$, denoted $V_{i} ;(2)$ the label (or, weight) of the arc that joins a subset $V_{i}$ with a subset $V_{j}$ is the contribution of the monograph $D_{i}$ to the solution, assuming the sets $V_{i}$ and $V_{j}$ are part of the solution. In general however, for example when independent domination is considered,
some of the pairs of sets $V_{i}$ and $V_{j}$ do not allow any feasible solution. In such case either a very large label is given $(\infty)$, or the arc $V_{i} V_{j}$ is deleted from $\mathcal{D}=\mathcal{D}(D ; X)$, and consequently $\mathcal{D}$ need not be a complete graph.

Consider for a moment $\psi_{3}(D ; X)$ and let $V_{i} \subseteq L_{1} \cup R_{1}$ and $V_{j} \subseteq L_{2} \cup R_{2}$ (of course $R_{1}=R_{2}=R$ and $L_{1}=L_{2}=L$ (see Figure 1)). Let $\gamma_{i, j}(D ; X)$ stand for the size of minimum dominating set of $D_{2} \backslash\left(\left(V_{i} \cap R_{1}\right) \cup\left(L_{2} \cap V_{j}\right)\right)$. Then we define a labeling of $\mathcal{D}, \ell: A(\mathcal{D}) \longrightarrow \mathbb{N}_{0} \cup\{\infty\}$, in the following way:

$$
\begin{equation*}
\ell\left(V_{i}, V_{j}\right)=\left|V_{i} \cap R\right|+\gamma_{i, j}(D ; X)+\left|L \cap V_{j}\right|-\left|V_{i} \cap R \cap L \cap V_{j}\right| . \tag{1}
\end{equation*}
$$



Figure 1. An example of a fasciagraf $\psi_{3}(D ; X)$ with corresponding sets, defined above.
We now recall Algorithm 1, first proposed in [16], that computes the domination number of a fasciagraph or a rotagraph in $O(\log n)$ time:

```
Algorithm 1 The domination number.
Step 1: Let \(\mathcal{P}_{1}=\left(\mathbb{N}_{0} \cup\{\infty\}\right.\), min \(\left.,+, \infty, 0\right)\) be a path algebra.
```

Step 2: Label $\mathcal{D}(D ; X)$ with the labeling, defined in (1).
Step 3: In $\mathcal{M}\left(\mathcal{P}_{1}\right)$ calculate $M(\mathcal{D})^{n}$.
Step 4: Let $\gamma\left(\psi_{n}(D ; X)\right)=\left(M(\mathcal{D})^{n}\right)_{00}$ and $\gamma\left(\omega_{n}(D ; X)\right)=\min _{i}\left(M(\mathcal{D})^{n}\right)_{i i}$.

This algorithm can be considerably improved because in some cases, computing the powers of $M(\mathcal{D})^{n}=M_{n}$ in $O(C)$ time is possible. For example, it is well-known that improvements using special structure of the matrices give rise to constant time algorithm for computation of the domination numbers:

Lemma 1. ([20]) Let $k=|V(\mathcal{D}(D ; X))|$ and $K=|V(D)|$. Then there is an index $q \leq(2 K+2)^{k^{2}}$ such that $M_{q}=M_{p}+C$ for some index $p<q$ and some constant matrix $C$. Let $P=q-p$. Then for every $r \geq p$ and everys $\geq 0$ we have

$$
M_{r+s P}=M_{r}+s C
$$

Note that this phenomena is not restricted to domination type problems. For example, an analogous lemma for distance based invariants was elaborated already in [21].

Hence, if we assume that the size of the monograph is a given constant (and $n$ is a variable), the algorithm will run in constant time. But it is important to emphasize that the algorithm is useful for practical purposes only if the number of vertices of the monograph is relatively small. Namely, the matrices $\mathcal{M}(\mathcal{D})^{k}$ are of size $|V(\mathcal{D})| \times|V(\mathcal{D})|$, and manipulating such matrices implies that the time complexity is in general exponential in the number of vertices of the monograph. Therefore, a straightforward implementation of the algorithm may have prohibitively long running times.

A method that is particulary useful for fasciagraphs is the following. Observe that one may consider each row of the matrices separately. Thus, instead of using $O\left(|V(\mathcal{D})|^{2}\right)$ space, only $O(|V(\mathcal{D})|)$ is required. Furthermore, depending on the problem, it may not be necessary to compute all the rows of $\mathcal{M}(\mathcal{D})^{n}$. Instead of calculating the whole matrices $\mathcal{M}(\mathcal{D})^{n}$, the correct answer is obtained if only those rows which are important for the result are calculated and the difference of the new row against the previously stored rows is checked until a constant difference is detected. This idea was used in [15] on Roman domination problem and in [22] for pentomino exclusion problem. Formally, it is based on the following lemma

Lemma 2. [15] Assume that the $j$-th row of $M^{n+P}$ and $M^{n}$ differ by a constant, $M_{j i}^{n+P}=M_{j i}^{n}+C$ for all $i$. Then $\min _{i} M_{j i}^{n+P}=\min _{i} M_{j i}^{n}+C$.

The idea may be even easier to explain directly in terms of graphs, avoiding the matrix notation. As we study products of cycles in this paper, we restrict attention to rotagraph type problems. Observe that a dominating set in $C_{m} \square C_{n}$ corresponds to a cycle of length $n$ in the auxiliary graph $\mathcal{D}$. This leads to the problem of finding a cycle of length $n$ with minimal weight. Above considerations translate into the ideas that if there is a subset of vertices of $\mathcal{D}$ that must be in any solution, then we can start the search for cycles on these vertices only.

In this paper we make use of another idea [13]. Namely, if there are vertices of $\mathcal{D}$ that can not be on any minimal cycle, then we can ignore them.

## 3. The Approach: Details

Below, we define the labelled auxiliary digraph $\mathcal{D}$ that can be used to solve our domination problem. Then we provide a procedure for reducing the number of vertices of the auxiliary digraph $\mathcal{D}$, similarly as in [13]. The dynamic algorithm is then applied on the reduced auxiliary graph.

Before we continue, let us denote $V\left(C_{n}\right)=\{0,1, \ldots, n-1\}$ and $C_{m}^{i}$ a $C_{m}$-layer of $C_{m} \square C_{n}$, which corresponds to vertex $i \in V\left(C_{n}\right)$. Similarly as in [13], the vertices $v$ of the auxiliary digraph are represented with a "pattern", i.e., a dominating set on two consecutive $C_{m}$-layers. A pattern here is a sequence of 0 s and 1 s , where 1 stands for a vertex in a dominating set of $C_{m}^{i} \cup C_{m}^{i+1}$ and 0 for a vertex that needs to be dominated from a neighboring vertex. The weight of a vertex $v, w(v)$, is defined to be the number of 1 s in a given pattern, i.e., $w(v)=\left|S \cap\left(C_{m}^{i} \cup C_{m}^{i+1}\right)\right|$, where $S$ is a dominating set of $C_{m} \square C_{n}$. Clearly, for a cycle $C$ of length $n$ we have $w(C)=2|S|$, since every vertex in $S$ appears in two consecutive patterns.

The following procedure is used to provide a subset of patterns that will be the vertices of $\mathcal{D}$.

## Procedure ReduceNumberOfVertices:

Step 1: for a fixed $m$, find an upper bound of $\gamma\left(C_{m} \square C_{n}\right)$ in the form of $a n+b$ for some $a, b \in \mathbb{Q}$;
Step 2: establish a lower bound $\ell_{b}>0$ for the number of vertices in a minimum dominating set of $C_{m}^{i} \cup C_{m}^{i+1}$ for any $i \in\{0, \ldots, n-2\}$.
Step 3: remove each vertex $v$ in $\mathcal{D}$ such that $w(v)-\ell_{b}>2 n a+2 b-n \ell_{b}$.
Remark 1. Procedure ReduceNumberOfVertices can reduce the order of $\mathcal{D}$ for finding the domination number of $C_{m} \square C_{n}$.

Let $S$ be a minimum dominating set of $C_{m} \square C_{n}$. Steps 1 and 2 of Procedure ReduceNumberOfVertices provide $a, b \in \mathbb{Q}$, and $\ell_{b}>0$, such that

$$
\begin{equation*}
\gamma\left(C_{m} \square C_{n}\right) \leq a n+b \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|S \cap\left(C_{m}^{i} \cup C_{m}^{i+1}\right)\right| \geq \ell_{b} \text { for any } i \in\{0,1, \cdots, n-2\} \tag{3}
\end{equation*}
$$

Assume that $S$ is such a dominating set, that for some $i$ there is a corresponding vertex $v$ with $w(v)-\ell_{b}>2 n a+2 b-n \ell_{b}$ and recall that $w(v)=\left|S \cap\left(C_{m}^{i} \cup C_{m}^{i+1}\right)\right|$.
Let $\xi_{j}=\left|S \cap\left(C_{m}^{j} \cup C_{m}^{j+1}\right)\right|-\ell_{b}$ for each $j \in\{0,1, \ldots, n-2\}$. It is clear $\xi_{j} \geq 0$. Let

$$
\begin{equation*}
\xi=\sum_{j=0}^{n-1} \xi_{j}=2|S|-n \ell_{b} \tag{4}
\end{equation*}
$$

Since $\xi_{j} \geq 0$ for each $j$, we have $\xi=2|S|-n \ell_{b} \geq \xi_{j}=\left|S \cap\left(C_{m}^{j} \cup C_{m}^{j+1}\right)\right|-\ell_{b}$. Since $\mid S \cap\left(C_{m}^{j} \cup\right.$ $\left.C_{m}^{j+1}\right) \mid-\ell_{b}>2 n a+2 b-n \ell_{b}$, we have $|S|>n a+b$, contradicting Equation (2) (and the minimality of $S$ ). Therefore, there is no vertex $v$ of $\mathcal{D}$ with $w(v)-\ell_{b}>2 n a+2 b-n \ell_{b}$ and those vertices can be removed from the auxiliary digraph.

In practice, the procedure ReduceNumberOfVertices reduce the vertices of auxiliary graph dramatically for almost all cases, and we give the following examples:

Example 1. For $m=10$, let $\ell_{b}=\frac{7 n}{2}$. We label the graph $P_{2} \square C_{n}$ and the constructed auxiliary digraph has 328362 vertices. By removing unnecessary vertices, the auxiliary digraph can be reduced to 16,575 vertices by letting $\left(w_{1}, w_{2}\right) \in\{(3,3),(3,4),(4,3),(4,4),(3,5),(5,3),(4,5),(5,4)\}$, where $w_{1}, w_{2}$ are the weight restricted to the first and second column of $P_{2} \square C_{10}$, respectively.

Example 2. For $m=11$, let $\ell_{b}=4 n$. We label the graph $P_{2} \square C_{11}$ and the constructed auxiliary digraph has 1,169,558 vertices. By removing unnecessary vertices, the auxiliary digraph can be reduced to 2442 vertices by letting $\left(w_{1}, w_{2}\right) \in\{(4,4),(3,5),(5,3),(3,4),(4,3),(2,4),(4,2)\}$, where $w_{1}, w_{2}$ are the weight restricted to the first and second column of $P_{2} \square C_{11}$, respectively.

We apply Algorithm 1 with the auxiliary graph $\mathcal{D}$ reduced by procedure ReduceNumberOfVertices, and it is carried out on a $2.6-\mathrm{GHz} \operatorname{Intel}(\mathrm{R})$ Core(TM) i7-5600U CPU with a memory of 20G. As a result we are able to extend the formulae for $\gamma\left(C_{m} \square C_{n}\right)$ with $m$ up to 20 .

## 4. Results

The formulae for $\gamma\left(C_{m} \square C_{n}\right)$ are listed below for $m \leq 20$ and arbitrary $n \geq m$. For $m \leq 6$ the formulae were proved by Liu, Zhang, Chen, and Meng [11,12]. Shao et al. proved the formulae for $m=7,10$. All these formulae were confirmed by the algorithm described in this paper and furthermore formulae for $m \leq 21$ were determined. In particular, the domination numbers of the square torus graphs $C_{n} \square C_{n}$ with $n$ up to $31(n \neq 0(\bmod 3))$ are presented in Table 1, where a dominating set with 290 vertices in $C_{29} \square C_{29}$ is presented in Figure 2 and a dominating set with 331 vertices in $C_{31} \square C_{31}$ is presented in Figure 3, the sets of black vertices stand for the corresponding dominating sets, and the direction of the cycle is top to bottom and left to right.

Table 1. Exact values of some square torus $C_{n} \square C_{n}$.

| $n$ | 19 | 20 | 22 | 23 | 25 | 26 | 28 | 29 | 31 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\gamma\left(C_{n} \square C_{n}\right)$ | 127 | 140 | 169 | 184 | 217 | 234 | 271 | 290 | 331 |



Figure 2. A dominating set with 290 vertices in $C_{29} \square C_{29}$.


Figure 3. A dominating set with 331 vertices in $C_{31} \square C_{31}$.

- $\gamma\left(C_{3} \square C_{n}\right)= \begin{cases}n, & n \equiv 0(\bmod 3) ; \\ n+1, & \text { otherwise. }\end{cases}$
- $r\left(C_{4} \square C_{n}\right)= \begin{cases}\frac{3 n}{2}, & n \equiv 0(\bmod 8) ; \\ n+\left\lceil\frac{n+1}{2}\right\rceil, & \text { otherwise. }\end{cases}$
- $\gamma\left(C_{5} \square C_{n}\right)=2 n$.
- $\gamma\left(C_{6} \square C_{n}\right)= \begin{cases}2 n, & n \equiv 0(\bmod 3) ; \\ 2 n+2, & \text { otherwise. }\end{cases}$
- $r\left(C_{7} \square C_{n}\right)= \begin{cases}\left\lfloor\frac{5 n}{2}\right\rfloor, & n \equiv 0(\bmod 14) ; \\ \left\lfloor\frac{5 n}{2}\right\rfloor+1, & n \equiv 3,4,6,8,10,11(\bmod 14) ; \\ \left\lfloor\frac{5 n}{2}\right\rfloor+2, & n \equiv 1,2,5,7,9,12,13(\bmod 14) .\end{cases}$
- $\gamma\left(C_{8} \square C_{n}\right)=3 n$.
- $\gamma\left(C_{9} \square C_{n}\right)= \begin{cases}3 n, & n \equiv 0(\bmod 3) ; \\ 3 n+3, & \text { otherwise. }\end{cases}$
- $\gamma\left(C_{10} \square C_{n}\right)= \begin{cases}\left\lfloor\frac{7 n}{2}\right\rfloor, & n \equiv 0(\bmod 20) ; \\ \left\lfloor\frac{7 n}{2}\right\rfloor+1, & n \equiv 3,6,14,17(\bmod 20) ; \\ \left\lfloor\frac{7 n}{2}\right\rfloor+2, & n \equiv 4,7,8,9,10,11,12,13,16(\bmod 20) ; \\ \left\lfloor\frac{7 n}{2}\right\rfloor+3, & n \equiv 1,2,5,15,18,19(\bmod 20) .\end{cases}$
- $\gamma\left(C_{11} \square C_{n}\right)=4 n$.
- $\gamma\left(C_{12} \square C_{n}\right)= \begin{cases}4 n, & n \equiv 0(\bmod 3) ; \\ 4 n+4, & \text { otherwise. }\end{cases}$
- $\gamma\left(C_{13} \square C_{n}\right)= \begin{cases}\left\lfloor\frac{9 n}{2}\right\rfloor, & n \equiv 0(\bmod 26) ; \\ \left\lfloor\frac{9 n}{2}\right\rfloor+1, & n \equiv 3,6,20,23(\bmod 26) ; \\ \left\lfloor\frac{9 n}{2}\right\rfloor+2, & n \equiv 9,10,12,14,16,17(\bmod 26) ; \\ \left\lfloor\frac{9 n}{2}\right\rfloor+3, & n \equiv 4,7,8,11,13,15,18,19,22(\bmod 26) ; \\ \left\lfloor\frac{9 n}{2}\right\rfloor+4, & n \equiv 1,2,5,21,24,25(\bmod 26) .\end{cases}$
- $\gamma\left(C_{14} \square C_{n}\right)=5 n$.
- $\gamma\left(C_{15} \square C_{n}\right)= \begin{cases}5 n, & n \equiv 0(\bmod 3) ; \\ 5 n+5, & \text { otherwise. }\end{cases}$
- $\gamma\left(C_{16} \square C_{n}\right)= \begin{cases}\left\lfloor\frac{11 n}{2}\right\rfloor, & n \equiv 0(\bmod 32) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+1, & n \equiv 3,6,26,29(\bmod 32) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+2, & n \equiv 9,12,20,23(\bmod 32) ; \\ \left\lfloor\frac{1 n}{2}\right\rfloor+3, & n \equiv 10,13,14,15,16,17,18,19,22(\bmod 32) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+4, & n \equiv 4,7,8,11,21,24,25,28(\bmod 32) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+5, & n \equiv 1,2,5,27,30,31(\bmod 32) .\end{cases}$
- $\quad \gamma\left(C_{17} \square C_{n}\right)=6 n$.
- $\gamma\left(C_{18} \square C_{n}\right)= \begin{cases}6 n, & n \equiv 0(\bmod 3) ; \\ 6 n+6, & \text { otherwise. }\end{cases}$
- $\gamma\left(C_{19} \square C_{n}\right)= \begin{cases}\left\lfloor\frac{11 n}{2}\right\rfloor, & n \equiv 0(\bmod 38) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+1, & n \equiv 3,6,32,35(\bmod 38) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+2, & n \equiv 9,12,26,29(\bmod 38) ; \\ \left\lfloor\frac{1 n}{2}\right\rfloor+3, & n \equiv 15,16,18,20,22,23(\bmod 38) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+4, & n \equiv 10,13,14,17,19,21,24,25,28(\bmod 38) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+5, & n \equiv 4,8,11,34(\bmod 38) ; \\ \left\lfloor\frac{11 n}{2}\right\rfloor+6, & n \equiv 1,2,5,33,36,37(\bmod 38) .\end{cases}$
- $\gamma\left(C_{20} \square C_{n}\right)=7 n$.
- $\gamma\left(C_{21} \square C_{n}\right)= \begin{cases}7 n, & n \equiv 0(\bmod 3) ; \\ 7 n+7, & \text { otherwise. }\end{cases}$
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#### Abstract

Topological indices are numerical values associated with a graph (structure) that can predict many physical, chemical, and pharmacological properties of organic molecules and chemical compounds. The distance degree (DD) index was introduced by Dobrynin and Kochetova in 1994 for characterizing alkanes by an integer. In this paper, we have determined expressions for a $D D$ index of some derived graphs in terms of the parameters of the parent graph. Specifically, we establish expressions for the $D D$ index of a line graph, subdivision graph, vertex-semitotal graph, edge-semitotal graph, total graph, and paraline graph.
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## 1. Introduction

Graph theory is becoming interestingly significant as it is being actively applied in biochemistry, nanotechnology, electrical engineering, computer science, and operations research [1-4]. The powerful combinatorial method found in graph theory has also been used to prove the results of pure mathematics. A topological index, also known as a graph descriptor, is a real number associated with a graph. Topological indices are helpful for predicting certain physical, chemical, and pharmacological properties of organic molecules and chemical compounds.

A molecular graph is a graphical description of the structural formula of a chemical compound with the help of graph theory. In the construction of a chemical graph, atoms are represented by nodes or vertices and bonds between the atoms are represented by lines or edges [5]. In all major fields of chemistry, chemical graphs are used for many different purposes [6]. As has already been proved in [7], the said indices are useful for characterizing alkanes by an integer. Although the computed expression does not have direct application, we believe that it can be used to compute the said indices for chemical and molecular graphs, which are useful for characterizing alkanes by an integer.

All graphs considered in this paper are simple and connected. Let $G=G(V, E)$ be a simple and connected graph with vertex set $V=V(G)$ and edge set $E=E(G)$. The degree of vertex $i$ in $G$ is denoted by $\delta_{G}(i)$ and is defined as the number of edges incident with vertex $i$. Also, the degree of an edge $e=i j$ in $G$ is denoted by $\delta_{G}(e)$ and is defined as the number of edges incident to both its end vertices, $i$ and $j$. Mathematically, $\delta_{G}(e)=\delta_{G}(i)+\delta_{G}(j)-2$. A complete graph on $n$ vertices is denoted
by $K_{n}$ and defined as a graph in which every vertex is adjacent to all other vertices. Let $H$ and $K$ be two subgraphs of $G$, such that $V(H) \cap V(K)=\phi$. Let $i \in V(H)$ and $j \in V(K)$ be the vertices such that

$$
d_{G}(i, j)=\min \left\{d_{G}(u, v): u \in V(H), v \in V(K)\right\} ;
$$

then $i$ and $j$ are called the terminal vertices of subgraphs $H$ and $K$ in $G$, as shown in the following figure.
In Figure 1, $H$ and $K$ are subgraphs of graph $G$. In graph $G$, the distance between vertex $c$ of $H$ and the vertex $f$ of $K$ is 1 , which is the minimum of all vertices of $H$ and $K$. So, $c$ and $f$ are known as terminal vertices of $H$ and $K$ in $G$.


Figure 1. Graph $G$ with its subgraphs $H$ and $K$.
The first and second Zagreb indices were defined by Gutman and Trinajastić in 1972 [8] and very useful in QSPR and QSAR [9-11]. The first and second Zagreb index are defined as:

$$
M_{1}=M_{1}(G)=\sum_{i j \in E(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right]=\sum_{i \in V(G)} \delta_{G}(i)^{2}
$$

and

$$
M_{2}=M_{2}(G)=\sum_{i j \in E(G)} \delta_{G}(i) \delta_{G}(j)
$$

Another vertex-degree based topological index was found to be useful in the earliest work on Zagreb indices [8], but later it was totally ignored. Quite recently, some interest was shown in it [12,13]. It is called the Forgotten index or simply F-index and defined as:

$$
F=F(G)=\sum_{i \in V(G)} \delta_{G}(i)^{3}=\sum_{i j \in E(G)}\left[\delta_{G}(i)^{2}+\delta_{G}(j)^{2}\right]
$$

In 2008, Došlić introduced the first Zagreb coindex [14], which is defined as:

$$
\bar{M}_{1}=\bar{M}_{1}(G)=\sum_{i j \notin E(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right] .
$$

In 1947, the chemist Harold Wiener introduced the Wiener index [15], which correlates to the boiling point and structure of the molecule of paraffins. The Wiener index is the oldest topological index and is defined as:

$$
W(G)=\sum_{\{i, j\} \subseteq V(G)} d_{G}(i, j),
$$

where $d_{G}(i, j)$ is the distance in $G$ between the vertices $i$ and $j$. The Wiener index attracts many chemists and mathematicians and has a long history in the literature. For details, see [16-21]. For the applications of the molecular structures, see [22].

The edge version of the Wiener index was introduced in 2010 [23], and is defined as:

$$
W_{e}(G)=\sum_{\{e, f\} \subseteq E(G)}\left[d_{G}(e, f)+1\right],
$$

where $d_{G}(e, f)$ is the distance between the edges $e=x y$ and $f=i j$ in $G$ and defined as:

$$
d_{G}(e, f)=\min \left\{\left(d_{G}(x, i), d_{G}(x, j), d_{G}(y, i), d_{G}(y, j)\right\}\right.
$$

The degree distance index ( $D D$ index) was introduced in [7] by Dobrynin and Kochetova and is defined as:

$$
D D(G)=\sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right] d_{G}(i, j)
$$

For a brief look at the different results of $D D$ index, see [24-29]. We define an edge version of $D D$ index as,

$$
D D_{e}(G)=\sum_{\{e, f\} \subseteq(E(G))}\left[\delta_{G}(e)+\delta_{G}(f)\right]\left[d_{G}(e, f)+1\right] .
$$

The distance between the edge $e=x y$ and a vertex $i$ is defined as

$$
d_{G}(e, i)=\min \left\{d_{G}(i, x), d_{G}(i, y)\right\}
$$

For basic terminology, see [30].

### 1.1. Some Derived Graphs

Line Graph: Line graph of a graph $G$ is denoted by $L=L(G)$ such that $V(L)=E(G)$ and there is an edge between two vertices of $L$ if and only if corresponding edges are incident in $G$. Clearly, $|V(L)|=m$ and by hand shaking-lemma one can easily see that $|E(L)|=\frac{M_{1}}{2}-m$.
Subdivision Graph: Subdivision graph of a graph $G$ is obtained by inserting a vertex of degree 2 in each edge. Therefore, $|V(S)|=|V(G)|+|E(G)|=n+m$ and $|E(S)|=2|E(G)|=2 m$.
Vertex-Semitotal Graph: Vertex-Semitotal graph of a graph $G$ is denoted as $T_{1}=T_{1}(G)$ and is obtained by adding a new vertex to each edge of $G$ and then joining a new vertex to the end vertices of the corresponding edge. Thus, $\left|V\left(T_{1}\right)\right|=|V(G)|+|E(G)|=n+m$ and

$$
\left|E\left(T_{1}\right)\right|=|E(S)|+|E(G)|=2 m+m=3 m
$$

Edge-Semitotal Graph: The edge-semitotal graph of a graph $G$ is denoted as $T_{2}=T_{2}(G)$ and is obtained by inserting a new vertex ateach edge of $G$, joining those new vertices by edges whose corresponding edges are incident in $G$. We have $\left|V\left(T_{2}\right)\right|=|E(G)|+|V(G)|=n+m$ and

$$
\left|E\left(T_{2}\right)\right|=|E(S)|+|E(L)|=m+\frac{M_{1}}{2}
$$

Total Graph: The union of edge-semitotal graph and vertex-semitotal graph is called total graph of a graph $G$. It is denoted by $T=T(G)$. Also,

$$
\begin{gathered}
|V(T)|=|V(G)|+|E(G)|=n+m \text { and } \\
|E(T)|=|E(G)|+|E(S)|+|E(L)|=2 m+\frac{M_{1}}{2} .
\end{gathered}
$$

Paraline Graph: The paraline graph $P L=P L(G)$ is the line graph of subdivision graph denoted by $P L=P L(G)=L(S(G))$. Also $|V(P L)|=|E(S)|=2 m$ and

$$
|E(P L)|=\frac{M_{1}(S)}{2}-2 m
$$

In [20], one sees that $M_{1}(S)=M_{1}+4 m$. Thus,

$$
|E(P L)|=\frac{M_{1}+4 m}{2}-2 m=\frac{M_{1}}{2}
$$

In Figure 2, self-explanatory examples of these derived graphs are given for a particular graph. In every derived graph of $G$ (except the paraline graph $P L(G)$ ), the vertices corresponding to the vertices of $G$ are denoted by circles and the vertices corresponding to the edges of $G$ are denoted by squares.


Figure 2. Different graphs derived from $G$.
The following is a known result of Zagreb indices.
Lemma 1. [31] For a graph $G$ with $n$ vertices and $m$ edges, we have

$$
\bar{M}_{1}(G)=2 m(n-1)-M_{1}(G)
$$

### 1.2. DD Index of Some Derived Graphs

In [31-33] the authors studied the expressions for Zagreb indices and multiplicative Zagreb indices of aforementioned derived graphs. In the past authors dealt only with degree-based indices to derive expressions for the derived graphs. The following proposition encourages us to deal with degree distance-based index. In this section, we study degree distance-based index, $D D$ index for these derived graphs.

Proposition 1. If $L=L(G)$ is line graph of a graph $G$, then

$$
D D(L)=D D_{e}(G)
$$

For a subdivision graph $S$, a vertex-semitotal graph $T_{1}$, an edge-semitotal graph $T_{2}$, and a total graph $T$, we can categorize the vertex set into two types of vertices. The first is the set of vertices of $G$ and the second is the set of vertices corresponding to the edges of $G$. We name them $\alpha$-type and $\beta$-type vertices, respectively. On the basis of this division, there are three types of edges in these graphs:

1. $\alpha \alpha$-edge, an edge between two $\alpha$-type vertices,
2. $\beta \beta$-edge, an edge between two $\beta$-type vertices,
3. $\alpha \beta$-edge, an edge between an $\alpha$-type vertex and a $\beta$-type vertex.

Theorem 1. If $S=S(G)$ is a subdivision graph of graph $G$, then

$$
D D(S)=2 D D(G)+8 W_{e}(G)+2 m(m+n)+2 \sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+2\right] d_{G}\left(i_{\alpha}, j_{\beta}\right)
$$

Proof. We can see that for any $\alpha$-type vertex $i_{\alpha}$ of $S$

$$
\delta_{S}\left(i_{\alpha}\right)=d_{G}\left(i_{\alpha}\right)
$$

and for any $\beta$ type vertex $j_{\beta}$ of $S$

$$
\delta_{S}\left(j_{\beta}\right)=2
$$

Also,

$$
\begin{array}{ll}
d_{S}\left(i_{\alpha}, j_{\alpha}\right)=2 d_{G}\left(i_{\alpha}, j_{\alpha}\right) ; & i_{\alpha}, j_{\alpha} \in V(G) \\
d_{S}\left(i_{\beta}, j_{\beta}\right)=2\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right] ; & i_{\beta}, j_{\beta} \in E(G) \\
d_{S}\left(i_{\alpha}, j_{\beta}\right)=2 d_{G}\left(i_{\alpha}, j_{\beta}\right)+1 ; & i_{\alpha} \in V(G), j_{\beta} \in E(G)
\end{array}
$$

By definition of the $D D$ index, we have

$$
\begin{aligned}
& D D(S)=\sum_{\{i, j\} \subseteq V(S)}\left[\delta_{S}(i)+\delta_{S}(j)\right] d_{S}(i, j) \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(S)}\left[\delta_{S}\left(i_{\alpha}\right)+\delta_{S}\left(j_{\alpha}\right)\right] d_{S}\left(i_{\alpha}, j_{\alpha}\right)+\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq V(S)}\left[\delta_{S}\left(i_{\beta}\right)+\delta_{S}\left(j_{\beta}\right)\right] d_{S}\left(i_{\beta}, j_{\beta}\right) \\
& +\sum_{\left\{i_{\alpha}, j_{\beta}\right\} \subseteq V(S)}\left[\delta_{S}\left(i_{\alpha}\right)+\delta_{S}\left(j_{\beta}\right)\right] d_{S}\left(i_{\alpha}, j_{\beta}\right) \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\alpha}\right)\right] 2 d_{G}\left(i_{\alpha}, j_{\alpha}\right)+\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}[2+2] 2\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+2\right]\left[2 d_{G}\left(i_{\alpha}, j_{\beta}\right)+1\right] \\
& =2 D D(G)+8 W_{e}(G)+2 m(m+n)+2 \sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+2\right] d_{G}\left(i_{\alpha}, j_{\beta}\right) .
\end{aligned}
$$

Theorem 2. If $T_{1}$ is the vertex-semitotal graph of graph $G$, then

$$
2 D D\left(T_{1}\right)=D D(G)+4 W_{e}(G)+2 m(2 m-1+n)+2 \sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+1\right] d_{G}\left(i_{\alpha}, j_{\beta}\right)
$$

Proof. First note that for any $\alpha$-type vertex $i_{\alpha}$ of $T_{1}$

$$
d_{T_{1}}\left(i_{\alpha}\right)=2 d_{G}\left(i_{\alpha}\right)
$$

and for any $\beta$-type vertex $j_{\beta}$ of $T_{1}$

$$
\begin{array}{lll} 
& d_{T_{1}}\left(j_{\beta}\right)=2 \\
\text { Also, } & d_{T_{1}}\left(i_{\alpha}, j_{\alpha}\right)=d_{G}\left(i_{\alpha}, j_{\alpha}\right) ; & i_{\alpha}, j_{\alpha} \in V(G) \\
& d_{T_{1}}\left(i_{\beta}, j_{\beta}\right)=d_{G}\left(i_{\beta}, j_{\beta}\right)+2 ; & i_{\beta}, j_{\beta} \in E(G) \\
& d_{T_{1}}\left(i_{\alpha}, j_{\beta}\right)=d_{G}\left(i_{\alpha}, j_{\beta}\right)+1 ; & i_{\alpha} \in V(G), j_{\beta} \in E(G)
\end{array}
$$

We have

$$
\begin{aligned}
& D D\left(T_{1}\right)=\sum_{\{i, j\} \subseteq V\left(T_{1}\right)}\left[\delta_{T_{1}}(i)+\delta_{T_{1}}(j)\right] d_{T_{1}}(i, j) \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V\left(T_{1}\right)}\left[\delta_{T_{1}}\left(i_{\alpha}\right)+\delta_{T_{1}}\left(j_{\alpha}\right)\right] d_{T_{1}}\left(i_{\alpha}, j_{\alpha}\right) \\
& +\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq V\left(T_{1}\right)}\left[\delta_{T_{1}}\left(i_{\beta}\right)+\delta_{T_{1}}\left(j_{\beta}\right)\right] d_{T_{1}}\left(i_{\beta}, j_{\beta}\right) \\
& +\sum_{\left\{i_{\alpha}, j_{\beta}\right\} \subseteq V\left(T_{1}\right)}\left[\delta_{T_{1}}\left(i_{\alpha}\right)+\delta_{T_{1}}\left(j_{\beta}\right)\right] d_{T_{1}}\left(i_{\alpha}, j_{\beta}\right) \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+2 \delta_{G}\left(j_{\alpha}\right)\right] d_{G}\left(i_{\alpha}, j_{\alpha}\right)+\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}[2+2]\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+2\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+2\right]\left[d_{G}\left(i_{\alpha}, j_{\beta}\right)+1\right] . \\
& =2 \sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\alpha}\right)\right] d_{G}\left(i_{\alpha}, j_{\alpha}\right)+4 \sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right] \\
& +4 \sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)} 1+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+2\right] d_{G}\left(i_{\alpha}, j_{\beta}\right) \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+2\right] \text {. } \\
& =2 D D(G)+4 W_{e}(G)+4 \sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)} 1+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)} 2 \delta_{G}\left(i_{\alpha}\right)+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)} 2+2 \sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+1\right] d_{G}\left(i_{\alpha}, j_{\beta}\right) . \\
& =2 D D(G)+4 W_{e}(G)+4 \sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)} 1+2 m(2 m)+2 m n+2 \sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+1\right] d_{G}\left(i_{\alpha}, j_{\beta}\right) \text {. }
\end{aligned}
$$

Since

$$
\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)} 1=\frac{m(m-1)}{2} .
$$

Therefore,

$$
D D\left(T_{1}\right)=2 D D(G)+4 W_{e}(G)+2 m(3 m-1+n)+2 \sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+1\right] d_{G}\left(i_{\alpha}, j_{\beta}\right)
$$

Theorem 3. If $T_{2}$ is an edge-semitotal graph of graph $G$, then

$$
\begin{aligned}
& D D\left(T_{2}\right)=D D(G)+D D_{e}(G)+4 W_{e}(G)+n M_{1}(G) \\
& \quad+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] d_{(G)}\left(i_{\alpha}, j_{\beta}\right) .
\end{aligned}
$$

Proof. To prove this theorem, we proceed in a similar way.
First note that for any $\alpha$-type vertex $i_{\alpha}$ of $T_{2}$

$$
d_{T_{2}}\left(i_{\alpha}\right)=d_{G}\left(i_{\alpha}\right)
$$

and for any $\beta$-type vertex $j_{\beta}$ of $T_{2}$

$$
\begin{array}{ll}
d_{T_{2}}\left(j_{\beta}\right)=d_{G}\left(j_{\beta}\right)+2 . \\
d_{T_{2}}\left(i_{\alpha}, j_{\alpha}\right)=d_{G}\left(i_{\alpha}, j_{\alpha}\right)+1 ; & i_{\alpha}, j_{\alpha} \in V(G) \\
d_{T_{2}}\left(i_{\beta}, j_{\beta}\right)=d_{G}\left(i_{\beta}, j_{\beta}\right)+1 ; & i_{\beta}, j_{\beta} \in E(G) \\
d_{T_{2}}\left(i_{\alpha}, j_{\beta}\right)=d_{G}\left(i_{\alpha}, j_{\beta}\right)+1 ; & i_{\alpha} \in V(G), j_{\beta} \in E(G) .
\end{array}
$$

Also,

## So,

$$
\begin{aligned}
& D D\left(T_{2}\right)=\sum_{\{i, j\} \subseteq V\left(T_{2}\right)}\left[\delta_{T_{2}}(i)+\delta_{T_{2}}(j)\right] d_{T_{2}}(i, j) \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V\left(T_{2}\right)}\left[\delta_{T_{2}}\left(i_{\alpha}\right)+\delta_{T_{2}}\left(j_{\alpha}\right)\right] d_{T_{2}}\left(i_{\alpha}, j_{\alpha}\right) \\
& +\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq V\left(T_{2}\right)}\left[\delta_{T_{2}}\left(i_{\beta}\right)+\delta_{T_{2}}\left(j_{\beta}\right)\right] d_{T_{2}}\left(i_{\beta}, j_{\beta}\right) \\
& +\sum_{\left\{i_{\alpha}, j_{\beta}\right\} \subseteq V\left(T_{2}\right)}\left[\delta_{T_{2}}\left(i_{\alpha}\right)+\delta_{T_{2}}\left(j_{\beta}\right)\right] d_{T_{2}}\left(i_{\alpha}, j_{\beta}\right) \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\alpha}\right)\right]\left[d_{G}\left(i_{\alpha}, j_{\alpha}\right)+1\right] \\
& +\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}\left[\delta_{G}\left(i_{\beta}\right)+\delta_{G}\left(j_{\beta}\right)+4\right]\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right]\left[d_{G}\left(i_{\alpha}, j_{\beta}\right)+1\right] . \\
& =\sum_{\left\{i_{\alpha} j_{\alpha}\right\} \subseteq V(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\alpha}\right)\right] d_{G}\left(i_{\alpha}, j_{\alpha}\right)+\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\alpha}\right)\right] \\
& +\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}\left[\delta_{G}\left(i_{\beta}\right)+\delta_{G}\left(j_{\beta}\right)\right]\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right]+4 \sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right]\left[d_{G}\left(i_{\alpha}, j_{\beta}\right)\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\alpha}\right)\right] d_{G}\left(i_{\alpha}, j_{\alpha}\right)+\sum_{i_{\alpha} j_{\alpha} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\alpha}\right)\right] \\
& +\sum_{i_{\alpha} j_{\alpha} \notin E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\alpha}\right)\right]+\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}\left[\delta_{G}\left(i_{\beta}\right)+\delta_{G}\left(j_{\beta}\right)\right]\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right] \\
& +4 \sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right]+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right]\left[d_{G}\left(i_{\alpha}, j_{\beta}\right)\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] \\
& D D\left(T_{2}\right)=D D(G)+M_{1}(G)+\overline{M_{1}}(G)+D D_{e}(G)+4 W_{e}(G)+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)} \delta_{G}\left(i_{\alpha}\right)+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)} \delta_{G}\left(j_{\beta}\right)+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)} 2+ \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] d_{(G)}\left(i_{\alpha}, j_{\beta}\right) .
\end{aligned}
$$

## Using the Lemma 1 and relation

$$
\sum_{e \in E(G)} \delta_{G}(e)=\sum_{i \in V(L)} \delta_{l}(i)=2|E(L)|=M_{1}-2 m
$$

So,

$$
\begin{aligned}
& D D\left(T_{2}\right)=D D(G)+M_{1}(G)+\overline{M_{1}}(G)+D D_{e}(G)+4 W_{e}(G)+m(2 m)+n\left(M_{1}(G)-2 m\right)+2(m n) \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] d_{(G)}\left(i_{\alpha}, j_{\beta}\right) . \\
& D D\left(T_{2}\right)=D D(G)+D D_{e}(G)+4 W_{e}(G)+n M_{1}(G) \\
& +2 m[m+n-1]+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[\delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] d_{(G)}\left(i_{\alpha}, j_{\beta}\right) .
\end{aligned}
$$

Theorem 4. If $T$ is the total graph of graph $G$, then

$$
\begin{aligned}
& D D(T)=2 D D(G)+D D_{e}(G)+4 W_{e}(G)+4 m^{2}+n M_{1}(G) \\
& \quad+\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] d_{G}\left(i_{\alpha}, j_{\beta}\right)
\end{aligned}
$$

Proof. First note that for any $\alpha$-type vertex $i_{\alpha}$ of $T$

$$
d_{T}\left(i_{\alpha}\right)=2 d_{G}\left(i_{\alpha}\right)
$$

and for any $\beta$-type vertex $j_{\beta}$ of $T$

$$
d_{T}\left(j_{\beta}\right)=d_{G}\left(j_{\beta}\right)+2
$$

Also,

$$
\begin{aligned}
& d_{T}\left(i_{\alpha}, j_{\alpha}\right)=d_{G}\left(i_{\alpha}, j_{\alpha}\right) ; \quad i_{\alpha}, j_{\alpha} \in V(G) \\
& d_{T}\left(i_{\beta}, j_{\beta}\right)=d_{G}\left(i_{\beta}, j_{\beta}\right)+1 ; \quad i_{\beta}, j_{\beta} \in E(G) \\
& d_{T}\left(i_{\alpha}, j_{\beta}\right)=d_{G}\left(i_{\alpha}, j_{\beta}\right)+1 ; \quad i_{\alpha} \in V(G), j_{\beta} \in E(G) . \\
& D D(T)=\sum_{\{i, j\} \subseteq V(T)}\left[\delta_{T}(i)+\delta_{T}(j)\right] d_{T}(i, j) \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(T)}\left[\delta_{T}\left(i_{\alpha}\right)+\delta_{T}\left(j_{\alpha}\right)\right] d_{T}\left(i_{\alpha}, j_{\alpha}\right) \\
& +\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq V(T)}\left[\delta_{T}\left(i_{\beta}\right)+\delta_{T}\left(j_{\beta}\right)\right] d_{T}\left(i_{\beta}, j_{\beta}\right) \\
& +\sum_{\left\{i_{\alpha}, j_{\beta}\right\} \subseteq V(T)}\left[\delta_{T}\left(i_{\alpha}\right)+\delta_{T}\left(j_{\beta}\right)\right] d_{T}\left(i_{\alpha}, j_{\beta}\right) \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+2 \delta_{G}\left(j_{\alpha}\right)\right] d_{G}\left(i_{\alpha}, j_{\alpha}\right) \\
& +\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}\left[\delta_{G}\left(i_{\beta}\right)+\delta_{G}\left(j_{\beta}\right)+4\right]\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right]\left[d_{G}\left(i_{\alpha}, j_{\beta}\right)+1\right] . \\
& =\sum_{\left\{i_{\alpha}, j_{\alpha}\right\} \subseteq V(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+2 \delta_{G}\left(j_{\alpha}\right)\right] d_{G}\left(i_{\alpha}, j_{\alpha}\right) \\
& +\sum_{\left\{i_{\beta}, j_{\beta}\right\} \subseteq E(G)}\left[\delta_{G}\left(i_{\beta}\right)+\delta_{G}\left(j_{\beta}\right)\right]\left[d_{G}\left(i_{\beta}, j_{\beta}\right)+1\right]+4 \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] d_{G}\left(i_{\alpha}, j_{\beta}\right) . \\
& \left.=2 D D(G)+D D_{G}\left(i_{\beta}, j_{\beta}\right)+1\right] \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] d_{G}\left(i_{\alpha}, j_{\beta}\right) \\
& D D(T)=2 D D(G)+D D_{e}(G)+4 W_{e}(G)+4 m^{2}+n M_{1}(G) \\
& +\sum_{i_{\alpha} \in V(G), j_{\beta} \in E(G)}\left[2 \delta_{G}\left(i_{\alpha}\right)+\delta_{G}\left(j_{\beta}\right)+2\right] d_{G}\left(i_{\alpha}, j_{\beta}\right) . \\
& \\
& +
\end{aligned}
$$

Lemma 2. For graph $G$ the following equality holds.

$$
\sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i) \delta_{G}(j)-\delta_{G}(i)-\delta_{G}(j)\right]\left[\delta_{G}(i)+\delta_{G}(j)\right]=M_{1}(G)(2 m-n)-4 m^{2}+2 M_{1}(G)-F(G)
$$

Proof. First we calculate

$$
\begin{aligned}
& \sum_{i \in V(G)} \sum_{j \in V(G)}\left[\delta_{G}(i) \delta_{G}(j)-\delta_{G}(i)-\delta_{G}(j)\right]\left[\delta_{G}(i)+\delta_{G}(j)\right] \\
= & \sum_{j \in V(G)}\left[M_{1}(G) \delta_{G}(j)+2 m \delta_{G}(j)^{2}-M_{1}(G)-4 m \delta_{G}(j)-n \delta_{G}(j)^{2}\right] \\
= & 2 M_{1}(G)(2 m-n)-8 m^{2} .
\end{aligned}
$$

Now the above calculated expression can be written as follows:

$$
\begin{aligned}
& \sum_{i \in V(G)} \sum_{j \in V(G)}\left[\delta_{G}(i) \delta_{G}(j)-\delta_{G}(i)-\delta_{G}(j)\right]\left[\delta_{G}(i)+\delta_{G}(j)\right] \\
= & 2 \sum_{\{i, j \subseteq \subseteq V(G)}\left[\delta_{G}(i) \delta_{G}(j)-\delta_{G}(i)-\delta_{G}(j)\right]\left[\delta_{G}(i)+\delta_{G}(j)\right] \\
+ & \sum_{i=j \in V(G)}\left[\delta_{G}(i) \delta_{G}(j)-\delta_{G}(i)-\delta_{G}(j)\right]\left[\delta_{G}(i)+\delta_{G}(j)\right],
\end{aligned}
$$

which gives us the equation

$$
\begin{aligned}
& M_{1}(G)(2 m-n)-4 m^{2}=\sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i) \delta_{G}(j)-\delta_{G}(i)-\delta_{G}(j)\right]\left[\delta_{G}(i)+\delta_{G}(j)\right] \\
& +F(G)-2 M_{1}(G),
\end{aligned}
$$

which completes the proof.
Theorem 5. Let $G$ be a graph having no cycle of even length. If $P L=P L(G)$ is a paraline graph of $G$, then

$$
D D(P L)=M_{1}(G)(2 m-n+1)-4 m^{2}+2 \sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right] \delta_{G}(i) \delta_{G}(j) d_{G}(i, j)
$$

Proof. It can be noted that for any vertex $i \in V(G)$ there are $\delta_{G}(i)$ vertices in $P L$ having the same degree as the vertex $i$ such that all the $\delta_{G}(i)$ vertices are connected with each other. In fact, $P L(G)$ can be obtained from $G$ by replacing every vertex $i$ by $K_{\delta_{G}(i)}$.

By definition of the $D D$ index,

$$
D D(P L)=\sum_{\{u, v\} \subseteq V(P L)}\left[\delta_{P L}(u)+\delta_{P L}(v)\right] d_{P L}(u, v)
$$

Now, either $u$ or $v$ belongs to the same $K_{\delta_{G}(i)}$ or two different $K_{\delta_{G}(i)}$ values, where $i \in V(G)$. So,

$$
\begin{aligned}
& D D(P L)=\sum_{u, v \in K_{d_{G}(i)}, i \in V(G)}\left[\delta_{P L}(u)+\delta_{P L}(v)\right] d_{P L}(u, v) \\
& +\sum_{u \in K_{d_{G}(i)}, v \in K_{d_{G}(j)},\{i, j\} \subseteq V(G)}\left[\delta_{P L}(u)+\delta_{P L}(v)\right] d_{P L}(u, v) .
\end{aligned}
$$

Here we discuss the two terms one by one.
I. In the first term, for any vertex $i \in V(G)$ there are a total of $\frac{\delta_{G}(i)\left(\delta_{G}(i)-1\right)}{2}$ pairs of vertices in $P L(G)$ of degrees $\delta_{G}(i)$ and having a distance of 1 between them in the corresponding $K_{\delta_{G}(i)}$.
II. Before discussing the second term, it is important to see that there is exactly one shortest path in $G$ between any two different vertices, because $G$ has no cycle of even length. Consequently, there is exactly one shortest path between their corresponding complete graphs in $P L(G)$.

Now, in the second term, for any pair of vertices $i$ and $j$ in $G$, we have the following cases in corresponding pair of complete graphs $K_{\delta_{G}(i)}$ and $K_{\delta_{G}(j)}$ in $P L(G)$ :

Case-1: There is exactly one pair of terminal vertices in $K_{\delta_{G}(i)}$ and $K_{\delta_{G}(j)}$, having distance $\left[2 d_{G}(i, j)-1\right]$ between them.
Case-2: There are $\left[\delta_{G}(i)-1\right]\left[\delta_{G}(j)-1\right]$ pairs of non-terminal vertices in $K_{\delta_{G}(i)}$ and $K_{\delta_{G}(j)}$, having distance $\left[2 d_{G}(i, j)+1\right]$ between them.
Case-3: There are $\left(\delta_{G}(i)-1\right)$ pairs of vertices having a non-terminal vertex in $K_{\delta_{G}(i)}$ and a terminal vertex in $K_{\delta_{G}(j)}$, and having distance $2 d_{G}(i, j)$ between them. Similarly, there are $\left(\delta_{G}(j)-1\right)$ pairs of vertices having a terminal vertex in $K_{\delta_{G}(i)}$ and a non-terminal vertex in $K_{\delta_{G}(j)}$, and having distance $2 d_{G}(i, j)$ between them. So we have a total of $\left[\delta_{G}(i)+\delta_{G}(j)-2\right]$ such pairs.

Thus, in light of the above discussion, we have

$$
\begin{aligned}
& D D(P L)=\sum_{i \in V(G)} \frac{\delta_{G}(i)\left(\delta_{G}(i)-1\right)}{2}\left[\delta_{G}(i)+\delta_{G}(i)\right](1) \\
& +\sum_{\{i, j\} \subseteq V(G)}(1)\left[\delta_{G}(i)+\delta_{G}(j)\right]\left[2 d_{G}(i, j)-1\right] \\
& +\sum_{\{i, j \in V(G)}\left[\delta_{G}(i)-1\right]\left[\delta_{G}(j)-1\right]\left[\delta_{G}(i)+\delta_{G}(j)\right]\left[2 d_{G}(i, j)+1\right] \\
& +\sum_{\{i, j \in V(G)}\left[\delta_{G}(i)+\delta_{G}(j)-2\right]\left[\delta_{G}(i)+\delta_{G}(j)\right]\left[2 d_{G}(i, j)\right] \\
& =\sum_{i \in V(G)}\left[\delta_{G}(i)^{3}-\delta_{G}(i)^{2}\right]+\sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right]\left[-1+2 d_{G}(i, j)\right. \\
& +\delta_{G}(i) \delta_{G}(j)-\delta_{G}(i)-\delta_{G}(j)+1+2 \delta_{G}(i) \delta_{G}(j) d_{G}(i, j)-2 \delta_{G}(i) d_{G}(i, j) \\
& \left.-2 \delta_{G}(j) d_{G}(i, j)+2 d_{G}(i, j)+2 \delta_{G}(i) d_{G}(i, j)+2 \delta_{G}(j) d_{G}(i, j)-4 d_{G}(i, j)\right] \\
& =\sum_{i \in V(G)}\left[\delta_{G}(i)^{3}-\delta_{G}(i)^{2}\right] \\
& +\sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right]\left[-\delta_{G}(i)-\delta_{G}(j)+\delta_{G}(i) \delta_{G}(j)\right] \\
& +2 \sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right] \delta_{G}(i) \delta_{G}(j) d_{G}(i, j)
\end{aligned}
$$

By using Lemma 2, we have

$$
\begin{aligned}
& D D(P L)=F-M_{1}(G)+M_{1}(G)(2 m-n)-4 m^{2}-F+2 M_{1}(G) \\
& +2 \sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right] \delta_{G}(i) \delta_{G}(j) d_{G}(i, j) \\
& =M_{1}(G)(2 m-n+1)-4 m^{2}+2 \sum_{\{i, j\} \subseteq V(G)}\left[\delta_{G}(i)+\delta_{G}(j)\right] \delta_{G}(i) \delta_{G}(j) d_{G}(i, j) .
\end{aligned}
$$

## 2. Conclusions

In this paper, we studied the $D D$ index of derived graphs, which involves distance and degrees. We computed the expressions to find the $D D$ index of the derived graph by using the parent graph. More specifically, we found the expressions of the $D D$ index using some topological indices of the parent graph. As has already been proved, the said indices are useful for characterizing alkanes by an integer. Although the computed expression does not have direct application, we believe that it can be used to compute the said indices for chemical and molecular graphs, which are useful for characterizing alkanes by an integer.
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#### Abstract

The normalized Laplacian plays an important role on studying the structure properties of non-regular networks. In fact, it focuses on the interplay between the structure properties and the eigenvalues of networks. Let $H_{n}$ be the linear heptagonal networks. It is interesting to deduce the degree-Kirchhoff index and the number of spanning trees of $H_{n}$ due to its complicated structures. In this article, we aimed to first determine the normalized Laplacian spectrum of $H_{n}$ by decomposition theorem and elementary operations which were not stated in previous results. We then derived the explicit formulas for degree-Kirchhoff index and the number of spanning trees with respect to $H_{n}$.
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## 1. Introduction

A network sometimes can be viewed as a graph. In this context, we just consider connected, simple and undirected graphs. It means the graphs without the multiple edges or loops. A given graph $G=\left(V_{G}, E_{G}\right)$ can be presented by a set $V_{G}=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ of vertices and a set $E_{G}=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ of edges. For other terminology and notation not stated here, refer to Reference [1,2].

The adjacency matrix $A(G)$ of $G$ is a square matrix with order $n$, which elements $\alpha_{i j}$ are 1 or 0 , depending on whether there is an edge or not between vertices $i$ and $j$. Denoted by $D(G)=$ $\operatorname{diag}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$, the degree diagonal matrix of $G$, where $d_{1}, d_{2}, \ldots, d_{n}$ are the degree of vertices $v_{1}, v_{2}, \ldots, v_{n}$. Combining the adjacency and degree matrix, we get the Laplacian matrix, for which expressions can be written as $L(G)=D(G)-A(G)$, respectively. One may deeply understand them with the help of Reference [3-6]. The normalized Laplacian [7] is given by:

$$
(\mathcal{L}(G))_{i j}= \begin{cases}1, & i=j  \tag{1}\\ -\frac{1}{\sqrt{d_{i} d_{j}}}, & i \neq j, \text { and } v_{i} \text { is adjacent to } v_{j} \\ 0, & \text { otherwise }\end{cases}
$$

Obviously, $\mathcal{L}(G)=D(G)^{-\frac{1}{2}} L(G) D(G)^{-\frac{1}{2}}=I-D(G)^{-\frac{1}{2}}\left(D^{-1} A\right) D(G)^{-\frac{1}{2}}$.
As we know, the normalized Laplacian plays an important role in studying the structure properties of non-regular graphs. In fact, the spectral graph theory focuses on the interplay between the structure properties and the eigenvalues of a graph.

In mathematical chemistry, topological descriptors are always used to make a prediction for the physico-chemical, biological, and structural properties of some molecule graphs. For instance, one of the most studied topological indices the Harary index. The larger the Harary index, the larger the
compactness of the molecule. Other topological indices were also used to study the structure properties of graphs. One well-known valency-based topological descriptor was the Wiener index [8,9], which is defined as:

$$
W(G)=\sum_{i<j} d_{i j}
$$

where $d_{i j}$ is the distance between vertices $i$ and $j$, that is, the length of the shortest path between vertices $i$ and $j$.

As a weighted version of Wiener index, Gutman has introduced the Gutman index in Reference [10] as:

$$
G u t(G)=\sum_{i<j} d_{i} d_{j} d_{i j}
$$

According to the theory of electrical networks $N$, Klein and Randić proposed a new distance function, named resistance distance, in 1993 [11]. He denoted $r_{i j}$ as the resistance distance for any pair of vertices between $i$ and $j$ of a graph, which means the effective resistance between the vertices $i$ and $j$ in $N$ with replacing each edge of a graph by a unit resistor. The Kirchhoff index $[12,13]$ was defined as:

$$
K f(G)=\sum_{i<j} r_{i j}
$$

It is equal to the sum of resistance distances between all pairs of vertices of $G$. For analog considerations to the Gutman index, Chen and Zhang [14] defined the weighted version of the Kirchhoff index, which was called the degree-Kirchhoff index and given by:

$$
K f^{*}(G)=\sum_{i<j} d_{i} d_{j} r_{i j}
$$

Recently, more and more researchers have concentrated on the Kirchhoff index and degree-Kirchhoff index, due to its wide applications. Despite all that, it seems hard to deal with the Kirchhoff index and degree-Kirchhoff index of complex graphs. Thus, some researchers have tried to find some techniques to solve the problems about the Kirchhoff and degree-Kirchhoff index, such as general star-mesh transformation [15], combinatorial formulas, and others (see Reference [16] for details). In Reference [17,18], Klein and Lovász proved independently that:

$$
\begin{equation*}
K f(G)=n \sum_{k=2}^{n} \frac{1}{\mu_{k}} . \tag{2}
\end{equation*}
$$

Based on the definition of the Laplacian matrix, one finds the sum of each rows of the Laplacian matrix is zero. Futher, $0=\mu_{1}<\mu_{2} \leq \cdots \leq \mu_{n}$ are the eigenvalues of $L(G)$.

In Reference [14], Chen and Zhang also proposed a method to obtain the formula of degree-Kirchhoff index, which is associated with the eigenvalues of the normalized Laplacian, namely,

$$
\begin{equation*}
K f^{*}(G)=2 m \sum_{k=1}^{n} \frac{1}{\lambda_{k}}, \tag{3}
\end{equation*}
$$

where $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ are the eigenvalues of $\mathcal{L}(G)$.
The number of spanning trees [7] of a given graph $G$, also known as the complexity of $G$, is the number of subgraphs which contains all the vertices of $G$. Further, all those subgraphs must be trees.

In 1985, Yang et al. [19] proposed a general solution in theoretically treating linear viscoelasticity by using the knowledge in graph theory. On the basis of this solution, many problems in linear systems have been solved. For instance, based on the decomposition theorem of Laplacian matrix, Y. Yang et al. [20] obtained the Kirchhoff index of linear hexagonal chains in 2007. Y. Pan et al. constructed a crossed hexagonal by adding two pairs of crossed edges in linear hexagonal chains,
and they got the Kirchhoff and degree-Kirchhoff index [21], respectively (see Reference [5,22,23] for details.)

Let $H_{n}$ be the heptagonal networks as illustrated in Figure 1, of which two heptagons have two common edges. That is, two heptagons can be seen as adding two $P_{2}$ and attaching them. Notice that there are some applications of the heptagons derived from different aspects, which are listed as follows. The 20p and 50p coins of the United Kingdom have two heptagons. Although there are less heptagonal floor plans, a remarkable example is the Mausoleum of Prince Ernst. Meanwhile, cacti are the most common plants with heptagons in natural structures.


Figure 1. Linear Heptagonal Networks.
For the exited results of linear networks [20-23], there were only two types of vertices considered in these paper. The structure of linear heptagonal networks is much more complex, of which have three types of vertices, shown in Figure 1. It was challenging and meaningful for us to study the structural properties of linear heptagonal networks. On the other hand, the degree-Kirchhoff index and the number of spanning trees are the important parameters to predict the structure properties of graphs. Therefore, computing the degree-Kirchhoff index and the number of spanning trees of linear heptagonal networks are interesting works. In the rest of the context, we recall some necessary notations and methods used in the proofs of the main results in Section 2. We aimed to first determine the normalized Laplacian spectrum of $H_{n}$ by the decomposition theorem for the normalized Laplacian matrix of $H_{n}$. We then derived the explicit formulas for the degree-Kirchhoff index and the number of spanning trees of $H_{n}$ through using the relationships between the roots and coefficients in Section 3. The discussion of the previous results is given in Section 4. A conclusion is summarized in Section 5.

## 2. Materials and Methods

In this section, we first recall some basic notations and introduce a classical method, which laid the foundations for this paper. All equations that we introduce below can be found in Reference [1,19].

Fix a square matrix $M$ with order $n$, denote the submatrix of $M$ the $M\left[i_{1}, \ldots, i_{k}\right]$, and yield by the deletion of the $i_{1}$-th, $\ldots, i_{k}$-th rows and corresponding columns. Assume that $P_{M}(x)=\operatorname{det}(x I-M)$ is the characteristic polynomial of the $n \times n$ matrix $M$.

Let $H_{n}$ be the graph, as illustrated in Figure 1, with $V_{0}=\{\overline{1}, \overline{2}, \ldots, \bar{n}\}, V_{1}=\{1,2, \ldots, 4 n+1\}$ and $V_{2}=\left\{1^{\prime}, 2^{\prime}, \ldots,(4 n+1)^{\prime}\right\}$. It is straightforward to verify that $\pi=(\overline{1})(\overline{2}) \cdots(\bar{n})\left(1,1^{\prime}\right)\left(2,2^{\prime}\right) \cdots(4 n+$ $\left.1,(4 n+1)^{\prime}\right)$ is an automorphism. Then the normalized laplacian matrix of $H_{n}$ can be given as the following block matrices.

$$
\mathcal{L}\left(H_{n}\right)=\left(\begin{array}{ccc}
\mathcal{L}_{V_{0} V_{0}} & \mathcal{L}_{V_{0} V_{1}} & \mathcal{L}_{V_{0} V_{2}}  \tag{4}\\
\mathcal{L}_{V_{1} V_{0}} & \mathcal{L}_{V_{1} V_{1}} & \mathcal{L}_{V_{1} V_{2}} \\
\mathcal{L}_{V_{2} V_{0}} & \mathcal{L}_{V_{2} V_{1}} & \mathcal{L}_{V_{2} V_{2}}
\end{array}\right)
$$

Notice that, $\mathcal{L}_{V_{0} V_{1}}=\mathcal{L}_{V_{0} V_{2}}, \mathcal{L}_{V_{1} V_{0}}=\mathcal{L}_{V_{2} V_{0}}, \mathcal{L}_{V_{1} V_{1}}=\mathcal{L}_{V_{2} V_{2}}$ and $\mathcal{L}_{V_{1} V_{2}}=\mathcal{L}_{V_{2} V_{1}}$.

Given:

$$
T=\left(\begin{array}{ccc}
I_{n} & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} I_{n} & \frac{1}{\sqrt{2}} I_{n} \\
0 & \frac{1}{\sqrt{2}} I_{n} & -\frac{1}{\sqrt{2}} I_{n}
\end{array}\right)
$$

then

$$
T \mathcal{L}\left(H_{n}\right) T^{\prime}=\left(\begin{array}{cc}
\mathcal{L}_{A} & 0  \tag{5}\\
0 & \mathcal{L}_{S}
\end{array}\right)
$$

where $T^{\prime}$ is the transposition of $T$.

$$
\mathcal{L}_{A}=\left(\begin{array}{cc}
I_{n} & \sqrt{2} \mathcal{L}_{V_{0} V_{1}}  \tag{6}\\
\sqrt{2} \mathcal{L}_{V_{1} V_{0}} & \mathcal{L}_{V_{1} V_{1}}+\mathcal{L}_{V_{1} V_{2}}
\end{array}\right), \mathcal{L}_{s}=\mathcal{L}_{V_{1} V_{1}}-\mathcal{L}_{V_{1} V_{2}} .
$$

At this place, the matrices introduced above are given in the following. In view of Equation (1) and Figure 1, one has $\mathcal{L}_{V_{0} V_{0}}=I_{n}$.

$$
\begin{aligned}
\mathcal{L}_{V_{0} V_{1}} & =\left(l_{i j}\right)_{n \times(4 n+1)} \\
& =\left(\begin{array}{ccccccccccc}
0 & 0 & -\frac{1}{\sqrt{6}} & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{\sqrt{6}} & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & -\frac{1}{\sqrt{6}} & 0 & 0
\end{array}\right)_{n \times(4 n+1)}
\end{aligned}
$$

where $l_{i j}=-\frac{1}{\sqrt{6}}$ and $l_{i j}=0$, if $j=4 i-1$ and otherwise, respectively.

$$
\mathcal{L}_{V_{1} V_{1}}=\left(\begin{array}{cccccccc}
1 & -\frac{1}{2} & 0 & 0 & \cdots & 0 & 0 & 0 \\
-\frac{1}{2} & 1 & \frac{-1}{\sqrt{6}} & 0 & \cdots & 0 & 0 & 0 \\
0 & \frac{-1}{\sqrt{6}} & 1 & \frac{-1}{\sqrt{6}} & \cdots & 0 & 0 & 0 \\
0 & 0 & \frac{-1}{\sqrt{6}} & 1 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & \frac{-1}{\sqrt{6}} & 0 \\
0 & 0 & 0 & 0 & \cdots & \frac{-1}{\sqrt{6}} & 1 & -\frac{1}{2} \\
0 & 0 & 0 & 0 & \cdots & 0 & -\frac{1}{2} & 1
\end{array}\right)_{(4 n+1) \times(4 n+1)}
$$

On the other hand, one gets:

$$
\mathcal{L}_{V_{1} V_{2}}=\left(l_{i j}\right)_{(4 n+1) \times(4 n+1)}=\operatorname{diag}\left(-\frac{1}{2}, 0,0,0,-\frac{1}{3}, \ldots,-\frac{1}{3}, 0,0,0,-\frac{1}{2}\right),
$$

where $l_{11}=l_{4 n+1,4 n+1}=-\frac{1}{2}, l_{4 k+1,4 k+1}=-\frac{1}{3}$ for $k \in\{1,2, \ldots, n-1\}$ and 0 otherwise.

According to Equation (5), one has:

$$
\begin{aligned}
\mathcal{L}_{V_{1} V_{1}}+\mathcal{L}_{V_{1} V_{2}} & =\left(l_{i j}\right)_{(4 n+1) \times(4 n+1)} \\
& =\left(\begin{array}{ccccccccc}
\frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
-\frac{1}{2} & 1 & \frac{-1}{\sqrt{6}} & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & \frac{-1}{\sqrt{6}} & 1 & \frac{-1}{\sqrt{6}} & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & \frac{-1}{\sqrt{6}} & 1 & \frac{-1}{\sqrt{6}} & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{-1}{\sqrt{6}} & \frac{2}{3} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & 1 & \frac{-1}{\sqrt{6}} & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & \frac{-1}{\sqrt{6}} & 1 & -\frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & -\frac{1}{2} & \frac{1}{2}
\end{array}\right)_{(4 n+1) \times(4 n+1)},
\end{aligned}
$$

where $l_{11}=l_{4 n+1,4 n+1}=\frac{1}{2}, l_{i i}=1$ for $i \in\{2,3, \ldots, 4 n\}$ and $i \neq 4 k+1, l_{4 k+1,4 k+1}=\frac{2}{3}$ for $k \in\{1,2, \ldots, n-1\}$. Also, $l_{12}=l_{21}=l_{4 n, 4 n+1}=l_{4 n+1,4 n}=-\frac{1}{2}, l_{i, i+1}=l_{i+1, i}=-\frac{1}{\sqrt{6}}$ for $i \in\{2,3, \ldots, 4 \mathrm{n}-1\}$ and $l_{i j}=0$ for $|i-j|>1$.

And:

$$
\begin{aligned}
\mathcal{L}_{S} & =\left(l_{i j}\right)_{(4 n+1) \times(4 n+1)} \\
& =\left(\begin{array}{ccccccccc}
\frac{3}{2} & -\frac{1}{2} & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
-\frac{1}{2} & 1 & \frac{-1}{\sqrt{6}} & 0 & 0 & \cdots & 0 & 0 & 0 \\
0 & \frac{-1}{\sqrt{6}} & 1 & \frac{-1}{\sqrt{6}} & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & \frac{-1}{\sqrt{6}} & 1 & \frac{-1}{\sqrt{6}} & \cdots & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{-1}{\sqrt{6}} & \frac{4}{3} & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & 1 & \frac{-1}{\sqrt{6}} & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & \frac{-1}{\sqrt{6}} & 1 & -\frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & -\frac{1}{2} & \frac{3}{2}
\end{array}\right)_{(4 n+1) \times(4 n+1)}
\end{aligned}
$$

where $l_{11}=l_{4 n+1,4 n+1}=\frac{3}{2}, l_{i i}=1$ for $i \in\{2,3, \ldots, 4 n\}$ and $i \neq 4 k+1, l_{4 k+1,4 k+1}=\frac{4}{3}$ for $k \in$ $\{1,2, \ldots, n-1\}$. Also, $l_{12}=l_{21}=l_{4 n, 4 n+1}=l_{4 n+1,4 n}=-\frac{1}{2}, l_{i, i+1}=l_{i+1, i}=-\frac{1}{\sqrt{6}}$ for $i \in\{2,3, \ldots, 4 n-$ $1\}$ and $l_{i j}=0$ for $|i-j|>1$.

In what follows, the lemmas that we present will be used throughout the main results.
Lemma 1. Assume that $\mathcal{L}_{A}, \mathcal{L}_{s}$ are defined as mentioned above [1]. Then:

$$
P_{\mathcal{L}\left(L_{n}\right)}(x)=P_{\mathcal{L}_{A}}(x) P_{\mathcal{L}_{s}}(x)
$$

According to the relation between the number of spanning trees and its normalized laplacian eigenvalues, one arrives the following lemma.

Lemma 2. Assume that $G$ is a connected graph with order $n$ and size $m$ [7], then

$$
\prod_{i=1}^{n} d_{G}\left(v_{i}\right) \prod_{i=2}^{n} \lambda_{i}=2 m \tau(G)
$$

where $\tau(G)$ is the number of spanning trees of $G$.

Lemma 3. Let $M_{1}, M_{2}, M_{3}$ and $M_{4}$ be the $p \times p, p \times q, q \times p$ and $q \times q$ matrices, respectively [24]. Then:

$$
\begin{aligned}
& \text { (a). } \operatorname{det}\left(\begin{array}{ll}
M_{1} & M_{2} \\
M_{3} & M_{4}
\end{array}\right)=\operatorname{det}\left(M_{4}\right) \cdot \operatorname{det}\left(M_{1}-M_{2} M_{4}^{-1} M_{3}\right), \\
& \text { (b). } \operatorname{det}\left(\begin{array}{ll}
M_{1} & M_{2} \\
M_{3} & M_{4}
\end{array}\right)=\operatorname{det}\left(M_{1}\right) \cdot \operatorname{det}\left(M_{4}-M_{3} M_{1}^{-1} M_{2}\right),
\end{aligned}
$$

where $M_{1}$ and $M_{4}$ are invertible, and $M_{1}-M_{2} M_{4}^{-1} M_{3}$ and $M_{4}-M_{3} M_{1}^{-1} M_{2}$ are called the Schur complements of $M_{4}$ and $M_{1}$, respectively.

In what follows, a flowchart (Figure 2) is given on the basis of the steps we have processed, and it will facilitate the understanding of the proposed approach. The explanations of these notations that appear in the flowchart are presented in Section 3.


Figure 2. The steps processed in this paper.

## 3. Main Results

In this section, we first figure out the explicit formula for the degree-Kirchhoff index of $H_{n}$. The steps of computing the degree-Kirchhoff index follow the flowchart in Figure 2. Combining the eigenvalues of $\mathcal{L}_{A}$ and $\mathcal{L}_{s}$, it is easy to get the normalized Laplacian spectrum of $H_{n}$ by Lemma 1 . On the other hand, one can find that the number or spanning trees of $H_{n}$ consists of the products of the degree of all vertices, the eigenvalues of $\mathcal{L}_{A}$ and $\mathcal{L}_{s}$, respectively. Suppose $0=\alpha_{1}<\alpha_{2} \leq \cdots \leq \alpha_{5 n+1}$ and $0<\beta_{1} \leq \beta_{2} \leq \cdots \leq \beta_{4 n+1}$ are the roots of $P_{\mathcal{L}_{A}}(x)=0$ and $P_{L_{s}}(x)=0$, respectively. By Equation (3), one has:

Lemma 4. Suppose that $H_{n}$ are the linear heptagonal networks. Then:

$$
\begin{equation*}
K f^{*}\left(H_{n}\right)=2 \cdot(11 n+1) \cdot\left(\sum_{i=2}^{5 n+1} \frac{1}{\alpha_{i}}+\sum_{j=1}^{4 n+1} \frac{1}{\beta_{j}}\right) \tag{7}
\end{equation*}
$$

Evidently, one just needs to calculate the eigenvalues of the $\mathcal{L}_{A}$ and $\mathcal{L}_{S}$. Hence, the formulas of $\sum_{i=2}^{5 n+1} \frac{1}{\alpha_{i}}$ and $\sum_{j=1}^{4 n+1} \frac{1}{\beta_{j}}$ are given in the following lemmas.

Lemma 5. Suppose that $0=\alpha_{1}<\alpha_{2} \leq \cdots \leq \alpha_{5 n+1}$ are the eigenvalues of $\mathcal{L}_{A}$. One has:

$$
\sum_{i=2}^{5 n+1} \frac{1}{\alpha_{i}}=\frac{401 n^{3}-170 n^{2}+54 n}{11 n+1}
$$

Proof. It is straightforward to verify that:

$$
P_{\mathcal{L}_{A}}(x)=x^{5 n+1}+a_{1} x^{5 n}+\cdots+a_{5 n-1} x^{2}+a_{5 n} x=x\left(x^{5 n}+a_{1} x^{5 n-1}+\cdots+a_{5 n-1} x+a_{5 n}\right)
$$

with $a_{5 n} \neq 0$. Then, one knows that $\frac{1}{\alpha_{2}}, \frac{1}{\alpha_{3}}, \ldots, \frac{1}{\alpha_{5 n+1}}$ are the roots of the following equation:

$$
a_{5 n} \cdot x^{5 n}+a_{5 n-1} \cdot x^{5 n-1}+\cdots+a_{1} \cdot x+1=0
$$

According to the relationships between the roots and the coefficients and Vieta theorem, one arrives at:

$$
\sum_{i=2}^{5 n+1} \frac{1}{\alpha_{i}}=\frac{(-1)^{5 n-1} \cdot a_{5 n-1}}{(-1)^{5 n} \cdot a_{5 n}}
$$

Proposition 1. $(-1)^{5 n} \cdot a_{5 n}=\frac{11 n+1}{8}\left(\frac{1}{6}\right)^{2 n-1}$.
Proof. Since the number $(-1)^{5 n} a_{5 n}$ is the sum of all those principal minors of $\mathcal{L}_{A}$ which have $5 n$ rows and columns, we get:

$$
\begin{equation*}
(-1)^{5 n} \cdot a_{5 n}=\sum_{i=1}^{5 n+1} \operatorname{det} \mathcal{L}_{A}[i] \tag{8}
\end{equation*}
$$

In view of Equation (6), one may find that $i$ can be selected in the identity matrix $I_{n}$ or $\mathcal{L}_{V_{1} V_{1}}+$ $\mathcal{L}_{V_{1} V_{2}}$. Thus, all these cases are listed as below.

Case 1. One first considers the case $1 \leq i \leq n$. That is to say, $\mathcal{L}_{A}[i]$ is obtained by deleting the $i$ row of the identity matrix $I_{n}$ and $\sqrt{2} \mathcal{L}_{V_{0} V_{1}}$, and also the corresponding column of the $I_{n}$ and $\sqrt{2} \mathcal{L}_{V_{1} V_{0}}$. Denoted by $I_{n-1}, R_{(n-1) \times(4 n+1)}, R_{(n-1) \times(4 n+1)}^{\prime}$ and $U_{(4 n+1) \times(4 n+1)}$ are the resulting blocks, respectively. According to the Lemma 3, and applying elementary operations (see also in Reference[25], P8), one knows:

$$
\operatorname{det} \mathcal{L}_{A}[i]=\left|\begin{array}{cc}
I_{n-1} & R_{(n-1) \times(4 n+1)} \\
R_{(n-1) \times(4 n+1)}^{\prime} & U_{(4 n+1) \times(4 n+1)}
\end{array}\right|=\left|\begin{array}{cc}
I_{n-1} & 0 \\
0 & M_{1}
\end{array}\right|,
$$

where $M_{1}=U_{(4 n+1) \times(4 n+1)}-R_{(n-1) \times(4 n+1)}^{\prime} R_{(n-1) \times(4 n+1)}=\left(m_{p q}\right)$, of which $m_{11}=m_{4 n+1,4 n+1}=$ $\frac{1}{2}, m_{p p}=1$ for $p \in\{2,4,6, \ldots, 4 n\}, m_{p p}=\frac{2}{3}$ for $p \in\{3,5,7,4 n-1\}$ but $p \neq 4 i-1, m_{4 i-1,4 i-1}=1$. Also, $m_{12}=m_{21}=m_{4 n, 4 n+1}=m_{4 n+1,4 n}=-\frac{1}{2}, m_{p, p+1}=m_{p+1, p}=-\frac{1}{\sqrt{6}}$ for $p \in\{2,3, \ldots, 4 n-1\}$ and $m_{p q}=0$ for $|p-q|>1$. With a explicit calculation, one gets:

$$
\begin{equation*}
\operatorname{det} \mathcal{L}_{A}[i]=\operatorname{det} M_{1}=\frac{1}{8} \times\left(\frac{1}{6}\right)^{2 n-1} \tag{9}
\end{equation*}
$$

Case 2. One now takes into account the case $n+1 \leq i \leq 5 n+1$. Namely, $\mathcal{L}_{A}[i]$ is obtained by deleting the $i$ row of the $\mathcal{L}_{V_{1} V_{1}}+\mathcal{L}_{V_{1} V_{2}}$ and $\sqrt{2} \mathcal{L}_{V_{1} V_{0}}$, also the corresponding column of the $\mathcal{L}_{V_{1} V_{1}}+\mathcal{L}_{V_{1} V_{2}}$ and $\sqrt{2} \mathcal{L}_{V_{0} V_{1}}$. Denote by $I_{n}, R_{n \times 4 n}, R_{n \times 4 n}^{\prime}$ and $U_{4 n \times 4 n}$ the resulting blocks, respectively. According to Lemma 3 and applying elementary operations, we arrive at:

$$
\operatorname{det} \mathcal{L}_{A}[i]=\left|\begin{array}{cc}
I_{n} & R_{n \times 4 n} \\
R_{n \times 4 n}^{\prime} & U_{4 n \times 4 n}
\end{array}\right|=\left|\begin{array}{cc}
I_{n} & 0 \\
0 & M_{2}
\end{array}\right| \text {, }
$$

where $M_{2}=U_{4 n \times 4 n}-R_{n \times 4 n}^{\prime} R_{n \times 4 n}$. Set $M_{2^{\prime}}=\left(m_{p q}\right)$ with order $4 n+1$, of which $m_{11}=m_{4 n+1,4 n+1}=$ $\frac{1}{2}, m_{p p}=1$ for $p \in\{2,4,6, \ldots, 4 n\}, m_{p p}=\frac{2}{3}$ for $p \in\{3,5,7,4 n-1\}$. Also, $m_{12}=m_{21}=m_{4 n, 4 n+1}=$ $m_{4 n+1,4 n}=-\frac{1}{2}, m_{p, p+1}=m_{p+1, p}=-\frac{1}{\sqrt{6}}$ for $p \in\{2,3, \ldots, 4 n-1\}$ and $m_{p q}=0$ for $|p-q|>1$. Evidently, $M_{2}=M_{2^{\prime}}[i-n]$. With an explicit calculation, one gets:

$$
\operatorname{det} \mathcal{L}_{A}[i]=\operatorname{det} M_{2^{\prime}}[i-n]= \begin{cases}\frac{1}{4} \times\left(\frac{1}{6}\right)^{2 n-1}, & \text { if } i=n+1 \text { or } i=5 n+1  \tag{10}\\ \frac{1}{4} \times\left(\frac{1}{6}\right)^{2 n-1}, & \text { if } n+2 \leq i \leq 5 n, i \text { is even } \\ \frac{1}{16} \times\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq i \leq 5 n, i \text { is odd }\end{cases}
$$

Combining Equations (8)-(10), we have:

$$
\begin{aligned}
(-1)^{5 n} \cdot a_{5 n} & =\sum_{i=1}^{5 n+1} \operatorname{det} \mathcal{L}_{A}[i]=\sum_{i=1}^{n} \operatorname{det} \mathcal{L}_{A}[i]+\sum_{i=n+1}^{5 n+1} \operatorname{det} \mathcal{L}_{A}[i] \\
& =n \cdot \frac{1}{8} \times\left(\frac{1}{6}\right)^{2 n-1}+2 n \cdot \frac{1}{4} \times\left(\frac{1}{6}\right)^{2 n-1}+(2 n-1) \cdot \frac{1}{16} \times\left(\frac{1}{6}\right)^{2 n-2}+2 \times \frac{1}{4} \times\left(\frac{1}{6}\right)^{2 n-1} \\
& =\frac{11 n+1}{8} \cdot\left(\frac{1}{6}\right)^{2 n-1}
\end{aligned}
$$

This completes the proof of the Proposition 1.
In what follows, we will focus on the calculation of the $(-1)^{5 n-1} a_{5 n-1}$.

Proposition 2. $(-1)^{5 n-1} a_{5 n-1}=\frac{1}{48}\left(401 n^{3}-170 n^{2}+54 n\right)\left(\frac{1}{6}\right)^{2 n-2}$.
Proof. Since the number $(-1)^{5 n-1} a_{5 n-1}$ is the sum of all those principal minors of $\mathcal{L}_{A}$ which have $5 n-1$ rows and columns, it is straightforward to obtain that:

$$
\begin{equation*}
(-1)^{5 n-1} \cdot a_{5 n-1}=\sum_{i=1}^{5 n+1} \operatorname{det} \mathcal{L}_{A}[i, j] \tag{11}
\end{equation*}
$$

Similar to consideration of Proposition 1, all these cases are listed as follows.
Case 1. One first considers the case $1 \leq i<j \leq n$. That is to say, $\mathcal{L}_{A}[i, j]$ is obtained by deleting the $i$ and $j$ rows of the identity matrix $I_{n}$ and $\sqrt{2} \mathcal{L}_{V_{0} V_{1}}$, also the corresponding columns of the $I_{n}$ and $\sqrt{2} \mathcal{L}_{V_{1} V_{0}}$. Denote by $I_{n-2}, R_{(n-2) \times(4 n+1)}, R_{(n-2) \times(4 n+1)}^{\prime}$ and $U_{(4 n+1) \times(4 n+1)}$ the resulting blocks, respectively. According to Lemma 3 and applying elementary operations, one has:

$$
\operatorname{det} \mathcal{L}_{A}[i, j]=\left|\begin{array}{cc}
I_{n-2} & R_{(n-2) \times(4 n+1)} \\
R_{(n-2) \times(4 n+1)}^{\prime} & U_{(4 n+1) \times(4 n+1)}
\end{array}\right|=\left|\begin{array}{cc}
I_{n-2} & 0 \\
0 & M_{3}
\end{array}\right|,
$$

where $M_{3}=U_{(4 n+1) \times(4 n+1)}-R_{(n-2) \times(4 n+1)}^{\prime} R_{(n-2) \times(4 n+1)}=\left(m_{p q}\right)$, of which $m_{11}=m_{4 n+1,4 n+1}=$ $\frac{1}{2}, m_{p p}=1$ for $p \in\{2,4,6, \ldots, 4 n\}, m_{p p}=\frac{2}{3}$ for $p \in\{3,5,7,4 n-1\}$ but $p \neq 4 i-1$ and $p \neq 4 j-1$, $m_{4 i-1,4 i-1}=m_{4 j-1,4 j-1}=1$. Also, $m_{12}=m_{21}=m_{4 n, 4 n+1}=m_{4 n+1,4 n}=-\frac{1}{2}, m_{p, p+1}=m_{p+1, p}=-\frac{1}{\sqrt{6}}$ for $p \in\{2,3, \ldots, 4 n-1\}$ and $m_{p q}=0$ for $|p-q|>1$. With an explicit calculation, one gets:

$$
\begin{equation*}
\operatorname{det} \mathcal{L}_{A}[i, j]=\operatorname{det} M_{3}=\frac{1}{8} \cdot(j-i+2) \cdot\left(\frac{1}{6}\right)^{2 n-1} \tag{12}
\end{equation*}
$$

Case 2. One now takes into account the case $n+1 \leq i<j \leq 5 n+1$. Namely, $\mathcal{L}_{A}[i, j]$ is obtained by deleting the $(i-n)$-th and $(j-n)$-th rows of the $\mathcal{L}_{V_{1} V_{1}}+\mathcal{L}_{V_{1} V_{2}}$ and $\sqrt{2} \mathcal{L}_{V_{1} V_{0}}$, also the corresponding columns of the $\mathcal{L}_{V_{1} V_{1}}+\mathcal{L}_{V_{1} V_{2}}$ and $\sqrt{2} \mathcal{L}_{V_{0} V_{1}}$. Denote by $I_{n}, R_{n \times(4 n-1)}, R_{n \times(4 n-1)}^{\prime}$ and $U_{(4 n-1) \times(4 n-1)}$ the resulting blocks, respectively. According to Lemma 3 and applying elementary operations, one arrives at:

$$
\operatorname{det} \mathcal{L}_{A}[i, j]=\left|\begin{array}{cc}
I_{n} & R_{n \times(4 n-1)} \\
R_{n \times(4 n-1)}^{\prime} & U_{(4 n-1) \times(4 n-1)}
\end{array}\right|=\left|\begin{array}{cc}
I_{n} & 0 \\
0 & M_{4}
\end{array}\right|,
$$

where $M_{4}=U_{(4 n-1) \times(4 n-1)}-R_{n \times(4 n-1)}^{\prime} R_{n \times(4 n-1)}=M_{2^{\prime}[i-n, j-n]}$. With an explicit calculation, one gets:

$$
\operatorname{det} \mathcal{L}_{A}[i, j]= \begin{cases}\frac{1}{8}(j-i)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq i=n+l<j=n+k \leq 5 n, l \text { is even, } k \text { is odd; }  \tag{13}\\ \frac{1}{12}(j-i)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq i=n+l<j=n+k \leq 5 n, l \text { is even, } k \text { is even; } \\ \frac{1}{8}(j-i)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq i=n+l<j=n+k \leq 5 n, l \text { is odd, } k \text { is even; } \\ \frac{3}{16}(j-i)\left(\frac{1}{6}\right)^{2 n-2,}, & \text { if } n+2 \leq i=n+l<j=n+k \leq 5 n, l \text { is odd, } k \text { is odd; } \\ \frac{1}{8}(j-i)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } i=n+1, j=n+k, k \text { is odd; } \\ \frac{1}{6}(j-i)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } i=n+1, j=n+k, k \text { is even; } \\ \frac{1}{8}(j-i)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } i=n+k, j=5 n+1, k \text { is odd; } \\ \frac{1}{12}(j-i)\left(\frac{1}{6}\right)^{2 n-2,}, & \text { if } i=n+k, j=5 n+1, k \text { is even; } \\ 2 n\left(\frac{1}{6}\right)^{2 n-1}, & \text { if } i=n+1, j=5 n+1 .\end{cases}
$$

Case 3. One devotes to consideration of the case $1 \leq i \leq n, n+1 \leq j \leq 5 n+1$. That is, $\mathcal{L}_{A}[i, j]$ is obtained by deleting the $i$ rows of the identity matrix $I_{n}$ and $\sqrt{2} \mathcal{L}_{V_{0} V_{1}},(j-n)$-th rows of the $\sqrt{2} \mathcal{L}_{V_{1} V_{0}}$ and $\mathcal{L}_{V_{1} V_{1}}+\mathcal{L}_{V_{1} V_{2}}$, respectively. In addition, the corresponding columns of the $I_{n}, \sqrt{2} \mathcal{L}_{V_{1} V_{0}}$, $\mathcal{L}_{V_{1} V_{1}}+\mathcal{L}_{V_{1} V_{2}}$ and $\sqrt{2} \mathcal{L}_{V_{0} V_{1}}$. Denote by $I_{n-1}, R_{(n-1) \times 4 n}, R_{(n-1) \times 4 n}^{\prime}$ and $U_{4 n \times 4 n}$ the resulting blocks, respectively. According to Lemma 3 and applying elementary operations, one has:

$$
\operatorname{det} \mathcal{L}_{A}[i, j]=\left|\begin{array}{cc}
I_{n-1} & R_{(n-1) \times 4 n} \\
R_{(n-1) \times 4 n}^{\prime} & U_{4 n \times 4 n}
\end{array}\right|=\left|\begin{array}{cc}
I_{n} & 0 \\
0 & M_{5}
\end{array}\right|,
$$

where $M_{5}=U_{4 n \times 4 n}-R_{(n-1) \times 4 n}^{\prime} R_{(n-1) \times 4 n}=M_{1}[j-n]$. By an explicit calculation, we get:

$$
\operatorname{det} \mathcal{L}_{A}[i, j]= \begin{cases}\left(\frac{1}{2}+i\right)\left(\frac{1}{6}\right)^{2 n-1}, & \text { if } j=n+1 ; \\ \frac{1}{24}(j-n-2 i)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq j=n+k \leq 5 n, j-n-2 i>0, k \text { is even; } \\ \frac{1}{12}\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq j=n+k \leq 5 n, j-n-2 i=0, k \text { is even; } \\ \frac{1}{12}\left(\left|\frac{j-n-2 i}{2}\right|+1\right)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq j=n+k \leq 5 n, j-n-2 i<0, k \text { is even; }(14) \\ \frac{1}{16}(j-n-2 i)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq j=n+k \leq 5 n, j-n-2 i \geq 0, k \text { is odd; } \\ \frac{1}{16}(|j-n-2 i|+2)\left(\frac{1}{6}\right)^{2 n-2}, & \text { if } n+2 \leq j=n+k \leq 5 n, j-n-2 i<0, k \text { is odd; } \\ \frac{1}{4}(4 n-2 i+1)\left(\frac{1}{6}\right)^{2 n-1}, & \text { if } j=5 n+1 .\end{cases}
$$

Together with Equations (11)-(14), one gets:

$$
\begin{aligned}
(-1)^{5 n-1} a_{5 n-1}= & \sum_{1 \leq i \leq j}^{5 n+1} \operatorname{det} \mathcal{L}_{A}[i, j] \\
= & \sum_{1 \leq i \leq j}^{n} \operatorname{det} \mathcal{L}_{A}[i, j]+\sum_{n+1 \leq i \leq j}^{5 n+1} \operatorname{det} \mathcal{L}_{A}[i, j]+\sum_{1 \leq i \leq n, n+1 \leq j \leq 5 n+1}^{5 n+1} \operatorname{det} \mathcal{L}_{A}[i, j] \\
= & \frac{n^{3}+12 n^{2}+11 n}{48}\left(\frac{1}{6}\right)^{2 n-1}+\frac{290 n^{3}-144 n^{2}+25 n}{36}\left(\frac{1}{6}\right)^{2 n-2} \\
& +\frac{40 n^{3}+30 n^{2}+29 n}{144}\left(\frac{1}{6}\right)^{2 n-2} \\
= & \frac{1}{48}\left(401 n^{3}-170 n^{2}+54 n\right)\left(\frac{1}{6}\right)^{2 n-2}
\end{aligned}
$$

The proof of the Proposition 2 completed.
By Propositions 1 and 2 , we have the desired result of Lemma 5.
Lemma 6. Suppose that $\beta_{1}, \beta_{2}, \ldots, \beta_{4 n+1}$ are the eigenvalues of $\mathcal{L}_{S}$. One has:

$$
\sum_{j=1}^{4 n+1} \frac{1}{\beta_{j}}=\frac{\delta(n)+\zeta(n)}{441\left[(-24+2183 \sqrt{2})(11-6 \sqrt{2})^{n}-(24+2183 \sqrt{2})(11+6 \sqrt{2})^{n}\right]^{n}}
$$

where $\delta(n)=4(461133-44560 \sqrt{2}-6 n(249938+99525 \sqrt{2}))(11+6 \sqrt{2})^{n}$, $\zeta(n)=4(461133+44560 \sqrt{2}+6 n(-249938+99525 \sqrt{2}))(11-6 \sqrt{2})^{n}$.

Proof. It is straightforward to verify that:

$$
P_{\mathcal{L}_{S}}(x)=x^{4 n+1}+b_{1} x^{4 n}+\cdots+b_{4 n-1} x^{2}+b_{4 n} x+b_{4 n+1}
$$

with $b_{4 n+1} \neq 0$. Then, one knows that $\frac{1}{\beta_{1}}, \frac{1}{\beta_{2}}, \ldots, \frac{1}{\beta_{4 n+1}}$ are the roots of the following equation:

$$
b_{4 n+1} \cdot x^{4 n+1}+b_{4 n} \cdot x^{4 n}+\cdots+b_{1} \cdot x+1=0
$$

In the line with the relationships between the roots and the coefficients of $P_{\mathcal{L}_{s}}(x)$, one arrives at:

$$
\sum_{j=1}^{4 n+1} \frac{1}{\beta_{j}}=\frac{(-1)^{4 n} b_{4 n}}{(-1)^{4 n+1} b_{4 n+1}}=\frac{(-1)^{4 n} b_{4 n}}{\operatorname{det} \mathcal{L}_{s}}
$$

On the one hand, we first consider $l$-th order principal submatrix, $D_{l}$, and yield by the first $l$ rows and columns of $\mathcal{L}_{s}, l=1,2, \ldots, 4 n$. Set $d_{l}=\operatorname{det} D_{l}$. Then $d_{1}=\frac{3}{2}, d_{2}=\frac{5}{4}, d_{3}=1, d_{4}=\frac{19}{24}, d_{5}=\frac{8}{9}, d_{6}=$ $\frac{109}{144}, d_{7}=\frac{263}{432}, d_{8}=\frac{139}{288}$ and:

$$
\left\{\begin{array}{l}
d_{4 i}=d_{4 i-1}-\frac{1}{6} d_{4 i-2}  \tag{15}\\
d_{4 i+1}=\frac{4}{3} d_{4 i}-\frac{1}{6} d_{4 i-1}, \\
d_{4 i+2}=d_{4 i+1}-\frac{1}{6} d_{4 i} \\
d_{4 i+3}=d_{4 i+2}-\frac{1}{6} d_{4 i+1} .
\end{array}\right.
$$

With a explicit calculation, we get:

$$
\left\{\begin{array}{l}
d_{4 i}=\frac{460+3 \sqrt{2}}{196 \sqrt{2}}\left(\frac{11+6 \sqrt{2}}{36}\right)^{i}+\frac{-460+3 \sqrt{2}}{196 \sqrt{2}}\left(\frac{11-6 \sqrt{2}}{36}\right)^{i}  \tag{16}\\
d_{4 i+1}=\frac{31+18 \sqrt{2}}{24 \sqrt{2}}\left(\frac{11+6 \sqrt{2}}{36}\right)^{i}+\frac{-31+18 \sqrt{2}}{24 \sqrt{2}}\left(\frac{11-6 \sqrt{2}}{36}\right)^{i} \\
d_{4 i+2}=\frac{27+15 \sqrt{2}}{24 \sqrt{2}}\left(\frac{11+6 \sqrt{2}}{36}\right)^{i}+\frac{-27+15 \sqrt{2}}{24 \sqrt{2}}\left(\frac{11-6 \sqrt{2}}{36}\right)^{i} \\
d_{4 i+3}=\frac{131+72 \sqrt{2}}{144 \sqrt{2}}\left(\frac{11+6 \sqrt{2}}{36}\right)^{i}+\frac{-131+72 \sqrt{2}}{144 \sqrt{2}}\left(\frac{11-6 \sqrt{2}}{36}\right)^{i}
\end{array}\right.
$$

## Proposition 3.

$$
\operatorname{det} \mathcal{L}_{s}=\frac{540+493 \sqrt{2}}{1152}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1}+\frac{540-493 \sqrt{2}}{1152}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1}
$$

Proof. By expanding $\operatorname{det} \mathcal{L}_{s}$ with regards to the last row, one gets:

$$
\begin{aligned}
\operatorname{det} \mathcal{L}_{s}= & \frac{3}{2} d_{4 n}-\frac{1}{4} d_{4 n-1}=\frac{3}{2}\left[\frac{460+3 \sqrt{2}}{196 \sqrt{2}}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n}+\frac{-460+3 \sqrt{2}}{196 \sqrt{2}}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n}\right] \\
& -\frac{1}{4}\left[\frac{131+72 \sqrt{2}}{144 \sqrt{2}}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1}+\frac{-131+72 \sqrt{2}}{144 \sqrt{2}}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1}\right] \\
= & \frac{540+493 \sqrt{2}}{1152}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1}+\frac{540-493 \sqrt{2}}{1152}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1} .
\end{aligned}
$$

This has completed the proof of the Proposition 3.
On the other hand, we will take into account the $k$-th order principal submatrix, $R_{k}$, and yield by the last $k$ rows and columns of $\mathcal{L}_{s}, k=1,2, \ldots, 4 n$. Set $r_{k}=\operatorname{det} R_{k}$. Then $r_{1}=\frac{3}{2}, r_{2}=\frac{5}{4}, r_{3}=1, r_{4}=$ $\frac{19}{24}, r_{5}=\frac{8}{9}, r_{6}=\frac{109}{144}, r_{7}=\frac{263}{432}, r_{8}=\frac{139}{288}$ and:

$$
\left\{\begin{array}{l}
r_{4 i}=r_{4 i-1}-\frac{1}{6} r_{4 i-2}  \tag{17}\\
r_{4 i+1}=\frac{4}{3} r_{4 i}-\frac{1}{6} r_{4 i-1} \\
r_{4 i+2}=r_{4 i+1}-\frac{1}{6} r_{4 i} \\
r_{4 i+3}=r_{4 i+2}-\frac{1}{6} r_{4 i+1}
\end{array}\right.
$$

Obviously, one finds that $d_{4 i}=r_{4 i}, d_{4 i+1}=r_{4 i+1}, d_{4 i+2}=r_{4 i+2}, d_{4 i+3}=r_{4 i+3}$.

## Proposition 4.

$$
\begin{aligned}
(-1)^{4 n} b_{4 n}= & \frac{-92,607-46,462 \sqrt{2}+6 n(80,482+52,947 \sqrt{2})}{127,008}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1} \\
& +\frac{-92,607+46,462 \sqrt{2}-6 n(-80,482+52,947 \sqrt{2})}{127,008}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1}
\end{aligned}
$$

Proof. Denoted $l_{i i}$ the diagonal entries of $\mathcal{L}_{S}$. Since the number $(-1)^{4 n} b_{4 n}$ is the sum of all those principal minors of $\mathcal{L}_{S}$ which have $4 n$ rows and columns, one arrives at:

$$
(-1)^{4 n} b_{4 n}=\sum_{i=1}^{4 n+1} \operatorname{det} \mathcal{L}_{S}[i]=\sum_{i=1}^{4 n+1} \operatorname{det}\left(\begin{array}{cc}
D_{i-1} & 0  \tag{18}\\
0 & R_{4 n+1-i}
\end{array}\right)=\sum_{i=1}^{4 n+1} \operatorname{det} D_{i-1} \cdot \operatorname{det} R_{4 n+1-i}
$$

where

$$
R_{4 n+1-i}=\left(\begin{array}{cccc}
l_{i+1, i+1} & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & l_{4 n, 4 n} & -\frac{1}{\sqrt{6}} \\
0 & \cdots & -\frac{1}{\sqrt{6}} & l_{4 n+1,4 n+1}
\end{array}\right)
$$

Let $d_{0}:=\operatorname{det} D_{0}=1$ and $\operatorname{det} R=1$, if $i=4 n+1$. In line with Equation (18), one gets:

$$
\begin{align*}
(-1)^{4 n} b_{4 n}= & \sum_{i=1}^{4 n+1} \operatorname{det} \mathcal{L}_{S}[i]=\sum_{i=1}^{4 n} \operatorname{det} \mathcal{L}_{S}[i]+d_{4 n}=\sum_{k=1}^{n} \operatorname{det} \mathcal{L}_{S}[4 k] \\
& +\sum_{k=0}^{n-1} \operatorname{det} \mathcal{L}_{S}[4 k+1]+\sum_{k=0}^{n-1} \operatorname{det} \mathcal{L}_{S}[4 k+2]+\sum_{k=0}^{n-1} \operatorname{det} \mathcal{L}_{S}[4 k+3]+d_{4 n} \\
= & \sum_{k=1}^{n} d_{4(k-1)+3} d_{4(n-k)+1}+\sum_{k=1}^{n-1} d_{4 k} d_{4(n-k)}+\sum_{k=0}^{n-1} d_{4 k+1} d_{4(n-k-1)+3} \\
& +\sum_{k=0}^{n-1} d_{4 k+2} d_{4(n-k-1)+2}+2 d_{4 n} . \tag{19}
\end{align*}
$$

By a straightforward calculation, we can obtain the following expressions.

$$
\begin{align*}
\begin{aligned}
& \sum_{k=1}^{n} d_{4(k-1)+3} d_{4(n-k)+1}= n \cdot \frac{6653+4590 \sqrt{2}}{6912 \cdot 36^{n-1}}(11+6 \sqrt{2})^{n-1}+n \cdot \frac{6653-4590 \sqrt{2}}{6912 \cdot 36^{n-1}}(11-6 \sqrt{2})^{n-1} \\
&+\frac{1}{12} \cdot \frac{-1469 \sqrt{2}}{6912 \cdot 36^{n-1}}(11+6 \sqrt{2})^{n}+\frac{1}{12} \cdot \frac{1469 \sqrt{2}}{6912 \cdot 36^{n-1}}(11-6 \sqrt{2})^{n} . \\
& \sum_{k=1}^{n-1} d_{4 k} d_{4(n-k)}=\quad(n-1) \cdot \frac{105809+1380 \sqrt{2}}{38416 \cdot 36^{n}}(11+6 \sqrt{2})^{n}+(n-1) \cdot \frac{105809-1380 \sqrt{2}}{38416 \cdot 36^{n}}(11-6 \sqrt{2})^{n} \\
&+\frac{1}{12} \cdot \frac{-105791 \sqrt{2}}{38416 \cdot 36^{n}}(11+6 \sqrt{2})^{n-1}+\frac{1}{12} \cdot \frac{105791 \sqrt{2}}{38416 \cdot 36^{n}}(11-6 \sqrt{2})^{n-1} . \\
& \sum_{k=0}^{n-1} d_{4 k+1} d_{4(n-k-1)+3}= n \cdot \frac{6653+4590 \sqrt{2}}{6912 \cdot 36^{n-1}}(11+6 \sqrt{2})^{n-1}+n \cdot \frac{6653-4590 \sqrt{2}}{6912 \cdot 36^{n-1}}(11-6 \sqrt{2})^{n-1} \\
&+\frac{1}{12} \cdot \frac{-1469 \sqrt{2}}{6912 \cdot 36^{n-1}}(11+6 \sqrt{2})^{n}+\frac{1}{12} \cdot \frac{1469 \sqrt{2}}{6912 \cdot 36^{n-1}}(11-6 \sqrt{2})^{n} .
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
\sum_{k=0}^{n-1} d_{4 k+2} d_{4(n-k-1)+2}= & n \cdot \frac{131+90 \sqrt{2}}{128 \cdot 36^{n-1}}(11+6 \sqrt{2})^{n-1}+n \cdot \frac{131-90 \sqrt{2}}{128 \cdot 36^{n-1}}(11-6 \sqrt{2})^{n-1} \\
& +\frac{1}{12} \cdot \frac{-31 \sqrt{2}}{128 \cdot 36^{n-1}}(11+6 \sqrt{2})^{n}+\frac{1}{12} \cdot \frac{31 \sqrt{2}}{128 \cdot 36^{n-1}}(11-6 \sqrt{2})^{n} .  \tag{23}\\
2 d_{4 n}= & \frac{6+460 \sqrt{2}}{196 \cdot 36^{n}}(11+6 \sqrt{2})^{n}+\frac{6-460 \sqrt{2}}{196 \cdot 36^{n}}(11-6 \sqrt{2})^{n} . \tag{24}
\end{align*}
$$

Substituting Equations (20)-(24) to (19), we can get the desired result.
Together with the Propositions 3 and 4, one gets Lemma 6 immediately. By Lemmas 5 and 6, we have the following theorem.

Theorem 1. For graph $H_{n}$,

$$
K f^{*}\left(H_{n}\right)=(22 n+2) \cdot\left(\frac{401 n^{3}-170 n^{2}+54 n}{11 n+1}+\frac{(-1)^{4 n} \cdot b_{4 n}}{\operatorname{det} \mathcal{L}_{s}}\right)
$$

where

$$
\begin{aligned}
(-1)^{4 n} b_{4 n}= & \frac{-92607-46462+6 n(80482+52947 \sqrt{2})}{127008}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1} \\
& +\frac{-92607+46462-6 n(-80482+52947 \sqrt{2})}{127008}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1} \\
\operatorname{det} \mathcal{L}_{S}= & \frac{540+493 \sqrt{2}}{1152}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1}+\frac{540-493 \sqrt{2}}{1152}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1}
\end{aligned}
$$

Theorem 2. For graph $H_{n}$,

$$
\tau\left(H_{n}\right)=2^{3 n+1} \cdot 3^{2 n-1} \cdot\left[\frac{540+493 \sqrt{2}}{1152}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1}+\frac{540-493 \sqrt{2}}{1152}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1}\right]
$$

Proof. By Lemma 2, one has $\prod_{i=1}^{\left|V\left(H_{n}\right)\right|} d_{i} \prod_{i=2}^{5 n+1} \alpha_{i} \prod_{j=1}^{4 n+1} \beta_{j}=2\left|E\left(H_{n}\right)\right| \tau\left(H_{n}\right)$. Notice that:

$$
\begin{aligned}
\prod_{i=1}^{\left|V\left(H_{n}\right)\right|} d_{i} & =2^{5 n+4} \cdot 3^{4 n-2} \\
\prod_{i=2}^{5 n+1} \alpha_{i} & =(-1)^{5 n} a_{5 n}=\frac{11 n+1}{8}\left(\frac{1}{6}\right)^{2 n-1} \\
\prod_{j=1}^{4 n+1} \beta_{j} & =\operatorname{det} \mathcal{L}_{s}=\frac{540+493 \sqrt{2}}{1152}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1}+\frac{540-493 \sqrt{2}}{1152}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1} .
\end{aligned}
$$

Evidently,

$$
\tau\left(H_{n}\right)=2^{3 n+1} \cdot 3^{2 n-1} \cdot\left[\frac{540+493 \sqrt{2}}{1152}\left(\frac{11+6 \sqrt{2}}{36}\right)^{n-1}+\frac{540-493 \sqrt{2}}{1152}\left(\frac{11-6 \sqrt{2}}{36}\right)^{n-1}\right]
$$

This completes the proof of the theorem.

## 4. Discussion

In recent decades, the resistance distance has attracted some attentions due to its practical applications. The spectral graph theory focuses on the interplay between the structure properties and
eigenvalues of a graph. In Reference [17,18], Klein and Lovász independently found that the sum of resistance distance, namely, the Kirchhoff index, could be determined by the Laplacian eigenvalues of the graph. In later years, Chen and Zhang [14] defined the degree-Kirchhoff index. Meanwhile, they proved that the degree-Kirchhoff index could be given by the normalized Laplacian eigenvalues of the graph. Since the relationships between Kirchhoff (and degree-Kirchhoff, respectively ) index and the Laplacian (normalized Laplacian, respectively ) eigenvalues of the graph, the Kirchhoff and degree-Kirchhoff index are highly concerned. Y. Yang et al. [20] determined the Laplacian spectrum and Kirchhoff index of linear hexagonal chains by the decomposition theorem of the Laplacian polynomial in 2007. More surprising, they found the Wiener index of linear hexagonal chains is almost twice that of its Kirchhoff index. Reference [22] explored the normalized Laplacian spectrum and degree-Kirchhoff index of linear hexagonal chains by the decomposition theorem of normalized Laplacian polynomial. They also found the Gutman index of linear hexagonal chains is almost twice that of its degree-Kirchhoff index. Y. Pan et al. [21] constructed a crossed hexagonal by adding two pairs of crossed edges in linear hexagonal chains, and the Kirchhoff and degree-Kirchhoff indices are derived, respectively. Besides, they presented the Wiener (Gutman, respectively) index of linear crossed hexagonal chains is almost four times that of its Kirchhoff (degree-Kirchhoff, respectively) index. Applying similar methods, X. Ma et al. [26] determined the degree-Kirchhoff index and spanning trees of linear hexagonal Möbius graphs. For the results of linear phenylenes, see Reference [5,23]. Considering a more complex graph and different methods, the degree-Kirchhoff index and number of spanning trees of liner heptagonal networks were given in this paper.

## 5. Conclusions

In this paper, we were committed to computing the degree-Kirchhoff index and the number of spanning trees of liner heptagonal networks. Though we also used the decomposition theorem of the normalized Laplacian polynomial that appeared in the previous results, the methods of calculating the expression $\sum_{i=2}^{5 n+1} \frac{1}{\alpha_{i}}$ were much different than previous results. The main techniques we used were Lemma 3 and elementary operations. Indeed, one can use the Doolittle decomposition theorem to solve the normalized Laplacian matrix of liner heptagonal networks, if one hopes to check the correction of the proofs. Additionally, it is interesting to deduce the Kirchhoff index, degree-Kirchhoff index, and the number of spanning trees of linear crossed heptagonal networks or linear heptagonal Möbius networks, due to its much more complex structures than liner heptagonal networks, as in Refs. [21,26].
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#### Abstract

The Padmakar-Ivan (PI) index is a distance-based topological index and a molecular structure descriptor, which is the sum of the number of vertices over all edges $u v$ of a graph such that these vertices are not equidistant from $u$ and $v$. In this paper, we explore the results of $P I$-indices from trees to recursively clustered trees, the $k$-trees. Exact sharp upper bounds of PI indices on $k$-trees are obtained by the recursive relationships, and the corresponding extremal graphs are given. In addition, we determine the PI-values on some classes of $k$-trees and compare them, and our results extend and enrich some known conclusions.


Keywords: extremal values; PI index; $k$-trees; distance

## 1. Introduction

Let $G$ be a simple connected non-oriented graph with vertex set $V(G)$ and edge set $E(G)$. The distance $d(x, y)$ between the vertices $x, y \in V(G)$ is the minimum length of the paths between $x$ and $y$ in $G$. The oldest and most thoroughly examined molecular descriptor is Wiener index or path number [1], which was first considered in trees by Wiener in 1947 as follows: $W(G)=$ $\sum_{\{x, y\} \subset V(G)} d(x, y)$. Compared to Wiener index, Szeged index was proposed by Gutman [2] in 1994 that, given $x y \in E(G)$, let $n_{x y}(x)$ be the number of vertices $w \in V(G)$ such that $d(x, w)<d(y, w)$, $S z(G)=\sum_{x y \in E(G)} n_{x y}(x) n_{x y}(y)$. Based on the considerable success of Wiener index and Sz index, Khadikar proposed a new distance-based index [3] to be used in the field of nano-technology, that is edge Padmakar-Ivan $\left(\mathrm{PI}_{e}\right)$ index, $P I_{e}(G)=\sum_{x y \in E(G)}\left[n_{e}(x)+n_{e}(y)\right]$, where $n_{e}(x)$ denotes the number of edges which are closer to the vertex $x$ than to the vertex $y$, and $n_{e}(y)$ denotes the number of edges which are closer to the vertex $y$ than to the vertex $x$, respectively.

It is easy to see that the above concept does not count edges equidistant from both ends of the edge $e=x y$. Based on this idea, Khalifeh et al. [4] introduced a new PI index of vertex version that $\operatorname{PI}(G)=\operatorname{PI}_{v}(G)=\sum_{x y \in E(G)}\left[n_{x y}(x)+n_{x y}(y)\right]$. Note that, in order to obtain a good recursive formulas, we do not consider the vertices $x, y$ for $n_{x y}(x)$ and $n_{x y}(y)$. Thus, $n_{x y}(x)+n_{x y}(y) \leq n-2$.

Nowadays, Padmakar-Ivan indices are widely used in Quantitative Structure-Activity Relationship (QSAR) and Quantitative Structure-Property Relationship (QSPR) [5,6], and there are many interesting results [5,7-26] between graph theory and chemistry. For instances, Klavžar [27] provided PI-partitions and arbitrary Cartesian product. Pattabiraman and Paulraja [28] presented the formulas for vertex PI indices of the strong product of a graph and the complete multipartite graph. Ilić and Milosavljević [29] established basic properties of weighted vertex PI index and some lower and upper bounds on special graphs. Wang and Wei [30] studied vertex PI index on an extention of trees (cacti). In [31], Das and Gutman obtained a lower bound on the vertex PI index of a connected
graph in terms of numbers of vertices, edges, pendent vertices, and clique number. Hoji et al. [32] provided exact formulas for the vertex PI indices of Kronecker product of a connected graph G and a complete graph. Since the tree is a basic class of graphs in mathematics and chemistry, and these results indicate that either the stars or the paths attain the maximal or minimal bounds for particular chemical indices, then a natural question is how about the situations for vertex Padmakar-Ivan index?

Because PI index is a distance-based index and not very easy to calculate, we first consider the bipartite graph $G$ with $n$ vertices. Note that the tree is a subclass of bipartite graphs which have no odd cycles. By the definition of $\operatorname{PI}(G)$ and the assumption that we do not consider the vertices $x, y$ for $n_{x y}(x)$ and $n_{x y}(y)$, one can obtain that every edge of $G$ has the PI-value as $n-2$. Thus, the following observation is obtained.

Obervation 1. For a bipartite graph $G$ with $n$ vertices and $m$ edges, $P I(G)=(n-2) m$. In particular, if $G$ is a tree, then $\operatorname{PI}(G)=(n-1)(n-2)$.

Next, we will consider the graphs with odd cycles. In particular, the general tree, $k$-tree, contains a lot of odd cycles. Then, we are going to consider the PI indices of $k$-trees and figure out whether or not a $k$-star or a $k$-path attains the maximal or minimal bound for $P I$-indices of $k$-trees. Our main results are as follows: Theorems 1 and 2 give the exact $P I$-values of $k$-stars, $k$-paths and $k$-spirals (see Definitions 1-5 below).

Theorem 1. For any $k$-star $S_{n}^{k}$ and $k$-path $P_{n}^{k}$ with $n=k p+s$ vertices, where $p \geq 0$ is an integer and $s \in[2, k+1]$, we have
(i) $\operatorname{PI}\left(S_{n}^{k}\right)=k(n-k)(n-k-1)$,
(ii) $P I\left(P_{n}^{k}\right)=\frac{k(k+1)(p-1)(3 k p+6 s-2 k-4)}{6}+\frac{(s-1) s(3 k-s+2)}{3}$.

Theorem 2. For any $k$-spiral $T_{n, c}^{k *}$ with $n \geq k$ vertices, where $c \in[1, k-1]$, we have

$$
\operatorname{PI}\left(T_{n, c}^{k *}\right)=\left\{\begin{aligned}
\frac{(n-k)(n-k-1)(4 k-n+2)}{3} & \text { if } n \in[k, 2 k-c] \\
\frac{3 c(n-2 k+c-1)(n-2 k+c)+(k-c)\left(2 c^{2}+3 n c-4 k c+3 k n-4 k^{2}-6 k+3 n-2\right)}{3} & \text { if } n \geq 2 k-c+1
\end{aligned}\right.
$$

Theorem 3 proves that $k$-stars achieve the maximal values of $P I$-values for $k$-trees, and Theorem 4 shows that $k$-paths do not arrive the minimal values and certain PI-values of $k$-spirals are less than that of $k$-paths.

Theorem 3. For any $k$-tree $T_{n}^{k}$ with $n \geq k \geq 1$, we have $\operatorname{PI}\left(T_{n}^{k}\right) \leq P I\left(S_{n}^{k}\right)$.
Theorem 4. For any $k$-spiral $T_{n, c}^{k *}$ with $n \geq k \geq 1$, we have
(i) $P I\left(P_{n}^{k}\right) \geq P I\left(T_{n, c}^{k *}\right)$ if $c \in\left[1, \frac{k+1}{2}\right)$,
(ii) $\operatorname{PI}\left(P_{n}^{k}\right) \leq \operatorname{PI}\left(T_{n, c}^{k *}\right)$ if $c \in\left[\frac{k+1}{2}, k-1\right]$.

## 2. Preliminary

In this section, we first give some notations and lemmas that are crucial in the following sections. As usual, $G=(V, E)$ is a connected finite simple undirected graph with vertex set $V=V(G)$ and edge set $E=E(G)$. Let $|G|$ or $|V|$ be the cardinality of $V$. For any $S \subseteq V(G)$ and $F \subseteq E(G)$, we use $G[S]$ to denote the subgraph of $G$ induced by $S, G-S$ to denote the subgraph induced by $V(G)-S$ and $G-F$
to denote the subgraph of $G$ obtained by deleting $F$. $w(G-S)$ is the number of components of $G-S$ and $S$ is a cut set if $w(G-S) \geq 2$. For any $u, v \in V(G), P_{u v}$ is a path connecting $u$ and $v, d(u, v)$ is the distance between $u$ and $v, N(v)=N_{G}(v)=\{w \in V(G), v w \in E(G)\}$ is the neighborhood of $v$ and $N[v]=N(v) \cup\{v\}$. For any integers $a, b$ with $a \leq b$, the interval $[a, b]$ is the set of all integers between $a$ and $b$ including $a, b$. In addition, let $[a, b)=[a, b]-\{b\}$ and $(a, b]=[a, b]-\{a\}$. In particular, $[a, b]=\phi$ for $a>b . f^{\prime}(x)$ is a derivative of any differentiable function $f(x)$, where $x$ is the variable. $\lfloor x\rfloor$ is the largest integer that is less than or equal to $x ;\lceil x\rceil$ is the smallest integer that is greater than or equal to $x$. It is clear that $d$ is from 0 to the diameter of graphs. Other undefined notations are referred to [33].

It is commonly known that a chordal graph $G$ with at least three vertices is a triangulated graph and contains a simplicial vertex, whose neighborhood induces a clique. During recent decades, there are many interesting studies related to chordal graphs. In 1969, Beineke and Pippert [7] gave the definition of $k$-trees, which is a significant subclass of chordal graphs. Now, we just give some definitions about $k$-trees below.

Definition 1. For positive integers $n, k$ with $n \geq k$, the $k$-tree, denoted by $T_{n}^{k}$, is defined recursively as follows: The smallest $k$-tree is the $k$-clique $K_{k}$. If $G$ is a $k$-tree with $n \geq k$ vertices and a new vertex $v$ of degree $k$ is added and joined to the vertices of a $k$-clique in $G$, then the obtained graph is a $k$-tree with $n+1$ vertices.

Definition 2. For positive integers $n, k$ with $n \geq k$, the $k$-path, denoted by $P_{n}^{k}$, is defined as follows: starting with a $k$-clique $G\left[\left\{v_{1}, v_{2} \ldots v_{k}\right\}\right]$. For $i \in[k+1, n]$, the vertex $v_{i}$ is adjacent to vertices $\left\{v_{i-1}, v_{i-2} \ldots v_{i-k}\right\}$ only.

Definition 3. For positive integers $n, k$ with $n \geq k$, the $k$-star, denoted by $S_{n}^{k}$, is defined as follows: Starting with a $k$-clique $G\left[\left\{v_{1}, v_{2} \ldots v_{k}\right\}\right]$ and an independent set $S$ with $|S|=n-k$. For $i \in[k+1, n]$, the vertex $v_{i}$ is adjacent to vertices $\left\{v_{1}, v_{2} \ldots v_{k}\right\}$ only.

Definition 4. For positive integers $n, k, c$ with $n \geq k$ and $c \in[1, k-1]$, let $v_{1}, v_{2}, \ldots, v_{n-c}$ be the simplicial ordering of $P_{n-c}^{k-c}$. The $k$-spiral, denoted by $T_{n, c}^{k *}$, is defined as $P_{n-c}^{k-c}+K_{c}$, which is, $V\left(T_{n, c}^{k *}\right)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and $E\left(T_{n, c}^{k *}\right)=E\left(P_{n-c}^{k-c}\right) \cup E\left(K_{c}\right) \cup\left\{v_{1} v_{l}, v_{2} v_{l}, \ldots, v_{n-c} v_{l}\right\}$, for $l \in[n-c+1, n]$.

Definition 5. Let $v \in V\left(T_{n}^{k}\right)$ be a vertex of degree $k$ whose neighbors form a $k$-clique of $T_{n}^{k}$, then $v$ is called a $k$-simplicial vertex. Let $S_{1}\left(T_{n}^{k}\right)$ be the set of all $k$-simplicial vertices of $T_{n}^{k}$, for $n \geq k+2$, and set $S_{1}\left(K_{k}\right)=\phi, S_{1}\left(K_{k+1}\right)=\{v\}$, where $v$ is any vertex of $K_{k+1}$. Let $G_{0}=G, G_{i}=G_{i-1}-v_{i}$, where $v_{i}$ is a $k$-simplicial vertex of $G_{i-1}$, then $\left\{v_{1}, v_{2} \ldots v_{n}\right\}$ is called a simplicial elimination ordering of the $n$-vertex graph $G$.

In order to consider the $P I$-value of any $k$-tree $G$, let $G^{\prime}=G \cup\{u\}$ be a $k$-tree obtained by adding a new vertex $u$ to $G$. For any $v_{1}, v_{2} \in V(G)$, let $d\left(v_{1}, v_{2}\right)$ be the distance between $v_{1}$ and $v_{2}$ in $G, d^{\prime}\left(v_{1}, v_{2}\right)$ be the distance between $v_{1}$ and $v_{2}$ in $G^{\prime}$. Now, we define a function that measures the difference of $P I$-values of any edge relating a vertex from $G$ to $G^{\prime}$ as follows: $f:\left\{w \in V\left(G^{\prime}\right), x y \in E(G)\right\}$ to $\{1,0\}$ as follows:

$$
f(w, x y)=\left\{\begin{array}{lll}
0, & \text { if } w=u \text { and } d^{\prime}(x, w)=d^{\prime}(y, w) \\
0, & \text { if } w \in V(G) \text { and } d(x, w)-d^{\prime}(x, w)=d(y, w)-d^{\prime}(y, w) \\
1, & \text { if otherwise }
\end{array}\right.
$$

Using the construction of $k$-trees, we can derive the following lemmas. Note that $\operatorname{PI}(x y)=$ $n_{x y}(x)+n_{x y}(y)$ and $P I(x y) \leq n-2$.

Lemma 1. Let $x y$ be any edge of a $k$-tree $G$ with at least $n \geq k+1$ vertices, then $P I(x y) \leq n-k-1$.

Proof. Since every vertex of any $k$-tree $G$ with at least $k+1$ vertices must be in some $(k+1)$-cliques, which is, $|N(x) \cap N(y)| \geq k-1$ for any $x y \in E(G)$, we have $P I(x y) \leq n-(k-1)-2=n-k-1$.

Lemma 2. Let $x y$ be any edge of a $k$-tree $G$ with $n$ vertices and $G^{\prime}=G \cup\{u\}$ be a $k$-tree obtained by adding $u$ to $G$. If $w \in V(G)$, then $f(w, x y)=0$.

Proof. By adding $u$ to $G$, since $G^{\prime}$ is a $k$-tree, we can get that the distance of any pair of vertices of $G$ will increase at most 1, then $f(w, x y) \leq 1$. If $w \in V(G)$, then there exists a shortest path $P_{x w}$ or $P_{y w}$ such that $u \notin V\left(P_{x w}\right)$ or $V\left(P_{y w}\right)$, that is, $f(w, x y)=0$.

Lemma 3. For any $k$-path $G$ with $n$ vertices, where $n \geq k+2$, let $S_{1}(G)=\left\{v_{1}, v_{n}\right\}$ and $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ be the simplicial elimination ordering of $G$, then $d\left(v_{i}, v_{j}\right)=\left\lceil\frac{j-i}{k}\right\rceil$, for $i<j$ and $i, j \in[1, n]$. Furthermore, if $n=k p+s$ with $p \geq 1, s \in[2, k+1]$, then

$$
d\left(v, v_{k p+s}\right)=\left\{\begin{array}{cl}
p+1 & \text { if } v \in\left\{v_{1}, v_{2}, \ldots, v_{s-1}\right\}, \\
p-i & \text { if } v \in\left\{v_{k i+s}, v_{k i+s+1}, \ldots, v_{k(i+1)+s-1}\right\}, i \in[0, p-1] .
\end{array}\right.
$$

Proof. If $j-i \leq k$, then $v_{i}, v_{j}$ must be in the same $(k+1)$-clique of $G$, and we have $d\left(v_{i}, v_{j}\right)=1$; if $j-i \geq k+1$, then $P_{v_{i} v_{j}}=v_{i} v_{i+k} v_{i+2 k} \ldots v_{i+\left(\left\lfloor\frac{j-i}{k}\right\rfloor-1\right) k} v_{i+\left\lfloor\frac{j-i}{k}\right\rfloor k} v_{j}$ is one of the shortest paths between $v_{i}$ and $v_{j}$. Thus, $d\left(v_{i}, v_{j}\right)=\left\lceil\frac{j-i}{k}\right\rceil$ and Lemma 3 is proved.

Lemma 4. For any $k$-spiral $T_{n, c}^{k *}$ with $n$ vertices and $v_{i}, v_{j} \in V\left(T_{n, c}^{k *}\right)$ for $i<j$,

$$
d\left(v_{i}, v_{j}\right)= \begin{cases}1, & \text { if } j-i \leq k-c, i, j \in[1, n-c] \\ 1, & \text { if } i \text { or } j \in[n-c+1, n] \\ 2, & \text { if } j-i \geq k-c+1, i, j \in[1, n-c]\end{cases}
$$

Proof. If $j-i \leq k-c$ with $i, j \in[1, n-c]$, by Definition 4, we can get that $v_{i}, v_{j}$ must be in the same $(k+1)$-clique of $G$ and $d\left(v_{i}, v_{j}\right)=1$; If $i$ or $j \in[n-c+1, n]$, without loss of generality, say $v_{i}$ such that $i \in[n-c+1, n]$, then $N\left[v_{i}\right]=V\left(T_{n, c}^{k *}\right)$, that is, $d\left(v_{i}, v_{j}\right)=1$; If $j-i \geq k-c+1$ with $i, j \in[1, n-c]$, then $v_{i} \notin N\left(v_{j}\right)$ and $P_{v_{i} v_{j}}=v_{i} v_{n} v_{j}$ is one of the shortest paths between $v_{i}$ and $v_{j}$, that is, $d\left(v_{i}, v_{j}\right)=2$. Thus, Lemma 4 is proved.

## 3. Main Proofs

In this section, we give the proofs of main results by inductions. For a $k$-tree $T_{n}^{k}$, if $n=k$ or $k+1$, then $T_{n}^{k}$ is a $k$ or $(\mathrm{k}+1)$-clique, that is, $P I\left(T_{n}^{k}\right)=0$. Thus, all of the theorems are true and we will only consider the case when $n \geq k+2$ below.

Proof of Theorem 1. For $(i)$, let $V\left(S_{n}^{k}\right)=\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}, G\left[\left\{u_{1}, \ldots, u_{k}\right\}\right]$ be a $k$-clique and $N\left(u_{l_{0}}\right)=$ $\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ for $l_{0} \geq k+1$. Just by Definition 3, we can get that for $i, j \in[1, k], N\left[u_{i}\right]=$ $N\left[u_{j}\right]=V\left(S_{n}^{k}\right)$, then $P I\left(u_{i} u_{j}\right)=n_{u_{i} u_{j}}\left(u_{i}\right)+n_{u_{i} u_{j}}\left(u_{j}\right)=0$; for $i \in[1, k]$ and $l_{0} \in[k+1, n]$, $\left|N\left[u_{i}\right]-N\left[u_{l_{0}}\right]\right|=n-k-1$, then $\operatorname{PI}\left(u_{i} u_{l}\right)=n-k-1$. Thus, we can get $\operatorname{PI}\left(S_{n}^{k}\right)=\sum_{i, j \in[1, k]} \operatorname{PI}\left(u_{i} u_{j}\right)+$ $\sum_{i \in[1, k], l_{0} \in[k+1, n]} \operatorname{PI}\left(u_{i} u_{l_{0}}\right)=k(n-k)(n-k-1)$.

For (ii), we will proceed it by induction on $\left|P_{n}^{k}\right|=n \geq k+2$. If $n=k+2$, let $\left\{v_{1}, v_{2}, \ldots, v_{k+2}\right\}$ be the simplicial elimination ordering of $P_{k+2}^{k}$. By Lemma 3, we can get that $\operatorname{PI}\left(v_{1} v_{i}\right)=1, \operatorname{PI}\left(v_{i} v_{i^{\prime}}\right)=0$ and $\operatorname{PI}\left(v_{i} v_{k+2}\right)=1$ for $i, i^{\prime} \in[2, k+1]$. Thus, $\operatorname{PI}\left(P_{k+2}^{k}\right)=\sum_{i=2}^{k+1} \operatorname{PI}\left(v_{1} v_{i}\right)+\sum_{i=2}^{k+1} \operatorname{PI}\left(v_{i} v_{k+2}\right)=2 k$. Assume that Theorem 1 is true for a k-path with at most $k p+s-1$ vertices, where $p \geq 1,2 \leq s \leq k+1$. Let $P_{n}^{k}$ be a $k$-path such that $\left|P_{n}^{k}\right|=k p+s, V\left(P_{n}^{k}\right)=\left\{v_{1}, v_{2}, \ldots, v_{k p+s}\right\}$ and $\left\{v_{1}, v_{2}, \ldots, v_{k p+s}\right\}$ be
the simplicial elimination ordering of $P_{n}^{k}$. Set $P_{n-1}^{k}=P_{n}^{k}-\left\{v_{k p+s}\right\}$, then $\left\{v_{1}, v_{2}, \ldots, v_{k p+s-1}\right\}$ is the simplicial elimination ordering of $P_{n-1}^{k}$ and for any edge $v_{i} v_{j} \in E\left(P_{n}^{k}\right), d\left(v_{i}, v_{j}\right)$ or $d^{\prime}\left(v_{i}, v_{j}\right)$ is the distance of $v_{i}$ and $v_{j}$ in $P_{n-1}^{k}$ or $P_{n}^{k}$, respectively.

Let $\alpha=\left[\frac{k(k+1)(p-1)(3 k p+6 s-2 k-4)}{6}+\frac{(s-1) s(3 k-s+2)}{3}\right]-\left[\frac{k(k+1)(p-1)(3 k p+6 s-2 k-10)}{6}+\right.$ $\left.\frac{(s-2)(s-1)(3 k-s+3)}{3}\right]=p k^{2}+p k-k^{2}-3 k+2 k s-s^{2}+3 s-2$. If we can show that by adding $v_{k p+s}$ to $P_{n-1}^{k}, P I\left(P_{n}^{k}\right)=P I\left(P_{n-1}^{k}\right)+\alpha$, then Theorem 1 is true.

Set $w=v_{k p+s}, A_{1}=\left\{v_{1} v_{s}, v_{1} v_{s+1}, \ldots, v_{1} v_{k+1}\right\}, A_{2}=\left\{v_{2} v_{s}, \ldots, v_{2} v_{k+2}\right\}, \ldots, A_{s-1}=$ $\left\{v_{s-1} v_{s}, \ldots, v_{s-1} v_{k+s-1}\right\}$ and $B_{1}=\left\{v_{1} v_{2}, v_{1} v_{3}, \ldots, v_{1} v_{s-1}\right\}, B_{2}=\left\{v_{2} v_{3}, \ldots, v_{2} v_{s-1}\right\}, \ldots, B_{s-2}=$ $\left\{v_{s-2} v_{s-1}\right\}, B_{s-1}=\phi$. By Definition 2 and Lemma 3, we have $d^{\prime}\left(v_{1}, v_{k p+s}\right)=p+1, d^{\prime}\left(v_{s}, v_{k p+s}\right)=p$ and $d^{\prime}\left(v_{1}, v_{k p+s}\right)=p+1, d^{\prime}\left(v_{2}, v_{k p+s}\right)=p+1$, that is, $d^{\prime}\left(v_{1}, v_{k p+s}\right) \neq d^{\prime}\left(v_{s}, v_{k p+s}\right)$ and $d^{\prime}\left(v_{1}, v_{k p+s}\right)=$ $d^{\prime}\left(v_{2}, v_{k p+s}\right)$. Thus, $f\left(w, v_{1} v_{s}\right)=1$ and $f\left(w, v_{1} v_{2}\right)=0$. Similarly, for any edge $v_{h_{1}} v_{h_{2}} \in \cup_{i=1}^{s-1} A_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v_{k p+s}\right) \neq d^{\prime}\left(v_{h_{2}}, v_{k p+s}\right)$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=1$; For $v_{h_{1}} v_{h_{2}} \in \cup_{i=1}^{s-1} B_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v_{k p+s}\right)=d^{\prime}\left(v_{h_{2}}, v_{k p+s}\right)$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=0$. Thus, we can get that

$$
f\left(v_{k p+s}, x y\right)=\left\{\begin{array}{lll}
1, & \text { if } & x y \in \cup_{i=1}^{s-1} A_{i}, \\
0, & \text { if } & x y \in \cup_{i=1}^{s-1} B_{i} .
\end{array}\right.
$$

For $t \in[0, p-2]$, set $A_{k t+s}=\left\{v_{k t+s} v_{k(t+1)+s}\right\}, A_{k t+s+1}=\left\{v_{k t+s+1} v_{k(t+1)+s}, v_{k t+s+1} v_{k(t+1)+s+1}\right\}$, $\ldots, A_{k(t+1)+s-1}=\left\{v_{k(t+1)+s-1} v_{k(t+1)+s}, v_{k(t+1)+s-1} v_{k(t+1)+s+1}, \ldots, v_{k(t+1)+s-1} v_{k(t+2)+s-1}\right\}$, and $B_{k t+s}=\left\{v_{k t+s} v_{k t+s+1}, \ldots, v_{k t+s} v_{k(t+1)+s-1}\right\}, B_{k t+s+1}=\left\{v_{k t+s+1} v_{k t+s+2}, \ldots, v_{k t+s+1} v_{k(t+1)+s-1}\right\}, \ldots$, $B_{k(t+1)+s-2}=\left\{v_{k(t+1)+s-2} v_{k(t+1)+s-1}\right\}, B_{k(t+1)+s-1}=\phi$. For $t=0$ and by Lemma 3, we have $d^{\prime}\left(v_{s}, v_{k p+s}\right)=p, d^{\prime}\left(v_{k+s}, v_{k p+s}\right)=p-1$ and $d^{\prime}\left(v_{s}, v_{k p+s}\right)=p, d^{\prime}\left(v_{s+1}, v_{k p+s}\right)=p$, that is, $d^{\prime}\left(v_{s}, v_{k p+s}\right) \neq d^{\prime}\left(v_{k+s}, v_{k p+s}\right)$ and $d^{\prime}\left(v_{s}, v_{k p+s}\right)=d^{\prime}\left(v_{s+1}, v_{k p+s}\right)$. Thus, $f\left(w, v_{s} v_{k+s}\right)=1$ and $f\left(w, v_{s} v_{s+1}\right)=0$. similarly, for any edge $v_{h_{1}} v_{h_{2}} \in \cup_{i=k t+s}^{k(t+1)+s-1} A_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v_{k p+s}\right) \neq d^{\prime}\left(v_{h_{2}}, v_{k p+s}\right)$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=1$; for $v_{h_{1}} v_{h_{2}} \in \cup_{i=k t+s}^{k(t+1)+s-1} B_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v_{k p+s}\right)=d^{\prime}\left(v_{h_{2}}, v_{k p+s}\right)$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=0$. Thus, we can get that

$$
f\left(v_{k p+s}, x y\right)=\left\{\begin{array}{lll}
1, & \text { if } & x y \in \cup_{i=k}^{k(t+1)+s-1} A_{i}, \\
0, & \text { if } & x y \in \cup_{i=k t+s}^{k(t+1)+s-1} B_{i} .
\end{array}\right.
$$

Next, we consider the edges in the $(k+1)$-clique $P_{n}^{k}\left[N\left[v_{k p+s}\right]\right]$. For any edge $v_{h_{1}} v_{h_{2}}$ with $h_{1}, h_{2} \in[k(p-1)+s, k p+s-1]$, we have $d^{\prime}\left(v_{h_{1}}, v_{k p+s}\right)=d^{\prime}\left(v_{h_{2}}, v_{k p+s}\right)=1$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=0$. For any edge $v_{h} v_{k p+s}$ with $h \in[k(p-1)+s, k p]$, by Lemma 3, we can obtain that $d^{\prime}\left(v_{1}, v_{h}\right)=$ $p, d^{\prime}\left(v_{1}, v_{k p+s}\right)=p+1, d^{\prime}\left(v_{h-k}, v_{h}\right)=1, d^{\prime}\left(v_{h-k}, v_{k p+s}\right)=2$ and when $h \neq k(p-1)+s$, $d^{\prime}\left(v_{k(p-1)+s}, v_{h}\right)=1, d^{\prime}\left(v_{k(p-1)+s}, v_{k p+s}\right)=1$, that is, $d^{\prime}\left(v_{1}, v_{h}\right) \neq d^{\prime}\left(v_{1}, v_{k p+s}\right), d^{\prime}\left(v_{h-k}, v_{h}\right) \neq$ $d^{\prime}\left(v_{h-k}, v_{k p+s}\right)$ and $d^{\prime}\left(v_{k(p-1)+s}, v_{h}\right)=d^{\prime}\left(v_{k(p-1)+s}, v_{k p+s}\right)$. Similarly, we get that for $j \in[1, p-1]$, $j^{\prime} \in[1, p]$ and $l \neq h$,

$$
\left\{\begin{array}{lll}
d^{\prime}\left(v_{l}, v_{h}\right) \neq d^{\prime}\left(v_{l}, v_{k p+s}\right) & \text { if } & l \in[1, s-1] \cup[h-j k, k(p-j)+s-1], \\
d^{\prime}\left(v_{l}, v_{h}\right)=d^{\prime}\left(v_{l}, v_{k p+s}\right) & \text { if } & l \in\left[k\left(p-j^{\prime}\right)+s, h-j^{\prime} k+k-1\right] \cup[h+1, k p+s-1] .
\end{array}\right.
$$

Thus, if $v_{h}=v_{k(p-1)+s}$, then $d^{\prime}\left(v_{l}, v_{k(p-1)+s}\right) \neq d^{\prime}\left(v_{l}, v_{k p+s}\right)$ with $l \in[1, s-1] \cup\left\{\cup_{j=1}^{p-1}[k(p-\right.$ $1)+s-j k,(p-j) k+s-1]\}=[1,(p-1) k+s-1]$ and $d^{\prime}\left(v_{l}, v_{k(p-1)+s}\right)=d^{\prime}\left(v_{l}, v_{k p+s}\right)$ with $l \in$ $[(p-1) k+s+1, k p+s]$, that is, $P I\left(v_{k(p-1)+s} v_{k p+s}\right)=(p-1) k+s-1$; similarly, we can obtain that $\operatorname{PI}\left(v_{k(p-1)+s+1} v_{k p+s}\right)=(p-1)(k-1)+s-1 ; \operatorname{PI}\left(v_{k(p-1)+s+2} v_{k p+s}\right)=(p-1)(k-2)+s-$ $1 ; \ldots ; \operatorname{PI}\left(v_{k p} v_{k p+s}\right)=(p-1) s+s-1$.

For any edge $v_{h} v_{k p+s}$ with $h \in[k p+1, k p+s-1]$, by Lemma 3, we can obtain that $d^{\prime}\left(v_{h-k}, v_{h}\right)=$ $1, d^{\prime}\left(v_{h-k}, v_{k p+s}\right)=2$ and $d^{\prime}\left(v_{k(p-1)+s}, v_{h}\right)=1, d^{\prime}\left(v_{k(p-1)+s}, v_{k p+s}\right)=1$, that is, $d^{\prime}\left(v_{h-k}, v_{h}\right) \neq$
$d^{\prime}\left(v_{h-k}, v_{k p+s}\right)$ and $d^{\prime}\left(v_{k(p-1)+s}, v_{h}\right)=d^{\prime}\left(v_{k(p-1)+s}, v_{k p+s}\right)$. Similarly, we get that for $j^{\prime \prime} \in[1, p]$ and $l \neq h$,

$$
\left\{\begin{array}{lll}
d^{\prime}\left(v_{l}, v_{h}\right) \neq d^{\prime}\left(v_{l}, v_{k p+s}\right) & \text { if } & l \in\left[h-j^{\prime \prime} k, k\left(p-j^{\prime \prime}\right)+s-1\right], \\
d^{\prime}\left(v_{l}, v_{h}\right)=d^{\prime}\left(v_{l}, v_{k p+s}\right) & \text { if } & l \in\left[k\left(p-j^{\prime \prime}\right)+s, h-j^{\prime \prime} k+k-1\right] \cup[h+1, k p+s-1] .
\end{array}\right.
$$

Thus, if $v_{h}=v_{k p+1}$, then $d^{\prime}\left(v_{l}, v_{k p+1}\right) \neq d^{\prime}\left(v_{l}, v_{k p+s}\right)$ for $l \in \cup_{j^{\prime \prime}=1}^{p}\left[k p+1-j^{\prime \prime} k, k\left(p-j^{\prime \prime}\right)+s-1\right]$ and $d^{\prime}\left(v_{l}, v_{k p+1}\right)=d^{\prime}\left(v_{l}, v_{k p+s}\right)$ with $l \in\left\{\cup_{j^{\prime \prime}=1}^{p}\left[k\left(p-j^{\prime \prime}\right)+s, k\left(p+1-j^{\prime \prime}\right)\right]\right\} \cup[h+1, k p+s-1]$, that is, $P I\left(v_{k p+1} v_{k p+s}\right)=(s-1) p$; similarly, we have $\operatorname{PI}\left(v_{k p+1} v_{k p+s}\right)=(s-2) p ; \ldots ; \operatorname{PI}\left(v_{k p+s-2} v_{k p+s}\right)=$ $2 p ; \operatorname{PI}\left(v_{k p+s-1} v_{k p+s}\right)=p$.

Set $w \in V\left(P_{n-1}^{k}\right)$, if $x y \in E\left(P_{n}^{k}\right)$ with $x$ or $y \neq v_{k p+s}$, by Lemma 2 , we have $f(w, x y)=0$. Thus,

$$
\begin{aligned}
\operatorname{PI}\left(P_{n}^{k}\right)-P I\left(P_{n-1}^{k}\right)= & \sum_{x y \in \cup_{i=1}^{k(p-1)+s-1}\left(A_{i} \cup B_{i}\right)} f(w, x y)+P I\left(v_{k(p-1)+s} v_{k p+s}\right) \\
& +P I\left(v_{k(p-1)+s+1} v_{k p+s}\right)+\cdots+P I\left(v_{k p+s-1} v_{k p+s}\right) \\
= & {[(k+2-s)+(k+3-s)+\cdots+k]+(1+2+\cdots+k)(p-1) } \\
& +[k(p-1)+s-1]+[(k-1)(p-1)+s-1]+[(k-2)(p-1)+s \\
& -1]+\cdots+[s(p-1)+s-1]+[(s-1) p+(s-2) p+\cdots+2 p+p] \\
= & p k^{2}+p k-k^{2}-3 k+2 k s-s^{2}+3 s-2 \\
= & \alpha .
\end{aligned}
$$

Thus, $P I\left(P_{n}^{k}\right)=\frac{k(k+1)(p-1)(3 k p+6 s-2 k-4)}{6}+\frac{(s-1) s(3 k-s+2)}{3}$, for $\left|P_{n}^{k}\right|=k p+s$ and Theorem 1 is proved.

Proof of Theorem 2. We will proceed with it by induction on $n \geq k+2$. If $n=k+2$, by Definition 4, we have $T_{n, c}^{k *}$ is also a $k$-path, that is, $\operatorname{PI}\left(T_{n, c}^{k *}\right)=2 k$. If $n \geq k+3$, assume that Theorem 2 is true for the $k$-spiral with at most $n-1$ vertices, we will consider $T_{n, c}^{k *}$ with $n$ vertices. Let $T_{n, c}^{k *}$ be a $k$-spiral with $V\left(T_{n, c}^{k *}\right)=V\left(T_{n-1, c}^{k *}\right) \cup\{v\}$ and $E\left(T_{n, c}^{k *}\right)=E\left(T_{n-1, c}^{k *}\right) \cup\left\{v v_{n-1}, v v_{n-2}, \ldots, v v_{n-k}\right\}$ such that $v_{1}, v_{2}, \ldots, v_{n-c-1}$ is the simplicial ordering of $P_{n-c-1}^{k-c}$, where $T_{n-1, c}^{k *}=P_{n-c-1}^{k-c}+K_{c}$ with $V\left(T_{n-1, c}^{k *}\right)=$ $\left\{v_{1}, v_{2}, \ldots, v_{n-1}\right\}$ and $E\left(T_{n-1, c}^{k *}\right)=E\left(P_{n-c-1}^{k-c}\right) \cup E\left(K_{c}\right) \cup\left\{v_{1} v_{l}, v_{2} v_{l}, \ldots, v_{n-c-1} v_{l}\right\}$ for $l \in[n-c, n-1]$. For any edge $v_{i} v_{j} \in E\left(T_{n, c}^{k *}\right), d\left(v_{i}, v_{j}\right)$ or $d^{\prime}\left(v_{i}, v_{j}\right)$ is the distance of $v_{i}$ and $v_{j}$ in $T_{n-1, c}^{k *}$ or $T_{n, c}^{k *}$, respectively.

For $k+2 \leq n \leq 2 k-c$, let $\gamma=\frac{(n-k)(n-k-1)(4 k-n+2)}{3}-\frac{(n-k-1)(n-k-2)(4 k-n+3)}{3}=(n-k-1)(3 k-$ $n+2)$. If we can show that by adding $v$ to $T_{n-1, c^{\prime}}^{k *} P I\left(T_{n, c}^{k *}\right)=P I\left(T_{n-1, c}^{k *}\right)+\gamma$, then Theorem 2 is true.

Set $w=v$ and let $l \in[n-c, n-1]$, by Lemma 4, we have $d^{\prime}\left(v_{l}, v\right)=1$ and $d^{\prime}\left(v_{i}, v\right)=2$ for $i \in[1, n-k-1]$, that is, $f\left(w, v_{l} v_{i}\right)=1 ; d^{\prime}\left(v_{l}, v\right)=d^{\prime}\left(v_{i}, v\right)=1$ for $i \in[n-k, n-1]$, that is, $f\left(w, v_{l} v_{i}\right)=0$. Set $C_{1}=\left\{v_{1} v_{2}, v_{1} v_{3}, \ldots, v_{1} v_{n-k-1}\right\}, C_{2}=\left\{v_{2} v_{3}, v_{2} v_{4}, \ldots, v_{2} v_{n-k-1}\right\}, \ldots, C_{n-k-2}=$ $\left\{v_{n-k-2} v_{n-k-1}\right\}, C_{n-k-1}=\phi, D_{1}=\left\{v_{1} v_{n-k}, v_{1} v_{n-k+1}, \ldots, v_{1} v_{k-c+1}\right\}, D_{2}=$ $\left\{v_{2} v_{n-k}, v_{2} v_{n-k+1}, \ldots, v_{2} v_{k-c+2}\right\}, \ldots, D_{n-k-1}=\left\{v_{n-k-1} v_{n-k}, v_{n-k-1} v_{n-k+1}, \ldots, v_{n-k-1} v_{n-c-1}\right\}$. By Lemma 4, we have $d^{\prime}\left(v_{1}, v\right)=d^{\prime}\left(v_{2}, v\right)=2$ and $d^{\prime}\left(v_{n-k}, v\right)=1$, that is, $f\left(w, v_{1} v_{2}\right)=0$ and $f\left(w, v_{1} v_{n-k}\right)=1$. Similarly, for $v_{h_{1}} v_{h_{2}} \in \cup_{i=1}^{n-k-1} C_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v\right)=d^{\prime}\left(v_{h_{2}}, v\right)=2$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=0$; for $v_{h_{1}} v_{h_{2}} \in \cup_{i=1}^{n-k-1} D_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v\right)=2$ and $d^{\prime}\left(v_{h_{2}}, v\right)=1$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=1$. Set $C_{n-k}=\left\{v_{n-k} v_{n-k+1}, v_{n-k} v_{n-k+2}, \ldots, v_{n-k} v_{n-c-1}\right\}, C_{n-k+1}=$ $\left\{v_{n-k+1} v_{n-k+2}, v_{n-k+1} v_{n-k+3}, \ldots, v_{n-k+1} v_{n-c-1}\right\}, \ldots, C_{n-c-2}=\left\{v_{n-c-2} v_{n-c-1}\right\}$. By Lemma 4, we have $d^{\prime}\left(v_{n-k}, v\right)=d^{\prime}\left(v_{n-k-1}, v\right)=1$, that is, $f\left(w, v_{n-k} v_{n-k-1}\right)=0$. Similarly, for $v_{h_{1}} v_{h_{2}} \in \cup_{i=n-k}^{n-c-2} C_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v\right)=d^{\prime}\left(v_{h_{2}}, v\right)=1$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=0$.

Set $E_{1}=\left\{v v_{i}, i \in[n-k, n-c-1]\right\}$, by Lemma 4, we have $d^{\prime}\left(v_{i}, v\right)=2, d^{\prime}\left(v_{i}, v_{n-k}\right)=1$ for $i \in[1, n-k-1]$ and $d^{\prime}\left(v_{j}, v\right)=d^{\prime}\left(v_{j}, v_{n-k}\right)=1$ for $i \in[n-k+1, n]$. Thus, $\operatorname{PI}\left(v_{n-k} v\right)=$ $n-k-1$. Similarly, $\operatorname{PI}\left(v_{n-k+1} v\right)=\operatorname{PI}\left(v_{n-k+2} v\right)=\cdots=\operatorname{PI}\left(v_{k-c+1} v\right)=n-k-1$. In addition, by Lemma 4, we have $d^{\prime}\left(v_{i}, v\right)=2, d^{\prime}\left(v_{i}, v_{k-c+2}\right)=1$ for $i \in[2, n-k-1], d^{\prime}\left(v_{1}, v\right)=d^{\prime}\left(v_{1}, v_{k-c+2}\right)=2$ and $d^{\prime}\left(v_{j}, v\right)=d\left(v_{j}, v_{k-c+2}\right)=1$ for $j \in[n-k, n]$. Thus, $P I\left(v_{k-c+2} v\right)=n-k-2$. Similarly, we have $\operatorname{PI}\left(v_{k-c+3} v\right)=n-k-3, \operatorname{PI}\left(v_{k-c+4} v\right)=n-k-4, \ldots, \operatorname{PI}\left(v_{n-c-1} v\right)=1$. Set $E_{2}=\left\{v v_{l}, l \in\right.$
$[n-c, n-1]\}$, since $N\left[v_{l}\right]-N[v]=n-k-1$, we have $\operatorname{PI}\left(v v_{l}\right)=n-k-1$. Set $E_{3}=\left\{v_{i} v_{l}, i \in\right.$ $[1, n-c-1], l \in[n-c, n-1]\}$, by Lemma 4, we have $d^{\prime}\left(v_{i}, v\right)=2$ for $i \in[1, n-k-1], d^{\prime}\left(v_{i}, v\right)=1$ for $i \in[n-k, n-c-1], d^{\prime}\left(v_{l}, v\right)=1$ for $l \in[n-c, n-1]$. Thus, $f\left(w, v_{i} v_{l}\right)=1$ for $i \in[1, n-k-1]$ and $f\left(w, v_{i} v_{l}\right)=0$ for $i \in[n-k, n-c-1]$.

Set $w \in V\left(T_{n}^{k *}\right)-\{v\}$, if $x y \in E\left(T_{n, c}^{k *}\right)$ with $x$ or $y \neq v$, by Lemma 2, we have $f(w, x y)=0$. Thus,

$$
\begin{aligned}
\operatorname{PI}\left(T_{n}^{k *}\right)-\operatorname{PI}\left(T_{n-1}^{k *}\right)= & \sum_{x y \in \cup_{i=1}^{n-c-2} C_{i}} f(w, x y)+\sum_{x y \epsilon_{i=1}^{n-k-1} D_{i}} f(w, x y)+\sum_{x y \in E_{1} \cup E_{2}} P I(x y)+ \\
= & \sum_{x y \in E_{3}} f(w, x y) \\
& +[1+2+n-\cdots+c+2)+(2 k-n-c+3)+\cdots+(k-c)] \\
& +c(n-k-1)+c(n-k-1) \\
= & (n-k-1)(3 k-n+2) \\
= & \gamma
\end{aligned}
$$

and Theorem 2 is proved.
For $n \geq 2 k-c+1$, let $\sigma=\frac{3 c(n-2 k+c-1)(n-2 k+c)+(k-c)\left(2 c^{2}+3 n c-4 k c+3 k n-4 k^{2}-6 k+3 n-2\right)}{3}-$ $\frac{3 c(n-2 k+c-2)(n-1-2 k+c)+(k-c)\left(2 c^{2}+3(n-1) c-4 k c+3 k(n-1)-4 k^{2}-6 k+3 n-2\right)}{3}=k^{2}-4 k c+c^{2}+2 n c-3 c+k$. If we can show that by adding $v$ to $T_{n-1, c}^{k *} P I\left(T_{n, c}^{k *}\right)=P I\left(T_{n-1, c}^{k *}\right)+\sigma$, then Theorem 2 is proved.

Set $w=v$, by Lemma 4, we have $d^{\prime}\left(v_{l}, v\right)=1$ for $l \in[n-c, n-1], d^{\prime}\left(v_{i}, v\right)=2$ for $i \in[1, n-k-1]$ and $d^{\prime}\left(v_{j}, v\right)=1$ for $j \in[n-k, n-c-1]$. Thus, $f\left(w, v_{l} v_{i}\right)=1$ and $f\left(w, v_{l} v_{j}\right)=0$. Set $C_{1}=$ $\left\{v_{1} v_{2}, v_{1} v_{3}, \ldots, v_{1} v_{k-c+1}\right\}, C_{2}=\left\{v_{2} v_{3}, v_{2} v_{4}, \ldots, v_{2} v_{k-c+2}\right\}, \ldots, C_{n-2 k+c-1}=\left\{v_{n-2 k+c-1} v_{n-2 k+c}\right.$, $\left.v_{n-2 k+c-1} v_{n-2 k+c+1}, \ldots, v_{n-2 k+c-1} v_{n-k-1}\right\}, C_{n-2 k+c}=\left\{v_{n-2 k+c} v_{n-2 k+s+1}, v_{n-2 k+c} v_{n-2 k+s+2}, \ldots\right.$, $\left.v_{n-2 k+c} v_{n-k-1}\right\}, C_{n-2 k+c+1}=\left\{v_{n-2 k+c+1} v_{n-2 k+c+2}, v_{n-2 k+c+1} v_{n-2 k+c+3}, \ldots, v_{n-2 k+c+1} v_{n-k-1}\right\}, \ldots$, $C_{n-k-1}=\phi, D_{n-2 k+c}=\left\{v_{n-2 k+c} v_{n-k}\right\}, D_{n-2 k+c+1}=\left\{v_{n-2 k+c+1} v_{n-k}, v_{n-2 k+c+1} v_{n-k+1}\right\}, \ldots, D_{n-k-1}$ $=\left\{v_{n-k-1} v_{n-k}, v_{n-k-1} v_{n-k+1}, \ldots, v_{n-k-1} v_{n-c-1}\right\}$.

By Lemma 4, we can get that $d^{\prime}\left(v_{1}, v\right)=d^{\prime}\left(v_{2}, v\right)=2$ and $d^{\prime}\left(v_{n-k}, v\right)=1$, that is, $f\left(w, v_{1} v_{2}\right)=0$ and $f\left(w, v_{1} v_{n-k}\right)=1$. Similarly, for $v_{h_{1}} v_{h_{2}} \in \cup_{i=1}^{n-k-1} C_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v\right)=d^{\prime}\left(v_{h_{2}}, v\right)=$ 2, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=0$; for $v_{h_{1}} v_{h_{2}} \in \cup_{i=n-2 k+c}^{n-k-1} D_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v\right)=2$ and $d^{\prime}\left(v_{h_{2}}, v\right)=1$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=1$. Set $C_{n-k}=\left\{v_{n-k} v_{n-k+1}, v_{n-k} v_{n-k+2}, \ldots, v_{n-k} v_{n-c-1}\right\}, C_{n-k+1}$ $=\left\{v_{n-k+1} v_{n-k+2}, v_{n-k+1} v_{n-k+3}, \ldots, v_{n-k+1} v_{n-c-1}\right\}, \ldots, C_{n-c+2}=\left\{v_{n-c-2} v_{n-c-1}\right\}$. By Lemma 4, we can get that $d^{\prime}\left(v_{n-k}, v\right)=d^{\prime}\left(v_{n-k+1}, v\right)=1$, that is, $f\left(w, v_{n-k} v_{n-k+1}\right)=0$. Similarly, for $v_{h_{1}} v_{h_{2}} \in$ $\cup_{i=n-k}^{n-c-2} C_{i}$ with $h_{1}<h_{2}$, we have $d^{\prime}\left(v_{h_{1}}, v\right)=d^{\prime}\left(v_{h_{2}}, v\right)=1$, that is, $f\left(w, v_{h_{1}} v_{h_{2}}\right)=0$.

Set $E_{1}=\left\{v v_{i}, i \in[n-k, n-c-1]\right\}$, by Lemma 4, we have $d^{\prime}\left(v, v_{n-k-1}\right)=$ $2, d^{\prime}\left(v_{n-c-1}, v_{n-k-1}\right)=1, d^{\prime}\left(v, v_{i}\right)=d^{\prime}\left(v_{n-c-1}, v_{i}\right)=1$ for $i \in[n-k, n-c-2] \cup[n-c, n-1]$ and $d^{\prime}\left(v, v_{j}\right)=d\left(v_{n-c-1}, v_{j}\right)=2$ for $j \in[1, n-k-2]$. Thus, $P I\left(v v_{n-c-1}\right)=1$. Similarly, we have $\operatorname{PI}\left(v v_{n-c-2}\right)=2, P I\left(v v_{n-c-3}\right)=3, \ldots, P I\left(v v_{n-k}\right)=k-c$. Set $E_{2}=\left\{v v_{l}, l \in[n-c, n-1]\right\}$, since $N\left[v_{l}\right]-N[v]=n-k-1$, we have $\operatorname{PI}\left(v v_{l}\right)=n-k-1$. Set $E_{3}=\left\{v_{i} v_{l}, i \in[1, n-c-1], l \in\right.$ $[n-c, n-1]\}$, by Lemma 4, we have $d^{\prime}\left(v, v_{i}\right)=2, d^{\prime}\left(v, v_{l}\right)=1$ for $i \in[1, n-k-1]$ and $d^{\prime}\left(v, v_{i}\right)=d^{\prime}\left(v, v_{l}\right)=1$ for $i \in[n-k, n-c-1]$. Thus, $f\left(w, v_{i} v_{l}\right)=1$ for $i \in[1, n-k-1]$ and $f\left(w, v_{i} v_{l}\right)=0$ for $i \in[n-k, n-c-1]$.

Set $w \in V\left(T_{n}^{k *}\right)-\{v\}$, if $x y \in E\left(T_{n, c}^{k *}\right)$ with $x$ or $y \neq v$, by Lemma 2, we have $f(w, x y)=0$. Thus,

$$
\begin{aligned}
\operatorname{PI}\left(T_{n}^{k *}\right)-\operatorname{PI}\left(T_{n-1}^{k *}\right)= & \sum_{x y \in \cup_{i=1}^{n-c-2} C_{i}} f(w, x y)+\sum_{x y \in_{i=n-2 k+c}^{n-k-1} D_{i}} f(w, x y)+\sum_{x y \in E_{1} \cup E_{2}} P I(x y) \\
& +\sum_{x y \in E_{3}} f(w, x y) \\
= & 0+[1+2+3+\cdots+(k-c)]+[1+2+3+\cdots+(k-c)] \\
& +c(n-k-1)+c(n-k-1) \\
= & k^{2}-4 k c+c^{2}+2 n c-3 c+k \\
= & \sigma,
\end{aligned}
$$

and Theorem 2 is proved.

Proof of Theorem 3. For $n \geq k+2$, we will proceed it by introduction on $\left|T_{n}^{k}\right|=n$. If $n=k+2$, $T_{n}^{k}$ is also a $k$-path, that is, $\operatorname{PI}\left(T_{n}^{k}\right)=2 k$. If $n \geq k+3$, assume that Theorem 3 is true for the $k$-tree with at most $n-1$ vertices, let $v \in S_{1}\left(T_{n}^{k}\right)$ and $T_{n-1}^{k}=T_{n}^{k}-v$, by the induction hypothesis, we have $P I\left(T_{n-1}^{k}\right) \leq P I\left(S_{n-1}^{k}\right)=k(n-k-1)(n-k-2)$. By adding back $v$, let $N(v)=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ and $w=v$. Since $T_{n}^{k}\left[v, x_{1}, x_{2}, \ldots, x_{k}\right]$ is a $(k+1)$-clique, we have $f\left(w, x_{i} x_{j}\right)=0$ for $i, j \in[1, k]$. By Lemmas 1 and 2, we can obtain that $P I\left(v x_{i}\right) \leq n-k-1$ with $i \in[1, k]$ and $f(w, x y) \leq 1$ for any edge $x y \in E\left(T_{n}^{k}\right)-E\left(T_{n}^{k}\left[v, x_{1}, x_{2}, \ldots, x_{k}\right]\right)$. Next, set $w \in V\left(T_{n}^{k}\right)-\{v\}$, by Lemma 2 , if $x y \in E\left(T_{n}^{k}\right)$ with $x$ or $y \neq v$, we have $f(w, x y)=0$. Since $\left|E\left(T_{n}^{k}\right)-E\left(T_{n}^{k}\left[v, x_{1}, x_{2}, \ldots, x_{k}\right]\right)\right|=k(n-k-1)$, we have

$$
\begin{aligned}
\operatorname{PI}\left(T_{n}^{k}\right) & =\operatorname{PI}\left(T_{n-1}^{k}\right)+\sum_{x y \in E\left(T_{n}^{k}-\left\{v x_{i}, i \in[1, k]\right\}\right)} f(w, x y)+\sum_{i=1}^{k} \operatorname{PI}\left(v x_{i}\right) \\
& \leq \operatorname{PI}\left(S_{n-k}^{k}\right)+k(n-k-1)+k(n-k-1) \\
& =k(n-k-1)(n-k-2)+k(n-k-1)+k(n-k-1) \\
& =k(n-k)(n-k-1) \\
& =\operatorname{PI}\left(S_{n}^{k}\right) .
\end{aligned}
$$

Thus, this finishes the proof of Theorem 3.
Proof of Theorem 4. For $k=1$ and by Fact 1, we can get that every tree with the same vertices has the same PI-value; then, Theorem 4 is obvious; for $k \geq 2$, if $k+2 \leq n \leq 2 k-c$, let $n=k p+s$ with $p=1$ and $s=n-k$, by Theorem 1, we have PI $\left(P_{n}^{k}\right)-P I\left(T_{n, c}^{k *}\right)=\frac{(s-1) s(3 k-s+2)}{3}-\frac{(n-k)(n-k-1)(4 k-n+2)}{3}=$ $\frac{(n-k-1)(n-k)[3 k-(n-k)+2]}{3}-\frac{(n-k)(n-k-1)(4 k-n+2)}{3}=0$, and Theorem 4 is true. If $n \geq 2 k-c+1, p=\frac{n-s}{k}$ and by Theorems 1 and 2, define the new functions as follows: for $z \geq 2 k-c+1,1 \leq c \leq k-1$ and $2 \leq s \leq k+1$,

$$
\begin{aligned}
g(z) & =\frac{(k+1)(z-s-k)(3 z+3 s-2 k-4)}{6}+\frac{s(s-1)(3 k-s+2)}{3}, \\
h(z, c) & =c(z-2 k+c-1)(z-2 k+c)+\frac{(k-c)\left(2 c^{2}+3 z c-4 k c+3 k z-4 k^{2}-6 k+3 z-2\right)}{3}, \\
l(z, c) & =g(z)-h(z, c) \\
& =\left(\frac{k}{2}+\frac{1}{2}-c\right) z^{2}+\left(-c^{2}+2 c+4 k c-\frac{11 k^{2}}{6}-\frac{5 k}{2}-\frac{2}{3}\right) z \\
& +\frac{s^{2}}{2}-\frac{k^{2} s}{6}-\frac{k s}{2}+\frac{5 k^{3}}{3}+\frac{5 k^{2}}{3}+\frac{s^{2}}{2}+\frac{4 k}{3}-\frac{s^{3}}{3}-6 k^{2} c+3 k c^{2}-\frac{c^{3}}{3}-4 k c+c^{2}-\frac{2 c}{3}, \\
l_{z}(z) & =l_{z}(z, c) \\
& =(k+1-2 c) z-c^{2}+2 c+4 k c-\frac{11 k^{2}}{6}-\frac{5 k}{2}-\frac{2}{3} .
\end{aligned}
$$

Then, it is enough to determine whether or not $l(z, c) \geq 0$ is true. By some calculations, we can obtain the following claim:

Claim 1. $z_{1}=2 k-c+1, z_{2}=2 k-c+2$ are the two roots of $l(z, c)=0$ with $c \neq \frac{k+1}{2}$.
Proof. For any $c \in[1, k-1]$, let $z_{1}=2 k-c+1, z_{2}=2 k-c+2$, and we have $l(2 k-c+1, c)=$ $0, l(2 k-c+2, c)=0$. If $c \neq \frac{k+1}{2}$, then Claim is true.

For fixed $c \in\left[1, \frac{k+1}{2}\right)$, that is, $\frac{k}{2}+\frac{1}{2}-c>0$, then the function of $l(z, c)$ about $z$ is open up. Since $z$ is an integer and by Fact 2 , we have $l(z, c) \geq 0$ for $z \geq 2 k-c+1$ and Theorem 4 is true; if $c=\frac{k+1}{2}$ and $k \geq 1$, we have $l_{z}(z)=\frac{1-k^{2}}{12} \leq 0$, that is, $l\left(z, \frac{k+1}{2}\right)$ is decreasing about $z$. By the proof of Fact 2 , we have $l(2 k-c+1, c)=0$. For $z \geq 2 k-c+1$, we can get that $l\left(z, \frac{k+1}{2}\right) \leq l\left(2 k-c+1, \frac{k+1}{2}\right)=0$ and Theorem 4 is true; for fixed $c \in\left(\frac{k+1}{2}, k-1\right]$, that is, $\frac{k}{2}+\frac{1}{2}-c<0$, then the function of $l(z, c)$ about $z$ is open down. Since $z$ is an integer and by Claim, we can obtain that $l(z, c) \leq 0$ for $z \geq 2 k-c+1$ and this finishes the proof of Theorem 4.

## 4. Conclusions

We can see that the $k$-stars attain the maximal values of $P I$-values for $k$-trees. One of the guesses is that the $k$-paths attain the minimal values. Actually, it is not the case and some PI-values of $k$-spirals
is even smaller than that of $k$-paths. Meanwhile, not all $P I$-values of $k$-spirals are less than the values of all other $k$-trees. This fact indicates an interesting problem-which type of $k$-trees will achieve the minimum PI-value?
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#### Abstract

A topological index is a numeric quantity that is closely related to the chemical constitution to establish the correlation of its chemical structure with chemical reactivity or physical properties. Miličević reformulated the original Zagreb indices in 2004, replacing vertex degrees by edge degrees. In this paper, we established the expressions for the reformulated Zagreb indices of some derived graphs such as a complement, line graph, subdivision graph, edge-semitotal graph, vertex-semitotal graph, total graph, and paraline graph of a graph.
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## 1. Introduction

In the fields of mathematical chemistry and chemical graph theory, a topological index is a numerical parameter that is measured based on the molecular graph of a chemical constitution. Topological indices are extensively used in the study of quantitative structure-activity relationships (QSARs) to establish the correlation between different properties of molecules and / or the biological activity with their structure. Topological indices have also been applied in spectral graph theory to measure the resilience and robustness of complex networks [1].

Suppose that $\Omega$ denotes the set of all graphs. Then, a function $T: \Omega \rightarrow \mathbb{R}^{+}$is called a topological index if for any pair of isomorphic graphs $G$ and $H$, we have $T(G)=T(H)$. There are many topological indices that are useful in chemistry, biochemistry, and nanotechnology.

Throughout this paper, we are concerned only with the simple and connected graphs. Let $G=(V, E)$ be such a graph. We use the notations $V=V(G)$ and $E=E(G)$ for the vertex set and edge set of $G$, respectively. We use the notation $d_{G}(i)$ for the degree of a vertex $i$ in $G$. The hand shaking lemma says that the sum of the degrees of all the vertices is equal to double the number of edges. Mathematically,

$$
\sum_{i \in V(G)} d_{G}(i)=2|E(G)|
$$

For basic definitions and notations, see the book [2].

The first and second Zagreb indices are defined as:

$$
\begin{aligned}
M_{1} & =M_{1}(G)=\sum_{i \in V(G)} d_{G}(i)^{2} \\
M_{2} & =M_{2}(G)=\sum_{i j \in E(G)} d_{G}(i) d_{G}(j) .
\end{aligned}
$$

Another expression for the first Zagreb index is:

$$
M_{1}=M_{1}(G)=\sum_{i j \in E(G)}\left[d_{G}(i)+d_{G}(j)\right]
$$

These two Zagreb indices defined by Gutman and Trinajstic in 1972 [3] are among the oldest topological indices, having many applications in mathematical chemistry. Zagreb indices are known to be very useful in quantitative structure-property relationships (QSPR) and QSAR [4-6]. In [7] and [8], the authors have derived the expressions for Zagreb indices of some derived graphs.

Zagreb indices were reformulated by Miličević [9] as:

$$
\begin{aligned}
& E M_{1}=E M_{1}(G)=\sum_{e \in E(G)} d_{G}(e)^{2} \\
& E M_{2}=E M_{2}(G)=\sum_{e \sim f \in E(G)} d_{G}(e) d_{G}(f),
\end{aligned}
$$

where $d_{G}(e)$ denotes the degree of an edge $e=i j$ in $G$ and defined as the total number of edges incident with $e$. Mathematically, $d_{G}(e)=d_{G}(i)+d_{G}(j)-2$. Here, $e \sim f$ indicates that the edges $e$ and $f$ are incident. Another expression for the first reformulated Zagreb index is:

$$
E M_{1}=E M_{1}(G)=\sum_{e \sim f \in E(G)}\left[d_{G}(e)+d_{G}(f)\right]
$$

The first reformulated Zagreb index is closely related to Laplacian eigenvalues [10]. Much interest has been shown by researches and scientists in the reformulated Zagreb indices [11-15].

Another vertex-degree-based topological index was found to be useful in the earliest work on Zagreb indices [3,16], but later was totally ignored. Quite recently, some interest has been shown in it $[17,18]$. It is called the forgotten index or simply the F-index and is defined as:

$$
\begin{aligned}
F=F(G) & =\sum_{i \in V(G)} d_{G}(i)^{3} \\
& =\sum_{i j \in E(G)}\left[d_{G}(i)^{2}+d_{G}(j)^{2}\right]
\end{aligned}
$$

In general, for any real number " $\alpha$ ", the generalized version of first Zagreb index is defined as:

$$
\begin{aligned}
{ }^{\alpha} M_{1}={ }^{\alpha} M_{1}(G) & =\sum_{i \in V(G)} d_{G}(i)^{\alpha} \\
& =\sum_{i j \in E(G)}\left[d_{G}(i)^{\alpha-1}+d_{G}(j)^{\alpha-1}\right] .
\end{aligned}
$$

Clearly, the first Zagreb index and F-index are special cases of ${ }^{\alpha} M_{1}$ for $\alpha=2$ and $\alpha=3$, respectively.

Bearing in mind the reformulation of Zagreb indices, here we reformulate the F-index as:

$$
\begin{aligned}
E F=E F(G) & =\sum_{e \in E(G)} d_{G}(e)^{3} \\
& =\sum_{e \sim f \in E(G)}\left[d_{G}(e)^{2}+d_{G}(f)^{2}\right] .
\end{aligned}
$$

We prefer to call it the reformulated forgotten index or simply the reformulated F-index.

## Some Derived Graphs

Let, as before, $G$ be a simple and connected graph with vertex set $V(G)$ and edge set $E(G)$. Let $|V(G)|=n$ and $|E(G)|=m$. Now, we consider the following graphs derived from $G$ :

- Complement: The complement $\bar{G}$ of $G$ is the graph with the same set of vertices as $G$, but there is an edge between two vertices of $\bar{G}$ if and only if there is no edge between these vertices in $G$. Clearly, $|V(\bar{G})|=n$ and $\bar{m}=|E(\bar{G})|=\frac{n(n-1)}{2}-m$.
- Line graph: The line graph $L=L(G)$ of $G$ is the graph in which the vertex set is the edge set of $G$, and there is an edge between two vertices of $L$ if and only if their corresponding edges are incident in $G$. Thus, $|V(L)|=m$, and by hand shaking lemma,

$$
\begin{aligned}
|E(L)| & =\frac{1}{2} \sum_{i \in V(L)} d_{L}(i)=\frac{1}{2} \sum_{e \in E(G)} d_{G}(e) \\
& =\frac{1}{2} \sum_{i j \in E(G)}\left[d_{G}(i)+d_{G}(j)-2\right] \\
& =\frac{1}{2}\left(M_{1}-2 m\right)=\frac{M_{1}}{2}-m
\end{aligned}
$$

- Subdivision graph: A subdivision graph of a graph $G$ can be constructed by inserting a vertex on each edge of $G$, which will change that edge into a path of length two. This graph is denoted as $S=S(G)$.
So, $|V(S)|=|V(G)|+|E(G)|=n+m$ and $|E(S)|=2|E(G)|=2 m$.
- Vertex-semitotal graph: A vertex-semitotal graph $T_{1}=T_{1}(G)$ is constructed from $G$ by inserting a new vertex on each edge of $G$ and then by joining every newly-inserted vertex to the end vertices of the corresponding edge. Thus, $\left|V\left(T_{1}\right)\right|=|V(G)|+|E(G)|=n+m$ and $\left|E\left(T_{1}\right)\right|=$ $|E(S)|+|E(G)|=2 m+m=3 m$.
- Edge-semitotal graph: An edge-semitotal graph $T_{2}=T_{2}(G)$ is made by putting a new vertex in each edge of $G$ and then joining with edges those new vertices whose corresponding edges are incident in $G$. Thus, $\left|V\left(T_{2}\right)\right|=|V(G)|+|E(G)|=n+m$ and $\left|E\left(T_{2}\right)\right|=|E(S)|+|E(L)|=2 m+\frac{M_{1}}{2}-m=$ $m+\frac{M_{1}}{2}$.
- Total graph: The total graph $T=T(G)$ is the union of the vertex-semitotal graph and the edge-semitotal graph. Thus, $|V(T)|=|V(G)|+|E(G)|=n+m$ and $|E(T)|=|E(G)|+|E(S)|+$ $|E(L)|=m+2 m+\frac{M_{1}}{2}-m=2 m+\frac{M_{1}}{2}$.
- Paraline graph: The paraline graph $P L=P L(G)$ is the line graph of the subdivision graph denoted by $P L=P L(G)=L(S(G))$. Furthermore, $|V(P L)|=|E(S)|=2 m$ and:

$$
|E(P L)|=\frac{M_{1}(S)}{2}-2 m
$$

In [7], one can easily see that $M_{1}(S)=M_{1}+4 m$. Thus:

$$
|E(P L)|=\frac{M_{1}+4 m}{2}-2 m=\frac{M_{1}}{2} .
$$

In Figure 1, self-explanatory examples of these derived graphs are given for a particular graph. In every derived graph of $G$ (except the paraline graph $P L(G)$ ), the vertices corresponding to the vertices of $G$ are denoted by circles and the vertices corresponding to the edges of $G$ are denoted by squares.


Figure 1. Different graphs derived from $G$.
The following are some known results on Zagreb indices.
Lemma 1. [7] If $\bar{G}$ is the complement of $G$, then:

$$
M_{1}(\bar{G})=M_{1}+n(n-1)^{2}-4 m(n-1)
$$

Lemma 2. [7] If $\bar{G}$ is the complement of $G$, then:

$$
M_{2}(\bar{G})=\frac{2 n-3}{2} M_{1}-M_{2}+\frac{1}{2} n(n-1)^{3}-3 m(n-1)^{2}+2 m^{2}
$$

Lemma 3. [17] If $\bar{G}$ is the complement of $G$, then:

$$
F(\bar{G})=3(n-1) M_{1}-F+n(n-1)^{3}-6 m(n-1)^{2}
$$

Lemma 4. [15] The reformulated first Zagreb index can be written in terms of the Zagreb indices and F-index as:

$$
E M_{1}=F-4 M_{1}+2 M_{2}+4 m
$$

## 2. Reformulated First Zagreb Index of Some Derived Graphs

In [7] and [8], the authors derived the expressions for Zagreb indices and coindices of those derived graphs, which have been discussed above. In [19], the authors derived the expressions for multiplicative Zagreb indices and coindices of some derived graphs. In this section, we present the expressions for the reformulated first Zagreb index of these derived graphs.

Theorem 1. If $\bar{G}$ is the complement of $G$, then:

$$
\begin{aligned}
E M_{1}(\bar{G})= & 5(n-2) M_{1}-2 M_{2}-F+2 n(n-1)(n-2)^{2} \\
& -4 m(n-2)(3 n-4)+4 m^{2}
\end{aligned}
$$

Proof. By the definition of the first reformulated Zagreb index,

$$
\begin{aligned}
E M_{1}(\bar{G})= & \sum_{e \in E(\bar{G})} d_{\bar{G}}(e)^{2} \\
= & \sum_{i j \in E(\bar{G})}\left[d_{\bar{G}}(i)+d_{\bar{G}}(j)-2\right]^{2} \\
= & \sum_{i j \in E(\bar{G})}\left[d_{\bar{G}}(i)^{2}+d_{\bar{G}}(j)^{2}\right]+4 \sum_{i j \in E(\bar{G})} 1+2 \sum_{i j \in E(\bar{G})} d_{\bar{G}}(i) d_{\bar{G}}(j) \\
& -4 \sum_{i j \in E(\bar{G})}\left[d_{\bar{G}}(i)+d_{\bar{G}}(j)\right] \\
= & F(\bar{G})+4|E(\bar{G})|+2 M_{2}(\bar{G})-4 M_{1}(\bar{G})
\end{aligned}
$$

Using Lemma 1, Lemma 2, and Lemma 3 for fourth, third, and first term, respectively, we have:

$$
\begin{aligned}
E M_{1}(\bar{G})= & 3(n-1) M_{1}-F+n(n-1)^{3}-6 m(n-1)^{2}+2 n(n-1)-4 m \\
& +(2 n-3) M_{1}-2 M_{2}+n(n-1)^{3}-6 m(n-1)^{2}+4 m^{2} \\
& -4 M_{1}-4 n(n-1)^{2}+16 m(n-1) \\
= & 5(n-2) M_{1}-2 M_{2}-F+2 n(n-1)^{3}-4 n(n-1)^{2}+2 n(n-1) \\
& -12 m(n-1)^{2}-4 m+16 m(n-1)+4 m^{2} \\
= & 5(n-2) M_{1}-2 M_{2}-F+2 n(n-1)(n-2)^{2}-4 m(n-2)(3 n-4)+4 m^{2} .
\end{aligned}
$$

Theorem 2. If $L=L(G)$ is the line graph of $G$, then:

$$
E M_{1}(L)=E F+2 E M_{2}-4 F+18 M_{1}-8 M_{2}-20 m
$$

Proof. By the definition of the reformulated first Zagreb index,

$$
\begin{aligned}
E M_{1}(L)= & \sum_{e \in E(L)} d_{L}(e)^{2} \\
= & \sum_{i j \in E(L)}\left[d_{L}(i)+d_{L}(j)-2\right]^{2} \\
= & \sum_{i j \in E(L)}\left[d_{L}(i)^{2}+d_{L}(j)^{2}\right]+4 \sum_{i j \in E(L)} 1+2 \sum_{i j \in E(L)} d_{L}(i) d_{L}(j) \\
& -4 \sum_{i j \in E(L)}\left[d_{L}(i)+d_{L}(j)\right] \\
= & F(L)+4|E(L)|+2 M_{2}(L)-4 M_{1}(L) .
\end{aligned}
$$

Now, by the definition of the line graph, it is clear that:

$$
F(L)=E F, M_{1}(L)=E M_{1}, M_{2}(L)=E M_{2}
$$

Thus:

$$
E M_{1}(L)=E F+4\left(\frac{M_{1}}{2}-m\right)+2 E M_{2}-4 E M_{1}
$$

Using Lemma 4 for term $E M_{1}$,

$$
E M_{1}(L)=E F+2 E M_{2}-4 F+18 M_{1}-8 M_{2}-20 m
$$

Now, for subdivision graph $S$, vertex-semitotal graph $T_{1}$, edge-semitotal graph $T_{2}$, and total graph $T$, we can see that there are two types of vertices in these graphs: first, the vertices corresponding to the vertices of $G$ and, second, the vertices corresponding to the edges of $G$. We call them $\alpha$-vertices and $\beta$-vertices, respectively. Depending on the nature of end vertices, we can divide the edges of these graphs into three types:

1. $\alpha \alpha$-edge: an edge between two $\alpha$-vertices.
2. $\beta \beta$-edge: an edge between two $\beta$-vertices.
3. $\alpha \beta$-edge: an edge between a $\alpha$-vertex and a $\beta$-vertex.

The above idea is very similar to the idea used in [20].
Theorem 3. If $S=S(G)$ is a subdivision graph of $G$, then:

$$
E M_{1}(S)=F
$$

Proof. We can see that for any $\alpha$-vertex $i_{\alpha}$ of $S$ :

$$
d_{S}\left(i_{\alpha}\right)=d_{G}\left(i_{\alpha}\right)
$$

and for any $\beta$-vertex $j_{\beta}$ of $S$ :

$$
d_{S}\left(j_{\beta}\right)=2
$$

Furthermore, all the edges of $S$ are $\alpha \beta$-edges. Thus:

$$
\begin{aligned}
E M_{1}(S) & =\sum_{e_{\alpha \beta} \in E(S)} d_{S}\left(e_{\alpha \beta}\right)^{2} \\
& =\sum_{i_{\alpha} j_{\beta} \in E(S)}\left[d_{S}\left(i_{\alpha}\right)+d_{S}\left(j_{\beta}\right)-2\right]^{2} .
\end{aligned}
$$

In fact, every $\alpha$-vertex $i_{\alpha}$ of $S$ is connected with $d_{G}\left(i_{\alpha}\right) \beta$-vertices, each of degree two. Hence:

$$
E M_{1}(S)=\sum_{i_{\alpha} \in V(G)} d_{G}\left(i_{\alpha}\right)\left[d_{G}\left(i_{\alpha}\right)+2-2\right]^{2}=F
$$

Theorem 4. If $T_{1}=T_{1}(G)$ is a vertex-semitotal graph of $G$, then:

$$
E M_{1}\left(T_{1}\right)=8\left(F-M_{1}+M_{2}\right)+4 m
$$

Proof. First note that for any $\alpha$-vertex $i_{\alpha}$ of $T_{1}$ :

$$
d_{T_{1}}\left(i_{\alpha}\right)=2 d_{G}\left(i_{\alpha}\right)
$$

and for any $\beta$-vertex $j_{\beta}$ of $T_{1}$ :

$$
d_{T_{1}}\left(j_{\beta}\right)=2
$$

Furthermore, any edge of $T_{1}$ is either an $\alpha \alpha$-edge or an $\alpha \beta$-edge. Thus:

$$
\begin{aligned}
E M_{1}\left(T_{1}\right) & =\sum_{e \in E\left(T_{1}\right)} d_{T_{1}}(e)^{2} \\
& =\sum_{e_{\alpha \alpha} \in E\left(T_{1}\right)} d_{T_{1}}\left(e_{\alpha \alpha}\right)^{2}+\sum_{e_{\alpha \beta} \in E\left(T_{1}\right)} d_{T_{1}}\left(e_{\alpha \beta}\right)^{2} \\
& =\sum_{i_{\alpha} j_{\alpha} \in E\left(T_{1}\right)}\left[d_{T_{1}}\left(i_{\alpha}\right)+d_{T_{1}}\left(j_{\alpha}\right)-2\right]^{2}+\sum_{i_{\alpha} j_{\beta} \in E\left(T_{1}\right)}\left[d_{T_{1}}\left(i_{\alpha}\right)+d_{T_{1}}\left(j_{\beta}\right)-2\right]^{2} .
\end{aligned}
$$

For $\alpha \beta$-edges in the second term, it is clear that every $\alpha$-vertex $i_{\alpha}$ of $T_{1}$ is connected with $d_{G}\left(i_{\alpha}\right)$ $\beta$-vertices, each of degree two. Therefore, corresponding to every vertex $i_{\alpha}$ in $G$, there are $d_{G}\left(i_{\alpha}\right)$ edges in $T_{1}$ each of (edge) degree $\left[2 d_{G}\left(i_{\alpha}\right)+2-2\right]$. Thus:

$$
\begin{aligned}
E M_{1}\left(T_{1}\right)= & \sum_{i_{\alpha} j_{\alpha} \in E(G)}\left[2 d_{G}\left(i_{\alpha}\right)+2 d_{G}\left(j_{\alpha}\right)-2\right]^{2}+\sum_{i_{\alpha} \in V(G)} d_{G}\left(i_{\alpha}\right)\left[2 d_{G}\left(i_{\alpha}\right)+2-2\right]^{2} \\
= & 4 \sum_{i_{\alpha} j_{\alpha} \in E(G)}\left[d_{G}\left(i_{\alpha}\right)^{2}+d_{G}\left(j_{\alpha}\right)^{2}\right]+4 \sum_{i_{\alpha} j_{\alpha} \in E(G)} 1+8 \sum_{i_{\alpha} j_{\alpha} \in E(G)} d_{G}\left(i_{\alpha}\right) d_{G}\left(j_{\alpha}\right) \\
& -8 \sum_{i_{\alpha} j_{\alpha} \in E(G)}\left[d_{G}\left(i_{\alpha}\right)+d_{G}\left(j_{\alpha}\right)\right]+4 \sum_{i_{\alpha} \in V(G)} d_{G}\left(i_{\alpha}\right)^{3} \\
= & 8\left(F-M_{1}+M_{2}\right)+4 m .
\end{aligned}
$$

Theorem 5. If $T_{2}=T_{2}(G)$ is an edge-semitotal graph of $G$, then:

$$
E M_{1}\left(T_{2}\right)=E F+2 E M_{2}+9 F-26 M_{1}+16 M_{2}+20 m
$$

Proof. First note that for any $\alpha$-vertex $i_{\alpha}$ of $T_{2}$ :

$$
d_{T_{2}}\left(i_{\alpha}\right)=d_{G}\left(i_{\alpha}\right)
$$

and for any $\beta$-vertex $j_{\beta}$ of $T_{2}$

$$
d_{T_{2}}\left(j_{\beta}\right)=d_{L}\left(j_{\beta}\right)+2 .
$$

Any edge in $T_{2}$ is either an $\alpha \beta$-edge or a $\beta \beta$-edge. In fact,

1. Corresponding to every edge $i_{\alpha} j_{\alpha}$ in $G$, there are two $\alpha \beta$-edges $i_{\alpha} x_{\beta}$ and $x_{\beta} j_{\alpha}$ in $T_{2}$ such that:

$$
\begin{aligned}
& d_{T_{2}}\left(i_{\alpha}\right)=d_{G}\left(i_{\alpha}\right) \\
& d_{T_{2}}\left(j_{\alpha}\right)=d_{G}\left(j_{\alpha}\right)
\end{aligned}
$$

and:

$$
\begin{aligned}
d_{T_{2}}\left(x_{\beta}\right) & =d_{L}\left(x_{\beta}\right)+2=d_{G}\left(i_{\alpha}\right)+d_{G}\left(j_{\alpha}\right)-2+2 \\
& =d_{G}\left(i_{\alpha}\right)+d_{G}\left(j_{\alpha}\right) .
\end{aligned}
$$

2. $\quad \beta \beta$-edges are the edges corresponding to the edges of $L(G)$.

Thus:

$$
\begin{aligned}
E M_{1}\left(T_{2}\right)= & \sum_{e \in E\left(T_{2}\right)} d_{T_{2}}(e)^{2} \\
= & \sum_{e_{\alpha \beta} \in E\left(T_{2}\right)} d_{T_{2}}\left(e_{\alpha \beta}\right)^{2}+\sum_{e_{\beta \beta} \in E\left(T_{2}\right)} d_{T_{2}}\left(e_{\beta \beta}\right)^{2} \\
= & \sum_{i_{\alpha} j_{\alpha} \in E(G)}\left[\left(d_{T_{2}}\left(i_{\alpha}\right)+d_{T_{2}}\left(x_{\beta}\right)-2\right)^{2}+\left(d_{T_{2}}\left(x_{\beta}\right)+d_{T_{2}}\left(j_{\alpha}\right)-2\right)^{2}\right] \\
& +\sum_{i_{\beta} j_{\beta} \in E(L)}\left(d_{T_{2}}\left(i_{\beta}\right)+d_{T_{2}}\left(j_{\beta}\right)-2\right)^{2} \\
= & \sum_{i_{\alpha} j_{\alpha} \in E(G)}\left[\left(2 d_{G}\left(i_{\alpha}\right)+d_{G}\left(j_{\alpha}\right)-2\right)^{2}+\left(d_{G}\left(i_{\alpha}\right)+2 d_{G}\left(j_{\alpha}\right)-2\right)^{2}\right] \\
& +\sum_{i_{\beta} j_{\beta} \in E(L)}\left(d_{L}\left(i_{\beta}\right)+d_{L}\left(j_{\beta}\right)+2\right)^{2} \\
= & 5 F+8 m+8 M_{2}-12 M_{1}+F(L)+4|E(L)|+2 M_{2}(L)+4 M_{1}(L) .
\end{aligned}
$$

Now, by the definition of the line graph, it is clear that:

$$
F(L)=E F, M_{1}(L)=E M_{1}, M_{2}(L)=E M_{2} .
$$

Thus:

$$
E M_{1}\left(T_{2}\right)=5 F+8 m+8 M_{2}-12 M_{1}+E F+4\left(\frac{M_{1}}{2}-m\right)+2 E M_{2}+4 E M_{1}
$$

Using Lemma 4,

$$
E M_{1}\left(T_{2}\right)=E F+2 E M_{2}+9 F-26 M_{1}+16 M_{2}+20 m
$$

Theorem 6. If $T=T(G)$ is the total graph of $G$, then:

$$
E M_{1}(T)=E F+2 E M_{2}+18 F-38 M_{1}+28 M_{2}+24 m
$$

Proof. First note that for any $\alpha$-vertex $i_{\alpha}$ of $T$ :

$$
d_{T}\left(i_{\alpha}\right)=2 d_{G}\left(i_{\alpha}\right)
$$

and for any $\beta$-vertex $j_{\beta}$ of $T$ :

$$
d_{T}\left(j_{\beta}\right)=d_{L}\left(j_{\beta}\right)+2
$$

$T$ has all three types of edges. In fact,

1. Corresponding to every edge $i_{\alpha} j_{\alpha}$ in $G$, there is one $\alpha \alpha$-edge, which is $i_{\alpha} j_{\alpha}$, and two $\alpha \beta$-edges, which are $i_{\alpha} x_{\beta}$ and $x_{\beta} j_{\alpha}$ in $T$ such that:

$$
\begin{aligned}
& d_{T}\left(i_{\alpha}\right)=2 d_{G}\left(i_{\alpha}\right) \\
& d_{T}\left(j_{\alpha}\right)=2 d_{G}\left(j_{\alpha}\right)
\end{aligned}
$$

and:

$$
\begin{aligned}
d_{T}\left(x_{\beta}\right) & =d_{L}\left(x_{\beta}\right)+2=d_{G}\left(i_{\alpha}\right)+d_{G}\left(j_{\alpha}\right)-2+2 \\
& =d_{G}\left(i_{\alpha}\right)+d_{G}\left(j_{\alpha}\right) .
\end{aligned}
$$

2. $\quad \beta \beta$-edges are the edges corresponding to the edges of $L(G)$.

Thus:

$$
\begin{aligned}
E M_{1}(T)= & \sum_{e \in E(T)} d_{T}(e)^{2} \\
= & \sum_{e_{\alpha \alpha} \in E(T)} d_{T}\left(e_{\alpha \alpha}\right)^{2}+\sum_{e_{\beta \beta} \in E(T)} d_{T}\left(e_{\beta \beta}\right)^{2}+\sum_{e_{\alpha \beta} \in E(T)} d_{T}\left(e_{\alpha \beta}\right)^{2} \\
= & \sum_{i_{\alpha} j_{\alpha} \in E(G)}\left(d_{T}\left(i_{\alpha}\right)+d_{T}\left(j_{\alpha}\right)-2\right)^{2}+\sum_{i_{\beta} j_{\beta} \in E(L)}\left(d_{T}\left(i_{\beta}\right)+d_{T}\left(j_{\beta}\right)-2\right)^{2} \\
& +\sum_{i_{\alpha} j_{\alpha} \in E(G)}\left[\left(d_{T}\left(i_{\alpha}\right)+d_{T}\left(x_{\beta}\right)-2\right)^{2}+\left(d_{T}\left(x_{\beta}\right)+d_{T}\left(j_{\alpha}\right)-2\right)^{2}\right] \\
= & 4 \sum_{i_{\alpha} j_{\alpha} \in E(G)}\left(d_{G}\left(i_{\alpha}\right)+d_{G}\left(j_{\alpha}\right)-1\right)^{2}+\sum_{i_{\beta} j_{\beta} \in E(L)}\left(d_{L}\left(i_{\beta}\right)+d_{L}\left(j_{\beta}\right)+2\right)^{2} \\
& +\sum_{i_{\alpha} j_{\alpha} \in E(G)}\left[\left(3 d_{G}\left(i_{\alpha}\right)+d_{G}\left(j_{\alpha}\right)-2\right)^{2}+\left(d_{G}\left(i_{\alpha}\right)+3 d_{G}\left(j_{\alpha}\right)-2\right)^{2}\right] \\
= & 14 F-24 M_{1}+20 M_{2}+12 m+F(L)+4|E(L)|+2 M_{2}(L)+4 M_{1}(L) .
\end{aligned}
$$

Now, using the facts:

$$
F(L)=E F, M_{1}(L)=E M_{1}, M_{2}(L)=E M_{2}
$$

and then using Lemma 4, we get:

$$
E M_{1}(T)=E F+2 E M_{2}+18 F-38 M_{1}+28 M_{2}+24 m
$$

Theorem 7. If $P L=P L(G)$ is a paraline graph of $G$, then:

$$
E M_{1}(P L)=2\left({ }^{4} M_{1}+M_{1}+M_{2}\right)-5 F
$$

Proof. It can be noted that for any vertex $i \in V(G)$, there are $d_{G}(i)$ vertices in $P L(G)$ having the same degree as $i$ such that all these $d_{G}(i)$ vertices are connected with each other. In fact, $P L(G)$ can be obtained from $G$ by replacing every vertex $i$ by $K_{d_{G}(i)}$. Now, the edges of $P L(G)$ can be divided into two categories:

1. The edges in $K_{d_{G}(i)}$, where $i \in V(G)$.
2. Edges corresponding to edges of $G$. It can be seen that corresponding to every edge in $G$, there is an edge in $P L(G)$ of the same degree.

Thus:

$$
\begin{aligned}
E M_{1}(P L) & =\sum_{e \in E(P L)} d_{P L}(e)^{2} \\
& =\sum_{e \in E\left(K_{d_{G}(i)}\right), i \in V(G)} d_{P L}(e)^{2}+\sum_{e \in E(G)} d_{G}(e)^{2} .
\end{aligned}
$$

Now, in each $K_{d_{G}(i)}$, there are $\frac{d_{G}(i)\left(d_{G}(i)-1\right)}{2}$ edges, each of degree $d_{G}(i)+d_{G}(i)-2=2 d_{G}(i)-2$. Thus:

$$
E M_{1}(P L)=\sum_{i \in V(G)} \frac{d_{G}(i)\left(d_{G}(i)-1\right)}{2}\left(2 d_{G}(i)-2\right)^{2}+E M_{1}
$$

Solving the first term and using Lemma 4 in the second term, we get:

$$
\begin{aligned}
E M_{1}(P L) & =2\left({ }^{4} M_{1}-3 F+3 M_{1}-2 m\right)+F-4 M_{1}+2 M_{2}+4 m \\
& =2\left({ }^{4} M_{1}+M_{1}+M_{2}\right)-5 F
\end{aligned}
$$

## 3. Reformulated Second Zagreb Index of Some Derived Graphs

In this section, we derive the expressions for the reformulated second Zagreb index of some derived graphs.

Theorem 8. If $S=S(G)$ is a subdivision graph of $G$, then:

$$
E M_{2}(S)=\frac{1}{2}\left({ }^{4} M_{1}-F\right)+M_{2}
$$

Proof. We can divide the pairs of incident edges of $S=S(G)$ into two categories:

1. For any vertex $i \in V(G)$, there are $d_{G}(i)$ edges, each of degree $d_{G}(i)$ in $S$, and all these edges are incident at $i$. Therefore, for any vertex $i \in V(G)$, the total number of pairs of incident edges lying in this category is $\frac{d_{G}(i)\left(d_{G}(i)-1\right)}{2}$.
2. Corresponding to every pair of adjacent vertices $i$ and $j$ in $G$, there is a pair of incident edges of degrees $d_{G}(i)$ and $d_{G}(j)$ in $S$.

Thus:

$$
\begin{aligned}
E M_{2}(S) & =\sum_{e \sim f \in E(S)} d_{S}(e) d_{S}(f) \\
& =\sum_{i \in V(G)} \frac{d_{G}(i)\left(d_{G}(i)-1\right)}{2} d_{G}(i) d_{G}(i)+\sum_{i j \in E(G)} d_{G}(i) d_{G}(j) \\
& =\frac{1}{2}\left({ }^{4} M_{1}-F\right)+M_{2}
\end{aligned}
$$

Before going to the next theorem, we prove another lemma here.
Lemma 5. For a graph $G$, the following equality holds.

$$
\sum_{i j \in E(G)} d_{G}(i) d_{G}(j)\left[d_{G}(i)+d_{G}(j)\right]=\frac{1}{3}\left(E F-{ }^{4} M_{1}+8 m\right)+2 F+4\left(M_{2}-M_{1}\right)
$$

Proof.

$$
\begin{aligned}
\sum_{i j \in E(G)} d_{G}(i) d_{G}(j)\left[d_{G}(i)+d_{G}(j)\right] & =\frac{1}{3} \sum_{i j \in E(G)}\left[d_{G}(i)+d_{G}(j)\right]^{3}-\frac{1}{3} \sum_{i j \in E(G)}\left[d_{G}(i)^{3}+d_{G}(j)^{3}\right] \\
& =\frac{1}{3} \sum_{e \in E(G)}\left[d_{G}(e)+2\right]^{3}-\frac{1}{3}{ }^{4} M_{1} \\
& =\frac{1}{3} E F+2 E M_{1}+4 \sum_{e \in E(G)} d_{G}(e)+\frac{8}{3} m-\frac{1}{3}{ }^{4} M_{1}
\end{aligned}
$$

Using Lemma 4 and the relation:

$$
\sum_{e \in E(G)} d_{G}(e)=\sum_{i \in V(L)} d_{L}(i)=2|E(L)|=M_{1}-2 m,
$$

we have:

$$
\begin{aligned}
\sum_{i j \in E(G)} d_{G}(i) d_{G}(j)\left[d_{G}(i)+d_{G}(j)\right] & =\frac{1}{3} E F+2 F-8 M_{1}+4 M_{2}+8 m+4 M_{1}-8 m+\frac{8}{3} m-\frac{1}{3}{ }^{4} M_{1} \\
& =\frac{1}{3}\left(E F-{ }^{4} M_{1}+8 m\right)+2 F+4\left(M_{2}-M_{1}\right)
\end{aligned}
$$

Theorem 9. If $T_{1}=T_{1}(G)$ is vertex-semitotal graph of $G$, then:

$$
E M_{2}\left(T_{1}\right)=\frac{1}{3}\left(14\left({ }^{4} M_{1}\right)+4 E F+68 m\right)+4 E M_{2}+6 F-30 M_{1}+28 M_{2}
$$

Proof. By definition

$$
E M_{2}\left(T_{1}\right)=\sum_{e \sim f \in E\left(T_{1}\right)} d_{T_{1}}(e) d_{T_{1}}(f)
$$

We can divide the pairs of incident edges $(e, f)$ of $T_{1}=T_{1}(G)$ into three cases:
Case 1: When e, $f \in E(S)$. Just like Theorem 8, we have two further categories:

1. For any vertex $i \in V(G)$, there are $d_{G}(i)$ edges, each of degree $2 d_{G}(i)$ in $S$, and all these edges are incident at $i$. Therefore, for any vertex $i \in V(G)$, the total number of pairs of incident edges lying in this category is $\frac{d_{G}(i)\left(d_{G}(i)-1\right)}{2}$.
2. Corresponding to every pair of adjacent vertices $i$ and $j$ in $G$, there is a pair of incident edges of degrees $2 d_{G}(i)$ and $2 d_{G}(j)$ in $S$.

Case 2: When $e, f \in E(G)$. For any pair of incident edges $e$ and $f$ in $G, e$ and $f$ are also incident in $T_{1}$. Furthermore, for any edge $e=i j$ in $G$,

$$
d_{T_{1}}(e)=d_{T_{1}}(i)+d_{T_{1}}(j)-2=2 d_{G}(i)+2 d_{G}(j)-2=2\left(d_{G}(e)+1\right)
$$

Case 3: When $e \in E(G), f \in E(S)$. Every edge $i j$ of $G$ has degree $2 d_{G}(i)+2 d_{G}(j)-2$ in $T$. This edge is incident with $d_{G}(i)$ edges, each of degree $2 d_{G}(i)$ at $i$, and $d_{G}(j)$ edges, each of degree $2 d_{G}(j)$ at $j$.

Thus:

$$
\begin{aligned}
E M_{2}\left(T_{1}\right)= & \sum_{e \sim f \in E(S)} d_{T_{1}}(e) d_{T_{1}}(f)+\sum_{e \sim f \in E(G)} d_{T_{1}}(e) d_{T_{1}}(f)+\sum_{e \sim f, e \in E(G), f \in E(S)} d_{T_{1}}(e) d_{T_{1}}(f) \\
= & \sum_{i \in V(G)} \frac{d_{G}(i)\left(d_{G}(i)-1\right)}{2} 2 d_{G}(i) 2 d_{G}(i)+\sum_{i j \in E(G)} 2 d_{G}(i) 2 d_{G}(j) \\
& +\sum_{e \sim f \in E(G)} 2\left(d_{G}(e)+1\right) 2\left(d_{G}(f)+1\right) \\
& +\sum_{i j \in E(G)}\left[d_{G}(i)\left(2 d_{G}(i)+2 d_{G}(j)-2\right) 2 d_{G}(i)+d_{G}(j)\left(2 d_{G}(i)+2 d_{G}(j)-2\right) 2 d_{G}(j)\right] \\
= & 2 \sum_{i \in V(G)} d_{G}(i)^{4}-2 \sum_{i \in V(G)} d_{G}(i)^{3}+4 M_{2}+4 \sum_{e \sim f \in E(G)} d_{G}(e) d_{G}(f) \\
& +4 \sum_{e \sim f \in E(G)}\left[d_{G}(e)+d_{G}(f)\right]+4 \sum_{e \sim f \in E(G)} 1+4 \sum_{i j \in E(G)}\left[d_{G}(i)^{3}+d_{G}(j)^{3}\right] \\
& -4 \sum_{i j \in E(G)}\left[d_{G}(i)^{2}+d_{G}(j)^{2}\right]+4 \sum_{i j \in E(G)} d_{G}(i) d_{G}(j)\left[d_{G}(i)+d_{G}(j)\right] .
\end{aligned}
$$

Using Lemma 5 and the fact:

$$
\sum_{e \sim f \in E(G)} 1=\sum_{i j \in E(L)} 1=|E(L)|=\frac{M_{1}}{2}-m
$$

we have:

$$
\begin{aligned}
E M_{2}\left(T_{1}\right)= & 2\left({ }^{4} M_{1}\right)-2 F+4 M_{2}+4 E M_{2}+4 E M_{1}+2 M_{1}-4 m \\
& +4\left({ }^{4} M_{1}\right)-4 F+\frac{4}{3} E F-\frac{4}{3}\left({ }^{4} M_{1}\right)+\frac{32}{3} m+8 F+16 M_{2}-16 M_{1}
\end{aligned}
$$

Now, using Lemma 4 and simplifying the above expression, we get:

$$
E M_{2}\left(T_{1}\right)=\frac{1}{3}\left(14\left({ }^{4} M_{1}\right)+4 E F+68 m\right)+4 E M_{2}+6 F-30 M_{1}+28 M_{2}
$$

Proposition 1. Let $K_{n}$ be the complete graph on $n$ vertices, then the total number of pairs of incident edges in $K_{n}$ is $\frac{n(n-1)(n-2)}{2}$.

Proof. The total number of pairs of incident edges in $K_{n}$ :

$$
\begin{aligned}
& =\sum_{e \sim f \in E\left(K_{n}\right)} 1=\sum_{i j \in E\left(L\left(K_{n}\right)\right)} 1=E\left(L\left(K_{n}\right)\right)=\frac{M_{1}\left(K_{n}\right)}{2}-\left|E\left(K_{n}\right)\right| \\
& =\frac{n(n-1)^{2}}{2}-\frac{n(n-1)}{2}=\frac{n(n-1)(n-2)}{2}
\end{aligned}
$$

Theorem 10. If $P L=P L(G)$ is a paraline graph of $G$, then:

$$
E M_{2}(P L)=2\left({ }^{5} M_{1}\right)+\frac{1}{3}\left(2 E F-26\left({ }^{4} M_{1}\right)+16 m\right)+14 F-10 M_{1}
$$

Proof. As we explained in Theorem 7, $P L(G)$ can be obtained from $G$ by replacing every vertex $i$ by $K_{d_{G}(i)}$. Therefore, we can divide the pairs of incident edges of $P L=P L(G)$ into two cases:

Case 1: For any vertex $i \in V(G)$, there are $\frac{d_{G}(i)\left(d_{G}(i)-1\right)}{2}$ edges each of degree $\left(2 d_{G}(i)-2\right)$ in the corresponding $K_{d_{G}(i)}$ of $P L$, and all these edges are incident with each other. By Proposition 1, for any vertex $i \in V(G)$, the total number of pairs of incident edges in $K_{d_{G}(i)}$ is:

$$
=\frac{d_{G}(i)\left(d_{G}(i)-1\right)\left(d_{G}(i)-2\right)}{2} .
$$

Case 2: Corresponding to every edge $i j$ in $G$, there is an edge in $P L(G)$ of the same degree that is incident with $\left(d_{G}(i)-1\right)$ edges, each of degree $\left(2 d_{G}(i)-2\right)$ at $i$, and $\left(d_{G}(j)-1\right)$ edges, each of degree $\left(2 d_{G}(j)-2\right)$ at $j$.

Thus:

$$
\begin{aligned}
E M_{2}(P L)= & \sum_{e \sim f \in E(P L)} d_{P L}(e) d_{P L}(f) \\
= & \sum_{e \sim f \in E\left(K_{d_{G}(i)}\right), i \in V(G)} d_{P L}(e) d_{P L}(f) \\
& +\sum_{e=i j \in E(G)}\left[\left(d_{G}(i)-1\right) d_{G}(e)\left(2 d_{G}(i)-2\right)+\left(d_{G}(j)-1\right) d_{G}(e)\left(2 d_{G}(j)-2\right)\right] \\
= & \sum_{i \in V(G)}\left[\frac{d_{G}(i)\left(d_{G}(i)-1\right)\left(d_{G}(i)-2\right)}{2}\right]\left(2 d_{G}(i)-2\right)\left(2 d_{G}(i)-2\right) \\
& +2 \sum_{i j \in E(G)}\left(d_{G}(i)+d_{G}(j)-2\right)\left[\left(d_{G}(i)-1\right)^{2}+\left(d_{G}(j)-1\right)^{2}\right] \\
= & 2 \sum_{i \in V(G)} d_{G}(i)\left(d_{G}(i)-1\right)^{3}\left(d_{G}(i)-2\right) \\
& +2 \sum_{i j \in E(G)}\left[\left(d_{G}(i)^{3}+d_{G}(j)^{3}\right)-4\left(d_{G}(i)^{2}+d_{G}(j)^{2}\right)+6\left(d_{G}(i)+d_{G}(j)\right)\right. \\
& \left.-4 d_{G}(i) d_{G}(j)+d_{G}(i) d_{G}(j)\left[d_{G}(i)+d_{G}(j)\right]-4\right] .
\end{aligned}
$$

Now, using Lemma 5:

$$
\begin{aligned}
E M_{2}(P L)= & 2\left({ }^{5} M_{1}\right)-10\left({ }^{4} M_{1}\right)+18 F-14 M_{1}+8 m+2\left({ }^{4} M_{1}\right)-8 F+12 M_{1}-8 M_{2} \\
& +\frac{2}{3} E F-\frac{2}{3}\left({ }^{4} M_{1}\right)+\frac{16}{3} m+4 F+8 M_{2}-8 M_{1}-8 m \\
= & 2\left({ }^{5} M_{1}\right)+\frac{1}{3}\left(2 E F-26\left({ }^{4} M_{1}\right)+16 m\right)+14 F-10 M_{1} .
\end{aligned}
$$

## 4. Conclusions

In this note, we obtained some relations for degrees between a derived graph and its parent graph. Using these relations, the expressions for reformulated Zagreb indices of some derived graphs have been found in terms of some topological indices of the parent graph. Finding expressions of derived graphs like these is an open problem for many other topological indices.
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#### Abstract

An embedding of an interconnection network into another is one of the main issues in parallel processing and computing systems. Congestion, dilation, expansion and wirelength are some of the parameters used to analyze the efficiency of an embedding in which resolving the wirelength problem reduces time and cost in the embedded design. Due to the potential topological properties of enhanced hypercube, it has become constructive in recent years, and a lot of research work has been carried out on it. In this paper, we use the edge isoperimetric problem to produce the exact wirelengths of embedding enhanced hypercube into windmill and necklace graphs.
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## 1. Introduction

Graph theory is one of the most interesting branches of mathematics, with wide applications in the domain of computer science, leading to the choice of a network in the development of parallel computers on a commercial basis. An interconnection network can be modeled by a graph, in which processors and links between processors are denoted as vertices and edges of a graph, respectively. Interconnection network has many advantages and inherent applications in the field of system designs such as scheduling of multiprocessor systems and distributed systems. The problem of efficiently implementing a parallel algorithm developed for one network into another can be modeled by a graph-embedding problem [1]. A graph embedding of a guest graph $G$ into a host graph $H$ is defined by a bijective mapping $f: V(G) \rightarrow V(H)$ together with a mapping $P_{f}$ which assigns to each edge $(u, v)$ of $G$ a path between $f(u)$ and $f(v)$ in $H$ [2].

An edge congestion of an embedding of $G$ into $H$ is the maximum number of edges of a graph $G$ that are embedded on any single edge of $H$. Let $E C_{f}(e)$ denote the number of edges $(u, v)$ of graph $G$ such that $e$ is in a path $P_{f}((u, v))$ between $f(u)$ and $f(v)$ of $H[2,3]$. In other words,

$$
E C_{f}(e)=\left|\left\{(u, v) \in E(G): e \in P_{f}((u, v))\right\}\right| .
$$

The wirelength of an embedding $f$ of $G$ into $H$ is computed by

$$
W L_{f}(G, H)=\sum_{(u, v) \in E(G)}\left|P_{f}((u, v))\right|=\sum_{e \in E(H)} E C_{f}(e) .
$$

The wirelength of $G$ into $H$ is defined as

$$
W L(G, H)=\min W L_{f}(G, H)
$$

where the minimum is taken over all embeddings $f$ of $G$ into $H$. The wirelength problem of a graph embedding emerges from VLSI designs [4], networks for parallel computer systems [5] and structural engineering [6,7].

Wirelength problems have been considered for enhanced hypercube into wounded lobsters [8], $r$-rooted complete binary tree [1], complete binary tree [9], caterpillar and path [10]. The wirelength of hypercubes into necklace, windmill and snake graphs have been examined in [11]. In this paper, we explore the exact wirelength of enhanced hypercube into necklace and windmill graphs and the main contributions are presented in Theorems 2,3 and 4.

The rest of the paper is organized as follows. In Section 2, we study edge isoperimetric problem and 2-partition lemma. Enhanced hypercube and its properties will be discussed in Section 3. In Section 4, we compute the minimum wirelength of embedding enhanced hypercube into windmill and necklace graphs. Finally, Section 5 concludes the paper.

## 2. Edge Isoperimetric Problem

Consider an interesting NP-complete problem [12] namely combinatorial isoperimetric problem which optimizes or selects the best structure among several possibilities and arises naturally in communication engineering, computer science, physical sciences and mathematics [13]. The following two versions of the EIP of a graph $G$ have been considered in the literature [14-16].

EIP (1): Find a subset of the vertices of a given graph such that the edge cut separating this subset from its complement has minimal size among all subsets of the same cardinality.

Mathematically, if for a given $m$, where $m=1,2, \ldots,|V|, \theta_{G}(m)=\min _{A \subseteq V,|A|=m}\left|\theta_{G}(A)\right|$, where $\theta_{G}(A)=\{(u, v) \in E: u \in A, v \notin A\}$, then the problem is to find $A \subseteq V$ such that $|A|=m$ and $\theta_{G}(m)$ $=\left|\theta_{G}(A)\right|$. Such subsets are called optimal with respect to EIP (1). If a set of vertices is optimal with respect to EIP (1), then it is trivial that its complement is also optimal to EIP (1).

EIP (2): Find a subset of the vertices of a given graph such that the number of edges in the subgraph induced by this subset is maximal among all induced subgraphs with the same number of vertices.

Mathematically, if for a given $m$, where $m=1,2, \ldots,|V|, I_{G}(m)=\max _{A \subseteq V,|A|=m}\left|I_{G}(A)\right|$, where $I_{G}(A)=\{(u, v) \in E: u, v \in A\}$, then the problem is to find $A \subseteq V$ such that $|A|=m$ and $I_{G}(m)=$ $\left|I_{G}(A)\right|$. Such subsets are called optimal with respect to EIP (2).

Clearly, if a subset of vertices is optimal with respect to EIP (2), then its complement is also an optimal set only for regular graphs and moreover, if a subset of vertices is optimal with respect to EIP (2), it is also optimal with respect to EIP (1). In the case of non-regular graphs, if a subset of vertices is optimal with respect to EIP (2), it need not be optimal to EIP (1) and there is no specific condition to optimality [16].

We now state the congestion and partition lemmas which will be used to compute the exact wirelengths in our paper.

Lemma 1. (Congestion Lemma) [3] Let $G$ be an $r$-regular graph and $f$ be an embedding of $G$ into $H$. Let $S$ be an edge cut of $H$ such that the removal of edges of $S$ leaves $H$ into two components $H_{1}$ and $H_{2}$ and let $G_{1}=$ $G\left[f^{-1}\left(H_{1}\right)\right]$ and $G_{2}=G\left[f^{-1}\left(H_{2}\right)\right]$. Also $S$ satisfies the following conditions:
(i) For every edge $(a, b) \in G_{i}, i=1,2, P_{f}((a, b))$ has no edges in $S$.
(ii) For every edge $(a, b) \in G$ with $a \in G_{1}$ and $b \in G_{2}, P_{f}((a, b))$ has exactly one edge in $S$.
(iii) $G_{1}$ is an optimal set.

Then $E C_{f}(S)$ is minimum and $E C_{f}(S)=r\left|V\left(G_{1}\right)\right|-2\left|E\left(G_{1}\right)\right|$.

Lemma 2. (2-Partition Lemma) [17] Let $f: G \rightarrow H$ be an embedding. Let $[2 E(H)]$ denote a collection of edges of $H$ repeated exactly 2 times. Let $\left\{S_{1}, S_{2}, \ldots, S_{m}\right\}$ be a partition of $[2 E(H)]$ such that each $S_{i}$ is an edge cut of H. Then

$$
W L_{f}(G, H)=\frac{1}{2} \sum_{i=1}^{m} E C_{f}\left(S_{i}\right)
$$

## 3. Properties of Enhanced Hypercubes

The hypercube $\left(Q_{n}\right)$ has received extensive attention in view of its regular structure, small diameter and good connection with a relatively small vertex degree $[7,18]$. As the effort to improve its efficiency, several variants of $Q_{n}$ have been proposed.

In many variants of hypercube, the topological structure of enhanced hypercube network ( $Q_{n, k}$ ) is considered to be a significant topology due mainly to its reliability, efficiency and the fault tolerance of $Q_{n, k}$ are better than $Q_{n}$, which shows that the enhanced hypercube is an excellent choice of network topology to improve traffic distributions, bandwidth capabilities and performance in parallel processing computer systems [18].

Definition 1 ([19]). The enhanced hypercube $Q_{n, k}, 1 \leq k \leq n-1$, is an $(n+1)$-regular graph with vertex set $V\left(Q_{n, k}\right)=V\left(Q_{n}\right)$ labeled as $\left\{0,1 \ldots, 2^{n}-1\right\}$ and edge set $E\left(Q_{n, k}\right)=E\left(Q_{n}\right) \cup\left\{\left(x_{1} x_{2} \ldots x_{k} x_{k+1} \ldots x_{n}\right.\right.$, $\left.x_{1} x_{2} \ldots x_{k-1} \bar{x}_{k} \bar{x}_{k+1} \ldots \bar{x}_{n}\right), x_{i}=0$ or $\left.1,1 \leq i \leq n\right\}$. The edges of $Q_{n}$ in $Q_{n, k}$ are called hypercube edges and the remaining edges of $Q_{n, k}$ are called complementary edges.

Remark 1. $\left|V\left(Q_{n, k}\right)\right|=2^{n}$ and $\left|E\left(Q_{n, k}\right)\right|=(n+1) 2^{n-1}$.
Theorem 1 ([10]). For $1 \leq i \leq 2^{n}, L_{i}=\{0,1, \ldots, i-1\}$ is an optimal set in $Q_{n, k}$.
Lemma 3 ([10]). For $1 \leq i \leq 2^{n},\left|E\left(Q_{n, k}\left[L_{i}\right]\right)\right|=\left|E\left(Q_{n}\left[L_{i}\right]\right)\right|+\left\lfloor\left.\frac{i}{2^{n-k+1}} \right\rvert\, 2^{n-k}+\left[x-2^{n-k}\right]^{+}\right.$where $x=$ $i-\left\lfloor\frac{i}{2^{n-k+1}}\right\rfloor 2^{n-k+1}$ and

$$
[x]^{+}=\left\{\begin{array}{lll}
0 & : & x<0 \\
x & : & x \geq 0
\end{array}\right.
$$

## 4. Computation of Wirelength

In this section, we compute the exact wirelength of enhanced hypercubes into windmill and necklace graphs. The basic definitions and results to obtain the minimum wirelength are explained as follows.

Lemma 4. For $i=1,2, \ldots, n-1$, Ncut $S_{i}^{2^{i}}=\left\{2^{i}, 2^{i}+1, \ldots, 2^{i+1}-1\right\}$ is an optimal set in $Q_{n, k}$.
Proof. Define $\varphi: \operatorname{Ncut} S_{i}^{2^{i}} \rightarrow L_{2^{i}}$ by $\varphi\left(2^{i}+p\right)=p$. Let the binary representation of $2^{i}+p$ be $\alpha_{1} \alpha_{2} \ldots \alpha_{n}$. Then the binary representation of $p$ is $\underbrace{00 \ldots 00}_{(n-i) \text { times }} \alpha_{n-i+1}^{0} \ldots \alpha_{n}$. To show that $Q_{n, k}\left[N c u t S_{i}^{2^{i}}\right]$ is isomorphic to $Q_{n, k}\left[L_{2^{i}}\right]$, we discuss the following cases for $(x, y) \in E\left(Q_{n, k}\left[\right.\right.$ Ncut $\left.\left.S_{i}^{2^{i}}\right]\right)$.
Case 1. Let $(x, y)$ be the hypercube edge in $Q_{n, k}\left[N c u t S_{i}^{2^{i}}\right]$. Suppose the binary representations of $x$ and $y$ are

$$
\begin{aligned}
& x=\alpha_{1} \alpha_{2} \ldots \alpha_{n-i} \beta_{1} \beta_{2} \ldots \beta_{k} \ldots \beta_{i}, \\
& y=\alpha_{1} \alpha_{2} \ldots \alpha_{n-i} \beta_{1} \beta_{2} \ldots \bar{\beta}_{k} \ldots \beta_{i} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \varphi(x)=\underbrace{00 \ldots 00}_{(n-i) \text { times }} \beta_{1} \beta_{2} \ldots \beta_{k} \ldots \beta_{i} \\
& \varphi(y)=\underbrace{00 \ldots 00}_{(n-i) \text { times }} \beta_{1} \beta_{2} \ldots \bar{\beta}_{k} \ldots \beta_{i}
\end{aligned}
$$

hence $(x, y) \in E\left(Q_{n, k}\left[\right.\right.$ Ncut $\left.\left.S_{i}^{2}\right]\right) \Leftrightarrow$ the binary representation of $x$ and $y$ differ in exactly one bit $\Leftrightarrow$ the binary representation of $\varphi(x)$ and $\varphi(y)$ differ in exactly one bit $\Leftrightarrow(\varphi(x), \varphi(y)) \in E\left(Q_{n, k}\left[L_{2^{i}}\right]\right)$.
Case 2. Let $(x, y)$ be the complementary edge in $Q_{n, k}\left[N c u t S_{i}^{2^{i}}\right]$. Suppose the binary representations of $x$ and $y$ are

$$
\begin{aligned}
& x=\alpha_{1} \alpha_{2} \alpha_{3} \ldots \alpha_{n-i} \alpha_{n-i+1} \ldots \alpha_{k-1} \alpha_{k} \alpha_{k+1} \ldots \alpha_{n-1} \alpha_{n} \\
& y=\alpha_{1} \alpha_{2} \alpha_{3} \ldots \alpha_{n-i} \alpha_{n-i+1} \ldots \alpha_{k-1} \bar{\alpha}_{k} \bar{\alpha}_{k+1} \ldots \bar{\alpha}_{n-1} \bar{\alpha}_{n} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \varphi(x)=\underbrace{00 \ldots 00}_{(n-i) \text { times }} \alpha_{n-i+1} \ldots \alpha_{k-1} \alpha_{k} \alpha_{k+1} \ldots \alpha_{n} \\
& \varphi(y)=\underbrace{00 \ldots 00}_{(n-i) \text { times }} \alpha_{n-i+1}^{00 \alpha_{k-1} \bar{\alpha}_{k} \bar{\alpha}_{k+1} \ldots \bar{\alpha}_{n}} .
\end{aligned}
$$

hence $(x, y) \in E\left(Q_{n, k}\left[\right.\right.$ Ncut $\left.\left.S_{i}^{2^{i}}\right]\right) \Leftrightarrow$ the binary representations of $x$ and $y$ differ from the $k^{\text {th }}$ to $n^{\text {th }}$ bits $\Leftrightarrow$ the binary representations of $\varphi(x)$ and $\varphi(y)$ differ from the $k^{\text {th }}$ to $n^{\text {th }}$ bits $\Leftrightarrow(\varphi(x), \varphi(y)) \in$ $E\left(Q_{n, k}\left[L_{2^{i}}\right]\right)$. Hence $Q_{n, k}\left[N c u t S_{i}^{2^{i}}\right]$ and $Q_{n, k}\left[L_{2^{i}}\right]$ are isomorphic.
From the above cases and Theorem 1, we infer that Ncut $S_{i}^{2^{i}}$ is an optimal set in $Q_{n, k}$.
The following result is an easy consequence of Lemma 4.
Lemma 5. For $i=1,2, \ldots, n-1, N$ cut $S_{i}^{2^{i}-1}=\left\{2^{i}, 2^{i}+1, \ldots, 2^{i+1}-2\right\}$ is an optimal set in $Q_{n, k}$.
Definition 2. [11] Let $K_{t_{i}}$ be a complete graph on $t_{i}$ vertices, $1 \leq i \leq m$. Let $t_{1}=2^{r}$ and $t_{i}=2^{r+i-2}+1$ for all $2 \leq i \leq m$ such that $\biguplus_{i=1} K_{t_{i}}$ has one vertex ( $s$ ) as common. The resultant graph is called a windmill graph and is denoted by $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$.

Remark 2. We denote $w_{k}=\sum_{i=1}^{k}\left(t_{i}-1\right)+1,1 \leq k \leq m$ and $w_{0}=t_{0}=0$. Then the windmill graph has $w_{m}=2^{n}$ vertices, see Figure 1.

Theorem 2. The wirelength of $Q_{n, k}$ into $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ is given by $W L\left(Q_{n, k}, W M\left(K_{t_{1}}\right.\right.$, $\left.\left.K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)=\frac{1}{4}\left\{(n+1)\left(2^{n+1}+2^{m+r}-4\right)\right\}-\sum_{i=1}^{m}\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|$.

Proof. The proof is divided into three parts A, B, and C comprising of the embedding algorithm, proof of correctness, and computation of wirelength, respectively.

## Part A:

Label the vertices of $Q_{n, k}$ by lexicographic order from 0 to $2^{n}-1$. Label the vertices of $K_{t_{1}}$ in $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ as $0,1,2, \ldots, t_{1}-1$ such that $t_{1}-1$ is the label of common vertex $s$. For $2 \leq i \leq m$, label the vertices of $K_{t_{i}}$ (except $s$ ) in $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ as $w_{i-1}+j, j=0,1,2, \ldots, t_{i}-2$. Define an embedding $f$ of $Q_{n, k}$ into $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ given by $f(x)=x$.

## Part B:

We assume that the labels represent the vertices to which they are assigned. Table 1 gives the notations for edge cuts of windmill graph as depicted in Figure 1.


Figure 1. The edge cuts of windmill $W M\left(K_{4}, K_{5}, K_{9}, K_{17}\right)$.
Table 1. Edge cuts in windmill graph.

| Cut Notation | Elements in the Cut | Range |
| :---: | :--- | :--- |
| $S_{i}$ | $\left\{\left(w_{1}-1, x\right): x \in\left(V\left(K_{t_{i}}\right)-\left\{w_{1}-1\right\}\right)\right\}$ | $1 \leq i \leq m$ |
| $S_{i}^{j}$ | $\left\{\left(w_{i-1}+j-1, x\right): x \in\left(V\left(K_{t_{i}}\right)-\left\{w_{i-1}+j-1\right\}\right)\right\}$ | $1 \leq i \leq m, 1 \leq j \leq t_{i}-1$ |

Then $\left\{S_{i}: 1 \leq i \leq m\right\} \cup\left\{S_{i}^{j}: 1 \leq i \leq m, 1 \leq j \leq t_{i}-1\right\}$ is a partition of $\left[2 E\left(W M\left(K_{t_{1}}, K_{t_{2}}, \ldots\right.\right.\right.$, $\left.\left.\left.K_{t_{m}}\right)\right)\right]$. The edge cut $S_{i}$ of $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ disconnects $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ into two components $X_{i}$ and $\overline{X_{i}}$ where $V\left(X_{i}\right)=\left\{w_{i-1}, w_{i-1}+1, \ldots, w_{i-1}+t_{i}-2\right\}$. Let $G_{i}$ and $\overline{G_{i}}$ be the preimage of $X_{i}$ and $\overline{X_{i}}$ under $f$ respectively. By Lemmas $4 \& 5, G_{i}$ is an optimal set and each $S_{i}$ satisfies conditions (i)-(iii) of the Congestion Lemma. Therefore, $E C_{f}\left(S_{i}\right)$ is minimum.

Similarly, the edge cut $S_{i}^{j}$ of $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ disconnects $W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ into two components $X_{i}^{j}$ and $\overline{X_{i}^{j}}$ where $V\left(X_{i}^{j}\right)=\left\{w_{i-1}+j-1\right\}$. Let $G_{i}^{j}$ and $\overline{G_{i}^{j}}$ be the preimage of $X_{i}^{j}$ and $\overline{X_{i}^{j}}$ under $f$ respectively. Since $G_{i}^{j}$ is an optimal set and each $S_{i}^{j}$ satisfies conditions $(i)-(i i i)$ of the Congestion Lemma. Therefore, $E C_{f}\left(S_{i}^{j}\right)$ is minimum. The 2-Partition Lemma implies that $W L_{f}\left(Q_{n, k}, W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)=W L\left(Q_{n, k}, W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right.\right.$.

## Part C:

By Part B, we have $E C_{f}\left(S_{i}\right)=(n+1)\left(t_{i}-1\right)-2\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|, E C_{f}\left(S_{i}^{j}\right)=(n+1)$ for all $1 \leq i \leq m, 1 \leq j \leq t_{i}-1$. Therefore, the wirelength of enhanced hypercube into windmill graph is given by $W L\left(Q_{n, k}, W M\left(K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)=\frac{1}{2} \sum_{i=1}^{m}\left\{(n+1)\left(t_{i}-1\right)-2\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|\right\}+\frac{n+1}{2}\left(2^{n}-1\right)=\right.$ $\frac{1}{4}\left\{(n+1)\left(2^{n+1}+2^{m+r}-4\right)\right\}-\sum_{i=1}^{m}\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|$.

Definition 3 ([11]). Let $K_{1, m}$ be a star graph on $m+1$ vertices (say $v_{0}, v_{1}, \ldots, v_{m}$ ) and $K_{t_{i}}$ be complete graphs on $t_{i}$ vertices, $1 \leq i \leq m$. Let $t_{1}=2^{r}, t_{i}=2^{r+i-2}$ for all $2 \leq i \leq m-1$ and $t_{m}=2^{r+m-2}-1$ such that $K_{1, m} \uplus\left(\bigcup_{i=1}^{m} K_{t_{i}}\right)$ has $v_{i}$ as common. The resultant graph is called a complete star necklace and is denoted by $\operatorname{SN}\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$.

Remark 3. We denote $s_{k}=\sum_{i=0}^{k} t_{i}, 0 \leq k \leq m$ where $t_{0}=0$. Then the complete star necklace has $s_{m}+1=2^{n}$ vertices, see Figure 2.


Figure 2. The edge cuts of complete star necklace $S N\left(K_{1,5} ; K_{4}, K_{4}, K_{8}, K_{16}, K_{31}\right)$.
Theorem 3. $W L\left(Q_{n, k}, S N\left(K_{1, m} ; K_{t_{1}} K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)=\frac{1}{4}\left\{(n+1)\left(2^{n+1}+3 \cdot 2^{m+r}-4 m-8\right)\right\}-$ $\sum_{i=1}^{m}\left\{2\left|E\left(Q_{n, k}\left[L_{t_{i}}\right]\right)\right|+\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|\right\}$.

Proof. The proof technique is similar to Theorem 2 as divided into three parts A, B, and C.

## Part A:

Label the vertices of $Q_{n, k}$ by lexicographic order from 0 to $2^{n}-1$. For $1 \leq i \leq m$, label the vertices of $K_{t_{i}}$ in $S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ as $s_{i-1}+j, j=0,1,2, \ldots, t_{i}-1$ such that $s_{i}-1$ is the label of $v_{i}$, and $v_{0}$ as $2^{n}-1$. Define an embedding $f$ of $Q_{n, k}$ into $S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ given by $f(x)=x$.

## Part B:

We assume that the labels represent the vertices to which they are assigned. Table 2 gives the notations for edge cuts of complete star necklace graph as depicted in Figure 2.

Table 2. Edge cuts in complete star necklace graph.

| Cut Notation | Elements in the Cut | Range |
| :---: | :--- | :--- |
| $S_{i 1}$ | $\left\{s_{i}-1,2^{n}-1\right\}$ | $1 \leq i \leq m$ |
| $S_{i 2}$ | $\left\{s_{i}-1,2^{n}-1\right\}$ | $1 \leq i \leq m$ |
| $S_{i}^{\prime}$ | $\left\{\left(s_{i}-1, x\right): x \in\left(V\left(K_{t_{i}}\right)-\left\{s_{i}-1\right\}\right)\right\}$ | $1 \leq i \leq m$ |
| $S_{i}^{j}$ | $\left\{\left(s_{i-1}+j-1, x\right): x \in\left(V\left(K_{t_{i}}\right)-\left\{s_{i-1}+j-1\right\}\right)\right\}$ | $1 \leq i \leq m, 1 \leq j \leq t_{i}-1$ |

Then $\left\{S_{i 1}, S_{i 2}, S_{i}^{\prime}: 1 \leq i \leq m\right\} \cup\left\{S_{i}^{j}: 1 \leq i \leq m, 1 \leq j \leq t_{i}-2\right\}$ is a partition of $\left[2 E\left(S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)\right]$. The edge cut $S_{i 1}$ of $S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ disconnects $S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ into two components $X_{i}$ and $\overline{X_{i}}$ where $V\left(X_{i}\right)=\left\{s_{i-1}, s_{i-1}+1, \ldots, s_{i}-1\right\}$. Let $G_{i}$ and $\overline{G_{i}}$ be the preimage of $X_{i}$ and $\overline{X_{i}}$ under $f$ respectively. By Lemma $4, G_{i}$ is an optimal set and each $S_{i 1}$ satisfies conditions (i)-(iii) of the Congestion Lemma. Therefore, $E C_{f}\left(S_{i 1}\right)$ is minimum. Similarly, $E C_{f}\left(S_{i 2}\right)$ is minimum.

The edge cut $S_{\underline{i}}^{\prime}$ of $S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ disconnects $S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ into two components $X_{i}^{\prime}$ and $\overline{X_{i}^{\prime}}$ where $V\left(X_{i}^{\prime}\right)=\left\{s_{i-1}, s_{i-1}+1, \ldots, s_{i}-2\right\}$. Let $G_{i}^{\prime}$ and $\overline{G_{i}^{\prime}}$ be the preimage of $X_{i}^{\prime}$ and $\overline{X_{i}^{\prime}}$ under $f$ respectively. By Lemma $5, G_{i}^{\prime}$ is an optimal set and each $S_{i}^{\prime}$ satisfies conditions (i)-(iii) of the Congestion Lemma. Therefore, $E C_{f}\left(S_{i}^{\prime}\right)$ is minimum.

The edge cut $S_{i}^{j}$ of $S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ disconnects $S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ into two components $X_{i}^{j}$ and $\overline{X_{i}^{j}}$ where $V\left(X_{i}^{j}\right)=\left\{s_{i-1}+j-1\right\}$. Let $G_{i}^{j}$ and $\overline{G_{i}^{j}}$ be the preimage of $X_{i}^{j}$ and $\overline{X_{i}^{j}}$ under $f$ respectively. Since $G_{i}^{j}$ is an optimal set and each $S_{i}^{j}$ satisfies conditions $(i)-(i i i)$ of the Congestion Lemma. Therefore, $E C_{f}\left(S_{j}^{\prime}\right)$ is minimum. The 2-Partition Lemma implies that $W L_{f}\left(Q_{n, k}, S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)=W L\left(Q_{n, k}, S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)$.

## Part C:

By Part B, we have $E C_{f}\left(S_{i 1}\right)=E C_{f}\left(S_{i 2}\right)=(n+1) t_{i}-2\left|E\left(Q_{n, k}\left[L_{t_{i}}\right]\right)\right|, E C_{f}\left(S_{i}^{\prime}\right)=(n+$ 1) $\left(t_{i}-1\right)-2\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|, E C_{f}\left(S_{i}^{j}\right)=(n+1)$ for all $1 \leq i \leq m, 1 \leq j \leq t_{i}-1$. Therefore, the wirelength of enhanced hypercube into complete star necklace graph is given by $W L\left(Q_{n, k}, S N\left(K_{1, m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)=\sum_{i=1}^{m}\left\{(n+1) t_{i}-2\left|E\left(Q_{n, k}\left[L_{t_{i}}\right]\right)\right|\right\}+\frac{1}{2} \sum_{i=1}^{m}\left\{(n+1)\left(t_{i}-1\right)-\right.$ $\left.2\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|\right\}+\frac{n+1}{2}\left(2^{n}-m-1\right)=\frac{1}{4}\left\{(n+1)\left(2^{n+1}+3\left(2^{m+r}\right)-4 m-8\right)\right\}-\sum_{i=1}^{m}\left\{2\left|E\left(Q_{n, k}\left[L_{t_{i}}\right]\right)\right|+\right.$ $\left.\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|\right\}$.

Definition 4 ([11]). Let $K_{m}$ be a complete graph on $m$ vertices (say $v_{1}, v_{2}, \ldots, v_{m}$ ) and $K_{t_{i}}$ be complete graphs on $t_{i}$ vertices, $1 \leq i \leq m$. Let $t_{1}=2^{r}$ and $t_{i}=2^{r+i-2}$ for all $2 \leq i \leq m$ such that $K_{m} \uplus\left(\bigcup_{i=1}^{m} K_{t_{i}}\right)$ has $v_{i}$ as common. The resultant graph is called a circular necklace graph and is denoted by $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$.

Remark 4. We denote $c_{k}=\sum_{i=0}^{k} t_{i}, 0 \leq k \leq m$ where $t_{0}=0$. Then the circular necklace has $c_{m}=2^{n}$ vertices, see Figure 3.


Figure 3. The edge cuts of circular necklace $C N\left(K_{4} ; K_{4}, K_{4}, K_{8}, K_{16}\right)$.
Theorem 4. The wirelength of $Q_{n, k}$ into $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ is given by $W L\left(Q_{n, k}, C N\right.$ $\left.\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)=\frac{1}{2}\left\{(n+1)\left(2^{m+r}+2^{n}-2 m\right)\right\}-\sum_{i=1}^{m}\left\{\left|E\left(Q_{n, k}\left[L_{t_{i}}\right]\right)\right|+\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|\right\}$.

Proof. We label the vertices of $Q_{n, k}$ by lexicographic order from 0 to $2^{n}-1$. For $1 \leq i \leq m$, label the vertices of $K_{t_{i}}$ in $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ as $c_{i-1}+j, j=0,1,2, \ldots, t_{i}-1$ such that $c_{i}-1$ is the label of $v_{i}$. Define an embedding $f$ of $Q_{n, k}$ into $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ given by $f(x)=x$.

We assume that the labels represent the vertices to which they are assigned. Table 3 gives the notations for edge cuts of circular necklace graph as depicted in Figure 3.

Table 3. Edge cuts in circular necklace graph.

| Cut Notation | Elements in the Cut | Range |
| :---: | :--- | :--- |
| $S_{i}$ | $\left\{\left(c_{i}-1, x\right): x \in\left(V\left(K_{m}\right)-\left\{c_{i}-1\right\}\right)\right\}$ | $1 \leq i \leq m$ |
| $S_{i}^{\prime}$ | $\left\{\left(c_{i}-1, x\right): x \in\left(V\left(K_{t_{i}}\right)-\left\{c_{i}-1\right\}\right)\right\}$ | $1 \leq i \leq m$ |
| $S_{i}^{j}$ | $\left\{\left(c_{i-1}+j-1, x\right): x \in\left(V\left(K_{t_{i}}\right)-\left\{c_{i-1}+j-1\right\}\right)\right\}$ | $1 \leq i \leq m, 1 \leq j \leq t_{i}-1$ |

Then $\left\{S_{i}, S_{i}^{\prime}: 1 \leq i \leq m\right\} \cup\left\{S_{i}^{j}: 1 \leq i \leq m, 1 \leq j \leq t_{i}-2\right\}$ is a partition of $\left[2 E\left(C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)\right]$. The edge cut $S_{i}$ of $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ disconnects $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ into two components $X_{i}$ and $\overline{X_{i}}$ where $V\left(X_{i}\right)=\left\{c_{i-1}, c_{i-1}+1, \ldots, c_{i}-1\right\}$. Let $G_{i}$ and $\overline{G_{i}}$ be the preimage of $X_{i}$ and $\overline{X_{i}}$ under $f$ respectively. By Lemma $4, G_{i}$ is an optimal set and each $S_{i}$ satisfies conditions $(i)-(i i i)$ of the Congestion Lemma. Therefore, $E C_{f}\left(S_{i}\right)$ is minimum.

The edge cut $S_{i}^{\prime}$ of $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ disconnects $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ into two components $X_{i}^{\prime}$ and $\overline{X_{i}^{\prime}}$ where $V\left(X_{i}^{\prime}\right)=\left\{c_{i-1}, c_{i-1}+1, \ldots, c_{i}-2\right\}$. Let $G_{i}^{\prime}$ and $\overline{G_{i}^{\prime}}$ be the preimage of $X_{i}^{\prime}$ and $\overline{X_{i}^{\prime}}$ under $f$ respectively. By Lemma $5, G_{i}^{\prime}$ is an optimal set and each $S_{i}^{\prime}$ satisfies conditions (i)-(iii) of the Congestion Lemma. Therefore, $E C_{f}\left(S_{i}^{\prime}\right)$ is minimum.

The edge cut $S_{i}^{j}$ of $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ disconnects $C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)$ into two components $X_{i}^{j}$ and $\overline{X_{i}^{j}}$ where $V\left(X_{i}^{j}\right)=\left\{c_{i-1}+j-1\right\}$. Let $G_{i}^{j}$ and $\overline{G_{i}^{j}}$ be the preimage of $X_{i}^{j}$ and $\overline{X_{i}^{j}}$ under $f$ respectively. Since $G_{i}^{j}$ is an optimal set and each $S_{i}^{j}$ satisfies conditions (i)-(iii) of the Congestion Lemma. Therefore $E C_{f}\left(S_{j}^{\prime}\right)$ is minimum. The 2-Partition Lemma implies that $W L_{f}\left(Q_{n, k}, C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)=W L\left(Q_{n, k}, C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)$.

Now, we have $E C_{f}\left(S_{i}\right)=(n+1) t_{i}-2\left|E\left(Q_{n, k}\left[L_{t_{i}}\right]\right)\right|, E C_{f}\left(S_{i}^{\prime}\right)=(n+1)\left(t_{i}-1\right)-$ $2\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|, E C_{f}\left(S_{i}^{j}\right)=(n+1)$ for all $1 \leq i \leq m, 1 \leq j \leq t_{i}-1$. Therefore, the wirelength of enhanced hypercube into circular necklace graph is given by $W L\left(Q_{n, k}, C N\left(K_{m} ; K_{t_{1}}, K_{t_{2}}, \ldots, K_{t_{m}}\right)\right)$ $=\frac{1}{2} \sum_{i=1}^{m}\left\{(n+1) t_{i}-2\left|E\left(Q_{n, k}\left[L_{t_{i}}\right]\right)\right|\right\}+\frac{1}{2} \sum_{i=1}^{m}\left\{(n+1)\left(t_{i}-1\right)-2\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|\right\}+\frac{n+1}{2}\left(2^{n}-m\right)=$ $\frac{1}{2}\left\{(n+1)\left(2^{m+r}+2^{n}-2 m\right)\right\}-\sum_{i=1}^{m}\left\{\left|E\left(Q_{n, k}\left[L_{t_{i}}\right]\right)\right|+\left|E\left(Q_{n, k}\left[L_{t_{i}-1}\right]\right)\right|\right\}$.

## 5. Conclusions

In this paper, we have computed the minimum wirelength of embedding enhanced hypercube into host graph such as windmill and necklace graphs by partitioning the edge set of the host graph. On comparing with the wirelength of hypercube into windmill and necklace graphs, we found that the computation varies by degree of enhanced hypercube. The results obtained in this paper would build a great impact on parallel computing systems. Furthermore, it would be an interesting line of research to compute the wirelength of general $r$-regular graph into windmill and necklace graphs.
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#### Abstract

The number of subtrees, or simply the subtree number, is one of the most studied counting-based graph invariants that has applications in many interdisciplinary fields such as phylogenetic reconstruction. Motivated from the study of graph surgeries on evolutionary dynamics, we consider the subtree problems of fan graphs, wheel graphs, and the class of graphs obtained from "partitioning" wheel graphs under dynamic evolution. The enumeration of these subtree numbers is done through the so-called subtree generation functions of graphs. With the enumerative result, we briefly explore the extremal problems in the corresponding class of graphs. Some interesting observations on the behavior of the subtree number are also presented.
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## 1. Introduction

The study of graph invariants or topological indices has been proven to be of crucial importance in various interdisciplinary topics. Generally, the existing known topological indices could be divided into distance-based, degree-based, or structure-based ones; some of the studies on these three categories are referred to in $[1-4]$ and the references therein. The number of subtrees, or simply the subtree number, is one of the counting-based graph invariants.

Finding and/or enumerating special topological structures or graph patterns has become an important problem due to their applications including, to name a few, frequent subgraphs mining [5], network optimization design [6,7], and local network reliability [8,9]. In particular, the subtree number has also been shown to be correlated to phylogenetic reconstruction [10] and various chemical indices such as the Wiener index (closely correlated with the boiling point of paraffin [3]), the Merrifield-Simmons index, and the Hosoya index [11]. Research results also show that there exists an amazing "negative correlation" between the number of subtrees and the Wiener index [12-17]. Therefore, the subtree number index can indirectly characterize the physical-chemical characteristics of molecules.

Various topics related to the subtree number have been explored over the past years, such as extremal problems $[12,18,19]$, the subtree density problem [20-22], generic chemical structures storage problems [23,24], fault tolerant computing and parallel scheduling [25,26], recognition of substructure [27], simplification of the flow networks [28], Markovian queuing systems decomposition [29], and matching problems [30,31].

By using "generating functions", Yan and Yeh [4] presented a linear-time algorithm to evaluate the subtree weight sum of a tree, leading to an algorithmic approach to compute the subtree number of a tree. Following this approach and more recently, Yang et al. [32,33] proposed enumerating algorithms for BC-subtrees of trees, unicyclic, and edge-disjoint bicyclic graphs and computed the subtree number on spiro and polyphenyl hexagonal chains [17]. With structure mapping and weights transferring of cycles, Yang et al. [34] also presented enumerating algorithms for subtrees of hexagonal and phenylene chains. More recently, Chin et al. [35] presented the subtree number of complete graphs, complete bipartite graphs, and theta graphs, as well as the ratio of spanning trees to all subtrees of the above graphs.

Let $K_{1, n}=\left(V\left(K_{1, n}\right), E\left(K_{1, n}\right) ; f, g\right)$ be a weighted star on $n+1$ vertices with center $c_{0}$, vertex weight function $f(v)=y$ for all $v \in V\left(K_{1, n}\right)$, and edge weight function $g(e)=z$ for all $e \in E\left(K_{1, n}\right)$. Suppose the $n$ leaves are labeled, in counterclockwise order, $c_{1}, c_{2}, \ldots, c_{n}$, then the wheel graph $W_{n}$ is obtained from $K_{1, n}$ by adding the edges $\left(c_{i}, c_{i+1}\right)$ for $i=1, \ldots, n$ (here we let $c_{n+1}=c_{1}$ ).

As is well known, star $K_{1, n}$ and wheel graphs $W_{n}$ are very typical network topologies used in designing and implementing communication networks. The wheel graph $W_{n}$ is the planar graph with a chromatic number not greater than 4 . Specifically, the chromatic number of $W_{n}$ is 3 for odd $n$ and 4 for even $n$. Some researchers have tried to apply this property of $W_{n}$ to prove the famous Four Color Theorem [36]. Moreover, $W_{n}$ can also be used in wireless ad hoc networks [37]. Therefore, it is worth studying the new structural characteristics of these two graphs, especially from new perspectives.

Inspired by the significant effect of graph surgeries on evolutionary dynamics in [38], we are motivated to study the subtree number in graphs resulting from graph surgeries. In particular, we will consider a class of graphs that "lie in between" the fan and wheel graphs, called the "partitions" (explanation will be given later) of wheel graphs.

Definition 1. Given the star $K_{1, n}$ on $n+1$ vertices defined above with center vertex $c_{0}$ and $0 \leq j \leq n$, the graph $K_{1, n}^{j}$ is obtained from $K_{1, n}$ by adding the edges $\left(c_{s}, c_{s+1}\right)$ for all $1 \leq s \leq n-1$ except for $s=j, 2 j, 3 j, \ldots$ (see Figure 1a). If $n=j>0$, we call $K_{1, j}^{j}$ the fan graph on $j+1$ vertices. It is also easy to see that $K_{1,0}^{0}$ is the single vertex $c_{0}$, and $K_{1, n}^{1}$ is the star $K_{1, n}$.


Figure 1. The graph $K_{1, n}^{j}$ and the fan graph $K_{1, j}^{j}$.
From the definitions of the graph $K_{1, n}^{j}$ and the wheel graph $W_{n}$, we see that the graph $K_{1, n}^{j}$ can be vividly described in terms of $W_{n}$ through "partitions" (and deletion of edges $\left\{\left(c_{s}, c_{s+1}\right) \mid s=j, 2 j, 3 j, \ldots\right\}$ ) perspective.

The reason that we consider our graphs as vertex and edge weighted is to use the so-called subtree generating functions. We assume a graph $G=(V(G), E(G) ; f, g)$ to be a weighted graph and define the vertex-weight function $f: V(G) \rightarrow \Re$ and edge-weight function $g: E(G) \rightarrow \Re$, where $\Re$ is the real number. Unless otherwise noted, for a graph $G$, we initialize its vertex weight function $f(v)=y$ for each $v \in V(G)$ and its edge weight function $g(e)=z$ for each $e \in E(G)$ throughout this paper.

The following notations need to be listed before introducing the main tool:

- $G-X$ denotes the graph obtained from $G$ by removing all elements of $X$;
- $\quad S(G)$ (resp. $S(G ; v)$ ) denotes the set of subtrees of $G$ (resp. containing $v$ );
- $\quad S(G ;(a, b))$ denotes the set of subtrees of $G$ containing the edge $(a, b)$;
- $\quad \omega\left(T_{1}\right)$ denotes the weight of subtree $T_{1} \in S(G)$;
- $\quad F(\cdot)$ is the sum of weights of subtrees in $S(\cdot)$;
- $\quad \eta(\cdot)$ is the cardinality (namely the number) of the corresponding $S(\cdot)$ set of subtrees.

We define the weight of a subtree $T_{s}$ of $G$, denoted by $\omega\left(T_{s}\right)$, as the product of the weights of the vertices and edges in $T_{s}$. The generating function of subtrees of $G$, denoted by $F(G ; f, g)$, is the sum of weights of subtrees of $G$. Namely, $F(G ; f, g)=\sum_{T_{1} \in S(G)} \omega\left(T_{1}\right)$. Similarly, we define $F\left(G ; f, g ; v_{i}\right)=\sum_{T_{1} \in S\left(G ; v_{i}\right)} \omega\left(T_{1}\right), F(G ; f, g ;(u, v))=\sum_{T_{1} \in S(G ;(u, v))} \omega\left(T_{1}\right)$.

By substituting each vertex weight $y=1$ and edge weight $z=1$ in these generating functions, we have the corresponding numbers of subtrees under various constraints, i.e., $\eta(T)=$ $F(T ; 1,1), \eta\left(T ; v_{i}\right)=F\left(T ; 1,1 ; v_{i}\right)$, and $\eta(T ;(u, v))=F(T ; 1,1 ;(u, v))$.

We introduce the following lemma, which will frequently be used in our work.
Lemma 1. [4] Let $P_{n}$ be a path on $n$ vertices, with vertex weight function $f(v)=y$ for all $v \in V\left(P_{n}\right)$ and edge weight function $g(e)=z$ for all $e \in E\left(P_{n}\right)$, then $F\left(P_{n} ; f, g\right)=\sum_{t=0}^{n-1}(n-t) y^{t+1} z^{t}$.

In Section 2, we will present the subtree generating functions of $K_{1, n}^{j}(1 \leq j \leq n)$ and the wheel graph $W_{n}$. Through using these generating functions and theoretical analysis, we study the extremal graphs, subtree fitting problems, and subtree density behaviors of these graphs in Section 3. Lastly, in Section 4, we summarize our results and comment on potential topics for future work.

## 2. Subtree Generating Functions of $K_{1, N}^{J}(1 \leq J \leq N)$ and Wheel Graph $W_{n}$

In this section, we will establish the subtree generating functions of $K_{1, n}^{j}(1 \leq j \leq n)$ and wheel graph $W_{n}$ and provide the theoretical background for our computational analysis. We start by studying the subtree problem of $K_{1, n}^{j}(1 \leq j \leq n)$.

### 2.1. Subtree Generating Functions and Subtree Numbers of $K_{1, N}^{J}$

Theorem 1. Let $K_{1, n}^{j}$ be the weighted graph defined as above, and $n, j$ be non-negative integers with $0 \leq j \leq n$ and $n \equiv i(\bmod j)$. Then

$$
\begin{equation*}
F\left(K_{1, n}^{j} ; f, g\right)=F\left(K_{1, j}^{j} ; f, g ; c_{0}\right)^{\frac{n-i}{j}} * y(1+y z)^{i} * y^{-\frac{n-i}{j}}+i y+\frac{n-i}{j} \sum_{t=0}^{j-1}(j-t) y^{t+1} z^{t}, \tag{1}
\end{equation*}
$$

with $F\left(K_{1, j}^{j} ; f, g ; c_{0}\right)=F\left(K_{1, j-1}^{j-1} ; f, g ; c_{0}\right)+\sum_{r=1}^{j} r(y z)^{r} F\left(K_{1, j-r}^{j-r} ; f, g ; c_{0}\right)$, and $F\left(K_{1,0}^{0} ; f, g ; c_{0}\right)=y$, $F\left(K_{1,1}^{1} ; f, g ; c_{0}\right)=y+y^{2} z$.

Proof. We consider the subtrees of $K_{1, n}^{j}$ by cases
(i) not containing the center $c_{0}$,
(ii) containing the center $c_{0}$.

From Lemma 1, we have the subtree generating function of case (i) as

$$
\begin{equation*}
\frac{n-i}{j} \sum_{t=0}^{j-1}(j-t) y^{t+1} z^{t}+i y \tag{2}
\end{equation*}
$$

With the contraction method of [4] and structure analysis, we have the subtree generating function of case (ii) as

$$
\begin{equation*}
F\left(K_{1, j}^{j} ; f, g ; c_{0}\right)^{\frac{n-i}{j}} * y(1+y z)^{i} * y^{-\frac{n-i}{j}} \tag{3}
\end{equation*}
$$

Denote $e_{j}=\left(c_{0}, c_{j}\right)$ and $\widetilde{e}_{j}=\left(c_{j-1}, c_{j}\right)$, and divide all subtrees for $S\left(K_{1, j}^{j} ; c_{0}\right)$ (see Figure 1b) into four cases $S\left(K_{1, j}^{j} ; c_{0}\right)=\mathcal{S}_{1} \cup \mathcal{S}_{2} \cup \mathcal{S}_{3} \cup \mathcal{S}_{4}$ where

- $\mathcal{S}_{1}$ is the collection of subtrees that contain neither $e_{j}$ nor $\widetilde{e}_{j}$;
- $\mathcal{S}_{2}$ is the collection of subtrees that contain $e_{j}$, but not $\widetilde{e}_{j}$;
- $\mathcal{S}_{3}$ is the collection of subtrees that contain $\widetilde{e}_{j}$, but not $e_{j}$;
- $\mathcal{S}_{4}$ is the collection of subtrees that contain both $e_{j}$ and $\widetilde{e}_{j}$.

From the definitions of subtree weight and subtree generating function, we know that:
(a) $\mathcal{S}_{1}=S\left(K_{1, j-1}^{j-1} ; c_{0}\right)$;
(b) $\mathcal{S}_{2}=\left\{T_{1}+e_{j} \mid T_{1} \in \mathcal{S}_{1}\right\}$, where $T_{1}+e_{j}$ are the trees obtained from $T_{1}$ by attaching an edge $e_{j}$ at vertex $c_{0}$;
(c) We can write $\mathcal{S}_{3}$ as

$$
\begin{equation*}
\mathcal{S}_{3}=\left\{T+\left(c_{0}, c_{j-k}\right)+\bigcup_{h=2-k}^{r}\left(c_{j-k-h+1}, c_{j-k-h+2}\right) \mid T \in S\left(K_{1, j-k-r}^{j-k-r} ; c_{0}\right)\right\} \tag{4}
\end{equation*}
$$

for $k=1,2, \ldots, j-1$ and $r=1,2, \ldots, j-k$;
(d) For each subtree $T_{4} \in \mathcal{S}_{4}$, we know that $T_{4}$ must not contain the edge ( $c_{0}, c_{j-1}$ ). Consequently, we can further consider the subtrees that contain edges $\left(c_{0}, c_{j}\right) \bigcup_{r=1}^{k}\left(c_{j-r}, c_{j-r+1}\right)$ but not $\left(c_{j-k-1}, c_{j-k}\right)$ recursively for $k=1,2, \ldots, j-1$.

With (a)-(d),we have

$$
\begin{gather*}
\sum_{T_{1} \in \mathcal{S}_{1}} \omega\left(T_{1}\right)=F\left(K_{1, j-1}^{j-1} ; f, g ; c_{0}\right),  \tag{5}\\
\sum_{T_{3} \in \mathcal{S}_{3}} \omega\left(T_{3}\right)=\sum_{k=1}^{j-1}\left(\sum_{r=1}^{j-k}\left[\prod_{h=2-k}^{r}\left(f\left(c_{j-k-h+1}\right) g\left(\left(c_{j-k-h+1}, c_{j-k-h+2}\right)\right)\right) f\left(c_{j}\right) g\left(c_{0}, c_{j-k}\right) F\left(K_{1, j-k-r}^{j-k-r} ; f, g ; c_{0}\right)\right]\right) g\left(e_{j}\right) \omega\left(T_{1}\right)=y z F\left(K_{1, j-1}^{j-1} ; f, g ; c_{0}\right),  \tag{6}\\
=\sum_{k=1}^{j-1}\left(\sum_{r=1}^{j-k}(y z)^{r+k} F\left(K_{1, j-k-r}^{j-k-r} ; f, g ; c_{0}\right)\right),  \tag{7}\\
\sum_{T_{4} \in \mathcal{S}_{4}} \omega\left(T_{4}\right)=f\left(c_{j}\right) g\left(e_{j}\right) \sum_{k=1}^{j-1}\left(\prod_{r=1}^{k} f\left(c_{j-r}\right) g\left(\left(c_{j-r}, c_{j-r+1}\right)\right)\right) F\left(K_{1, j-k-1}^{j-k-1} ; f, g ; c_{0}\right) \\
=\sum_{k=1}^{j-1}(y z)^{k+1} F\left(K_{1, j-k-1}^{j-k-1} ; f, g ; c_{0}\right) . \tag{8}
\end{gather*}
$$

Hence, by Equations (5)-(8), we have

$$
\begin{align*}
F\left(K_{1, j}^{j} ; f, g ; c_{0}\right) & =\sum_{T_{1} \in \mathcal{S}_{1}} \omega\left(T_{1}\right)+\sum_{T_{2} \in \mathcal{S}_{2}} \omega\left(T_{2}\right)+\sum_{T_{3} \in \mathcal{S}_{3}} \omega\left(T_{3}\right)+\sum_{T_{4} \in \mathcal{S}_{4}} \omega\left(T_{4}\right) \\
& =F\left(K_{1, j-1}^{j-1} ; f, g ; c_{0}\right)+\sum_{r=1}^{j} r(y z)^{r} F\left(K_{1, j-r}^{j-r} ; f, g ; c_{0}\right) \tag{9}
\end{align*}
$$

with $F\left(K_{1,0}^{0} ; f, g ; c_{0}\right)=y, F\left(K_{1,1}^{1} ; f, g ; c_{0}\right)=y+y^{2} z$.
Combining Equations (2), (3), and (9), we have Equation (1) and the theorem follows.
Following similar arguments to Theorem 1, we can also obtain the subtree generating functions of the graphs obtained from identifying the centers of different fan graphs $K_{1, j_{t}}^{j_{t}}(t=1,2, \ldots, l)$. We skip the tedious details for the sake of space.

Theorem 2. Let $K_{1, j_{1}}^{j_{1}}, K_{1, j_{2}}^{j_{2}}, \ldots, K_{1, j_{l}}^{j_{l}}$ be different weighted fan graphs, and suppose there are $n_{j_{t}}$ copies of $K_{1, j_{t}}^{j_{t}}$ for $t=1,2, \ldots$, l. Let $G=\bigcup_{t=1}^{l}\left(K_{1, j_{t}}^{j_{t}}\right)^{n_{j_{t}}}$ be the graph that is constructed by identifying the centers of these $\sum_{t=1}^{l} n_{j_{t}}$ fan graphs with $c_{0}$. Then

$$
\begin{equation*}
F(G ; f, g)=y^{1-\sum_{t=1}^{l} n_{j_{t}}} \prod_{t=1}^{l} F\left(K_{1, j_{t}}^{j_{t}} ; f, g ; c_{0}\right)^{n_{j_{t}}}+\sum_{t=1}^{l}\left(n_{j_{t}} \sum_{r=0}^{j_{t}-1}\left(j_{t}-r\right) y^{r+1} z^{r}\right), \tag{10}
\end{equation*}
$$

with $F\left(K_{1, j_{t}}^{j_{t}} ; f, g ; c_{0}\right)=F\left(K_{1, j_{t}-1}^{j_{t}-1} ; f, g ; c_{0}\right)+\sum_{r=1}^{j_{t}} r(y z)^{r} F\left(K_{1, j_{t}-r}^{j_{t}-r} ; f, g ; c_{0}\right)$ and $F\left(K_{1,0}^{0} ; f, g ; c_{0}\right)=y$, $F\left(K_{1,1}^{1} ; f, g ; c_{0}\right)=y+y^{2} z$.

Actually, a single fan graph is a special case of the above discussion, so we can further obtain the subtree generating function for the subtrees containing a particular vertex. Again, we skip the similar but technical details.

Theorem 3. Let $K_{1, j}^{j}$ be a weighted fan graph with vertex weigh $f$ and edge weigh $g$ (see Figure $1 b$ ), then

$$
\begin{equation*}
F\left(K_{1, j}^{j} ; f, g ; c_{1}\right)=F\left(K_{1, j}^{j} ; f, g ; c_{0}\right)-F\left(K_{1, j-1}^{j-1} ; f, g ; c_{0}\right)+\sum_{t=0}^{j-1} y^{t+1} z^{t} \tag{11}
\end{equation*}
$$

with $F\left(K_{1, j}^{j} ; f, g ; c_{0}\right)=F\left(K_{1, j-1}^{j-1} ; f, g ; c_{0}\right)+\sum_{r=1}^{j} r(y z)^{r} F\left(K_{1, j-r}^{j-r} ; f, g ; c_{0}\right)$ and $F\left(K_{1,0}^{0} ; f, g ; c_{0}\right)=y$, $F\left(K_{1,1}^{1} ; f, g ; c_{0}\right)=y+y^{2} z$.

Adding an edge between any two fan graphs (to construct a bigger fan) of a graph will also increase the number of subtrees. Let $G$ be the weighted graph as defined in Theorem 2, and suppose $K_{1, j_{r}}^{j_{r}}$ (with non-center vertices labeled counterclockwise as $c_{j_{1}}^{1}, c_{j_{2}}^{1}, \ldots, c_{j_{r}}^{1}$ ) and $K_{1, j_{s}}^{j_{s}}$ (with non-center vertices labelled clockwise as $c_{j_{1}}^{2}, c_{j_{2}}^{2}, \ldots, c_{j_{s}}^{2}$ ) are the two sub-fan graphs of $G$ with $j_{r} \geq 1$. Define $G^{\prime}=G+$ $\left(c_{j_{r}}^{1}, c_{j_{s}}^{2}\right)$ to be the graph obtained from $G$ by adding one edge $\left(c_{j_{r}}^{1}, c_{j_{s}}^{2}\right)$. Meanwhile, denote $\bar{G}$ the graph of $G-\left(\bigcup_{t=1}^{r}\left(c_{0}, c_{j_{t}}^{1}\right) \cup \bigcup_{t=1}^{S}\left(c_{0}, c_{j_{t}}^{2}\right)\right)$ that contains $c_{0}$, and denote $\overline{\mathcal{S}}$ the collection of subtrees in $S\left(K_{1, j_{r}+j_{s}}^{j_{r}+j_{s}} ; c_{0}\right)$ that contain $\left(c_{j_{r}}^{1}, c_{j_{s}}^{2}\right)$. By dividing the subtrees of $G$ and $G^{\prime}$ into two cases of containing center $c_{0}$ or not, with Lemma 1, definitions of subtree weight and subtree generating function, and combining structure analysis, we have the following theorem:

Theorem 4. Let $G$ and $G^{\prime}$ be the weighted graphs defined above. Then,

$$
\begin{equation*}
F\left(G^{\prime} ; f, g\right)=F(G ; f, g)+y^{-1} F\left(\bar{G} ; f, g ; c_{0}\right) \sum_{T \in \overline{\mathcal{S}}} \omega(T)+\sum_{t=0}^{j_{s}} t y^{t+1} z^{t}+j_{s} \sum_{t=j_{s}+1}^{j_{r}} y^{t+1} z^{t}+\sum_{t=j_{r}+1}^{j_{r}+j_{s}-1}\left(j_{r}+j_{s}-t\right) y^{t+1} z^{t} . \tag{12}
\end{equation*}
$$

By letting $y=z=1$ in the subtree generating functions from the above theorems, we have the corresponding subtree numbers of the various related graphs above.

Corollary 1. The subtree number of $S\left(K_{1, j^{\prime}}^{j}, c_{0}\right)$ is

$$
\begin{equation*}
\eta\left(K_{1, j}^{j} ; c_{0}\right)=\eta\left(K_{1, j-1}^{j-1} ; c_{0}\right)+\sum_{r=1}^{j} r \eta\left(K_{1, j-r}^{j-r} ; c_{0}\right) \tag{13}
\end{equation*}
$$

with $\eta\left(K_{1,0}^{0} ; c_{0}\right)=1, \eta\left(K_{1,1}^{1} ; c_{0}\right)=2$.
With Corollary 1, we have the number of subtrees of $K_{1, j}^{j}$ that contain central vertex $c_{0}$ as illustrated in Figure 2.


Figure 2. Number of subtrees of $K_{1, j}^{j}$ that contain central vertex $c_{0}$, in semi- $\log (\log -Y)$ coordinates.
Corollary 2. Let $n, j$ be positive integers with $1 \leq j \leq n$, and $i \equiv n(\bmod j)$, then

$$
\begin{equation*}
\eta\left(K_{1, n}^{j}\right)=\frac{(j+1)(n-i)}{2}+i+2^{i} b_{j}^{\frac{n-i}{j}} \tag{14}
\end{equation*}
$$

with $b_{j}=b_{j-1}+\sum_{r=1}^{j} r b_{j-r}$ and $b_{0}=1, b_{1}=2$.
With Corollary 2, we have the subtree number of $K_{1, n}^{j}$, see details in subsection 3.1.
Corollary 3. Let $G=\bigcup_{t=1}^{l}\left(K_{1, j_{t}}^{j_{t}}\right)^{n_{j_{t}}}, j_{t}, n_{j_{t}}$ and $l$ be defined in Theorem 2, then

$$
\begin{equation*}
\eta(G)=\prod_{t=1}^{l} \eta\left(K_{1, j_{t}}^{j_{t}} ; c_{0}\right)^{n_{j_{t}}}+\frac{1}{2} \sum_{t=1}^{l} n_{j_{t}} \times j_{t}\left(j_{t}+1\right) \tag{15}
\end{equation*}
$$

with $\eta\left(K_{1, j_{t}}^{j_{t}} ; c_{0}\right)=\eta\left(K_{1, j_{t}-1}^{j_{t}-1} ; c_{0}\right)+\sum_{r=1}^{j_{t}} r \eta\left(K_{1, j_{t}-r}^{j_{t}-r} ; c_{0}\right)$ and $\eta\left(K_{1,0}^{0} ; c_{0}\right)=1, \eta\left(K_{1,1}^{1} ; c_{0}\right)=2$.
Let $G_{1}$ be the graph defined in Theorem 2 with $l=4, j_{1}=2, n_{j_{1}}=4 ; j_{2}=3, n_{j_{2}}=3 ; j_{3}=4, n_{j_{3}}=2$; $j_{4}=5, n_{j_{4}}=1$, with Corollary 1 and Corollary 3, we have $\eta\left(G_{1}\right)=6,048,255,225,665$.

Corollary 4. The number of subtrees of the fan graph $K_{1, j}^{j}$ containing $c_{1}$ is

$$
\begin{equation*}
\eta\left(K_{1, j}^{j} ; c_{1}\right)=\eta\left(K_{1, j}^{j} ; c_{0}\right)-\eta\left(K_{1, j-1}^{j-1} ; c_{0}\right)+j \tag{16}
\end{equation*}
$$

with $\eta\left(K_{1, j}^{j} ; c_{0}\right)=\eta\left(K_{1, j-1}^{j-1} ; c_{0}\right)+\sum_{r=1}^{j} r \eta\left(K_{1, j-r}^{j-r} ; c_{0}\right)$ and $\eta\left(K_{1,0}^{0} ; c_{0}\right)=1, \eta\left(K_{1,1}^{1} ; c_{0}\right)=2$.
Similarly, the number of subtrees of $K_{1, j}^{j}$ that contain central vertex $c_{1}$ (see Figure 3) can be obtained from Corollary 4.


Figure 3. Number of subtrees of $K_{1, j}^{j}$ that contain the vertex $c_{1}$, in semi- $\log (\log -Y)$ coordinates.
Corollary 5. Let $G$ be the graph defined in Theorem 2 , and $G^{\prime}$ be a merged graph from $G$ with $j_{r} \geq 1$ and $j_{s} \geq 1$ (Theorem 4), then

$$
\begin{equation*}
\eta\left(G^{\prime}\right)=\eta(G)+\eta\left(\bar{G} ; c_{0}\right) \eta\left(K_{1, j_{r}+j_{s}}^{j_{r}+j_{s}} ; c_{0},\left(c_{j_{r}}^{1}, c_{j_{s}}^{2}\right)\right)+j_{r} j_{s}, \tag{17}
\end{equation*}
$$

where $\eta\left(K_{1, j_{r}+j_{s}}^{j_{r}+j_{s}} ; c_{0},\left(c_{j_{r}}^{1}, c_{j_{s}}^{2}\right)\right)$ is the number of subtrees containing both vertex $c_{0}$ and edge $\left(c_{j_{r}}^{1}, c_{j_{s}}^{2}\right)$.
Let $G, \bar{G}$, and $G^{\prime}$ be the graphs defined in Corollary 5 with $l=2, j_{1}=2, n_{j_{1}}=3 ; j_{2}=3, n_{j_{2}}=2$, $j_{r}=2$ and $j_{s}=3$, with Corollary 1, Corollary 5, and structural analysis, we have $\eta(G)=77,997$, $\eta\left(\bar{G} ; c_{0}\right)=684 \eta\left(K_{1, j_{r}+j_{s}}^{j_{r}+j_{s}} ; c_{0},\left(c_{j_{r}}^{1}, c_{j_{s}}^{2}\right)\right)=75$, and $\eta\left(G^{\prime}\right)=129,303$.
2.2. Subtree Generating Function and Subtree Number of Wheel Graph $W_{n}$

Next we consider the subtree generating function of the weighted wheel graph $W_{n}$.

Theorem 5. Let $W_{n}(n \geq 3)$ be the weighted wheel graph on $n+1$ vertices with vertex weight function $f \equiv y$ and edge weight function $g \equiv z$. Then

$$
\begin{align*}
F\left(W_{n} ; f, g\right)= & y+y z F\left(W_{n-1} ; f, g\right)+(1+2 y z) F\left(K_{1, n-1}^{n-1} ; f, g ; c_{0}\right)-2 y z F\left(K_{1, n-2}^{n-2} ; f, g ; c_{0}\right) \\
& +\sum_{t=1}^{n-1}((1-y z)(n-t)+2 y z) y^{t} z^{t-1}+2 \sum_{k=1}^{n-1}(y z)^{k+1} F\left(K_{1, n-1-k}^{n-1-k} ; f, g ; c_{0}\right)  \tag{18}\\
& +\sum_{l=0}^{n-3} \sum_{r=0}^{n-3-l}(y z)^{l+r+3} F\left(K_{1, n-l-r-3}^{n-l-r-3} ; f, g ; c_{0}\right)
\end{align*}
$$

with $F\left(W_{3} ; f, g\right)=4 y+6 y^{2} z+12 y^{3} z^{2}+16 y^{4} z^{3}, \quad F\left(K_{1, j}^{j} ; f, g ; c_{0}\right)=F\left(K_{1, j-1}^{j-1} ; f, g ; c_{0}\right)+$ $\sum_{r=1}^{j} r(y z)^{r} F\left(K_{1, j-r}^{j-r} ; f, g ; c_{0}\right), F\left(K_{1,0}^{0} ; f, g ; c_{0}\right)=y$, and $F\left(K_{1,1}^{1} ; f, g ; c_{0}\right)=y+y^{2} z$.

Proof. For convenience, we let $e_{t}^{*}=\left(c_{0}, c_{t}\right)$ for $t=1,2, \ldots, n, e_{n}=\left(c_{1}, c_{n}\right)$ and $e_{n-r}=\left(c_{n-r}, c_{n-r+1}\right)$ for $r=1,2, \ldots, n-1$. We also follow the convention that $\bigcup_{r=i}^{j}\left(c_{r}, c_{r+1}\right)=\varnothing$ if $j<i$, and $\sum_{t=i}^{j} b_{t}=0$, if $j<i$.

We first consider the subtrees of $W_{n}(n \geq 3)$ in different cases:
(i) not containing the edge $e_{n}^{*}$,
(ii) containing the edge $e_{n}^{*}$.

The subtrees in case (i) can be further partitioned into four categories. As a result, we have

$$
S\left(W_{n}-e_{n}^{*}\right)=\overline{\mathcal{S}_{1}} \bigcup \overline{\mathcal{S}_{2}} \bigcup \overline{\mathcal{S}_{3}} \bigcup \overline{\mathcal{S}_{4}}
$$

where

- $\quad \overline{\mathcal{S}}_{1}$ is the set of subtrees of $S\left(W_{n}-e_{n}^{*}\right)$ that contain neither $e_{n}$ nor $e_{n-1}$;
- $\overline{\mathcal{S}_{2}}$ is the set of subtrees of $S\left(W_{n}-e_{n}^{*}\right)$ that contain $e_{n-1}$, but not $e_{n}$;
- $\quad \overline{\mathcal{S}_{3}}$ is the set of subtrees of $S\left(W_{n}-e_{n}^{*}\right)$ that contain $e_{n}$ but not $e_{n-1}$;
- $\quad \overline{\mathcal{S}_{4}}$ is the set of subtrees of $S\left(W_{n}-e_{n}^{*}\right)$ that contain both $e_{n}$ and $e_{n-1}$.

From the definition of subtree weight and with structure analysis, we have

$$
\begin{gather*}
\sum_{T \in \overline{\mathcal{S}_{1}}} \omega(T)=y+F\left(K_{1, n-1}^{n-1} ; f, g\right)  \tag{19}\\
\sum_{T \in \overline{\mathcal{S}_{2}}} \omega(T)=\sum_{T \in \overline{\mathcal{S}_{3}}} \omega(T)=y z F\left(K_{1, n-1}^{n-1} ; f, g ; c_{1}\right) \tag{20}
\end{gather*}
$$

and

$$
\begin{equation*}
\sum_{T \in \overline{\mathcal{S}_{4}}} \omega(T)=y z\left(F\left(W_{n-1} ; f, g\right)-F\left(K_{1, n-1}^{n-1} ; f, g\right)\right) \tag{21}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
\sum_{T \in S\left(W_{n}-e_{n}^{*}\right)} \omega(T) & =\sum_{T \in \overline{\mathcal{S}_{1}}} \omega(T)+\sum_{T \in \overline{\mathcal{S}_{2}}} \omega(T)+\sum_{T \in \overline{\mathcal{S}_{3}}} \omega(T)+\sum_{T \in \overline{\mathcal{S}_{4}}} \omega(T) \\
& =y+F\left(K_{1, n-1}^{n-1} ; f, g\right)+y z\left(2 F\left(K_{1, n-1}^{n-1} ; f, g ; c_{1}\right)+F\left(W_{n-1} ; f, g\right)-F\left(K_{1, n-1}^{n-1} ; f, g\right)\right) \tag{22}
\end{align*}
$$

Similarly, for case (ii), we have

$$
S\left(W_{n} ; e_{n}^{*}\right)=\mathcal{S}_{1} \bigcup \mathcal{S}_{2} \bigcup \mathcal{S}_{3} \bigcup \mathcal{S}_{4}
$$

where

- $\mathcal{S}_{1}$ is the set of subtrees in $S\left(W_{n} ; e_{n}^{*}\right)$ that contain neither $e_{n}$ nor $e_{n-1}$;
- $\mathcal{S}_{2}$ is the set of subtrees in $S\left(W_{n} ; e_{n}^{*}\right)$ that contain $e_{n}$, but not $e_{n-1}$;
- $\mathcal{S}_{3}$ is the set of subtrees in $S\left(W_{n} ; e_{n}^{*}\right)$ that contain $e_{n-1}$ but not $e_{n}$;
- $\mathcal{S}_{4}$ is the set of subtrees in $S\left(W_{n} ; e_{n}^{*}\right)$ that contain both $e_{n}$ and $e_{n-1}$.

Analyzing each case, we have:
(a) $\mathcal{S}_{1}=\left\{T+\left(c_{0}, c_{n}\right) \mid T \in S\left(K_{1, n-1}^{n-1} ; c_{0}\right)\right\}$, where $T+\left(c_{0}, c_{n}\right)$ are the trees obtained from $T\left(\in S\left(K_{1, n-1}^{n-1} ; c_{0}\right)\right)$ by attaching the edge $\left(c_{n}, c_{0}\right)$ at vertex $c_{0}$;
(b) $\mathcal{S}_{2}=\left\{T+e_{n}^{*}+\left(c_{1}, c_{n}\right)+\bigcup_{r=1}^{k-1}\left(c_{r}, c_{r+1}\right) \mid T \in S\left(\widetilde{K}_{1, n-1-k}^{n-1-k} c_{0}\right)\right\}$, where $\widetilde{K}_{1, n-1-k}^{n-1-k}(k=1,2, \ldots, n-1)$ is the graph of $W_{n}-\left(e_{k} \cup e_{n-1} \cup e_{n}^{*} \bigcup_{r=1}^{k} e_{r}^{*}\right)$ that contains $c_{0}$, and obviously, $\widetilde{K}_{1, n-1-k}^{n-1-k} \cong K_{1, n-1-k^{\prime}}^{n-1-k}$;
(c) $\mathcal{S}_{3}=\left\{T+e_{n}^{*}+\bigcup_{r=1}^{k}\left(c_{n-r}, c_{n-r+1}\right) \mid T \in S\left(K_{1, n-1-k}^{n-1-k} ; c_{0}\right)\right\}$ for $k=1,2, \ldots, n-1$;
(d) In a similar manner as (b) and (c), use variables $l$ and $r$ to count the number of edges trailing off $\left(c_{n-1}, c_{n}\right)$ and $\left(c_{1}, c_{n}\right)$, respectively, then the subtrees in $\mathcal{S}_{4}$ are indexed by these two variables, which count extra edges that are on the two sides of the $T$ shape containing the 3 edges required by $\mathcal{S}_{4}$. With (a)-(d), we have

$$
\begin{align*}
& \sum_{T_{1} \in \mathcal{S}_{1}} \omega\left(T_{1}\right)=\sum_{T \in S\left(K_{1, n-1}^{n-1} ; c_{0}\right)} f\left(c_{n}\right) g\left(e_{n}^{*}\right) \omega(T)=y z F\left(K_{1, n-1}^{n-1} ; f, g ; c_{0}\right),  \tag{23}\\
& \sum_{T_{2} \in \mathcal{S}_{2}} \omega\left(T_{2}\right)=\sum_{T_{3} \in \mathcal{S}_{3}} \omega\left(T_{3}\right)=f\left(c_{n}\right) g\left(e_{n}^{*}\right) \sum_{k=1}^{n-1} \prod_{r=1}^{k}\left(g\left(e_{n-r}\right) f\left(c_{n-r}\right)\right) F\left(K_{1, n-1-k}^{n-1-k} ; f, g ; c_{0}\right)  \tag{24}\\
&=y z \sum_{k=1}^{n-1}(y z)^{k} F\left(K_{1, n-1-k}^{n-1-k} ; f, g ; c_{0}\right), \\
& \sum_{T_{4} \in \mathcal{S}_{4}} \omega\left(T_{4}\right)= \sum_{l=0}^{n-3} \sum_{r=0}^{n-3-l}(y z)^{l+r+3} F\left(K_{1, n-l-r-3}^{n-l-r-3} ; f, g ; c_{0}\right) . \tag{25}
\end{align*}
$$

Now with Equations (23)-(25), we have

$$
\begin{align*}
\sum_{T \in S\left(W_{n} ;\left(c_{0}, c_{n}\right)\right)} \omega(T)= & \sum_{T_{1} \in \mathcal{S}_{1}} \omega\left(T_{1}\right)+\sum_{T_{2} \in \mathcal{S}_{2}} \omega\left(T_{2}\right)+\sum_{T_{3} \in \mathcal{S}_{3}} \omega\left(T_{3}\right)+\sum_{T_{4} \in \mathcal{S}_{4}} \omega\left(T_{4}\right) \\
= & y z F\left(K_{1, n-1}^{n-1} ; f, g ; c_{0}\right)+2 \sum_{k=1}^{n-1}(y z)^{k+1} F\left(K_{1, n-1-k}^{n-1-k} ; f, g ; c_{0}\right)  \tag{26}\\
& +\sum_{l=0}^{n-3} \sum_{r=0}^{n-3-l}(y z)^{l+r+3} F\left(K_{1, n-l-r-3}^{n-l-r-3} ; f, g ; c_{0}\right) .
\end{align*}
$$

By Theorem 1, Theorem 3, and Equations (22) and (26), we have

$$
\begin{align*}
F\left(W_{n} ; f, g\right)= & y+y z F\left(W_{n-1} ; f, g\right)+(1+2 y z) F\left(K_{1, n-1}^{n-1} ; f, g ; c_{0}\right)-2 y z F\left(K_{1, n-2}^{n-2} ; f, g ; c_{0}\right) \\
& +\sum_{t=1}^{n-1}((1-y z)(n-t)+2 y z) y^{t} z^{t-1}+2 \sum_{k=1}^{n-1}(y z)^{k+1} F\left(K_{1, n-1-k}^{n-1-k} ; f, g ; c_{0}\right)  \tag{27}\\
& +\sum_{l=0}^{n-3} \sum_{r=0}^{n-3-l}(y z)^{l+r+3} F\left(K_{1, n-l-r-3}^{n-l-r-3} ; f, g ; c_{0}\right) .
\end{align*}
$$

Note that $W_{2}$ is not a wheel graph. With Theorem 1 and Lemma 1, we have

$$
\begin{equation*}
\sum_{T \in S\left(W_{2}\right)} \omega(T)=3 y+4 y^{2} z+5 y^{3} z^{2} \tag{28}
\end{equation*}
$$

Now from Equations (27) and (28), we have

$$
\begin{equation*}
F\left(W_{3} ; f, g\right)=4 y+6 y^{2} z+12 y^{3} z^{2}+16 y^{4} z^{3} . \tag{29}
\end{equation*}
$$

The subtree generating function of $W_{n}$ now follows from Equations (27) and (29).
Letting $y=z=1$ in Equation (18), we have the following corollary.
Corollary 6. The subtree number of $W_{n}(n \geq 3)$ is

$$
\begin{equation*}
\eta\left(W_{n}\right)=\eta\left(W_{n-1}\right)+3 \eta\left(K_{1, n-1}^{n-1} ; c_{0}\right)+2 n-1+2 \sum_{k=2}^{n-1} \eta\left(K_{1, n-1-k}^{n-1-k} ; c_{0}\right)+\sum_{l=0}^{n-3} \sum_{r=0}^{n-3-l} \eta\left(K_{1, n-l-r-3}^{n-l-r-3} ; c_{0}\right), \tag{30}
\end{equation*}
$$

with $\eta\left(W_{3}\right)=38, \eta\left(K_{1, j}^{j} ; c_{0}\right)=\eta\left(K_{1, j-1}^{j-1} ; c_{0}\right)+\sum_{r=1}^{j} r \eta\left(K_{1, j-r}^{j-r} ; c_{0}\right), \eta\left(K_{1,0}^{0} ; c_{0}\right)=1$ and $\eta\left(K_{1,1}^{1} ; c_{0}\right)=2$.
With Corollary 6, the subtree numbers of $W_{n}(n=3,4, \ldots, 50)$ are shown in Table 1.
Table 1. The subtree numbers of wheel graph $W_{n}(n=3,4, \ldots, 50)$.

| $n$ | $\eta\left(W_{n}\right)$ | $n$ | $\eta\left(W_{n}\right)$ | $n$ | $\eta\left(W_{n}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 38 | 19 | $2,899,980,984$ | 35 | $269,604,917,347,967,886$ |
| 4 | 112 | 20 | $9,128,846,611$ | 36 | $848,689,059,340,934,448$ |
| 5 | 332 | 21 | $28,736,686,630$ | 37 | $2,671,587,471,512,527,895$ |
| 6 | 1007 | 22 | $90,460,187,232$ | 38 | $8,409,887,625,375,274,755$ |
| 7 | 3110 | 23 | $284,759,535,167$ | 39 | $26,473,477,146,304,448,341$ |
| 8 | 9704 | 24 | $896,394,265,075$ | 40 | $83,335,833,180,604,495,475$ |
| 9 | 30,431 | 25 | $2,821,758,641,457$ | 41 | $262,332,788,908,879,910,034$ |
| 10 | 95,643 | 26 | $8,882,611,305,147$ | 42 | $825,797,133,240,010,600,373$ |
| 11 | 300,885 | 27 | $27,961,563,560,618$ | 43 | $2,599,525,999,414,007,165,103$ |
| 12 | 946,923 | 28 | $88,020,178,967,761$ | 44 | $8,183,045,386,844,876,767,480$ |
| 13 | $2,980,538$ | 29 | $277,078,636,493,555$ | 45 | $25,759,400,682,377,496,173,050$ |
| 14 | $9,382,101$ | 30 | $872,215,572,630,716$ | 46 | $81,087,992,568,389,361,552,840$ |
| 15 | $29,533,519$ | 31 | $2,745,646,560,009,062$ | 47 | $255,256,813,613,269,834,457,576$ |
| 16 | $92,968,088$ | 32 | $8,643,018,158,636,696$ | 48 | $803,522,677,430,288,749,342,627$ |
| 17 | $292,653,642$ | 33 | $27,207,348,527,149,292$ | 49 | $2,529,408,261,449,734,855,548,318$ |
| 18 | $921,243,536$ | 34 | $85,645,986,192,695,055$ | 50 | $7,962,321,827,121,343,008,620,568$ |

As a matter of fact, with the generating function and further structural and theoretical analysis, we can also solve the subtree generation computing problems for the following more generalized types of graphs; here we skip the similar but technical details.
(i) Graph $G=\bigcup_{i=1}^{l} F_{i, n_{i}}^{t_{i}}$ is constructed by identifying the center $c_{0}^{i}$ of $l$ graphs $F_{i, n_{i}}^{t_{i}}(i=1,2, \ldots, l)$ to $c_{0}$, where $\overline{F_{i, n_{i}}^{t_{i}}}\left(n_{i} \geq 1,2 \leq t_{i} \leq n_{i}\right)$ is the graph constructed from a vertex $c_{0}^{i}$ and a path $P_{c_{1}^{i} c_{n_{i}}}=$ $c_{1}^{i} c_{2}^{i} \cdots c_{n_{i}}^{i}$ by connecting $c_{0}^{i}$ with $c_{1}^{i}, c_{n_{i}}^{i}$, and any other arbitrary $t_{i}-2$ vertices on the path $P_{c_{1}^{i} c_{n_{i}}^{i}}$; for the special case $n_{i}=1$, the graph $F_{i, n_{i}}^{t_{i}}$ is a path $c_{0}^{i} c_{1}^{i}$ on vertices $c_{0}^{i}$ and $c_{1}^{i}$.
(ii) Graph $G=W_{n}-\bigcup_{t=1}^{l}\left(c_{0}, c_{j_{t}}\right)\left(1 \leq l, j_{t} \leq n\right)$, namely the graph obtained from wheel $W_{n}$ by deleting random $l$ different edges $\left(c_{0}, c_{j_{t}}\right)(t=1,2, \ldots, l)$ (each $j_{t}$ is different the others).

## 3. Behaviors of $K_{1, N}^{J}(1 \leq J \leq N)$ and $W_{n}$ in Terms of Subtrees

With the subtree generating functions established, we can now analyze the behaviors of the graphs $K_{1, n}^{j}(1 \leq j \leq n)$ and $W_{n}$ in terms their subtree numbers and other related properties.

### 3.1. Subtree Numbers and $K_{1, N}^{J}$

We start with the subtree numbers of the graphs $K_{1, n}^{j}$ for different $n$ and $j$. First, we take a quick look at the extremal problems.

Proposition 1. Among all $K_{1, n}^{j}(1 \leq j \leq n)$ :

- the graph $K_{1, n}^{1}$ has $2^{n}+n$ subtrees, fewer than any other $K_{1, n}^{j}(j \neq 1)$; and
- the graph $K_{1, n}^{n}$ has $\frac{n(n+1)}{2}+b_{n}$ subtrees (where $b_{n}=b_{n-1}+\sum_{r=1}^{n} r b_{n-r}$ and $b_{0}=1, b_{1}=2$ ), more than any other $K_{1, n}^{j}(j \neq n)$.

Proof. Note that adding an edge to a graph will strictly increase the subtree number. The extremal structures $K_{1, n}^{1}$ and $K_{1, n}^{n}$ then follow immediately from the fact that the former is a subgraph of any $K_{1, n}^{j}$ and the latter contains any $K_{1, n}^{j}$ as a subgraph.

We are also interested in knowing which $K_{1, n}^{j}(2 \leq j \leq n-1)$ has the second- or third-largest subtree number. To examine this, we also explore how the subtree numbers of the graphs $K_{1, n}^{j}$ behave. With Corollary 2 and Matlab computing (see Appendix A for more details), we obtain the subtree number behaviors of $K_{1, n}^{j}$ as shown in Figure 4.

It seems from Figure $4 \mathrm{a}, \mathrm{b}$ that among all $K_{1, n}^{j}(1 \leq j \leq n-1)$ :

- $K_{1, n}^{n-1}$ has the second-largest subtree number; and
- $K_{1, n}^{n-2}$ has the third-largest subtree number for odd (or sufficiently large) $n$.
- the subtree number $K_{1, n}^{j}$ increment trend meets exponential growth when $j \geq\left\lceil\frac{n+1}{2}\right\rceil$.


Figure 4. Cont.

(b) Subtree numbers of $K_{1, n}^{j}$ with $n=33,58,75,80, j$ from 1 to $n$, in semi- $\log (\log -Y)$ coordinates.

Figure 4. Subtree numbers of $K_{1, n}^{j}$ with $n=33,58,75,80, j$ from 1 to $n$.
In general, it is not difficult to show the following.
Proposition 2. Suppose $n \gg k$ (i.e., $n$ is much larger than $k$ ), then among all $K_{1, n}^{j}(1 \leq j \leq n)$, the graph $K_{1, n}^{n-k}$ has the $(k+1)$-th largest subtree number.

The proof follows from adjusting the "sizes" of the two sub-fan graphs of $K_{1, n}^{j}$. We skip the details here. The same argument can also show the monotonic behavior for large enough $j$.

Proposition 3. If $j>\frac{n}{2}$, then $K_{1, n}^{j+1}$ has a larger subtree number than $K_{1, n}^{j}$.
Understanding the specific behavior of $K_{1, n}^{j}$ for general $j$ in terms of the subtree number seems to be an interesting and nontrivial problem.

Similarly, from Corollary 6 , we can obtain the subtree numbers of wheel graph $W_{n}(n \geq 3)$, as already shown in Table 1. On the other hand, experimental observation shows that the subtree numbers of $W_{n}(n \geq 3)$ increase very fast and this growth trend seems to fit the linear regression model after doing the logarithmic transformation. Through implementing the linear regression in the MATLAB software for data of the number of subtrees of $W_{n}$ from $n=3$ to 602 , the appropriate formula for the subtree number of $W_{n}$ can be stated as

$$
\begin{equation*}
\eta\left(W_{n}\right) \approx \exp (0.0126+1.1466 n) \tag{31}
\end{equation*}
$$

As $\exp 0.0126 \approx 1$, Equation (31) can be rewritten as

$$
\begin{equation*}
\eta\left(W_{n}\right) \approx \exp 1.1466 n \tag{32}
\end{equation*}
$$

With Corollary 6, Equation (32), and logarithmic transformation for each subtree number of $W_{n}$ and fitted value, we can obtain the subtree number trend of $W_{n}(n \geq 3)$, as illustrated in Figure 5 where the original and fitted data are respectively marked in red and blue. We believe Equation (32) can be proved or disproved through traditional analytic combinatorial approaches, but we will not pursue the technical analysis here.


Figure 5. Subtree number trend of wheel graph $W_{n}(n=3,4, \ldots, 602)$, in semi- $\log (\log -Y)$ coordinates.
Our work can also be easily applied to more general "partitions" of wheel graphs instead of just the $K_{1, n}^{j}$ s. To illustrate the observations, we introduce some simple notations. Given a positive integer $n$ and partition $\pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{k}\right.$ ) of $n$ (with $\pi_{1} \geq \pi_{2} \geq \ldots \geq \pi_{k}$ and $n=\sum_{i=1}^{k} \pi_{i}$ ), the graph $K_{\pi}$ is obtained from $K_{1, n}$ by adding edges $\left(c_{j}, c_{j+1}\right)$ for all $1 \leq j \leq n-1$ except for $j=\sum_{i=1}^{s} \pi_{i}$, for $s=1,2, \ldots, k$. It seems that the subtree numbers of $K_{\pi} s$ coincide with some sort of ordering of the partitions $\pi$ of $n$. In general, larger and fewer parts in $\pi$ results in more subtrees in $K_{\pi}$. More precise statements along this line requires further study.

### 3.2. Subtree Densities of $K_{1, N}^{J}$ and $W_{n}$

The subtree generating function can be used to provide more information than just the number of subtrees. For instance, using the subtree generating function, one can easily obtain the total number of vertices in all subtrees, from which we have the average subtree order in a given graph. The ratio of the average subtree order and the order of the original graph is called the subtree density of the graph. We present the formal subtree density definition as follows:

Definition 2 ([20]). Suppose $G$ is a graph with $n$ vertices, then $\mu(G)=\frac{1}{k} \sum_{i=1}^{k} n_{i}$ is the average order of the subtrees of $G$, where $n_{1}, n_{2}, \ldots, n_{k}$ are the orders of all of $G$ 's $k$ non-empty subtrees, and the subtree density of $G$ is defined as $D(G)=\frac{\mu(G)}{n}$.

It is essentially the probability that a vertex chosen at random from $G$ will belong to a randomly chosen subtree of $G$. Some of the work related to subtree densities can be found in $[20,21,39]$.

With Theorem 1, Theorem 5, and substituting $z=1$, we could obtain the vertex generating function of subtrees of $K_{1, n}^{j}$ and $W_{n}$, respectively, i.e., $F\left(K_{1, n}^{j} ; y, 1\right)$ and $F\left(W_{n} ; y, 1\right)$ ). The subtree density of $K_{1, n}^{j}$ and $W_{n}$ is simply

$$
\begin{equation*}
D\left(G^{*}\right)=\frac{\left.\frac{\partial F\left(G^{*} ; y, 1\right)}{\partial y}\right|_{y=1}}{F\left(G^{*} ; 1,1\right) * n\left(G^{*}\right)^{\prime}} \tag{33}
\end{equation*}
$$

where $n\left(G^{*}\right)$ denotes the vertex number of $G^{*}$, and $G^{*}$ can be $K_{1, n}^{j}$ or $W_{n}$.
We will now apply this to find the subtree densities of $K_{1, n}^{j}$ and $W_{n}$.

Clearly, the vertex number of $K_{1, n}^{j}$ and $W_{n}$ is $n+1$, namely

$$
\begin{equation*}
n\left(K_{1, n}^{j}\right)=n\left(W_{n}\right)=n+1 \tag{34}
\end{equation*}
$$

With Theorem 1 and letting $z=1$ in Equation (1), we obtain the vertex generating function of subtrees of $K_{1, n}^{j}(1 \leq j \leq n)$.

$$
\begin{equation*}
F\left(K_{1, n}^{j} ; f, 1\right)=(1+y)^{i} y^{1-\frac{n-i}{j}} * F\left(K_{1, j}^{j} ; f, 1 ; c_{0}\right)^{\frac{n-i}{j}}+i y+\frac{n-i}{j} \sum_{t=0}^{j-1}(j-t) y^{t+1} \tag{35}
\end{equation*}
$$

with $i \equiv n(\bmod j), F\left(K_{1, j}^{j} ; f, 1 ; c_{0}\right)=F\left(K_{1, j-1}^{j-1} ; f, 1 ; c_{0}\right)+\sum_{r=1}^{j} r y^{r} F\left(K_{1, j-r}^{j-r} ; f, 1 ; c_{0}\right)$ and $F\left(K_{1,0}^{0} ; f, 1 ; c_{0}\right)=$ $y, F\left(K_{1,1}^{1} ; f, 1 ; c_{0}\right)=y+y^{2}$.

Similarly, letting $z=1$ in Equation (18), we obtain the vertex generating function of subtrees of $W_{n}$.

$$
\begin{align*}
F\left(W_{n} ; f, 1\right)= & \left.y+y F\left(W_{n-1} ; f, 1\right)+(1+2 y) F\left(K_{1, n-1}^{n-1} ; f, 1 ; c_{0}\right)-2 y F\left(K_{1, n-2}^{n-2} ;\right) f, 1 ; c_{0}\right) \\
& +\sum_{t=1}^{n-1}((1-y)(n-t)+2 y) y^{t}+2 \sum_{k=1}^{n-1} y^{k+1} F\left(K_{1, n-1-k^{\prime}}^{n-1-k} ; f, 1 ; c_{0}\right)  \tag{36}\\
& +\sum_{l=0}^{n-3} \sum_{r=0}^{n-3-l} y^{l+r+3} F\left(K_{1, n-l-r-3}^{n-l-r-3} ; f, 1 ; c_{0}\right)
\end{align*}
$$

with $F\left(W_{3} ; f, 1\right)=4 y+6 y^{2}+12 y^{3}+16 y^{4}, F\left(K_{1, j}^{j} ; f, 1 ; c_{0}\right)=F\left(K_{1, j-1}^{j-1} ; f, 1 ; c_{0}\right)+\sum_{r=1}^{j} r y^{r} F\left(K_{1, j-r}^{j-r} ; f, 1 ; c_{0}\right)$ and $F\left(K_{1,0}^{0} ; f, 1 ; c_{0}\right)=y, F\left(K_{1,1}^{1} ; f, 1 ; c_{0}\right)=y+y^{2}$.

From Equations (33)-(35), we can obtain the subtree densities of $K_{1, n}^{j}(1 \leq j \leq n)$ (plotted in Figure 6); related data can be found in Table 2. Similarly, from Equations (33), (34), and (36), we have subtree densities $W_{n}$ plotted in Figure 7; related data are listed in Table 3.

From Table 2 and Figure 6, it appears that $K_{1,22}^{1}$ and $K_{1,22}^{12}$ have the smallest and second-smallest subtree densities, respectively. $K_{1,22}^{j}(12 \leq j \leq 22)$ grows linearly with the increase of $j$. Moreover, from Table 3 and Figure 7, we see that $W_{n}(3 \leq n \leq 24)$ increases first in the interval $[3,8]$ and reaches the maximum value when $n=8$, and then decreases gradually in the interval $[9,24]$ and approximates the limit value of 0.8135 .

Similarly, as studied in paper [35], we can also discuss the ratio of spanning trees to all subtrees and spanning tree densities of $K_{1, n}^{j}$ and $W_{n}$. We skip the details here.


Figure 6. Subtree densities of the graphs $K_{1,22}^{j}(1 \leq j \leq 22)$.

Table 2. Related data for $K_{1, n^{\prime}}^{j}$, with $n=22$ and $j=1,2, \ldots, 22$.

| $j$ | $P_{y}\left(K_{1, n}^{j}\right)$ | $\eta\left(K_{1, n}^{j}\right)$ | $D\left(K_{1, n}^{j}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 50,331,670 | 4,194,326 | 0.521736621869847 |
| 2 | 5,683,820,588 | 362,797,089 | 0.681159363604678 |
| 3 | 29,685,950,982 | 1,787,743,521 | 0.721967947748206 |
| 4 | 52,358,400,102 | 3,110,400,052 | 0.731884047161090 |
| 5 | 87,226,395,622 | 5,103,959,426 | 0.743041170007376 |
| 6 | 56,400,430,972 | 3,370,318,067 | 0.727584934777173 |
| 7 | 231,968,014,120 | 13,141,451,319 | 0.767462100378713 |
| 8 | 36,440,865,014 | 2,224,820,302 | 0.712140856484914 |
| 9 | 93,645,742,414 | 5,511,577,694 | 0.738727501280144 |
| 10 | 240,339,417,442 | 13,653,922,612 | 0.765314128820302 |
| 11 | 616,080,713,876 | 33,825,095188 | 0.791900742502907 |
| 12 | 9,137,267,062 | 592,843,864 | 0.670113169892776 |
| 13 | 14,666,890,448 | 933,106,276 | 0.683406494463958 |
| 14 | 23,533,982,520 | 1,468,662,129 | 0.696699813456106 |
| 15 | 37,748,062,639 | 2,311,599,999 | 0.709993128330647 |
| 16 | 60,525,953,078 | 3,638,341,646 | 0.723286440182849 |
| 17 | 97,015,668,926 | 5,726,566,014 | 0.736579749833999 |
| 18 | 155,453,553,144 | 9,013,325,743 | 0.749873057893726 |
| 19 | 249,013,516,065 | 14,186,519,625 | 0.763166364810336 |
| 20 | 398,761,664,190 | 22,328,865,632 | 0.776459670910826 |
| 21 | 638,376,020,719 | 35,144,507,194 | 0.789752976431952 |
| 22 | 1,021,684,176,864 | 55,315,680,041 | 0.803046281543951 |
| ${ }^{*} P_{y}(G) \text { stands for } \frac{\partial F(G ; y, 1)}{\partial y}$ |  |  |  |



Figure 7. Subtree densities of wheel graph $W_{n}(3 \leq n \leq 24)$.
Table 3. Related data for wheel graph $W_{n}(n=3,4 \ldots, 24)$.

| $k$ | $P_{y}\left(W_{k}\right)$ | $D\left(W_{k}\right)$ | $k$ | $P_{y}\left(W_{k}\right)$ | $D\left(W_{k}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 116 | 0.7631578947368421 | 14 | 115,215,423 | 0.8186895664414613 |
| 4 | 444 | 0.7928571428571428 | 15 | 386,480,089 | 0.8178844370865525 |
| 5 | 1617 | 0.8117469879518072 | 16 | 1,291,505,336 | 0.8171718247840813 |
| 6 | 5789 | 0.8212512413108243 | 17 | 4,301,328,493 | 0.8165375712479791 |
| 7 | 20,519 | 0.8247186495176849 | 18 | 14,282,430,812 | 0.8159697793983819 |
| 8 | 72,064 | 0.8251351103783091 | 19 | 47,296,291,958 | 0.815458656779937 |
| 9 | 250,841 | 0.8242943051493543 | 20 | 156,239,476,051 | 0.8149961728004785 |
| 10 | 865,923 | 0.8230636087039588 | 21 | 514,980,557,554 | 0.8145757185906111 |
| 11 | 2,967,219 | 0.8218031806171793 | 22 | 1,693,994,724,188 | 0.8141918205521789 |
| 12 | 10,102,071 | 0.8206394655271703 | 23 | 5,561,968,202,536 | 0.813839912225434 |
| 13 | 34,200,012 | 0.8196030381092273 | 24 | 18,230,780,418,139 | 0.8135161559345164 |
| ${ }^{*} P_{y}(G)$ stands for $\left.\frac{\partial F(G ; y, 1)}{\partial y}\right\|_{y=1}$. |  |  |  |  |  |

## 4. Concluding Remarks

In this paper we established the subtree generating functions of the wheel graph $W_{n}$ and "partitions" $K_{1, n}^{j}(1 \leq j \leq n)$, along with other related structures such as the fan graphs. With the subtree generating functions, we are able to study the subtree number and subtree densities of these graphs. From our computational analysis, several theoretical conclusions are drawn, especially on the extremal problems with respect to the subtree number. These results provide a fundamental basis for studying subtree problems of multi-cyclic graphs, chemical compounds, and complex graphs.

As one can see, the computational results in Section 3.2 show interesting observations on the characteristics of these structures. Attempting to verify some of them, especially on those related to the subtree densities, and exploring the BC-subtree number index, Wiener index, Harary index, atom-bond connectivity trends of wheel graph $W_{n}$, "partitions" $K_{1, n}^{j}(1 \leq j \leq n)$, and their generalizations would make very interesting projects for future work. Exploring the novel structural properties from the evolutionary perspective of graphs with more complicated cycle structures, particularly some important nanomaterials such as the pentagonal carbon nanocone, is also a very attractive future topic.
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## Appendix A. Matlab Code, Python Code, And Data

In what follows, we provide the source codes related to Figure 4. Python code Pythoncode1 (derived from Corollary 2) can output the data files " $\mathrm{n}=33 . \mathrm{txt}$ ", " $\mathrm{n}=58 . \mathrm{txt}$ ", " $\mathrm{n}=75 . \mathrm{txt}$ ", and " $\mathrm{n}=80 . \mathrm{txt}$ " by inputting the integer $33,58,75,80$, respectively. MATLAB codes MCF1a, MCF1b can draw the Figure $4 \mathrm{a}, \mathrm{b}$, respectively.

Pythoncode1. The Python code for computing the subtree number of $K_{1, n}^{j}(1 \leq j \leq n)$.

```
n=int(input())
b=[-1 for i in range(n+1)]
b[0]=1
b[1]=2
for j in range(1,n+1):
sum1=0
for r in range(1,j+1):
sum1=sum1+r*b[j-r]
b[j]=b[j-1]+sum1
file_name="n="+str(n)+".txt"
file = open(file_name,'w')
for j in range(1,n+1):
i = n%j
s=(j+1)*(n-i)/2+i+2**(i)*b[j]**((n-i)/j)
file.write(str(s))
file.write('\n')
print(s)
```

MCF1a. MATLAB source code for Figure 1a.

```
clear;
clc;
s1 = load('n=33.txt');
s2 = load('n=58.txt');
s3 = load('n=75.txt');
s4 = load('n=80.txt');
format long;
A = cell (1,10);
A{1,1}=' - bo ';
A{1,2}=' - go ';
A{1,3}=' - mo';
A{1,4}=' - ro ';
subplot(2,2,1);
plot(s1,A{1,1});
axis normal;
set(legend('n=33'),'fontsize', 8);
xlabel('number of non-central vertices');
ylabel('subtree number');
subplot(2,2,2);
plot(s2,A{1,2});
set(legend('n=58'),' fontsize', 8);
xlabel('number of non-central vertices');
ylabel('subtree number');
subplot(2,2,3);
plot(s3,A{1,3});
axis normal;
set(legend('n=75'),'fontsize',8);
xlabel('number of non-central vertices');
ylabel('subtree number');
subplot(2,2,4);
plot(s4,A{1,4});
set(legend('n=80'),'fontsize', 8);
xlabel('number of non-central vertices');
ylabel('subtree number');
```

MCF1b: The MATLAB source code for Figure 1b.

```
clear;
clc;
s1 = load('n=33.txt');
s2 = load('n=58.txt');
s3 = load('n=75.txt');
s4 = load('n=80.txt');
format long;
A = cell (1,10);
A{1,1}=' - bo ';
A{1,2}=' - go ';
A{1,3}=' - mo';
A{1,4}=' - ro';
```

```
subplot(2,2,1);
semilogy(s1,A{1,1});
axis normal;
set(legend('n=33','location','southeast'),' fontsize', 8);
xlabel('number of non-central vertices');
ylabel('subtree number');
subplot(2,2,2);
semilogy(s2,A{1,2});
set(legend('n=58','location','southeast'),'fontsize', 8);
xlabel('number of non-central vertices');
ylabel('subtree number');
subplot(2,2,3);
semilogy(s3,A{1,3});
axis normal;
set(legend('n=75','location','southeast'),' fontsize', 8);
xlabel('number of non-central vertices');
ylabel('subtree number');
subplot(2,2,4);
semilogy(s4,A{1,4});
set(legend('n=80','location','southeast'),' fontsize', 8);
xlabel('number of non-central vertices');
ylabel('subtree number');
```
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#### Abstract

Fuzzy graph theory is a useful and well-known tool to model and solve many real-life optimization problems. Since real-life problems are often uncertain due to inconsistent and indeterminate information, it is very hard for an expert to model those problems using a fuzzy graph. A neutrosophic graph can deal with the uncertainty associated with the inconsistent and indeterminate information of any real-world problem, where fuzzy graphs may fail to reveal satisfactory results. The concepts of the regularity and degree of a node play a significant role in both the theory and application of graph theory in the neutrosophic environment. In this work, we describe the utility of the regular neutrosophic graph and bipartite neutrosophic graph to model an assignment problem, a road transport network, and a social network. For this purpose, we introduce the definitions of the regular neutrosophic graph, star neutrosophic graph, regular complete neutrosophic graph, complete bipartite neutrosophic graph, and regular strong neutrosophic graph. We define the $d_{m^{-}}$and $t d_{m}$-degrees of a node in a regular neutrosophic graph. Depending on the degree of the node, this paper classifies the regularity of a neutrosophic graph into three types, namely $d_{m}$-regular, $t d_{m}$-regular, and $m$-highly irregular neutrosophic graphs. We present some theorems and properties of those regular neutrosophic graphs. The concept of an $m$-highly irregular neutrosophic graph on cycle and path graphs is also investigated in this paper. The definition of busy and free nodes in a regular neutrosophic graph is presented here. We introduce the idea of the $\mu$-complement and $h$-morphism of a regular neutrosophic graph. Some properties of complement and isomorphic regular neutrosophic graphs are presented here.


Keywords: neutrosophic graph; complete neutrosophic graph; bipartite neutrosophic graph; complement neutrosophic graph; road transport network; wireless multihop network and social network
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## 1. Introduction

Graph theory has many real-life applications for problems in computer applications, systems analysis, computer networks, transportation, operations research, and economics. A graph is basically a model of relations, and it is a used to represent the real-life problem consisting of relationships
between objects. The vertices and edges of the graph are used to represent the objects and the relations between objects, respectively. In many optimization problems, the available information is inexact or imprecise for various reasons such as the loss of information, a lack of evidence, imperfect statistical data and insufficient information. Generally, the uncertainty in real-life problems may be present in the information that defines the problem.

Classical graph theory uses the basic concept of classical set theory, which was presented by Cantor. In a classical graph, for any vertex or edge, there are two possibilities: it is either in the graph or it is not in the graph. Therefore, classical graphs cannot model uncertain optimization problems. Real-life problems are often uncertain, which are hard to model using classical graphs. The fuzzy set [1] is an extended version of the classical set, where the objects have varying membership degrees. A fuzzy set gives its objects different membership degrees between zero and one. The membership degree is not the same as probability; rather, it describes membership in vaguely-defined sets. The concept of fuzziness in graph theory [2] was described by Kaufmann [3] using the fuzzy relation. Rosenfeld [4] introduced some concepts such as bridges, cycles, paths, trees, and the connectedness of the fuzzy graph and described some of the properties of the fuzzy graph. Gani and Radha [5] presented the notation of the regular fuzzy graph. Many other researchers, such as Samanta and Pal [6], Rashmanlou and Pal [7], Rashmanlou et al. [8,9], Paramik [10], Nandhini [11], Ghorai and Pal [12], Dey et. al [13], and Borzooei [14] presented much work in the domain of the fuzzy graph and its several applications in real life. Samanta and Pal [6] and Rashmanlou and Pal [15] presented the concept of the irregular and regular fuzzy graph. They also described some applications of those graphs.

Atanassov [16-18] presented the idea of the intuitionistic fuzzy set (IFS) as a modified version of the classical fuzzy set. The classical fuzzy set uses only the membership grade (degree), but IFS uses independent membership grade and non-membership grade for any entity, and the only requirement is that the sum of non-membership and membership degree values be no greater than one. Shannon and Atanassov [19] presented the idea of the IFS relation and the intuitionistic fuzzy graph (IFG) and discussed many theorems, proofs, and proprieties [19]. Parvathi et al. [20-22] presented many different operations such as the join, union, and product of two IFGs. Rashmanlou et al. [23] presented some products such as strong, direct, and lexicographic products for two IFGs. For further detailed descriptions of IFGs, please refer to [24-27]. Although the fuzzy graph and IFG have been used to model many real-word problems, uncertainties due to inconsistent and indeterminate information about a problem cannot be represented properly by the fuzzy graph or IFG. Therefore, a new idea is needed to deal with such scenarios.

Smarandache [28] introduced the idea of the neutrosophic set, by modifying the concept of the fuzzy set. The neutrosophic set can work with uncertain, indeterminate, vague, and inconsistent information of any uncertain real-life problem. It is basically a modified version of the crisp set, Type 1 fuzzy set, and IFS. It is described by the truth, indeterminate, and false membership degrees of any object. These three membership degrees are independent and always lie within $]^{-} 0,1^{+}$[, i.e., a nonstandard unit interval. The neutrosophic graph [12] can efficiently model the inconsistent information about any real-life problem. Recently, many researchers have more actively worked on neutrosophic graph theory; for instance, Ye [29], Yang et al. [30], Naz et al. [31], Broumi [15], and Arkam [32-35].

The vertex degree is a significant way to represent the total number of relations of a vertex in a graph, and the vertex degree can be used to analyze the graph. Gani and Lathi [36] proposed the concept of irregularity, total irregularity, and total degree in a fuzzy graph. Maheswari and Sekar [37] proposed the notation of the $d_{2}$-vertex in a fuzzy graph and also described several properties on the $d_{2}$-vertex degree of a fuzzy graph. Darabian et al. [38] presented the idea of the $d_{m}$-regular vague graph, $t d_{m}$-regular vague graph, $m$-highly irregular vague graph, and $m$-highly total irregular vague graph, and they discussed some properties of those graphs. They described some real-life applications (e.g., fullerene molecules, wireless networks, and road networks) of regular vague graphs. Neutrosophic graphs are more effective, precise, flexible, and compatible when modeling uncertain real-life problems
compared to fuzzy graphs or vague graphs. Thus, the use of the neutrosophic graph is inevitable for modeling optimization problems [29,34,39-41] in real-life scenarios, and it is essential to present some new properties and theories for neutrosophic graphs. This idea motivates us to introduce different types of neutrosophic graphs (regular, bipartite, isomorphic, and $\mu$ complement neutrosophic graphs) and their related theorems.

The concept of the regularity and degree of nodes has a significant role in both theories and applications (e.g., social network analysis, road transpotation network, wireless multihop network, and the assignment problem) in neutrosophic graph theory. The main contributions of this manuscript are as follows.
(i) As far as we know, there exists no research work on the regularity of the neutrosophic graph until now. Therefore, in this manuscript, we present the definition of the regular neutrosophic graph, star neutrosophic graph, regular strong neutrosophic graph, and complete bipartite neutrosophic graph.
(ii) We introduce the two types of degree, $d_{m}$ and total $d_{m}$-degrees, of a node in a neutrosophic graph. The definition of busy and free nodes in a regular neutrosophic graph are presented here.
(iii) Depending on the degree of the node, we introduce the three types of regularity of a neutrosophic graph, $d_{m}$-regular, $t d_{m}$-regular, and $m$-highly-irregular neutrosophic graphs (HING), and some properties are also described. We also investigate the concept of $m$-HING on the cycle graph and path graph in this manuscript.
(iv) We have presented the definition of the $\mu$-complement and $h$-morphism of a neutrosophic graph. Some properties of the complement and isomorphic regular neutrosophic graph are also presented here.
(v) Some real-life applications of the regular neutrosophic graph and complete bipartite neutrosophic graph such as the road transport network, social networks, and assignment problem are described in this paper.

## 2. Preliminaries

In this portion, we will discuss the single-valued neutrosophic graph (SVNG), adjacent node, path, isolated node, strength of a path, strong SVNG, complement SVNG, and complete SVNG, which are efficient for the present work.

Definition 1. Let $G=(N, M)$ be an SVNG [42,43] where $N$ and $M$ are represented by two neutrosophic sets on $V$ and $E$, respectively, which satisfy the following.

$$
\begin{aligned}
& T_{M}(a, b) \leq \min \left(T_{N}(a), T_{N}(b)\right) \\
& I_{M}(a, b) \geq \max \left(I_{N}(a), I_{N}(b)\right) \\
& F_{M}(a, b) \geq \max \left(F_{N}(a), F_{N}(b)\right)
\end{aligned}
$$

Here, $a$ and $b$ are two vertices of $G$, and $(a, b) \in E$ is an edge of $G$.
Definition 2. The two nodes $a$ and $b$ of an SVNG $G=(N, M)$ are defined as the adjacent nodes in $G$ if and only if $\left(T_{M}(a, b), I_{M}(a, b), F_{M}(a, b)\right)>0$. The two nodes $a$ and $b$ are called the neighbor nodes, and $(a, b)$ is incident at $a$ and $b$.

Definition 3. Let $G=(N, M)$ be an SVNG and $P$ be a path of $G$. $P$ is a collection of different nodes, $a_{0}, a_{1}, a_{2}, \ldots, a_{n}$ such that $\left(T_{M}\left(a_{i-1}, a_{i}\right), I_{M}\left(a_{i-1}, a_{i}\right), F_{M}\left(a_{i-1}, a_{i}\right)\right)>0$ for $0 \leq i \leq n$. Here, $n$ represents the neutrosophic length of the path P. A single neutrosophic vertex, i.e., $a_{i}$ in $G$, is also assumed as a path. The path length of a single node $a_{i}$ is $(0,0,0)$. We define the order pair $\left(a_{i-1}, a_{i}\right)$ as the edge of the path. $P$ is said to be a neutrosophic cycle if $a_{0}=a_{n}$ and $n \geq 3$.

Definition 4. A node $a_{i} \in V$ of an SVNG $G$ is called the isolated node if there exists no incident arc to the vertex $a_{i}$.

Definition 5. Let $G=(N, M)$ be an SVNG. If $G$ has a path $P$ of path length [42] $k$ from node $a$ to node $b$ in $G$ such as $\left.P=\left\{a=a_{1},\left(a_{1}, a_{2}\right), a_{2}, \ldots, a_{k-1}\left(a_{k-1}, a_{k}\right), a_{k}=b\right)\right\}$, then $T_{M}^{k}(a, b), I_{M}^{k}(a, b)$, and $F_{M}^{k}(a, b)$ are described as follows.

$$
\begin{aligned}
& T_{M}^{k}(a, b)=\sup \left(T_{M}\left(a, a_{1}\right) \wedge T_{M}\left(a_{1}, a_{2}\right) \wedge \ldots \wedge T_{B}\left(a_{k-1}, a_{k}\right)\right) \\
& I_{M}^{k}(a, b)=\inf \left(I_{M}\left(a, a_{1}\right) \vee I_{M}\left(a_{1}, a_{2}\right) \vee \ldots \vee I_{M}\left(a_{k-1}, a_{k}\right)\right) \\
& F_{M}^{k}(a, b)=\inf \left(F_{M}\left(a, a_{1}\right) \vee F_{M}\left(a_{1}, a_{2}\right) \vee \ldots \vee F_{M}\left(a_{k-1}, a_{k}\right)\right)
\end{aligned}
$$

Definition 6. Let $G=(N, M)$ be an SVNG. The strength of connection of a path $P$ between two nodes $a$ and $b$ is defined by $\left(T_{M}^{\infty}(a, b), I_{M}^{\infty}(a, b), F_{M}^{\infty}(a, b)\right)$ where:

$$
\begin{aligned}
& T_{M}^{\infty}(a, b)=\sup \left\{T_{M}^{k}(a, b) \mid k=1,2, \ldots\right\} \\
& I_{M}^{\infty}(a, b)=\inf \left\{I_{M}^{k}(a, b) \mid k=1,2, \ldots\right\} \\
& F_{M}^{\infty}(a, b)=\inf \left\{F_{B}^{k}(a, b) \mid k=1,2, \ldots\right\}
\end{aligned}
$$

Definition 7. Let $G=(N, M)$ be an SVNG. $G$ is said to be a connected SVNG [42] if there exists no isolated node in $G$.

Definition 8. Let $G=(N, M)$ be an SVNG and $a \in V$ be node of $G$. The degree of node $a$ is the sum of the truth membership values, the sum of the indeterminacy membership values, and the sum of the membership values of falsity of all the arcs that are adjacent to node $a$. The degree of node [35] $a$ is denoted by $d(a)=$ $\left(d_{T}(a), d_{I}(a), d_{F}(a)\right)$ where:

$$
d_{T}(a)=\sum_{\substack{a \in V \\ a \neq b}} T_{M}(a, b), d_{I}(a)=\sum_{\substack{a \in V \\ a \neq b}} I_{M}(a, b), d_{F}(a)=\sum_{\substack{a \in V \\ a \neq b}} F_{M}(a, b)
$$

Here, $d_{T}(a), d_{I}(a)$, and $d_{F}(a)$ are the degree of the truth membership value, the degree of the indeterminacy membership value, and the degree falsity membership value, respectively, of vertex a.

Definition 9. Let $G=(N, M)$ be an SVNG. Then, the order of $G$ is denoted by $O(G)=\left(O_{T}(G), O_{I}(G), O_{F}(G)\right)$ where:

$$
O_{T}(G)=\sum_{a \in V} T_{N}(a), O_{I}(G)=\sum_{a \in V} I_{N}(a), O_{F}(G)=\sum_{a \in V} F_{N}(a)
$$

Here, $O_{T}(G), O_{I}(G)$, and $O_{F}(G)$ are the order of the membership degree of the truth value, the indeterminacy value, and the falsity value of $G$, respectively.

Definition 10. Let $G=(N, M)$ be an SVNG and the size graph of $G$ be described as $S(G)=\left(S_{T}(G), S_{I}(G), S_{F}(G)\right)$ where:

$$
S_{T}(G)=\sum_{\substack{a, b \in V \\ a \neq b}} T_{M}(a, b), S_{I}(G)=\sum_{\substack{a, b \in V \\ a \neq b}} I_{M}(a, b), S_{F}(G)=\sum_{\substack{a, b \in V \\ a \neq b}} F_{M}(a, b)
$$

Here, $S_{T}(G), S_{I}(G)$, and $S_{F}(G)$ are respectively the order of the membership degree of the truth, indeterminacy, and falsity of $G$.

Definition 11. Let $G=(N, M)$ be an SVNG. $G$ is said to be a strong SVNG [31,35,44] if:

$$
\begin{aligned}
& T_{M}(a, b)=\min \left(T_{N}(a), T_{N}(b)\right) \\
& I_{M}(a, b)=\max \left(I_{N}(a), I_{N}(b)\right) \\
& F_{M}(a, b)=\max \left(F_{N}(a), F_{N}(b)\right), \forall(a, b) \in E
\end{aligned}
$$

Definition 12. Let $G=(N, M)$ be an SVNG and $G$ be said to be a complete SVNG $[31,35,44]$ if:

$$
\begin{aligned}
& T_{M}(a, b)=\min \left(T_{N}(a), T_{N}(b)\right) \\
& I_{M}(a, b)=\max \left(I_{N}(a), I_{N}(b)\right) \\
& F_{M}(a, b)=\max \left(F_{N}(a), F_{N}(b)\right), \forall a, b \in V
\end{aligned}
$$

Definition 13. Let $G=(N, M)$ be an SVNG. $G^{c}=\left(N^{c}, M^{c}\right)$ is the complement of an SVNG [31,35,44] if $N^{c}=N$ and $M^{c}$ is computed as below.

$$
\begin{aligned}
& T_{M}^{c}(a, b)=\min \left(T_{N}(a), T_{N}(b)\right)-T_{M}(a, b) \\
& I_{M}^{c}(a, b)=\max \left(I_{N}(a), I_{N}(b)\right)-I_{M}(a, b) \\
& F_{M}^{c}(a, b)=\max \left(F_{N}(a), F_{N}(b)\right)-F_{M}(a, b), \forall a, b \in V
\end{aligned}
$$

Here, $T_{M}^{c}(a, b), I_{M}^{c}(a, b)$, and $F_{M}^{c}(a, b)$ denote the true, intermediate, and false membership degree for edge $(a, b)$ of $G^{c}$.

## 3. Regular, $d_{m}$-Regular, and $t d_{m}$-Regular Neutrosophic Graphs

In this section, first we define the regular neutrosophic graph, regular strong neutrosophic graph, $d_{m}$-degree, and $t d_{m}$-degree of nodes in a neutrosophic graph. Then, we propose the notions of $d_{m}$ and $t d_{m}$-regular neutrosophic graphs and prove the necessary and sufficient conditions, for which under these conditions, $d_{m}$-regular with $t d_{m}$-regular neutrosophic graphs are equivalent.

Definition 14. Let $G=(N, M)$ be an SVNG. $G$ is a regular neutrosophic graph if it satisfies the following conditions.

$$
\sum_{a \neq b} T_{M}(a, b)=\text { Constant, } \sum_{a \neq b} I_{M}(a, b)=\text { Constant, } \sum_{a \neq b} F_{M}(a, b)=\text { Constant }
$$

Definition 15. Let $G=(N, M)$ be an SVNG. $G$ is a regular strong neutrosophic graph if it satisfies the following conditions.

$$
\begin{aligned}
T_{M}(a, b) & =\min \left(T_{N}(a), T_{N}(b)\right) \text { and } \sum_{a \neq b} T_{M}(a, b)=\text { Constant } \\
I_{M}(a, b) & =\max \left(I_{N}(a), I_{N}(b)\right) \text { and } \sum_{a \neq b} I_{M}(a, b)=\text { Constant } \\
F_{M}(a, b) & =\max \left(F_{N}(a), F_{N}(b)\right) \text { and } \sum_{a \neq b} F_{M}(a, b)=\text { Constant }
\end{aligned}
$$

Definition 16. Let $G=(N, M)$ be an SVNG and the $d_{m}$-degree of any node a in $G$ be denoted as $d_{m}($ a) where:

$$
d_{m}(a)=\left(\sum_{a \neq b \in V} T_{M}^{m}(a, b), \sum_{a \neq b \in V} I_{M}^{m}(a, b), \sum_{a \neq b \in V} F_{M}^{m}(a, b)\right)
$$

Here, the path $a, a_{1}, a_{2}, \ldots, a_{m-1}, b$ is the shortest path between the nodes $u$ and $v$, and the length of this path is $m$.

Example 1. We have considered an example of an SVNG G, presented in Figure 1.

$$
(.3, .6, .7) \quad(.3, .5, .6)
$$



Figure 1. A neutrosophic graph $G$.
Then, the $d_{2}$-degree of the nodes in $G$ is computed as follows.

$$
\begin{aligned}
& d_{2}(a)=(0.2+0.2,0.6+0.8,0.8+0.9)=(0.4,1.4,1.7) \\
& d_{2}(b)=(0.2+0.2,0.8+0.8,0.9+0.9)=(0.4,1.6,1.8) \\
& d_{2}(c)=(0.2+0.2,0.6+0.8,0.8+0.9)=(0.4,1.6,1.8)
\end{aligned}
$$

Definition 17. Let $G=(N, M)$ be an SVNG and $a \in V$ be a node $G$. The total $d_{m}$-degree ( $t d_{m}$-degree) of node a in $G$ is computed as follows.

$$
t d_{m}(a)=\left(\left(\sum_{a \neq b \in V} T_{M}^{m}(a, b)+T_{N}(a)\right),\left(\sum_{a \neq b \in V} I_{M}^{m}(a, b)+I_{N}(a)\right),\left(\sum_{a \neq b \in V} F_{M}^{m}(a, b)+F_{N}(a)\right)\right)
$$

Here, the path $a, a_{1}, a_{2}, \ldots, a_{m-1}, b$ is the shortest path between the nodes $u$ and $v$, and the length of this path is $m$.

Example 2. Let us consider an example of an SVNG, shown in Figure 1. Then, the $t d_{2}$-degree of the nodes in $G$ is as follows.

$$
\begin{aligned}
& t d_{2}(a)=(((0.2+0.2)+0.3),((0.6+0.8)+0.6),((0.8+0.9)+0.7))=(0.7,2.0,2.4) \\
& t d_{2}(b)=(((0.2+0.2)+0.3),((0.8+0.8)+0.6),((0.9+0.9)+0.6))=(0.7,2.1,2.4) \\
& t d_{2}(a)=(((0.2+0.2)+0.4),((0.8+0.8)+0.5),((0.9+0.9)+0.6))=(0.8,2.1,2.4)
\end{aligned}
$$

Definition 18. Let $G=(N, M)$ be a neutrosophic graph. $G$ is said to be a $\left(m,\left(d_{1}, d_{2}, d_{3}\right)\right)$-regular neutrosophic graph or $d_{m}$-regular if for all nodes $a \in V$ in $G, d_{m}(a)=\left(d_{1}, d_{2}, d_{3}\right)$.

Example 3. An example of an $\left(m,\left(d_{1}, d_{2}, d_{3}\right)\right)$-totally regular neutrosophic graph is pictured in Figure 2. Figure 2 is a (2, (0.1, 0.6,0.9))-regular neutrosophic graph.


Figure 2. A neutrosophic graph $G$.

$$
\begin{aligned}
& d_{2}(a)=(((0.2+0.2)+0.3),((0.6+0.8)+0.6),((0.8+0.9)+0.7))=(0.7,2.0,2.4) \\
& t d_{2}(b)=(((0.2+0.2)+0.3),((0.8+0.8)+0.6),((0.9+0.9)+0.6))=(0.7,2.1,2.4) \\
& t d_{2}(a)=(((0.2+0.2)+0.4),((0.8+0.8)+0.5),((0.9+0.9)+0.6))=(0.8,2.1,2.4)
\end{aligned}
$$

Definition 19. Let $G=(N, M)$ is a neutrosophic graph. $G$ is an $\left(m,\left(k_{1}, k_{2}, k_{3}\right)\right)$-totally regular neutrosophic graph or $t d_{m}$-regular neutrosophic graph if for all nodes $a \in V$ in $G, t d_{m}(a)=\left(k_{1}, k_{2}, k_{3}\right)$.

Example 4. An example of a $\left(m,\left(k_{1}, k_{2}, k_{3}\right)\right)$-totally regular neutrosophic graph is shown in Figure 3. It is a (2, (0.6, 2.0,2.1))-regular neutrosophic graph.
(.3, .4, .5)
(.4, .5, .6)


Figure 3. A neutrosophic graph $G$.
Theorem 1. Let $G=(N, M)$ be an $S V N G$. If $T_{N}, I_{N}$ and $F_{N}$ are constant functions, then $G$ is a $d_{m}$-regular neutrosophic graph if $G$ is a $t d_{m}$-regular neutrosophic graph ( $m$ is a positive integer).

Proof. Suppose that for every node $v$ in $G,\left(T_{N}(v), I_{N}(v), F_{N}(v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$ and $d_{m}(v)=\left(d_{1}, d_{2}, d_{3}\right)$. Then:

$$
t d_{m}(v)=d_{m}(v)+\left(T_{N}(v), I_{N}(v), F_{N}(v)\right)=\left(d_{1}+c_{1}, d_{2}+c_{2}, d_{3}+c_{3}\right)
$$

hence, $G$ is a $t d_{m}$-regular neutrosophic graph. If $G$ is a $t d_{m}$-regular neutrosophic graph, then the proof is similar to the previous case.

Theorem 2. Let $G=(N, M)$ be an $\left(m,\left(d_{1}, d_{2}, d_{3}\right)\right)$-totally regular and an $\left(m,\left(k_{1}, k_{2}, k_{3}\right)\right)$-totally regular neutrosophic graph with $n$ nodes. Then, $T_{N}, I_{N}$ and $F_{N}$ are constant functions, and $O(G)=n\left(k_{1}-d_{1}, k_{2}-d_{2}, k_{3}-d_{3}\right)$.

Proof. If $G$ is an $\left(m,\left(d_{1}, d_{2}, d_{3}\right)\right)$-regular neutrosophic graph and an $\left(m,\left(k_{1}, k_{2}, k_{3}\right)\right)$-totally regular neutrosophic graph respectively, then for all $v \in V$ we get,

$$
d_{m}(u)=\left(d_{1}, d_{2}, d_{3}\right) \rightarrow\left(\sum_{u \neq v \in V} T_{M}^{m}(u v), \sum_{u \neq v \in V} I_{b}^{m}(u v), \sum_{u \neq v \in V} F_{b}^{m}(u v)\right)=\left(d_{1}, d_{2}, d_{3}\right)
$$

and:
$t d_{m}(v)=\left(k_{1}, k_{2}, k_{3}\right) \rightarrow\left(\sum_{u \neq v \in V} T_{B}^{m}(u v),+T_{N}(v), \sum_{u \neq v \in V} I_{M}^{m}(u v),+I_{N}(v), \sum_{u \neq v \in V} F_{M}^{m}(u v),+F_{N}(v)\right)=\left(k_{1}, k_{2}, k_{3}\right)$.

Hence, by (1), $\left(d_{1}, d_{2}, d_{3}\right)=\left(k_{1}-T_{N}(v), k_{2}-I_{N}(v), k_{3}-F_{N}(v)\right)$ and so $\left(T_{N}(v), I_{N}(v), F_{N}(v)\right)=\left(k_{1}-d_{1}, k_{2}-d_{2}, k_{3}-d_{3}\right)$. Then, $T_{N}, I_{N}$ and $F_{N}$ are constant functions, and since $G$ has $n$ nodes, we get:

$$
O(G)=\left(\sum_{v \in V} T_{N}(v), \sum_{v \in V} I_{N}(v), \sum_{v \in V} F_{N}(v)\right)=n\left(k_{1}-d_{1}, k_{2}-d_{2}, k_{3}-d_{3}\right)
$$

Free and Busy Vertex on the Regular Neutrosophic Graph
Definition 20. Let $G=(N, M)$ be a regular neutrosophic graph and $a \in V$ be a node of $G$. The neutrosophic busy value of $a$ a is denoted by $D(a)=\left(D_{T}(a), D_{I}(a), D_{F}(a)\right)$, where:

$$
D_{T}(a)=\sum \min \left(T_{N}(a), T_{N}\left(a_{i}\right)\right), D_{I}(a)=\sum \max \left(I_{N}(a), I_{N}\left(a_{i}\right)\right), D_{F}(a)=\sum \max \left(F_{N}(a) \vee F_{N}\left(a_{i}\right)\right)
$$

Here, $a_{i}$ denotes the adjacent vertex of $a$ of $G$. The busy value of regular neutrosophic graph $G$ is the sum of all busy values of all the nodes of $G$.

Definition 21. Let $G=(N, M)$ be a regular neutrosophic graph and $a \in V$ be a node of $G$. The $a$ of $G$ is $a$ busy node or vertex if:

$$
T_{N}(a) \leq d_{T}(a), I_{N}(a) \leq d_{I}(a), F_{N}(a) \geq d_{F}(a)
$$

If the vertex $a$ is not a busy vertex, then it is said to be a free vertex.
Definition 22. Let $G=(N, M)$ be a regular neutrosophic graph and $(a, b) \in E$ be an arc of $G$. $a, b$ is said to be an effective edge if:

$$
T_{M}(a, b)=\min \left(T_{N}(a), T_{N}(b)\right), I_{M}(a, b)=\max \left(I_{N}(a), I_{N}(b)\right), F_{M}(a, b)=\max \left(F_{N}(a), F_{N}(b)\right)
$$

## 4. Regularity on the Complement and Isomorphic Neutrosophic Graph

Definition 23. Let $G_{1}=\left(N_{1}, M_{1}\right)$ and $G_{2}=\left(N_{2}, M_{2}\right)$ be two regular neutrosophic graphs.

1. A homomorphism $h$ from a regular neutrosophic graph $G_{1}$ to another regular neutrosophic graph $G_{2}$ is a neutrosophic mapping function $h: V_{1} \rightarrow V_{2}$, which always satisfies following conditions:
(i) $\forall a_{1} \in V_{1}, a_{1} b_{1} \in E_{1}$
(a) $T_{N_{1}}\left(a_{1}\right) \leq T_{N_{2}}\left(h\left(a_{1}\right)\right), I_{N_{1}}\left(a_{1}\right) \leq I_{N_{2}}\left(h\left(a_{1}\right)\right), F_{N_{1}}\left(a_{1}\right) \geq F_{N_{2}}\left(h\left(a_{1}\right)\right)$
(b) $\quad T_{B_{1}}\left(a_{1} b_{1}\right) \leq T_{M_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right), I_{M_{1}}\left(a_{1} b_{1}\right) \leq I_{M_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right)$,

$$
F_{M_{1}}\left(a_{1} b_{1}\right) \geq F_{B_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right)
$$

2. A isomorphism $h$ from a regular neutrosophic graph $G_{1}$ to another regular neutrosophic graph $G_{2}$ is a neutrosophic bijective mapping function $h: V_{1} \rightarrow V_{2}$, which always satisfies the following:
(i) $\forall a_{1} \in V_{1}, a_{1} b_{1} \in E_{1}$
(c) $T_{N_{1}}\left(a_{1}\right)=T_{N_{2}}\left(h\left(a_{1}\right)\right), I_{N_{1}}\left(a_{1}\right)=I_{N_{2}}\left(h\left(a_{1}\right)\right), F_{N_{1}}\left(a_{1}\right)=F_{N_{2}}\left(h\left(a_{1}\right)\right)$
(d) $T_{M_{1}}\left(a_{1} b_{1}\right)=T_{M_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right), I_{M_{1}}\left(a_{1} b_{1}\right)=I_{M_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right)$, $F_{M_{1}}\left(a_{1} b_{1}\right)=F_{M_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right)$
3. A weak isomorphism $h$ from a regular neutrosophic graph $G_{1}$ to another regular neutrosophic graph $G_{2}$ is a neutrosophic bijective mapping function $h: V_{1} \rightarrow V_{2}$, which always satisfies the following:

$$
\begin{equation*}
\forall a_{1} \in V_{1} \tag{i}
\end{equation*}
$$

(e) $h$ is a homomorphism.
(f) $\quad T_{N_{1}}\left(a_{1}\right)=T_{N_{2}}\left(h\left(a_{1}\right)\right), I_{N_{1}}\left(a_{1}\right)=I_{N_{2}}\left(h\left(a_{1}\right)\right), F_{N_{1}}\left(a_{1}\right)=F_{N_{2}}\left(h\left(a_{1}\right)\right)$.
4. A co-weak isomorphism $h$ from a regular neutrosophic graph $G_{1}$ to another regular neutrosophic graph $G_{2}$ is a neutrosophic bijective mapping function $h: V_{1} \rightarrow V_{2}$, which always satisfies the following:
$\forall a_{1} b_{1} \in E_{1}$
(g) $h$ is a homomorphism.
(h) $\quad T_{N_{1}}\left(a_{1} b_{1}\right)=T_{N_{2}}\left(h\left(a_{1} b_{1}\right)\right), I_{N_{1}}\left(a_{1} b_{1}\right)=I_{N_{2}}\left(h\left(a_{1} b_{1}\right)\right), F_{N_{1}}\left(a_{1} b_{1}\right)=F_{N_{2}}\left(h\left(a_{1} b_{1}\right)\right)$.

Definition 24. Let $G=(N, M)$ be a connected neutrosophic graph. The neutrosophic graph $G$ is called an HING if and only if all the adjacent nodes of $G$ are always different neutrosophic degrees.

Theorem 3. If $G_{1}$ and $G_{2}$ are two isomorphic highly-irregular neutrosophic graphs (HING), then their size and order are always equal.

Proof. An isomorphism $h$ is between two HINGs $G_{1}$ and $G_{2}$ with the underlying node set $V_{1}$ and $V_{2}$, respectively, then:
(i) $\forall a_{1} \in V_{1}, a_{1} b_{1} \in E_{1}$
(a) $T_{N_{1}}\left(a_{1}\right)=T_{N_{2}}\left(h\left(a_{1}\right)\right), I_{N_{1}}\left(a_{1}\right)=I_{N_{2}}\left(h\left(a_{1}\right)\right), F_{N_{1}}\left(a_{1}\right)=F_{N_{2}}\left(h\left(a_{1}\right)\right)$
(b) $T_{M_{1}}\left(a_{1} b_{1}\right)=T_{B_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right), I_{M_{1}}\left(a_{1} b_{1}\right)=I_{M_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right)$, $F_{M_{1}}\left(a_{1} b_{1}\right)=F_{M_{2}}\left(h\left(a_{1}\right) h\left(a_{2}\right)\right)$

Therefore, we have:

$$
\begin{aligned}
& S\left(G_{1}\right)=\left(\sum_{a_{1} b_{1} \in E_{1}} T_{M_{1}}\left(a_{1} b_{1}\right), \sum_{a_{1} b_{1} \in E_{1}} I_{M_{1}}\left(a_{1} b_{1}\right), \sum_{a_{1} b_{1} \in E_{1}} F_{M_{1}}\left(a_{1} b_{1}\right)\right) \\
&=\left(\sum_{a_{1}, b_{1} \in V_{1}} T_{M_{2}}\left(h\left(a_{1}\right), h\left(b_{1}\right)\right), \sum_{a_{1}, b_{1} \in V_{1}} I_{M_{2}}\left(h\left(a_{1}\right), h\left(b_{1}\right)\right), \sum_{a_{1} b_{1} \in V_{1}} F_{M_{2}}\left(h\left(a_{1}\right), h\left(b_{1}\right)\right)\right) \\
&=\left(\sum_{a_{2} b_{2} \in E_{2}} T_{M_{2}}\left(a_{2} b_{2}\right), \sum_{a_{2} b_{2} \in E_{2}} I_{M_{2}}\left(a_{2} b_{2}\right), \sum_{a_{2} b_{2} \in E_{2}} F_{M_{2}}\left(a_{2} b_{2}\right)\right)=S\left(G_{2}\right) \\
& O\left(G_{1}\right)=\left(\sum_{a_{1} \in V_{1}} T_{N_{1}}\left(a_{1}\right), \sum_{a_{1} \in V_{1}} I_{N_{1}}\left(a_{1}\right), \sum_{a_{1} \in V_{1}} F_{N_{1}}\left(a_{1}\right)\right) \\
&=\left(\sum_{a_{1} \in V_{1}} T_{N_{2}}\left(h\left(a_{1}\right)\right), \sum_{a_{1} \in V_{1}} I_{N_{2}}\left(h\left(a_{1}\right)\right), \sum_{a_{1} \in V_{1}} F_{N_{2}}\left(h\left(a_{1}\right)\right)\right) \\
&=\left(\sum_{a_{2} \in V_{2}} T_{N_{2}}\left(a_{2}\right), \sum_{a_{2} \in V_{2}} I_{N_{2}}\left(a_{2}\right), \sum_{a_{2} \in V_{2}} F_{N_{2}}\left(a_{2}\right)\right)=O\left(G_{2}\right)
\end{aligned}
$$

Theorem 4. Let $G_{1}$ and $G_{2}$ be two isomorphic HINGs. Then, the degrees of nodes a and $h(a)$ of $G_{1}$ and $G_{2}$ are the same.

Proof. If $G_{1}$ and $G_{2}$ are two isomorphic HINGs, respectively, then $T_{M_{1}}(a)=T_{M_{1}}\left(h\left(a_{1}\right) h\left(b_{1}\right)\right)$, $I_{M_{1}}(a)=I_{M_{1}}\left(h\left(a_{1}\right) h\left(b_{1}\right)\right)$ and $F_{M_{1}}(a)=F_{M_{1}}\left(h\left(a_{1}\right) h\left(b_{1}\right)\right)$ for all $a_{1}, b_{1} \in V_{1}$. Therefore,

$$
\begin{aligned}
& d_{T}\left(a_{1}\right)=\sum_{a_{1}, b_{1} \in V_{1}} T_{M_{1}}\left(a_{1} b_{1}\right)=\sum_{a_{1}, b_{1} \in V_{1}} T_{M_{2}}\left(h\left(a_{1}\right) h\left(b_{1}\right)\right)=d_{T}\left(h\left(a_{1}\right)\right) \\
& d_{I}\left(a_{1}\right)=\sum_{a_{1}, b_{1} \in V_{1}} I_{M_{1}}\left(a_{1} b_{1}\right)=\sum_{a_{1}, b_{1} \in V_{1}} I_{M_{2}}\left(h\left(a_{1}\right) h\left(b_{1}\right)\right)=d_{I}\left(h\left(a_{1}\right)\right) \\
& d_{F}\left(a_{1}\right)=\sum_{a_{1}, b_{1} \in V_{1}} F_{M_{1}}\left(a_{1} b_{1}\right)=\sum_{a_{1}, b_{1} \in V_{1}} F_{M_{2}}\left(h\left(a_{1}\right) h\left(b_{1}\right)\right)=d_{F}\left(h\left(a_{1}\right)\right)
\end{aligned}
$$

for all $a_{1} \in V_{1}$. This proves that the degrees of nodes $u$ and $h(u)$ of $G_{1}$ and $G_{2}$ are preserved.
Definition 25. Let $G=(N, M)$ be a connected neutrosophic graph. $G$ is defined as: mm

1. A self-weak neutrosophic complementary isomorphic graph if graph $G$ is weak isomorphic with $G^{c}$.
2. A self-complementary neutrosophic graph if $G^{c} \cong G$.

Theorem 5. Let G be a self-complementary HING. Then:

$$
\begin{aligned}
\sum_{a \neq b} T_{M}(a, b) & \left.\leq \frac{1}{2} \sum_{a \neq b} \min \left(T_{N}(a), T_{N}(b)\right)\right) \\
\sum_{a \neq b} I_{M}(a, b) & \left.\geq \frac{1}{2} \sum_{a \neq b} \max \left(I_{N}(a), I_{N}(b)\right)\right) \\
\sum_{a \neq b} F_{M}(a, b) & \left.\geq \frac{1}{2} \sum_{a \neq b} \max \left(F_{N}(a), F_{N}(b)\right)\right)
\end{aligned}
$$

Definition 26. Let $G=(N, M)$ be a neutrosophic graph and $G^{\mu}=\left(N^{\mu}, M^{\mu}\right)$ be the $\mu$ complement of $G$ where $N=N^{\mu}$ and $M^{\mu}=\left(T_{M}^{\mu}, I_{M}^{\mu}, F_{M}^{\mu}\right)$ where:

$$
\begin{aligned}
T_{M}^{\mu} & = \begin{cases}\min \left(T_{N}(a), T_{M}(b)\right)-T_{M}(a, b) & \text { if } T_{M}(a, b)>0 \\
0 & \text { if } T_{M}(a, b)=0\end{cases} \\
I_{M}^{\mu} & = \begin{cases}I_{M}(a, b)-\max \left(T_{N}(a), T_{M}(b)\right) & \text { if } I_{M}(a, b)>0 \\
0 & \text { if } I_{M}(a, b)=0\end{cases} \\
F_{M}^{\mu} & = \begin{cases}F_{M}(a, b)-\max \left(F_{N}(a), F_{M}(b)\right) & \text { if } F_{M}(a, b)>0 \\
0 & \text { if } F_{M}(a, b)=0\end{cases}
\end{aligned}
$$

Theorem 6. Let $G^{\mu}$ be the $\mu$-complement of an HING. G need not be highly irregular.
Proof. All the adjacent nodes of $G$ with different neutrosophic degrees or all the other nodes of $G$ with different neutrosophic degrees may possibly be adjacent nodes with equivalent degrees. This condition opposes the idea of HING.

Theorem 7. Let $G_{1}$ and $G_{2}$ be two HINGs. If $G_{1}$ and $G_{2}$ are two isomorphic neutrosophic graphs, then $G_{1}^{\mu}$ and $G_{2}^{\mu}$ are also isomorphic, and vice versa.

Proof. Let $G_{1}$ and $G_{2}$ be two isomorphic neutrosophic graphs; there always exists a map $h: V_{1}$ to $V_{2}$ satisfying $T_{N_{1}}(a)=T_{N_{2}}(h(a))$, for all $a \in V_{1}$ and $T_{M_{1}}(a b)=T_{M_{2}}(h(a) h(b)), I_{M_{1}}(a b)=I_{M 2}(h(a) h(b))$ and $F_{M 1}(a b)=F_{M 2}(h(a) h(b))$, for all $a b \in E_{1}$. By the concept of the $\mu$ complement neutrosophic graph, we have $T_{M_{1}}^{\mu}(a b)=\min \left(T_{N 1}(a), T_{N 1}(b)-T_{M 1}(a b)=\min \left(T_{N 2}(h(a)), T_{N 2}(h(b))\right)\right)-T_{M 2}(h(a) h(b))$, $F_{M_{1}}^{\mu}(a b)=F_{M_{1}}(a b)-\max \left(F_{N 1}(a), F_{N 1}(b)\right)=T_{M 2}(h(a) h(b))-\max \left(F_{N 1}(h(a)), F_{N 2}(h(b))\right)$ for all
$a b \in E_{1}\left(I_{M_{1}}^{\mu}(a b)\right.$ values can be calculated using the same method). Hence, $G_{1}^{\mu} \cong G_{2}^{\mu}$. The proof of the converse part is straight forward.

## 5. Complete Bipartite Neutrosophic Graphs

Definition 27. A neutrosophic graph $G=(N, M)$ is called a complete bipartite neutrosophic graph if the vertex set $V$ can be divided into two nonempty sets, such that for every $v_{1}, v_{2} \in V_{1}$ or $V_{2}$ and for every $u \in V_{1}$ and $v \in V_{2}$ :

Theorem 8. Let $G=(N, M)$ be a complete bipartite neutrosophic graph, such that each partition of $V$ has nodes.
(i) If for every $v \in V_{1} \backslash V_{2}$ or $v \in V_{2} \backslash V_{1},\left(t_{N}(v), i_{N}(v), f_{N}(v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$ and for the other nodes as $u, t_{N}(u) \geq c_{1}, i_{N}(u) \leq c_{2}, f_{N}(u) \leq c_{3}$, then for all $1 \leq m \leq 2 k-1$, Gis a $d_{m}$ regular neutrosophic graph.
(ii) Let $W=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ be a set of nodes, such that it contains at least one node of each partition of $V$.

Proof. Suppose that for every $v_{1} \in V_{1} \backslash V_{2},\left(t_{N}(v), i_{N}(v), f_{N}(v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$. Therefore, in $V_{1}, t_{N}$ and $f_{N}$ are constant functions, and since for every $v_{2} \in V_{1} \backslash V_{2}, t_{N}\left(v_{1}\right) \leq t_{N}\left(v_{1}\right), i_{N}\left(v_{1}\right) \geq i_{N}\left(v_{2}\right), f_{N}\left(v_{1}\right) \geq$ $\left.f_{N}\left(v_{21}\right)\right)$. Then, by the previous definition, we have that for every $u v \in E$, we get $\left(t_{M}(u v), i_{M}(u v), f_{M}(u v)\right)=$ $\left(c_{1}, c_{2}, c_{3}\right)$.

Hence, for every $v \in V$ and $1 \leq m \leq 2 k-1$, if $m$ is odd, then $d_{m}(v)=k\left(c_{1}, c_{2}, c_{3}\right)$ and if $m$ is even, then $d_{m}(v)=(k-1)\left(c_{1}, c_{2}, c_{3}\right)$.

Therefore, in both cases, we see that $G$ is a $d_{m}$-regular neutrosophic graph. Now, if for every $v_{1} \in V_{1} \backslash V_{2},\left(t_{N}(v), i_{N}(v), f_{N}(v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$, then the proof is similar to the proof of (i).
(ii) The proof is similar to the previous theorem only by the difference, that every $v \in V$ and $k+$ $1 \leq m \leq 2 k-1$; if $m$ is odd, then and if $m$ is even, then $d_{m}(v)=(k-1)\left(c_{1}, c_{2}, c_{3}\right)$.

Remark 1. If $V_{1}=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and $V_{1}=\left\{u_{1}, u_{2}, \ldots, u_{m}\right\}$ such that $n \neq m$, then the above theorem does not hold.

Example 5. Consider the complete bipartite neutrosophic graph $G=(N, M)$ in Figure 4 shown below.


Figure 4. An example of a complete bipartite neutrosophic graph.
Since $G$ is a complete bipartite neutrosophic graph, then for every $u v \in E,\left(t_{M}(u v), i_{M}(u v), f_{M}(u v)\right)=(0.2,0.3,0.6)$. Hence:

$$
d_{1}(a)=(0.4,0.6,1.2), d_{1}(b)=(0.4,0.6,1.2), d_{1}(c)=(0.4,0.6,1.2), d_{1}(d)=(0.6,0.9,1.8), d_{1}(e)=(0.6,0.9,1.8)
$$

$$
\begin{gathered}
d_{2}(a)=(0.4,0.6,1.2), d_{2}(b)=(0.4,0.6,1.2), d_{2}(c)=(0.4,0.6,1.2), \\
d_{2}(d)=(0.2,0.3,0.6), d_{2}(e)=(0.2,0.3,0.6) \\
d_{3}(a)=(0.4,0.6,1.2), d_{3}(b)=(0.4,0.6,1.2), d_{3}(c)=(0.4,0.6,1.2), \\
d_{3}(d)=(0.6,0.9,1.8), d_{3}(e)=(0.6,0.9,1.8) \\
d_{4}(a)=(0.4,0.6,1.2), d_{4}(b)=(0.4,0.6,1.2), d_{4}(c)=(0.4,0.6,1.2), \\
d_{4}(d)=(0,1,1), d_{4}(e)=(0,1,1)
\end{gathered}
$$

Since $t_{N}, i_{N}$ and $f_{N}$ are constant functions, we have for all $m=1,2,3,4, G$ does not follow the condition of the $d_{m}$-regular neutrosophic graph.

Theorem 9. Let $G=(N, M)$ be a regular neutrosophic graph on cycle graph $G^{*}=(V, E)$ with $k \geq 3$ nodes. If for $k-(n-1)$ arcs of $G$ as $u v,\left(T_{M}(u v), I_{M}(u v), F_{M}(u v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$ and for arcs as $a b, T_{M}(a b) \geq c_{1}$, $I_{M}(a b) \geq c_{2}$, and $F_{M}(a b) \geq c_{3}$, then for any $n \leq m \leq k-1, G$ is a $d_{m}$-regular neutrosophic graph.

Proof. Let $G=(N, M)$ be a regular neutrosophic graph on cycle graph $G^{*}$ with $k$ nodes and for $k-(n-1) \operatorname{arcs}$ of $G$ as $u v,\left(T_{M}(u v), I_{M}(u v), F_{M}(u v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$.

Since $G^{*}$ is a cycle, we have for every node $w$ in $G$ that there exist exactly two distinct nodes $w_{1}$ and $w_{2}$ such that $w$ and $w_{1}$ are connected by means of one path of length $m$ (where $n \leq m \leq k-1$ ) and each path contains at least one arc $u v$.

Hence, for two paths,
$\lambda_{1}: w_{1}=u_{0}, u_{1}, u_{2}, \ldots u_{m-1}, u_{m}=w$ and $\lambda_{2}: w_{1}=v_{0}, v_{1}, v_{2}, \ldots v_{m-1}, v_{m}=w$.
Therefore, we obtain
$T_{M}^{m}\left(w_{1} w\right)+T_{M}^{m}\left(w_{2} w\right)=T_{M}\left(w_{1} u_{1}\right) \wedge \ldots \wedge T_{M}\left(u_{m-1} w\right)+T_{M}\left(w_{2} v_{1}\right) \wedge \ldots \wedge T_{M}\left(v_{m-1} w\right)=c_{1}+c_{1}=2 c_{1}$. $I_{M}^{m}\left(w_{1} w\right)+I_{M}^{m}\left(w_{2} w\right)=I_{M}\left(w_{1} u_{1}\right) \vee \ldots \vee I_{M}\left(u_{m-1} w\right)+I_{M}\left(w_{2} v_{1}\right) \vee \ldots \vee I_{M}\left(v_{m-1} w\right)=c_{1}+c_{1}=2 c_{1}$. $F_{M}^{m}\left(w_{1} w\right)+F_{M}^{m}\left(w_{2} w\right)=F_{M}\left(w_{1} u_{1}\right) \vee \ldots \vee F_{M}\left(u_{m-1} w\right)+F_{M}\left(w_{2} v_{1}\right) \vee \ldots \vee F_{M}\left(v_{m-1} w\right)=c_{1}+c_{1}=2 c_{1}$.

Remark 2. Let $G$ be a regular neutrosophic graph on cycle graph $G^{*}$ with $k$ nodes. If $T_{M}, I_{M}$, and $F_{M}$ are constant functions and $T_{N}, I_{N}$, and $F_{N}$ are not, then for any $1 \leq m \leq k-1, G$ is not a $t d_{m}$-regular neutrosophic graph in general.

Theorem 10. Let $G=(N, M)$ be a neutrosophic graph on cycle graph $G^{*}=(V, E)$ with $k \geq 3$ nodes. If $G$ is a $d_{1}$-regular neutrosophic graph, then $T_{M}, I_{M}$, and $F_{M}$ are constant functions.

Proof. Suppose that $G$ is a $d_{1}$-regular neutrosophic graph and there exists $u v \in E$ such that $\left(T_{M}(u v), I_{M}(u v), F_{M}(u v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$, where for every $a b \in E-\{u v\}$, $\left(T_{M}(a b), I_{M}(a b), F_{M}(a b)\right)=\left(c_{1}, c_{2}, c_{3}\right)$. Then, $T_{M}(u v) \neq c_{1}, I_{M}(u v) \neq c_{2}$, and $F_{M}(u v) \neq c_{3}$.

Case 1: If $T_{M}(u v) \neq c_{1}$,
$\sum_{u \neq z \in V} T_{M}^{1}(u z)=c_{1}+T_{M}(u v), \sum_{v \neq z \in V} T_{M}^{1}(v z)=c_{1}+T_{M}(u v)$.
Since $G$ has $k \geq 3$ nodes, there exists $w \in V$ such that $w \neq v, u$. Hence, we get $\sum_{u \neq z \in V} T_{M}^{1}(w z)=$ $2 c_{1}$, which implies that $T_{M}^{1}(w z) \neq T_{M}^{1}(v z)$ and $T_{M}^{1}(w z) \neq T_{M}^{1}(u z)$. Therefore, $d_{1}(w) \neq d_{1}(u)$ and $d_{1}(w) \neq d_{1}(v)$; hence, $G$ is not a $d_{1}$-regular neutrosophic graph, which is a contradiction.

Case 2 : If $I_{M}(u v) \neq c_{2}$,
$\sum_{u \neq z \in V} I_{M}^{1}(u z)=c_{2}+I_{M}(u v), \sum_{v \neq z \in V} I_{M}^{1}(v z)=c_{2}+I_{M}(u v)$.
Since $G$ has $k \geq 3$ nodes, there exists $w \in V$ such that $w \neq v, u$. Hence, we get $\sum_{u \neq z \in V} I_{M}^{1}(w z)=$ $2 c_{2}$, which implies that $I_{M}^{1}(w z) \neq I_{M}^{1}(v z)$ and $I_{M}^{1}(w z) \neq I_{M}^{1}(u z)$. Therefore, $d_{1}(w) \neq d_{1}(u)$ and $d_{1}(w) \neq d_{1}(v)$; hence, $G$ is not a $d_{1}$-regular neutrosophic graph, which is a contradiction.

Case 3 : If $F_{M}(u v) \neq c_{3}$,
$\sum_{u \neq z \in V} F_{M}^{1}(u z)=c_{3}+F_{M}(u v), \sum_{v \neq z \in V} F_{M}^{1}(v z)=c_{3}+F_{M}(u v)$.
Since $G$ has $k \geq 3$ nodes, there exists $w \in V$ such that $w \neq v, u$. Hence, we get $\sum_{u \neq z \in V} F_{M}^{1}(w z)=2 c_{3}$, which implies that $F_{M}^{1}(w z) \neq F_{M}^{1}(v z)$ and $F_{M}^{1}(w z) \neq F_{M}^{1}(u z)$. Therefore, $d_{1}(w) \neq d_{1}(u)$ and $d_{1}(w) \neq d_{1}(v)$; hence, $G$ is not a $d_{1}$-regular neutrosophic graph, which is a contradiction. Hence the proof.

Theorem 11. Let $G=(N, M)$ be a neutrosophic graph on the path graph $G^{*}=(V, E)$ with $2 m$ nodes. If for at least $m+1$ arcs of $G$ as uv, $\left(T_{M}(u v), I_{M}(u v), F_{M}(u v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$ and for other arcs as ab, $T_{M} \geq c_{1}$, $I_{M} \leq c_{2}$ and $F_{M} \leq c_{3}$, then $G$ is also a $d_{m}$-regular neutrosophic graph.

Proof. Suppose that $G^{*}$ is a path with $2 m$ nodes and for at least $m+1 \operatorname{arcs}$ of $G$ as $u v$, $\left(T_{M}(u v), I_{M}(u v), F_{M}(u v)\right)=\left(c_{1}, c_{2}, c_{3}\right)$. Since $G^{*}$ is a path, we have for every arbitrary node $w$ in $G$ that there exists only one node as $z$ such that $w$ and $z$ are connected by means of one path of length $m$ and this path contains at least one $u v$. Hence, for the path $\lambda: z=z_{0}, z_{1}, z_{2}, \ldots z_{m-1}, z_{m}=w$. We get $T_{M}^{m}(z w)=T_{M}\left(z z_{1}\right) \wedge \ldots \wedge T_{M}\left(z_{m-1} w\right)=c_{1}, I_{M}^{m}(z w)=I_{M}\left(z z_{1}\right) \vee \ldots \vee I_{M}\left(z_{m-1} w\right)=c_{2}$, and $F_{M}^{m}(z w)=F_{M}\left(z z_{1}\right) \vee \ldots \vee F_{M}\left(z_{m-1} w\right)=c_{3}$.

Therefore, $d_{m}(w)=\left(T_{M}^{m}(z w), I_{M}^{m}(z w), F_{M}^{m}(z w)\right)=\left(c_{1}, c_{2}, c_{3}\right)$, and so, $G$ is a $\left(m,\left(c_{1}, c_{2}, c_{3}\right)\right)$-regular neutrosophic graph.

Remark 3. Let $G=(N, M)$ be a neutrosophic graph on the path graph $G^{*}=(V, E)$ with $2 m$ nodes. If $T_{M}$, $I_{M}$, and $F_{M}$ are constant functions and $T_{N}, I_{N}$, and $F_{N}$ are not, then $G$ is not $t d_{m}$-regular.

## 6. m-Highly Irregular Neutrosophic Graph

In this section, we present the notation of $m$-HING and the $m$-highly totally irregular neutrosophic graph (HTING). We have proven the necessary and sufficient conditions for which the $m$-highly irregular and $m$-HTINGs are equivalent, and also, we provide $m$-highly irregularity on neutrosophic graph $G$ where $G^{m}$ is the cycle, path, or star graph.

Definition 28. Let $G=(N, M)$ be a regular connected neutrosophic graph, then:
(i) $G$ is said to be m-HING, if each node of $G$ is adjacent to the other nodes with the different values of the $d_{m}$-degree.
(ii) $G$ is said to be m-HTING, if each node of $G$ is adjacent to the other nodes with the different values of the $t d_{m}$-degree.

Theorem 12. Let $G=(N, M)$ be a neutrosophic graph. If $T_{M}, I_{M}$, and $F_{M}$ are used to denote the three constant functions and $m$ represents a positive integer number, then $G$ is m-HTING if $G$ is m-HING.

Proof. Suppose that $G$ is $m$-HTING. Then, the value of the $t d_{m}$-degree of all the pairs of adjacent nodes are different. Let two nodes $v$ and $u$ be the pair of adjacent nodes with the distinct $t d_{m}$-degree. Hence, we have
$t d_{m}(u)=\left[\sum_{u \neq w \in V} T_{M}^{m}(u w)+T_{N}(u), \sum_{u \neq w \in V} I_{M}^{m}(u w)+I_{N}(u), \sum_{u \neq w \in V} F_{M}^{m}(u w)+F_{N}(u)\right]$
$t d_{m}(v)=\left[\sum_{v \neq w \in V} T_{M}^{m}(v w)+T_{N}(v), \sum_{v \neq w \in V} I_{M}^{m}(v w)+I_{N}(v), \sum_{v \neq w \in V} F_{M}^{m}(v w)+F_{N}(v)\right]$.
Since $t d_{m}(u) \neq t d_{m}(v)$, we have, $\sum_{u \neq w \in V} T_{M}^{m}(u w)+T_{N}(u) \neq \sum_{v \neq w \in V} T_{M}^{m}(v w)+T_{N}(v), \sum_{u \neq w \in V} I_{M}^{m}(u w)+$ $I_{N}(u) \neq \sum_{v \neq w \in V} I_{M}^{m}(v w)+I_{N}(v)$ and $\sum_{u \neq w \in V} F_{M}^{m}(u w)+F_{N}(u) \neq \sum_{v \neq w \in V} F_{M}^{m}(v w)+F_{N}(v)$.

Since $T_{N}(u)=T_{N}(v), I_{N}(u)=I_{N}(v)$, and $F_{N}(u)=F_{N}(v)$, hence we get
$\sum_{u \neq w \in V} T_{M}^{m}(u w) \neq \sum_{v \neq w \in V} T_{M}^{m}(v w), \sum_{u \neq w \in V} I_{M}^{m}(u w) \neq \sum_{v \neq w \in V} I_{M}^{m}(v w)$, and $\sum_{u \neq w \in V} F_{M}^{m}(u w) \neq \sum_{v \neq w \in V} F_{M}^{m}(v w)$. Therefore, we have,
$d_{m}(u)=\left[\sum_{u \neq w \in V} T_{M}^{m}(u w), \sum_{u \neq w \in V} I_{M}^{m}(u w), \sum_{u \neq w \in V} F_{M}^{m}(u w)\right] \neq\left[\sum_{v \neq w \in V} T_{M}^{m}(v w)\right.$, $\left.\sum_{v \neq w \in V} I_{M}^{m}(v w), \sum_{v \neq w \in V} F_{M}^{m}(v w)\right]=d_{m}(v)$. Hence, any pair of adjacent nodes in $G$ has distinct a $d_{m}$-degree. Then, $G$ is $m$-HING.

Conversely, $G$ is an $m$-HING. Then, the value of the $d_{m}$-degree of each and every pair of adjacent nodes such as $u$ and $v$ is distinct. This implies that $d_{m}(u) \neq d_{m}(v)$. Since $T_{N}(u)=T_{N}(v), I_{N}(u)=I_{N}(v)$, and $F_{N}(u)=F_{N}(v)$, hence $t d_{m}(u)=d_{m}(u)+T_{N}(u) \neq i d_{m}(u)=d_{m}(u)+I_{N}(u) \neq f d_{m}(u)=d_{m}(u)+F_{N}(u)$, and so, any two adjacent nodes in $G$ has the distinct $t d_{m}$-degree. Therefore, $G$ is an $m$-HTING.

Hence the proof.
Theorem 13. Let $G=(N, M)$ be a neutrosophic graph on cycle graph $G^{*}=(V, E)$ with $k \geq 3$ nodes and for all $i=1,2, \ldots, k-1$ (where $\left.v_{k+1}=v_{1}\right), T_{M}\left(v_{i} v_{i+1}\right)<T_{M}\left(v_{i+1} v_{i+2}\right)$ or $I_{M}\left(v_{i} v_{i+1}\right)>I_{M}\left(v_{i+1} v_{i+2}\right)$ or $F_{M}\left(v_{i} v_{i+1}\right)>F_{M}\left(v_{i+1} v_{i+2}\right)$. Then, $G$ is a $\left[1,2,3,\left[\frac{k}{2}\right]\right]$-HING.

Proof. Suppose that $v_{1}, v_{2}, \ldots, v_{k}, v_{1}$ is the arcs of $G$, where $T_{M}\left(v_{1} v_{2}\right)<T_{M}\left(v_{2} v_{3}\right)<\ldots<T_{M}\left(v_{i} v_{i+1}\right)<$ $T_{M}\left(v_{i+1} v_{i+2}\right)<\ldots<T_{M}\left(v_{k} v_{1}\right)$ and there exists $v_{i} v_{i+1} \in E$ such that for $1 \leq m \leq\left[\frac{k}{2}\right], d_{m}\left(v_{i}\right)=$ $d_{m}\left(v_{i+1}\right)$. Therefore, we get $\sum_{v_{i} \neq v_{i+1} \in V} T_{M}^{m}\left(v_{i} v_{j}\right)=T_{M}\left(v_{i} v_{i+1}\right)+T_{M}\left(v_{j} v_{j+1}\right)$ and $\sum_{v_{i+1} \neq v_{j} \in V} T_{M}^{m}\left(v_{i} v_{j}\right)=$ $T_{M}\left(v_{i} v_{i+1}\right)+T_{M}\left(v_{j+1} v_{j+2}\right)$. Since $d_{m}\left(v_{i}\right)=d_{m}\left(v_{i+1}\right), T_{M}\left(v_{i} v_{i+1}\right)+T_{M}\left(v_{j} v_{j+1}\right)=T_{M}\left(v_{i} v_{i+1}\right)+$ $T_{M}\left(v_{j+1} v_{j+2}\right)$, thus $T_{M}\left(v_{i} v i+1\right)=T_{M}\left(v_{j+1} v j+2\right)$, which is a contradiction.

Now, for every $v_{1}, v_{2}, \ldots, v_{k}, v_{1} \in E$, also we have
$I_{M}\left(v_{1} v_{2}\right)>I_{M}\left(v_{2} v_{3}\right)>\ldots>I_{M}\left(v_{i} v_{i+1}\right)>I_{M}\left(v_{i+1} v_{i+2}\right)>\ldots>I_{M}\left(v_{k} v_{1}\right)$,
$F_{M}\left(v_{1} v_{2}\right)>F_{M}\left(v_{2} v_{3}\right)>\ldots>F_{M}\left(v_{i} v_{i+1}\right)>F_{M}\left(v_{i+1} v_{i+2}\right)>\ldots>F_{M}\left(v_{k} v_{1}\right)$.
The proof is similar to the case as true membership, and the contradiction is obtained. Therefore, $G$ is an $\left[1,2,3,\left[\frac{k}{2}\right]\right]$-HING.

Remark 4. Let $G=(N, M)$ be a neutrosophic graph on cycle graph $G^{*}=(V, E)$ with $k \geq 3$ nodes and for all $i=1,2, \ldots, k-1$ (where $\left.v_{k+1}=v_{1}\right), T_{M}\left(v_{i} v_{i+1}\right)<T_{M}\left(v_{i+1} v_{i+2}\right)$ or $I_{M}\left(v_{i} v_{i+1}\right)>I_{M}\left(v_{i+1} v_{i+2}\right)$ or $F_{M}\left(v_{i} v_{i+1}\right)>F_{M}\left(v_{i+1} v_{i+2}\right)$. Then, $G$ is not a $\left[1,2,3,\left[\frac{k}{2}\right]\right]$-HING in general.

Example 6. Consider the neutrosophic graph $G=(N, M)$ on graph $G^{*}=(V, E)$ shown in the Figure 5.


Figure 5. $m$-highly irregular neutrosophic graph.
We see that $T_{M}(a b)<T_{M}(b c)<T_{B}(c d)<T_{B}(d a)$, and we get
$t d_{2}(a)=(0.3+0.4,0.6+0.4)=(0.7,1.0)$
$t d_{2}(b)=(0.2+0.3,0.6+0.6)=(0.5,1.2)$
$t d_{2}(c)=(0.3+0.4,0.6+0.5)=(0.7,1.1)$
$t d_{2}(d)=(0.2+0.5,0.6+0.4)=(0.7,1.0)$
Since for two vertices $a$ and $b$, they are adjacent, $t d_{2}(a)=t d_{2}(b)$. Then, $G$ is not a two-HTING.
Theorem 14. Let $G=(N, M)$ be a neutrosophic graph on cycle graph $G^{*}=(V, E)$ with $k \geq 3$ nodes and for all $i=1,2, \ldots, k-1$ (where $\left.v_{k+1}=v_{1}\right), T_{M}\left(v_{i} v_{i+1}\right)<T_{M}\left(v_{i+1} v_{i+2}\right)$ or $I_{M}\left(v_{i} v_{i+1}\right)>I_{M}\left(v_{i+1} v_{i+2}\right)$ or $F_{M}\left(v_{i} v_{i+1}\right)>F_{M}\left(v_{i+1} v_{i+2}\right)$. Then, $G$ is a $\left[1,2,3,\left[\frac{k}{2}\right]\right]-H I N G$.

Proof. Suppose that $v_{1}, v_{2}, \ldots, v_{k}, v_{1}$ is the arcs of $G$, where $T_{M}\left(v_{1} v_{2}\right)<T_{M}\left(v_{2} v_{3}\right)<\ldots<T_{M}\left(v_{i} v_{i+1}\right)<$ $T_{M}\left(v_{i+1} v_{i+2}\right)<\ldots<T_{M}\left(v_{k-1} v_{k}\right)$. Then, for every $1 \leq m \leq\left[\frac{k}{2}\right]$, we get
$\sum_{v_{i} \neq v_{j} \in V} T_{M}^{m}\left(v_{i} v_{j}\right)=\left\{\begin{array}{l}T_{M}\left(v_{i} v_{i+1}\right), \text { if } i=1,2,3, \ldots, m \\ T_{M}\left(v_{i} v_{i+1}\right)+T_{M}\left(v_{i-m} v_{i-m+11}, \text { if } i=m+1, \ldots, k-m\right. \\ T_{M}\left(v_{i-m} v_{i-m+1}, \text { if } i=k-m+1, \ldots k .\right.\end{array}\right.$
Hence, for every two adjacent nodes as $v_{i}$ and $v_{i+1}$ in $G$, we get $d_{m}\left(v_{i}\right) \neq d_{m}\left(v_{i+1}\right)$. Therefore, $G$ is a $\left[1,2,3,\left[\frac{k}{2}-1\right]\right]$-HING. Now, suppose that $m=\left[\frac{k}{2}\right]$. If $k$ is even, then we have
$\sum_{v_{i} \neq v_{j} \in V} T_{M}^{m}\left(v_{i} v_{j}\right)=\left\{\begin{array}{l}T_{M}\left(v_{i} v_{i+1}\right), \text { if } i=1,2,3, \ldots, m \\ T_{M}\left(v_{i-m} v\right), \text { if } i=m+1, \ldots, k-m\end{array}\right.$
If $k$ is odd, then we have
$\sum_{v_{i} \neq v_{j} \in V} T_{M}^{m}\left(v_{i} v_{j}\right)=\left\{\begin{array}{l}T_{M}\left(v_{i} v_{i+1}\right), \text { if } i=1,2,3, \ldots, m \\ T_{M}\left(v_{1} v_{2}\right)+T_{M}\left(v_{i-m} v_{i-m+11}, \text { if } i=m+1\right. \\ T_{M}\left(v_{i-m} v_{i-m+1}, \text { if } i=m+2, \ldots k .\right.\end{array}\right.$
Here, in both cases, we see that for every two adjacent nodes $v_{i}$ and $v_{i+1}$ in $G$, we get $d_{m}\left(v_{i}\right) \neq d_{m}\left(v_{i+1}\right)$, and so, $G$ is a $\left[\frac{k}{2}\right]$-HING. Similarly, for the indeterministic and false membership function, for each arc, it is proven.

Hence the proof.
Example 7. Consider the the neutrosophic graph $G=(N, M)$ on graph $G^{*}=(V, E)$ shown in Figure 6.


Figure 6. Neutrosophic graph.
We see that $T_{M}(a b)<T_{M}(b c)<T_{M}(c d)$, and we get
$t d_{2}(a)=(0.1+0.4,0.4+0.4)=(0.5,0.8)$
$t d_{2}(b)=(0.2+0.3,0.5+0.3)=(0.5,0.8)$
$t d_{2}(c)=(0.1+0.4,0.4+0.2)=(0.5,0.6)$
$t d_{2}(d)=(0.2+0.5,0.5+0.4)=(0.7,0.9)$
Since for two adjacent nodes $a$ and $b, t d_{2}(a)=t d_{2}(b)$. Then, we see that $G$ is not a two-HTING.
Definition 29. Let $G=(N, M)$ be a neutrosophic graph. The graph $G$ is said to be a star neutrosophic graph if it is a complete bipartite neutrosophic graph such that one partition of $V$ contains only one node.

Theorem 15. Let $G=(N, M)$ be a star neutrosophic graph with $k \geq 4$ nodes such that the node $v_{1}$ is incident to the other nodes. If for all $i=1,2, \ldots, k, T_{M}\left(v_{i} v_{i+1}\right)<T_{M}\left(v_{i+1} v_{i+2}\right)$, or $I_{M}\left(v_{i} v_{i+1}\right)>I_{M}\left(v_{i+1} v_{i+2}\right)$, or $F_{M}\left(v_{i} v_{i+1}\right)>F_{M}\left(v_{i+1} v_{i+2}\right)$. Then, $G$ is a $[1,2]$-HING.

Proof. Suppose that $v_{1}, v_{2}, \ldots, v_{k}, v_{1}$ is the arcs of $G$, where $T_{M}\left(v_{1} v_{2}\right)<T_{M}\left(v_{2} v_{3}\right)<\ldots<T_{M}\left(v_{i} v_{i+1}\right)<$ $T_{M}\left(v_{i+1} v_{i+2}\right)<\ldots<T_{M}\left(v_{k} v_{1}\right)$.

Then, $\sum_{v_{i} \neq v_{j} \in V} T_{M}^{1}\left(v_{1} v_{j}\right)=\sum_{j=2}^{k} T_{M}\left(v_{1} v_{j}\right)$ and $\sum_{v_{i} \neq v_{j} \in V} T_{M}^{1}\left(v_{1} v_{j}\right)=T_{M}\left(v_{1} v_{j}\right) ; i=2,3, \ldots, k$.
Hence, $d_{1}\left(v_{1}\right) \neq d_{1}\left(v_{2}\right) \neq d_{1}\left(v_{3}\right) \neq \ldots \neq d_{1}\left(v_{k}\right)$. There, $G$ is a one-HING. In addition, we see that $d_{1}\left(v_{1}\right)=(0,1)$ and $\sum_{v_{i} \neq v_{j} \in V} T_{M}^{2}\left(v_{1} v_{j}\right)=(k-i) t_{M}\left(v_{1} v_{i}\right)+\sum_{j=2}^{i-1} T_{M}\left(v_{1} v_{j}\right)$. Hence, for every $i=2, \ldots, k$, $d_{1}\left(v_{i}\right) \neq d_{1}\left(v_{1}\right)$, and so, $G$ is a two-HING. Similarly, the proof is established for the indeterminacy and false membership function of each arc.

Hence the proof.

## 7. Some Applications of Regular and Bipartite Neutrosophic Graphs

There are many networks that are used in real-life scenarios. Graph theory plays a vital role in the application parts of these networks. Some networks are designed for distributing commodities or services. The power grid, Internet-related issues, and road transportation networks are some examples of technological networks. There has been a phenomenal change in network research in recent years from a small graphical structure to a wide statistical analysis of large-scale networks.

Most of the real-life networks/structures are ambiguous and vague in nature and not well defined. Indeterministic information exists in almost every real-life scenario. The neutrosophic graph is more flexible and compatible to model the indeterministic information in a network when compared to the fuzzy graph or vague graph. A graph is a classical way of modeling real-life networks, which consist of relationships between entities. In a graph, the entities are expressed by nodes and relationships by arcs.

If there exist uncertainties due to indeterministic or vague information about the entities, or relations, or both, then the neutrosophic graph model is very efficient to design such networks. Neutrosophic graphs are widespread and important in the area of mathematical modeling, pattern recognition, relational mapping, biological, social networks, and information systems. It can be applied to artificial intelligence with neutrosophic rules in the inference system. These graphs can be represented in different data structures in different applications internally. In those real-life applications, the basic mathematical model is that of a neutrosophic graph.

Transforming all those data-carrying networks to a neutrosophic graph using various types of information from all the possible existing levels, it is a proper multilevel method where all possible levels and ties among them are represented and analyzed mathematically at the same time. Neutrosophic graphs have more applications related to information technology and computer science such that these graphs are used to illustrate networks of communication, data optimization, machine learning, chip design, and much more.

### 7.1. Assignment Problem

The assignment problem is a well-known and fundamental topic of study in the field of operation research. This problem can be modeled as a bipartite neutrosophic graph. Let a neutrosophic graph $G=(V, E)$ where $V$ denotes the nodes and $E$ represents the arcs be represented as a neutrosophic bipartite graph, if it satisfies the condition such that $V=X \cup Y$ and $X \cap Y=\omega$; where $\omega$ is a null matrix, and $E \in X \times Y$. A neutrosophic bipartite graph $G$ is described as a weighted bipartite graph if every edge (i.e., $E$ ) of it consists of a neutrosophic weight (i.e., $\omega(i, j)$ ). The neutrosophic weight of one-to-one matching (i.e., $M$ ) is described by the following.

$$
\omega(M)=\sum_{E \in M} \omega(E)
$$

A matching (i.e., $M$ ) is called a perfect matching if each node of $X$ is assigned to one of the $Y$ nodes. Therefore, a linear assignment problem is defined as determining a perfect matching in $G$ that is maximally weighted.

### 7.2. Road Transportation Network

A road transportation network can be modeled by a neutrosophic graph, due to its imprecise dataset, neutrosophic information for vertices as the geometric location, the grade of significance, and so on; in addition to the arcs as the width, length, quality, traffic, and so on. Therefore, we can represent a road transportation network properly by using neutrosophic graphs where the vertices and the edges represent the cities and routes between two cities, respectively. Dijkstra's algorithm [45,46] is a popular and well-known algorithm to solve the shortest path problem (SPP). It is an algorithmic approach to find the shortest path between two cities within the road transportation network. Floyd also contributed much to the efficient route-finding algorithms, hence the famous Floyd's algorithm to find the shortest paths in any network with weights. The SPP is very useful to model the network routing protocol. In any shortest path algorithm, we consider a node as the source node and find all the shortest paths between the source vertex and destination vertex using all other nodes in the graph. Hence, the proposed $d_{m}$-degree of the source node will pave a new way to find the shortest path. When its efficiency is proven, it could be considered as the best one in the road transport network.

### 7.3. Social Networks

Social networks are platforms on which millions of people are interconnected everywhere in the world. There are many social networks [47] like Facebook, WhatsApp, and Instagram. These networks have reached a rapid progress in recent years and have spread all over the world in several ways. There are also some security issues pointed out recently by ethical hacking teams; hence to maintain the privacy of the user and the data released by them. In the medium, messages could be tampered
with easily when a user sends the information to all the other users of his/her group. However, the situation is that a user should be connected to all other users. Social networks can be modeled by a neutrosophic regular graph, since $d_{m}$-degree farthest vertices are assumed by paths; therefore, it is a vertex that has at most $d_{m}$-degrees; hence, the secrecy of this vertex is maintained, and the user information is secured. If all the vertices of a social network have the same neutrosophic $d_{m}$-degree, then the user's secrecy is maintained by adding a lowest arc and producing a $d_{m}$-degree in these graphs. Therefore, in these ways, in social networks, the data integrity is maintained, resisting more neighborhood attacks and threats.

The concept of regularity plays an important role in modeling many real-life optimization problems (e.g., social networks, wireless networks, road networks, assignment problems), so the main focus of this study is to present the concept of regularity in neutrosophic graph theory. The degree of a vertex in a graph is a way to find the number of relations of a vertex, so to analyze a network, it is very essential to find the degree of vertices. In this study, we have described the different types of degrees ( $d_{m}$-degree and $t d_{m}$-degree) of nodes in a neutrosophic graph. The idea of the neutrosophic degree of a node is very important from different aspects in the real-world. Here, we have presented the definition of the free vertex (node) and busy vertex (node) of a regular neutrosophic graph, which are very useful to find the solutions of many real-life problems like the traffic congestion problem. Finally, we have mentioned some real-life applications of the regular neutrosophic graph, complete bipartite neutrosophic graph, and node $d_{m}$-degree of a neutrosophic graph. This study will be useful when the neutrosophic graphs are extremely large. For example, we have described the utility of the regular neutrosophic graph to model a social network. In the Twenty First Century, social networks are platforms on which millions of people are interconnected everywhere in the world. Therefore, as a future study, we will have to consider some large regular neutrosophic fuzzy graphs to model the social networks in real-life scenarios, and the closeness and diameter need to be computed for the analysis of this social network. Furthermore, we will try to propose some algorithmic methods to determine the closeness and diameter of any social network in real life. Despite the demand for future work, this paper is a useful initial contribution to neutrosophic graph theory, and some problems are described under the neutrosophic environment.

## 8. Conclusions

The main contribution of this manuscript is to introduce the idea of regularity in neutrosophic graph theory. In this paper, we have described the notion of the $d_{m}$-degree and $t d_{m}$-degree of nodes in a neutrosophic graph. Some different types of neutrosophic graphs such as the regular, regular strong, $d_{m}$-regular, $t d_{m}$-regular, and complete bipartite neutrosophic graph were introduced here. We have also provided some sufficient criteria for which the $t d_{m}$-regular neutrosophic graph and $d_{m}$-regular neutrosophic graph are equivalent. We have introduced the definition of the $\mu$-complement and $h$-morphism of a neutrosophic graph. Some properties of the complement and isomorphic regular neutrosophic graph were also presented here. Finally, some real-life applications of the regular neutrosophic graph and complete bipartite neutrosophic graph were described for the assignment problem, road transportation network, and social networks. In the future, we will focus on the study of neutrosophic intersection graphs, neutrosophic interval graphs, neutrosophic hyper graphs, and so on. The idea of the neutrosophic graph can be used in several areas of expert systems, image processing, computer networks, and social systems.
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#### Abstract

A graph is considered to be induced-matching extendable (bipartite matching extendable) if every induced matching (bipartite matching) of $G$ is included in a perfect matching of $G$. The induced-matching extendability and bipartite-matching extendability of graphs have been of interest. By letting $G=C_{m} \vee P_{n}(m \geq 3$ and $n \geq 1)$ be the graph join of $C_{m}$ (the cycle with $m$ vertices) and $P_{n}$ (the path with $n$ vertices) contains a perfect matching, we find necessary and sufficient conditions for $G$ to be induced-matching extendable and bipartite-matching extendable.
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## 1. Introduction

Throughout this paper we follow traditional graph theoretical terminologies and only consider simple connected graphs.

Let $G$ be a graph with vertex set $V(G)$ and edge set $E(G)$. For $S \subseteq V(G)$ we define $E(S)=\{u v \in$ $E(G) \mid u, v \in S\}$. Similarly for $N \subseteq E(G)$ we have $V(N)=\{v \in V(G) \mid \exists x \in V(G), v x \in N\}$.

A collection of edges $M \subseteq E(G)$ is a matching of $G$ if no two edges in $M$ are adjacent in $G$ If $V(M)=V(G)$, then $M$ is a perfect matching of $G[1]$. A matching $M$ is an induced matching of $G$ if no two edges of $M$ are joined by an edge of $G$ [2].

The problem of matching extendability asks if a matching of $G$ is included in a perfect matching of G. First, the concept of $k$-extendable graphs (Definition 1) was introduced by Plummer [3]. The family of $k$-extendable graphs has been studied extensively [4-9].

Definition 1. A connected graph $G$ is called $k$-extendable if every matching of size $k\left(1 \leq k \leq \frac{1}{2}(|V(G)|-2)\right)$ extends to a perfect matching in $G$.

Along this line the following definitions are also introduced.
Definition 2 ([10]). A graph $G$ is called $k$-factor-critical if $G-S$ has a perfect matching for any $S \subseteq V(G)$ with $|S|=k$.

Definition 3 ([11]). A connected graph $G$ is called induced-matching extendable if any induced matching of $G$ is included in a perfect matching of $G$.

Furthermore, A matching $M$ is a bipartite matching if $G[V(M)]$ is a bipartite graph [12]. From the research of $k$-extendable graphs, induced-matching extendable graphs and $k$-factor-critical graphs, the important roles of bipartite matching and non-bipartite matching were noticed. Wang et al. proposed the novel concept of bipartite-matching extendable graph in 2008 [12]. More recently, in 2017, Chiarelli et al. presented the sufficient conditions for graphs $G$ and $H$, under which the lexicographic product $G[H]$ is 2-extendable [8].

Definition 4 ([12]). A connected graph $G$ is bipartite-matching extendable if every bipartite matching of $G$ is included in a perfect matching of $G$.

It is easy to see that a graph $G$ is induced-matching extendable if it is bipartite-matching extendable. We also note that bipartite-matching extendability is the same as regular extendability when $G$ itself is bipartite.

In general, matching extendable graphs frequently appear in applications and have been well studied. See, for instance, resonance circle theory in chemical graphs [13,14]. Other work on matching extendable graph can be found in [12,15-17].

In this note we will consider induced-matching extendability and bipartite-matching extendability for another specific class of graphs. Given two graphs $G$ and $H, G \vee H$ is the graph join of $G$ and $H$, with every vertex of $G$ connected to every vertex of $H$ by an edge. For general notations and facts on graph join one may see [1,4].

Graph joins have been considered in many different topics including edge-colouring [18], the chromatic index [19,20], the total chromatic number [21], the Laplacian spectrum [22], the skewness [23], the thickness [24]. In the remaining of this paper we consider the induced-matching extendability and bipartite-matching extendability of graph join $C_{m} \vee P_{n}(m \geq 3, n \geq 1)$. In particular, we will show the following main results.

Theorem 1. Let $m$ and $n$ be positive integers with $m+n \equiv 0(\bmod 2)$ :
(i) If $m>n$, then $C_{m} \vee P_{n}$ is $k$-extendable if and only if

$$
k \leq\left\lfloor\frac{n+1}{2}\right\rfloor .
$$

(ii) If $n \geq m$, then $C_{m} \vee P_{n}$ is $k$-extendable if and only if

$$
k \leq\left\lfloor\frac{m}{2}\right\rfloor
$$

Theorem 2. Let $m \geq 3$ and $n \geq 1$ be two positive integers, then $C_{m} \vee P_{n}$ is induced-matching extendable if and only if

$$
m+n \equiv 0 \quad(\bmod 2)
$$

and

$$
\frac{1-(-1)^{r}}{2}+\left\lfloor\frac{n}{3}\right\rfloor \leq m \leq 3 n+5
$$

where $n \equiv r(\bmod 3)$ for some $0 \leq r \leq 2$.
Theorem 3. Let $m \geq 3$ and $n \geq 1$ be two positive integers, then $C_{m} \vee P_{n}$ is bipartite-matching extendable if and only if

$$
m+n \equiv 0 \quad(\bmod 2)
$$

and

$$
\left\lfloor\frac{m}{3}\right\rfloor-\frac{1-(-1)^{r}}{2} \leq n \leq 3 m+2
$$

where $m \equiv r(\bmod 3)$ for some $0 \leq r \leq 2$.
First, in Section 2, we introduce some previously established facts on matching extendability. We then establish Theorem 1 on $k$-extendability of the graph join $C_{m} \vee P_{n}$ in Section 3. Lastly we prove Theorem 2 in Section 4 and Theorem 3 in Section 5.

## 2. Some Preliminaries

In this section, we list some interesting and useful previous results on matching extendabilities. They build the foundation for our study.

Lemma 1 ([25]). A graph $G$ has a perfect matching if and only if o $(G-S) \leq|S|$ for every $S \subseteq V(G)$.
Here, $o(G)$ is the number of components of $G$ with an odd number of vertices. From Lemma 1 and the definition of bipartite-matching extendability, Wang et al. obtained the following [12]:

Lemma 2 ([12]). A graph $G$ is bipartite-matching extendable if and only if o $(G-V(M)-S) \leq|S|$ for every bipartite matching $M$ of $G$ and every $S \subseteq V(G) \backslash V(M)$.

Lemma 3 ([12]). A graph $G$ is bipartite-matching extendable if and only if $(G-S) \leq|S|-2 m_{b}(S)$ for any $S \subseteq V(G)$, where $m_{b}(S)$ is the number of edges in a maximum bipartite matching of $G[S]$.

A matching $M$ is called a forbidden matching if it is a bipartite matching and $V(M)$ is a vertex cut such that $G-V(M)$ has an odd component [15]. Consequently a graph $G$ is not bipartite-matching extendable if there exists a forbidden matching. The following is also shown in [15].

Lemma 4 ([15]). If $G$ is bipartite-matching extendable, then

- $G$ is 2-connected;
- $G$ does not have a forbidden matching;
- if $\{u, v\}$ is a vertex cut of $G$ and $u v \notin E(G)$, then $G-\{u, v\}$ has exactly two components and both of them are odd;
- for a bipartite matching $M$ of $G$ and an independent set $X$ of $G-V(M),\left|N_{G-V(M)}(X)\right| \geq|S|$.

It is easy to see, from the definitions and properties of induced-matching extendable and bipartite-matching extendable graphs, that $W_{n}=C_{n} \vee K_{1}(n \geq 3)$ is bipartite-matching extendable if and only if $n=3,5,7$. We now move on to consider the generalization of $K_{1}$ to $P_{n}$.

## 3. On $k$-Extendable Graph Joins $C_{m} \vee P_{n}$

In this section, we examine when is the graph join $C_{m} \vee P_{n} k$-extendable.
First, let $G=C_{m} \vee P_{n}$ have a perfect matching. Then we must have $m+n \equiv 0(\bmod 2)$. In the rest of this section we only need to consider $m$ and $n$ being both even or both odd. We now consider Case (i) of Theorem 1. Case (ii) is similar.

Case (i) of Theorem 1. For convenience we let

$$
C_{m}=x_{1} x_{2} \cdots x_{m-1} x_{m}
$$

(with the edge $x_{1} x_{m}$ ) and

$$
P_{n}=y_{1} y_{2} \cdots y_{n-1} y_{n}
$$

We will first show that $C_{m} \vee P_{n}$ is not $k$-extendable for $k>\left\lfloor\frac{n+1}{2}\right\rfloor$. By the Definition 1, it suffices to show that $C_{m} \vee P_{n}-V(M)$ dose not have a perfect matching, for some matching $M$ of $C_{m} \vee P_{n}$ with $|M|>\left\lfloor\frac{n+1}{2}\right\rfloor$.

- If $m$ and $n$ are odd:
- If $n=1$, note that for the matching $M_{0}=\left\{x_{1} y_{m}, x_{2} x_{3}\right\}$ of $G, G-V\left(M_{0}\right)$ has an isolated vertex $x_{1}$. Consequently $G-V\left(M_{0}\right)$ does not have a perfect matching. Hence $C_{m} \vee P_{n}$ is not 2-extendable.
- If $n \geq 3$, from the structural characteristics of graph $C_{m} \vee P_{n}$, there must exist a matching, say

$$
M_{1}=\left\{y_{4} y_{5}, y_{6} y_{7}, \cdots, y_{n-1} y_{n}, x_{1} y_{1}, x_{3} y_{2}, x_{4} y_{3}\right\}
$$

of $C_{m} \vee P_{n}$ with size $\frac{n+3}{2}$, such that $C_{m} \vee P_{n}-V\left(M_{1}\right)$ has an isolated vertex $x_{2}$, which imply that $C_{m} \vee P_{n}-V\left(M_{1}\right)$ does not have perfect matching, and thus the $C_{m} \vee P_{n}$ is not $\frac{n+3}{2}$-extendable. Consequently, $C_{m} \vee P_{n}$ is $k\left(k \leq \frac{n+3}{2}-1=\left\lfloor\frac{n+1}{2}\right\rfloor\right)$ extendable follows from the known conclusion that $G$ is $k$-extendable, it must be a $k-1$ extendable.

- If $m$ and $n$ are even:
- If $n=2$, consider the matching $M_{0}^{\prime}=\left\{x_{1} y_{1}, x_{3} y_{2}\right\}$. Then $G-V\left(M_{0}^{\prime}\right)$ has an isolated vertex $x_{2}$ and consequently without a perfect matching. Hence $C_{m} \vee P_{n}$ is not 2-extendable.
- If $n \geq 4$, consider the matching

$$
M_{1}^{\prime}=\left\{y_{3} y_{4}, y_{5} y_{6}, \cdots, y_{n-1} y_{n}, x_{m} y_{1}, x_{2} y_{2}\right\}
$$

of size $\frac{n+2}{2}$. Then $C_{m} \vee P_{n}-V\left(M_{1}^{\prime}\right)$ has an isolated vertex $x_{1}$ and consequently without a perfect matching. Hence $C_{m} \vee P_{n}$ is not $\frac{n+2}{2}$-extendable.

We will now show that $C_{m} \vee P_{n}$ is indeed $k$-extendable for smaller values of $k$. The key idea in the following argument lies in the fact that $C_{m} \vee P_{n}$ is highly connected and $C_{m} \vee P_{n}-V(M)$ contains a Hamiltonian path of even order for any "small" matching $M$.

- If $m$ and $n$ are both odd, with $m>n \geq 1$, note that $C_{m} \vee P_{n}$ is $(n+2)$-connected. For every matching $M$ of size $\frac{n+1}{2}$ in $C_{m} \vee P_{n}, C_{m} \vee P_{n}-V(M)$ is connected. By the definition of $C_{m} \vee P_{n}$, it is not difficult to see that $C_{m} \vee P_{n}-V(M)$ is not only connected but also containing a Hamiltonian path of even order. This implies that $C_{m} \vee P_{n}-V(M)$ has a perfect matching. With Definition 1, we have $C_{m} \vee P_{n}$ is $k$-extendable for $k \leq \frac{n+1}{2}$.
- Similarly, for even $m>n \geq 2$ and any matching $M$ of size $\frac{n}{2}, C_{m} \vee P_{n}-V(M)$ contains a Hamiltonian path of even length. This implies that $C_{m} \vee P_{n}-V(M)$ has a perfect matching. Hence $C_{m} \vee P_{n}$ is $k$-extendable for $k \leq \frac{n}{2}$.


## 4. Proof of Theorem 2

We note that the $m+n \equiv 0(\bmod 2)$ is obvious for the same reason as before. Also as before we let

$$
C_{m}=x_{1} x_{2} \cdots x_{m-1} x_{m}
$$

(with the edge $x_{1} x_{m}$ ) and

$$
P_{n}=y_{1} y_{2} \cdots y_{n-1} y_{n}
$$

First we show the bounds for $m$ are necessary for induced-matching extendability. Suppose that $G$ is induced-matching extendable. For the lower bound:

- If $n=3 s$ for some $s$, consider an induced matching

$$
M=\left\{y_{3 t+1} y_{3 t+2}: 0 \leq t \leq s-1=\left\lfloor\frac{n}{3}\right\rfloor-1\right\}
$$

If $m \leq\left\lfloor\frac{n}{3}\right\rfloor-1$, then

$$
o\left(G-V(M)-V\left(C_{m}\right)\right)=o\left(P_{n}-V(M)\right)=\left\lfloor\frac{n}{3}\right\rfloor>m=\left|V\left(C_{m}\right)\right| .
$$

This implies, by Lemma 1, that $G-V(M)$ does not have a perfect matching. This is a contradiction with the assumption $G$ is induced-matching extendable. Therefore, $\left\lfloor\frac{n}{3}\right\rfloor \leq m$.

- If $n=3 s+1$, consider an induced matching

$$
M=\left\{y_{3 t+2} y_{3 t+3}: 0 \leq t \leq s-1=\left\lfloor\frac{n}{3}\right\rfloor-1\right\}
$$

If $m \leq\left\lfloor\frac{n}{3}\right\rfloor$, then

$$
o\left(G-V(M)-V\left(C_{m}\right)\right)=o\left(P_{n}-V(M)\right)=\left\lfloor\frac{n}{3}\right\rfloor+1>m=\left|V\left(C_{m}\right)\right|
$$

again implying, with Lemma 1, that $G-V(M)$ does not have a perfect matching, a contradiction. Therefore, $\left\lfloor\frac{n}{3}\right\rfloor+1 \leq m$.

- If $n=3 s+2$, consider the induced matching

$$
M=\left\{y_{3 t+1} y_{3 t+2}: 0 \leq t \leq s-1=\left\lfloor\frac{n}{3}\right\rfloor-1\right\}
$$

If $m \leq\left\lfloor\frac{n}{3}\right\rfloor-1$, then

$$
o\left(G-V(M)-V\left(C_{m}\right)\right)=o\left(P_{n}-V(M)\right)=\left\lfloor\frac{n}{3}\right\rfloor>m=\left|V\left(C_{m}\right)\right|
$$

yielding a contradiction as before. Hence $\left\lfloor\frac{n}{3}\right\rfloor \leq m$.
For the upper bound, consider the induced matching

$$
M=\left\{x_{3 i+1} x_{3 i+2}: 0 \leq i \leq\left\lfloor\frac{m}{3}\right\rfloor-1\right\}
$$

Then we have

$$
o\left(C_{m}-V(M)\right)= \begin{cases}\left\lfloor\frac{m}{3}\right\rfloor-1, & m \equiv 1 \quad(\bmod 3) \\ \left\lfloor\frac{m}{3}\right\rfloor, & m \equiv 0,2 \quad(\bmod 3)\end{cases}
$$

Since $G$ is induced-matching extendable, $G-V(M)$ has a perfect matching. By Lemma 1 , we have

$$
o\left(G-V(M)-V\left(P_{n}\right)\right)=o\left(C_{m}-V(M)\right) \leq\left|V\left(P_{n}\right)\right|=n
$$

Thus

$$
m \leq\left\{\begin{array}{lll}
3 n, & m \equiv 0 & (\bmod 3)  \tag{1}\\
3 n+4, & m \equiv 1 & (\bmod 3) \\
3 n+5, & m \equiv 2 & (\bmod 3)
\end{array}\right.
$$

We now show that $G=C_{m} \vee P_{n}$ is indeed induced-matching extendable under these conditions. Let $M$ be an induced matching:

- If $V(M) \cap V\left(C_{m}\right)=\varnothing$, then $M \subseteq E\left(P_{n}\right)$ and components of $P_{n}-V(M)$ are either paths or isolated vertices. Assume $M=\left\{x_{2} x_{3}, x_{5} x_{6}, \cdots, x_{3 s-4} x_{3 s-3}, x_{3 s-1} x_{3 s}\right\}$ be the induced matching that maximizes the number of odd components of $P_{n}-V(M)$, therefore the $x_{1}, x_{4}, x_{7}, x_{3 s-2}$ and $x_{3 s+1}$ are $\left\lfloor\frac{n}{3}\right\rfloor+1$ isolated vertices of $P_{n}-V(M)$. It is easy to see that

$$
o\left(P_{n}-V(M)\right) \leq\left\lfloor\frac{n}{3}\right\rfloor+1
$$

if $n \equiv 1(\bmod 3)$, and

$$
o\left(P_{n}-V(M)\right) \leq\left\lfloor\frac{n}{3}\right\rfloor
$$

otherwise.
Now let $N$ be a maximum matching of $P_{n}-V(M)$ :

- if $P_{n}-V(M) \cup V(N)$ has no vertices left, then $G-V(M) \cup V(N)$ is isomorphic to $C_{m}$ with $m$ being even. Consequently, $G-V(M) \cup V(N)$ has a perfect matching $N_{1}$. Now $N \cup N_{1}$ is a perfect matching of $G-V(M)$.
- if $P_{n}-V(M) \cup V(N)$ has some vertices left, then $G-V(M) \cup V(N)$ is isomorphic to the join of $C_{m}$ and some isolated vertices. It is easy to see that $G-V(M) \cup V(N)$ has a perfect matching, say $N_{2}$. We now have $N \cup N_{2}$ as a perfect matching of $G-V(M)$.
- If $V(M) \cap V\left(C_{m}\right) \neq \varnothing$, we consider two cases: $M \subseteq E(G)-E\left(C_{m}\right) \cup E\left(P_{n}\right)$ or $M \subseteq E\left(C_{m}\right)$ :
- If $M \subseteq E(G)-E\left(C_{m}\right) \cup E\left(P_{n}\right)$, then $|M|=1$ and it is easy to find a perfect matching for $G-V(M)$.
- If $M \subseteq E\left(C_{m}\right)$, then the components of $C_{m}-V(M)$ are either paths or isolated vertices. Let $N$ be a maximum matching of $C_{m}-V(M)$ :
* If $C_{m}-V(M) \cup V(N)$ has no vertex left, then $G-V(M) \cup V(N)$ is isomorphic to $P_{n}$ with even number of vertices. Thus $G-V(M) \cup V(N)$ has a perfect matching, say $N_{1}$. Consequently, $N \cup N_{1}$ is a perfect matching of $G-V(M)$.
* If $C_{m}-V(M) \cup V(N)$ has some isolated vertices left, then $G-V(M) \cup V(N)$ is isomorphic to the join of $P_{n}$ and some isolated vertices. With (1) we know $G-V(M) \cup$ $V(N)$ has a perfect matching, say $N_{2}$. Now $N \cup N_{2}$ is a perfect matching of $G-V(M)$.

Therefore $G-V(M)$ has a perfect matching in all cases, implying that $G$ is induced-matching extendable under the given conditions.

## 5. Proof of Theorem 3

Some of our arguments here are very similar to those of the previous section. Again we note that $m+n \equiv 0(\bmod 2)$ is obvious, and label $C_{m}$ and $P_{n}$ the same way.

First we show the only if part. Let $G=C_{m} \vee P_{n}$ be bipartite-matching extendable. For the lower bound:

- If $m=3 s$ for some $s$, consider the bipartite matching

$$
M=\left\{x_{3 t+1} x_{3 t+2}: 0 \leq t \leq s-1=\left\lfloor\frac{m}{3}\right\rfloor-1\right\} .
$$

If $n \leq\left\lfloor\frac{m}{3}\right\rfloor-1$, then

$$
o\left(G-V(M)-V\left(P_{n}\right)\right)=o\left(C_{m}-V(M)\right)=\left\lfloor\frac{m}{3}\right\rfloor>n=\left|V\left(P_{n}\right)\right|
$$

contradiction to Lemma 2 and the bipartite-matching extendability. Therefore $n \geq\left\lfloor\frac{m}{3}\right\rfloor$.

- If $m=3 s+1$, consider the bipartite matching

$$
M=\left\{x_{3 t+1} x_{3 t+2}: 0 \leq t \leq s-1=\left\lfloor\frac{m}{3}\right\rfloor-1\right\} .
$$

If $n \leq\left\lfloor\frac{m}{3}\right\rfloor-2$, then

$$
o\left(G-V(M)-V\left(P_{n}\right)\right)=o\left(C_{m}-V(M)\right)=\left\lfloor\frac{m}{3}\right\rfloor-1>n=\left|V\left(P_{n}\right)\right|
$$

a contradiction. Hence $n \geq\left\lfloor\frac{m}{3}\right\rfloor-1$.

- If $m=3 s+2$, consider the bipartite matching

$$
M=\left\{x_{3 t+1} x_{3 t+2}: 0 \leq t \leq s=\left\lfloor\frac{m}{3}\right\rfloor\right\}
$$

If $n \leq\left\lfloor\frac{m}{3}\right\rfloor-1$, then

$$
o\left(G-V(M)-V\left(P_{n}\right)\right)=o\left(C_{m}-V(M)\right)=\left\lfloor\frac{m}{3}\right\rfloor-1>n=\left|V\left(P_{n}\right)\right|
$$

a contradiction. Thus $n \geq\left\lfloor\frac{m}{3}\right\rfloor$.
For the upper bound, consider the bipartite matching $M$ with $E(M) \subset E\left(P_{n}\right)$. We have

$$
o\left(P_{n}-V(M)\right) \leq \begin{cases}\left\lfloor\frac{n}{3}\right\rfloor+1, & n \equiv 1 \quad(\bmod 3) \\ \left\lfloor\frac{n}{3}\right\rfloor, & n \equiv 0,2 \quad(\bmod 3)\end{cases}
$$

Suppose, for comparison, that $n>3 m+2$. Consider now a bipartite matching

$$
M^{\prime}=\left\{y_{3 i+2} y_{3 i+3}: 0 \leq i \leq\left\lfloor\frac{n}{3}\right\rfloor-1\right\} .
$$

Then we have

$$
o\left(G-V(M)-V\left(C_{m}\right)\right)=o\left(P_{n}-V(M)\right) \geq m=\left|V\left(C_{m}\right)\right|
$$

contradicting to Lemma 2 and the bipartite-matching extendability. Therefore we have $n \leq 3 m+2$.
Next we show that $G=C_{m} \vee P_{n}$ is indeed bipartite-matching extendable under these conditions. For this purpose we let $M$ be a bipartite matching and we consider two cases:

- If $V(M) \cap V\left(P_{n}\right)=\varnothing$, then $M \subseteq E\left(C_{m}\right)$. Let $N$ be a maximum matching of $C_{m}-V(M)$ :
- If $C_{m}-V(M) \cup V(N)$ has no vertices, then $G-V(M) \cup V(N)$ is isomorphic to $P_{n}$ with even n. Consequently, $G-V(M) \cup V(N)$ has a perfect matching $N_{1}$. Now $N \cup N_{1}$ is a perfect matching of $G-V(M)$.
- If $C_{m}-V(M) \cup V(N)$ has some isolated vertices, then $G-V(M) \cup V(N)$ is isomorphic to the join of $P_{n}$ and some isolated vertices. It is easy to see that $G-V(M) \cup V(N)$ has a perfect matching, say $N_{2}$. Then $N \cup N_{2}$ is a perfect matching of $G-V(M)$.
- If $V(M) \cap V\left(P_{n}\right) \neq \varnothing$, we have $M \subseteq E(G)-E\left(C_{m}\right) \cup E\left(P_{n}\right)$ or $M \subseteq E\left(P_{n}\right)$ :
- If $M \subseteq E(G)-E\left(C_{m}\right) \cup E\left(P_{n}\right)$, we know that the $M$ - saturated vertices in $P_{n}$ and $C_{m}$ are not adjacent to each other in $P_{n}, C_{m}$, respectively. Moreover, the components of $P_{n}-V(M)$ and $C_{m}-V(M)$ are either path or isolated vertex. Further note that each vertex in components of $P_{n}-V(M)$ is adjacent to each vertex in components of $C_{m}-V(M), G-V(M)$, resulting an odd length Hamiltonian path as before. Hence $G-V(M)$ has a perfect matching.
- If $M \subseteq E\left(P_{n}\right)$, then

$$
o\left(P_{n}-V(M)\right) \leq \begin{cases}\left\lfloor\frac{n}{3}\right\rfloor+1, & n \equiv 1 \quad(\bmod 3) \\ \left\lfloor\frac{n}{3}\right\rfloor, & n \equiv 0,2 \quad(\bmod 3)\end{cases}
$$

Let $N^{\prime}$ be a maximum matching of $P_{n}-V(M)$. We then argue as before that $G-V(M) \cup$ $V\left(N^{\prime}\right)$ has a perfect matching, say $N_{1}^{\prime}$. Then $N^{\prime} \cup N_{1}^{\prime}$ is a perfect matching of $G-V(M)$.

Thus $G-V(M)$ has a perfect matching in all cases. Hence $G=C_{m} \vee P_{n}$ is bipartite-matching extendable under the given conditions.

## 6. Concluding Remarks

Through searching the Hamiltonian path or cycle for the auxiliary substructure of graph join $G=C_{m} \vee P_{n}$, we presented the necessary and sufficient conditions for $G$ to be induced-matching extendable and bipartite-matching extendable. Our results provide a fundamental basis that helps study the induced and bipartite matching extendability for general graphs, and will probably be used to analyze the resonance circle properties of the chemical graphs.

As for future work, we plan to explore the correlations between the $k$-extendable and forbidden subgraphs of graphs. It is also interesting to investigate which of the graphs $C_{m} \vee C_{n}(m, n \geq 3)$ are $k$-extendable, induced-matching extendable or bipartite-matching extendable.
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#### Abstract

Any gene mutation during the mitotic cell cycle of a eukaryotic cell can be algebraically represented by an isotopism of the evolution algebra describing the genetic pattern of the inheritance process. We identify any such pattern with a total-colored graph so that any isotopism of the former is uniquely related to an isomorphism of the latter. This enables us to develop some results on graph theory in the context of the molecular processes that occur during the $S$-phase of a mitotic cell cycle. In particular, each monochromatic subset of edges is identified with a mutation or regulatory mechanism that relates any two statuses of the genotypes of a pair of chromatids.
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## 1. Introduction

At present, non-associative algebras are considered an adequate theoretical framework to address important topics in genetics. In fact, there are so many non-associative algebras that have attracted the interest of geneticists that it would be difficult to make an exhaustive list of them. Let us mention, as an example, the following: Mendelian algebras, gametic algebras, zygotic algebras, baric algebras, train algebras, copular algebras, Bernstein algebras, and evolution algebras. These algebras, and generally all the algebras used to model inheritance in genetics, are referred to as "genetic algebras".

In particular, Jin Jung Paul Tian established in his PhD thesis in 2004, later published in 2008, the foundations of the theory of evolution algebras [1]. On page 3 of that thesis, he wrote the following words that in principle could seem like a premonition, but they have been actually confirmed by the numerous publications cited throughout this paper.

General genetic algebras are the product of interaction between Biology and Mathematics. Mendelian Genetics introduced a new subject to Mathematics: general genetic algebras. The study of these algebras reveals algebraic structures of Mendelian Genetics, which always simplifies and shortens the way to understand genetic and evolutionary phenomena. Indeed, it is the interplay between the purely mathematical structure and the corresponding genetic properties that makes this area so fascinating... Now, nonMendelian Genetics is a basic language of molecular geneticists. Logically, we can ask what non-Mendelian Genetics offers to Mathematics. The answer is "evolution algebras".

Indeed, evolution algebras were introduced [1-3] to model those probabilistic laws that regulate how the genotypes of a eukaryotic cell undergoing mitosis have influence on the genotypes of the
offspring. Specifically, an $n$-dimensional algebra over a field $\mathbb{K}$ is an evolution algebra if there exists a natural basis $\left\{e_{1}, \ldots, e_{n}\right\}$ such that $e_{i} e_{j}=0$, for all $i \neq j$. Each basis vector represents a genotype of a given phenotype so that the role of self-replication of genotypes is played by the products $e_{i} e_{i}=\sum_{j=1}^{n} c_{i j} e_{j}$, for all $1 \leq i \leq n$. In the case of dealing with $\mathbb{K}=\mathbb{R}$ as the base field, if $\sum_{j=1}^{n} c_{i j}=1$ and $c_{i, j} \geq 0$, for all $i, j$, then each structure constant $c_{i j}$ represents the probability that the genotype $e_{i}$ becomes $e_{j}$ in the offspring. In any case, even if there exist some advances in the algebraic study of such a probabilistic meaning [4,5], evolution algebras are usually studied without probabilistic restrictions on their structure constants [6-16].

The $n$-tuple $\left(e_{1} e_{1}, \ldots, e_{n} e_{n}\right)$ is called the genetic pattern of both the evolution algebra and the mitotic cell cycle with respect to the phenotype under study. The distribution into isotopism classes of two- and three-dimensional evolution algebras over any base field is already known [17,18]. This determines, in turn, the spectrum of genetic patterns of mitotic cell cycles with respect to a phenotype that is respectively associated with two and three genotypes. Being introduced by Albert [19] as a generalization of isomorphisms of algebras, the importance of dealing with isotopisms of algebras in genetics was brought to light by Holgate and Campos [20,21]. They realized how isotopisms can be used to formulate gene mutations in any inheritance process algebraically. See [22] for a recent survey on the theory of isotopisms.

The simplicity of describing any evolution algebra by means of its genetic pattern enables one to find interesting connections with graph theory, which was introduced into genetics by Benzer [23] to show the linear internal structure of genes and how this structure is affected by mutations with no detectable tendency to be reverted. More specifically, given a graph $G$ with a finite set of vertices $\left\{v_{1}, \ldots, v_{n}\right\}$, Tian [1] defined the evolution algebra of natural basis $\left\{e_{1}, \ldots, e_{n}\right\}$ such that $e_{i}^{2}=\sum_{j \in \Gamma\left(v_{j}\right)} e_{j}$, for all $1 \leq i \leq n$. Here, $\Gamma\left(v_{j}\right)$ denotes the set of neighbors of the vertex $v_{j}$ in $G$. Such a definition induces a faithful functor among graphs and evolution algebras that maps any isomorphism between two finite graphs to an isomorphism between their related evolution algebras. Based on this fact, Tian contemplated as further work the translation of known results on graph theory to the language of evolution algebras. In this regard, for instance, Cadavid, Rodiño, and Rodríguez [5] recently dealt with the connection between the evolution algebra induced by a random walk on a graph and the evolution algebra derived from the same graph. In a subsequent paper [24], they also characterized the space of derivations of evolution algebras associated with finite graphs.

The reverse problem of describing a graph derived from a given evolution algebra has also been dealt with in the literature. In this regard, Núñez et al. [25] and Elduque and Labra [26,27] associated a weighted digraph to any given finite-dimensional evolution algebra and studied the relationship among them. In particular, in the last two contributions, it was proven that the nonexistence of oriented cycles in such a digraph involves the nilpotency of the corresponding algebra. Further, Cabrera et al. [28] described another directed graph whatever the dimension of the evolution algebra is, from which its annihilator and irreducibility may be determined. Unlike Tian's graphs, however, since all of these proposals depend on the basis of the algebra, isomorphic evolution algebras are not related in general to isomorphic graphs.

This paper delves into this last topic in the case of dealing with evolution algebras over finite fields. Specifically, we introduce a total-colored graph that can be associated with any given evolution algebra over a finite field so that any isomorphism of the former is uniquely related to an isotopism of the latter. The underlying idea behind the proposed graph derives from a previous work of the authors [29] in which a pair of colored graphs was introduced in order to describe faithful functors relating the category of finite-dimensional algebras over finite fields with the category of vertex-colored graphs. They were based in turn on a proposal of McKay et al. [30], who identified the isotopisms of Latin squares with isomorphisms of vertex-colored graphs. A first attempt to approach the graphs introduced in [29] to the theory of evolution algebras was carried out in [31], where a step-by-step construction of an edge-colored graph derived from the genetic pattern of an evolution algebra over a finite field was established. The total-colored graph here introduced not only simplifies this last
construction by reducing both the number of vertices and edges under consideration, but also facilitates a relationship among different concepts on evolution algebras, graph theory, and genetics.

The paper is organized as follows. Section 2 shows some preliminary concepts and results on the subjects that are used throughout the paper. Section 3 deals with the description of the total-colored graph that we associate with any given evolution algebra over a finite field. Finally, Section 4 establishes the existence of a faithful functor between both categories of evolution algebras and their total-colored graphs.

## 2. Preliminaries

This section deals with some basic concepts on genetics, genetic algebras, evolution algebras, graph theory, and isotopisms of algebras that we use throughout the paper. For more details about the last four topics, we refer the reader to [3,19,32,33], respectively. We also refer the reader to [34,35] for different applications of graph theory into genetics and molecular biology.

### 2.1. Genetics

It is well known that genes are the molecular units of hereditary information within every cell Disposed in sequential order, they give rise to chromosomes, which are formed by a pair of long twisted strands of deoxyribonucleic acid (DNA) and contain the genetic code to synthesize the proteins that determine each attribute or phenotype of the organism. Genes of a given phenotype always appear in chromosomes at the same position and determine the genotype of the organism with respect to such a phenotype.

In every eukaryotic cell, DNA is mostly contained within its nucleus. The mitotic cell cycle is the series of phases dividing any such cell into two daughter cells with the same DNA. In particular, during the $S$-phase, both strands of DNA within a nuclear chromosome are separated and serve as templates to synthesize new complementary daughter strands. Up to rare gene mutation, this gives rise to two molecules of identical DNA, called chromatids, which are separated as independent chromosomes into two new nuclei. In turn, the extra-nuclear genetic material of the parent cell is randomly distributed between both daughter cells. Both processes constitute the M-phase of the mitotic cell cycle. During the transition from the $S$-phase to the M-phase, regulatory mechanisms are produced to check any DNA damage motivated by gene mutations. This stage is known as the $G_{2}$-phase.

### 2.2. Genetic Algebras

General genetic algebras were introduced in the 1920s and 1930s. It was Serebrowski [36] who was the first to interpret algebraically the sign $\times$, which indicated sexual reproduction, and to give a mathematical formulation of Mendel's laws, formulated by G.Mendel in his famous papers of 1865 and 1866 (see [37], for instance). Glivenkov [38] introduced the so-called Mendelian algebras for diploid populations with one locus or two unlinked loci. Independently, Kostitzin [39] also introduced a symbolic multiplication to express Mendel's laws. However, the systematic study of genetic algebras is attributed to Etherington.

Indeed, Mendel's laws were formulated in terms of non-associative algebras by Etherington in several papers in 1939-1941 (and others later), among them [40-42]. In these works, algebraic patterns outlined by Mendel in his famous papers of 1865 and 1866 were developed. Some improvements to the mathematical approach for formulating Mendel's laws were given by Jennings [43] in 1917, by Serebrovski[36] himself in 1934, and by Glivenkov [38] in 1936. Since then, many authors have made relevant contributions to genetics in the context of non-associative algebras: Schafer [44], Gonshör [45], Haldane [46], Holgate [21], Heuch [47], Reiersöl [48], Korol [49], Lyubich [50], Wörz-Busekros [51], and Bertrand [52]. Further information on these algebras can be checked in [51] and the references therein.

### 2.3. Evolution Algebras

Tian and Vojtechovsky [1,3] showed a complete study of the algebraic properties of an evolution algebra. Let $E_{1}$ and $E_{2}$ be evolution algebras, and let $B_{1}=\left\{e_{1}, \ldots, e_{n}\right\}$ be a natural basis on $E_{1}$. A linear $\operatorname{map} \phi: E_{1} \mapsto E_{2}$ is said to be a homomorphism of evolution algebras if $\phi(a b)=\phi(a) \phi(b)$, for every $a, b \in E_{1}$. Moreover, if $\phi$ is bijective, then it is said to be an isomorphism of evolution algebras.

In [15], an evolution algebra was described by identifying the coefficients of inheritance of a bisexual population as the structure constants of the algebra. In this respect, an evolution algebra of a bisexual population is an evolution algebra with a set of females partitioned into finitely many different types and the males having only one type. The idea of treating in a separate way male and female components of the population is due to Etherington [40], and it was later formalized by Holgate [53].

Finally, it is convenient to note that there exist some types of algebras that are not properly evolution algebras in the sense of Tian, but are quite related to them. One of these types is that formed by evolution algebras of a chicken population. Another one is that formed by evolution algebras of a mosquito population (see [54,55], respectively, for further information).

### 2.4. Graph Theory

A graph is a pair $G=(V, E)$ formed by a set $V$ of vertices and a set $E$ of edges containing two vertices, which are said to be adjacent. Two edges sharing a common vertex are said to be incident. A graph is complete if any pair of its vertices is adjacent. A path between two vertices $v, w \in V$ is any alternating sequence of vertices and edges, $\left\{v_{0}, e_{0}, v_{1}, \ldots, v_{n-1}, e_{n-1}, v_{n}\right\}$, for which:
(a) $v_{0}=v$ and $v_{n}=w$;
(b) each edge $e_{i}$ contains both vertices $v_{i}$ and $v_{i+1}$, for all $i \in\{0, \ldots, n-1\}$; and
(c) all its vertices and all its edges are pairwise distinct.

The number of edges in any path constitutes its length. A graph is said to be connected if there exists a path between any pair of its vertices. The minimum length of a path between two given vertices $v, w \in V$ constitutes their distance $d(v, w)$. The eccentricity $\epsilon(v)$ of a vertex $v \in V$ is the maximum distance from $v$ to any other vertex in $V$. The radius $\rho(G)$ and the diameter $\delta(G)$ of a graph $G$ are, respectively, the minimum and maximum eccentricity of its vertices.

A graph is total-colored if all its vertices and edges are colored from a given palette of colors. This is proper-edge-colored if no two incident edges are colored with the same color. Two total-colored graphs that are related to the same palette of colors are isomorphic if there exists a bijection between their corresponding sets of vertices that preserves (a) their adjacency, (b) the color of edges, and (c) the fact that two given vertices are colored with the same color. A path between two vertices of a total-colored graph is said to be alternating if it contains at least three vertices and any two adjacent edges have different colors.

### 2.5. Isotopisms of Algebras

Two $n$-dimensional algebras $A_{1}$ and $A_{2}$ are isotopic if there exist three non-singular linear transformations $f, g$, and $h$ from $A_{1}$ to $A_{2}$ such that $f(x) g(y)=h(x y)$, for all $x, y \in A_{1}$. The triple $(f, g, h)$ is called an isotopism from $A_{1}$ to $A_{2}$. From a strict point of view, the third component $h$ need not be defined for every vector of the algebra $A_{1}$, but only for its derived algebra $A_{1}^{2}=\left\{x y: x, y \in A_{1}\right\}$. The notion of the isotopism of algebras was introduced by Albert [19] in 1942 as a generalization of the classical concept of the isomorphism of algebras (which arises when $f=g=h$ ). In particular, isotopisms make it possible to gather together non-isomorphic algebras that, at first sight, seemed to be completely different. Since the original manuscript of Albert, isotopisms have been widely used in the literature to study and classify distinct types of non-associative algebras like division algebras, alternative algebras, Jordan algebras, Lie algebras, Malcev algebras, genetic algebras, or evolution
algebras, with relevance not only in mathematics, but also in natural sciences and engineering. See [22] for a recent survey in this regard.

In the context of evolution algebras, the transformations $f$ and $g$ represent the gene mutation of each one of the two chromatids in which the nuclear genetic material duplicates during the $S$-phase of a mitotic cell cycle. On the other hand, the transformation $h$ represents the regulatory mechanisms during the $G_{2}$-phase that check any possible DNA damage that is produced during the $S$-phase. More specifically, for each $\alpha \in\{f, g, h\}$, one has $\alpha\left(e_{i}\right)=\sum_{j=1}^{n} \alpha_{i j} e_{j}$, for all $i \leq n$, where $\alpha_{i j}$ represents the probability that the genotype $e_{i}$ mutates (if $\alpha \in\{f, g\}$ ) or is regulated (if $\alpha=h$ ) to $e_{j}$.

Note that a mitotic cell cycle is accomplished only if the genotypes of both chromatids that have been created after the mutations related to the transformations $f$ and $g$ coincide. Otherwise, there is no offspring. To this end, the regulatory mechanism related to the transformation $h$ is crucial.

## 3. Description of the Total-Colored Graph

In this section, we describe our proposal to associate a total-colored graph $\mathcal{G}(A)$ with any given $n$-dimensional evolution algebra $A$ over a finite field $\mathbb{K}$. Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be the natural basis of such an algebra, and suppose $e_{i} e_{i}=\sum_{j=1}^{n} c_{i j} e_{j}$, with $c_{i j} \in \mathbb{K}$, for all $i, j$. Since we are interested in mutations among different genotypes, we may suppose $n>1$. Thus, let $\mathcal{G}(A):=(V(A), E(A))$ be the total-colored graph having:

1. the set of vertices:

$$
\begin{equation*}
V(A):=\left\{v_{x, y} \mid x, y \in A, x y \neq 0\right\} \tag{1}
\end{equation*}
$$

where $v_{x, y}$ and $v_{x^{\prime}, y^{\prime}}$ are equally colored in $V(A)$ if and only if $x y=x^{\prime} y^{\prime}$;
2. and whose set of edges $E(A)$ is formed by the disjoint union of both monochromatic subsets:

$$
\begin{align*}
& E_{1}(A):=\left\{v_{x, y} v_{x, z} \mid x, y, z \in A, y \neq z\right\}  \tag{2}\\
& E_{2}(A):=\left\{v_{x, y} v_{z, y} \mid x, y, z \in A, x \neq z\right\} \tag{3}
\end{align*}
$$

In order to illustrate this definition, Figure 1 shows, for instance, the total-colored graphs of the three isotopism classes of non-trivial two-dimensional evolution algebra over the finite field $\mathbb{F}_{2}$ [17]. Colors of vertices are represented by the symbols $\bullet, \mathbf{\Delta}$, and $\boldsymbol{\nabla}$, while colors of edges are represented by solid and dashed lines.


Figure 1. Total-colored graphs of the three two-dimensional evolution algebras over $\mathbb{F}_{2}$ having respective genetic patterns $\left(e_{1}, 0\right),\left(e_{1}, e_{1}\right)$, and $\left(e_{1}, e_{2}\right)$.

The graph $\mathcal{G}(A)$ does not contain multiple edges, because every pair of adjacent vertices is contained in exactly one edge of either $E_{1}(A)$ or $E_{2}(A)$. The adjacency within each one of these two sets gives rise to a partition of $V(A)$. More specifically, two vertices $v_{x, y}$ and $v_{x^{\prime}, y^{\prime}}$ belong to the same class according to the partition derived from $E_{1}(A)$ (respectively, $E_{2}(A)$ ) if and only if $x=x^{\prime}$ (respectively, $y=y^{\prime}$ ). Then, the next result follows readily from the commutativity of the algebra $A$ and the fact that every two vertices within the same equivalence class are adjacent.

Lemma 1. Both subgraphs $\left(V(A), E_{1}(A)\right)$ and $\left(V(A), E_{2}(A)\right)$ are isomorphic and constitute a disjoint union of complete graphs within $\mathcal{G}(A)$.

From a genetic point of view, every vertex in $\mathcal{G}(A)$ represents a probable status of the genotype located in two given chromatids $C_{1}$ and $C_{2}$ during the $S$-phase of a mitotic cell cycle, together with the probable status of the genotype of the offspring. More specifically, if $x=\sum_{i=1}^{n} a_{i} e_{i}$ and $y=\sum_{i=1}^{n} b_{i} e_{i}$ are two vectors in $A$ such that $x y \neq 0$, then the vertex $v_{x, y} \in V(A)$ is related to the following facts.

1. Let $j \in\{1, \ldots, n\}$. If $a_{j}=0$ (respectively, $b_{j}=0$ ), then the chromatid $C_{1}$ (respectively, $C_{2}$ ) does not contain the genotype $e_{j}$. The same occurs for the offspring if $\sum_{i=1}^{n} a_{i} b_{i} c_{i j}=0$, which corresponds to the coefficient of the basis vector $e_{j}$ in the product $x y$.
2. Let $j, k \in\{1, \ldots, n\}$ be such that $j \neq k$. If $a_{j}>a_{k}$ (respectively, $b_{j}>b_{k}$ ), then it is more probable for the chromatid $C_{1}$ (respectively, $C_{2}$ ) to contain the genotype $e_{j}$ than the genotype $e_{k}$. If $a_{j}=a_{k}$ (respectively, $b_{j}=b_{k}$ ), then both possibilities are equally probable. The same occurs for the offspring if $\sum_{i=1}^{n} a_{i} b_{i} c_{i j} \geq \sum_{i=1}^{n} a_{i} b_{i} c_{i k}$.

Furthermore, two different vertices in $\mathcal{G}(A)$ are equally colored if and only if they are associated with the same probable status of the offspring's genotype.

Concerning the edges in $\mathcal{G}(A)$, they represent the regulatory mechanisms produced during the $G_{2}$-phase of the mitotic cell cycle. Specifically, every edge $v_{x, y} v_{x, z} \in E_{1}(A)$ (respectively, $\left.v_{x, y} v_{z, y} \in E_{2}(A)\right)$ represents a mutation between two probable statuses $y$ and $z$ (respectively, $x$ and $z$ ) of the genotype in the chromatid $C_{2}$ (respectively, $C_{1}$ ), without changing to this end the probable status of the genotype in $C_{1}$ (respectively, $C_{2}$ ). Thus, for instance, the vertex $v_{e_{1}, e_{1}+e_{2}}$ in any of the three graphs in Figure 1 involves the chromatid $C_{1}$ containing the genotype $e_{1}$, while the chromatid $C_{2}$ contains, with the same probability, either the genotype $e_{1}$ or $e_{2}$. The first case would give rise to an offspring of genotype $e_{1}$, because $e_{1} e_{1}=e_{1}$, whereas the second one would not give rise to any offspring, because $e_{1} e_{2}=0$. In order to avoid the latter, the regulatory mechanism produced during the $G_{2}$-phase of the mitotic cell could mutate the possible genotype $e_{2}$ in $C_{2}$ into the genotype $e_{1}$. This is represented in the graph $\mathcal{G}(A)$ by the edge $v_{e_{1}, e_{1}+e_{2}} v_{e_{1}, e_{1}} \in E_{1}(A)$.

Every path within the graph $\mathcal{G}(A)$ is therefore interpreted as a series of mutations from a pair of probable statuses of the genotype of both chromatids $C_{1}$ and $C_{2}$ into another. The following result shows that these mutations are possible, whatever the probable statuses under consideration are.

Lemma 2. The graph $\mathcal{G}(A)$ is connected. Moreover, $\delta(\mathcal{G}(A)) \leq 7$.
Proof. Let $\left\{v_{x, y}, v_{z, t}\right\} \subseteq V(A)$, where, for each $\alpha \in\{x, y, z, t\}$, it is $\alpha=\sum_{i=1}^{n} c_{i}^{\alpha} e_{i}$. Since $x y \neq 0 \neq z t$, there exist two positive integers $j, j^{\prime} \leq n$ such that $\sum_{i=1}^{n} c_{i}^{x} c_{i}^{y} c_{i j} \neq 0 \neq \sum_{i=1}^{n} c_{i}^{z} c_{i}^{t} c_{i j^{\prime}}$. Let $i, i^{\prime} \in\{1, \ldots, n\}$ be such that $c_{i}^{x} c_{i}^{y} c_{i j} \neq 0 \neq c_{i^{\prime}}^{z} c_{i^{\prime}}^{t} c_{i^{\prime} j^{\prime}}$. Then, the ordered set of vertices:

$$
\left\{v_{x, y}, v_{x, e_{i}}, v_{e_{i}, e_{i}}, v_{e_{i}, e_{i}+e_{i^{\prime}}}, v_{e_{i^{\prime}}, e_{i}+e_{i^{\prime}}}, v_{e_{i^{\prime}}, e_{i^{\prime}}}, v_{x^{\prime}, e_{i^{\prime}}}, v_{x^{\prime}, y^{\prime}}\right\} \subseteq V(A),
$$

determines a path in $\mathcal{G}(A)$ of seven alternating edges in $E_{1}(A)$ and $E_{2}(A)$.
In order to deal with the tightness of the upper bound in Lemma 2, we introduce some new concepts. To this end, let $\left\{v_{x, y}, v_{z, t}\right\} \subseteq V(A)$, where, for each $\alpha \in\{x, y, z, t\}$, it is $\alpha=\sum_{i=1}^{n} c_{i}^{\alpha} e_{i}$. We say that the vertices $v_{x, y}$ and $v_{z, t}$ are compatible if there exists a positive integer $i \leq n$ such that $c_{i}^{\alpha} \neq 0$, for all vectors $\alpha \in\{x, y, z, t\}$, and $e_{i} e_{i} \neq 0$. Further, a vertex in $V(A)$ is called pure if it has the form $v_{a e_{i}, b e_{i}} \in V(A)$ for some $a, b \in \mathbb{K} \backslash\{0\}$ and for some $i$ with $e_{i} e_{i} \neq 0$. Otherwise, the vertex is called hybrid.

Proposition 1. The eccentricity of every pure vertex in $\mathcal{G}(A)$ is, at most, three.
Proof. Let $v_{x, y} \in V(A)$ be a vertex that is not adjacent to a pure vertex $v_{a e_{i}, b e_{i}} \in V(A)$, where, for each $\alpha \in\{x, y\}$, we have $\alpha=\sum_{i=1}^{n} c_{i}^{\alpha} e_{i}$. If $c_{i}^{x} \neq 0$ (respectively, $c_{i}^{y} \neq 0$ ), then the ordered set of vertices $\left\{v_{x, y}, v_{x, b e_{i}}, v_{a e_{i}, b e_{i}}\right\} \subseteq V(A)$ (respectively, $\left\{v_{x, y}, v_{a e_{i}, y}, v_{a e_{i}, b e_{i}}\right\} \subseteq V(A)$ ) determines a
two-length alternating path in $\mathcal{G}(A)$. Otherwise, if $c_{i}^{x}=0=c_{i}^{y}$, then the ordered set of vertices $\left\{v_{x, y}, v_{x, b e_{i}+y}, v_{a e_{i}, b e_{i}+y}, v_{a e_{i}, b e_{i}}\right\} \subseteq V(A)$ determines a three-length alternating path.

Proposition 2. The eccentricity of every hybrid vertex in $\mathcal{G}(A)$ is, at most, three.
Proof. Let $v_{x, y}$ and $v_{z, t}$ be two non-adjacent vertices in $\mathcal{G}(A)$, where, for each $\alpha \in\{x, y, z, t\}$, we have $\alpha=\sum_{i=1}^{n} c_{i}^{\alpha} e_{i}$. In addition, suppose that the vertex $v_{x, y}$ is hybrid. From Proposition 1 , if $v_{z, t}$ were a pure vertex, then $d\left(v_{x, y}, v_{z, t}\right) \leq 3$. Thus, from now on, we focus on the case that $v_{z, t}$ is also hybrid.

If the vertices $v_{x, y}$ and $v_{z, t}$ are compatible, then there exists a positive integer $i \leq n$ such that $c_{i}^{x}, c_{i}^{y}, c_{i}^{z}, c_{i}^{t} \in \mathbb{K} \backslash\{0\}$ and $e_{i} e_{i} \neq 0$. Thus, the ordered set of vertices $\left\{v_{x, y}, v_{x, e_{i}}, v_{z, e_{i}}, v_{z, t}\right\}$ determines a three-length alternating path.

Otherwise, if the vertices $v_{x, y}$ and $v_{z, t}$ are not compatible, then there exist two different positive integers $i, j \leq n$ such that $c_{i}^{x}, c_{i}^{y}, c_{j}^{z}, c_{j}^{t} \in \mathbb{K} \backslash\{0\}$ and $e_{i} e_{i} \neq 0 \neq e_{j} e_{j}$. If $c_{j}^{x} \neq 0$, then the ordered set of vertices $\left\{v_{x, y}, v_{x, e_{j}}, v_{z, e_{j}}, v_{z, t}\right\}$ determines a three-length alternating path. Similar paths of the same length can be found if $c_{j}^{y} \neq 0, c_{i}^{z} \neq 0$, or $c_{i}^{t} \neq 0$. On the other hand, if $c_{j}^{x}=c_{j}^{y}=c_{i}^{z}=c_{i}^{t}=0$, then the ordered set of vertices $\left\{v_{x, y}, v_{x, e_{i}+e_{j}}, v_{z, e_{i}+e_{j}}, v_{z, t}\right\}$ determines a three-length alternating path.

Theorem 1. If the genetic pattern of the evolution algebra A has more than one non-zero component, then:

$$
2 \leq \rho(\mathcal{G}(A)) \leq 3=\delta(\mathcal{G}(A))
$$

Otherwise, $\rho(\mathcal{G}(A))=\delta(\mathcal{G}(A))=2$.
Proof. The non-triviality of the algebra involves the existence of a positive integer $i \leq n$ such that $e_{i} e_{i} \neq 0$. In addition, let $j \leq n$ be a positive integer such that $i \neq j$. This exists because $n>1$. Then, since the graph $\mathcal{G}(A)$ is connected and contains, for instance, the edge $v_{e_{i}, e_{i}} v_{e_{i}+e_{j}, e_{i}}$, we have that $\rho(\mathcal{G}(A))>0$.

Now, suppose that $\rho(\mathcal{G}(A))=1$. Then, there exists a vertex $v_{x, y} \in V(A)$ that is adjacent to any other vertex in the graph. Since every evolution algebra is commutative, we have that $y x=x y \neq 0$, and hence, $v_{y, x} \in V(A)$. This is adjacent to $v_{x, y}$, and hence, from (2) and (3), we have that $x=y$. Moreover, since the vertex $v_{e_{i}, e_{i}} \in V(A)$ is adjacent to $v_{x, x}$, we have that $x=e_{i}$. This implies that $e_{j} e_{j}=0$. Otherwise, the vertices $v_{e_{i}, e_{i}}$ and $v_{e_{j}, e_{j}}$ should be adjacent, which is a contradiction with the fact that $e_{i} \neq e_{j}$. As a consequence, $\left(e_{i}+e_{j}\right)\left(e_{i}+e_{j}\right)=e_{i} e_{i} \neq 0$. Thus, the vertices $v_{e_{i}, e_{i}}$ and $v_{e_{i}+e_{j}, e_{i}+e_{j}}$ should be adjacent, and hence, $e_{i}=e_{i}+e_{j}$, which is also a contradiction. Therefore, $\rho(\mathcal{G}(A)) \geq 2$. This fact, together with Propositions 1 and 2, holds the first assertion of the theorem.

Now, in order to prove the second assertion, suppose the existence of a positive integer $i \leq n$ such that $e_{i} e_{i} \neq 0$ and $e_{j} e_{j}=0$, for all $j \neq i$. Then, every pair of vertices $v_{x, y}, v_{z, t} \in V(A)$ is compatible so that the coefficient of the basis vector $e_{i}$ in each one of the four vectors $x, y, z, t \in A$ is not zero. In particular, $x t \neq 0$, and hence, the ordered set of vertices $\left\{v_{x, y}, v_{x, t}, v_{z, t}\right\}$ determines a two-length alternating path. Therefore, $\delta(\mathcal{G}(A)) \leq 2$, and the result holds readily.

Note that all the bounds in the first assertion of Theorem 1 are tight. Thus, for instance, the radius of the second graph in Figure 1 is three, whereas the radii of the first and third graphs in the same figure are two. Furthermore, from a genetic point of view, Theorem 1 can be interpreted as the fact that any pair of probable statuses of the genotype of two chromatids can be transformed into another pair by means of at most two or three mutations.

## 4. A Faithful Functor among Evolution Algebras and Graphs

Apart from the simplicity of describing the role of genes in mutation problems, the total-colored graph that we have just introduced in the previous section becomes also relevant from a categorical point of view. In this regard, we make use in this section of the mentioned graph in order to introduce
a faithful functor among the category of evolution algebras on a finite field and the category of total-colored graphs. Unlike the graphs associated with evolution algebras that already exist in the literature (see the introductory section), our description enables one to ensure that isomorphic evolution algebras always give rise to isomorphic total-colored graphs. Moreover, we prove in Proposition 3 that the previous assertion holds indeed for isotopic evolution algebras and not only for isomorphic ones.

From here on, the following notations are used:

- Let $\mathcal{E}$ and $\mathcal{M}$ respectively denote the set of finite-dimensional evolution algebras over a finite field and the set formed by their associated total-colored graphs. For each algebra $A \in \mathcal{E}$, the set of vertices of the graph $\mathcal{G}(A)$ is $V(A):=\left\{v_{x, y}^{A} \mid x, y \in A, x y \neq 0\right\}$.
- Let $\operatorname{Isot}(\mathcal{E})$ and $\operatorname{Isom}(\mathcal{M})$ respectively denote the set of isotopisms of algebras in $\mathcal{E}$ and the set of isomorphisms of graphs in $\mathcal{M}$.
- Let $\operatorname{Isot}\left(A_{1}, A_{2}\right)$ and $\operatorname{Isom}\left(G_{1}, G_{2}\right)$ respectively denote the set of isotopisms between two given evolution algebras $A_{1}, A_{2} \in \mathcal{E}$ and the set of isomorphisms between two given graphs $G_{1}, G_{2} \in$ $\mathcal{M}$.
- Let $\mathfrak{E}$ denote the category formed by the sets $\mathcal{E}$ and $\operatorname{Isot}(\mathcal{E})$.
- Let $\mathfrak{M}$ denote the category formed by the sets $\mathcal{M}$ and $\operatorname{Isom}(\mathcal{M})$.

Let us finish this paper with the establishment of a faithful functor between the categories $\mathfrak{E}$ and $\mathfrak{M}$. In this regard, let $F: \mathfrak{E} \rightarrow \mathfrak{M}$ be such that:
(a) $\quad F(A):=\mathcal{G}(A)$, for all $A \in \mathcal{E}$.
(b) For each isotopism $\Theta=(f, g, h) \in \operatorname{Isot}(\mathcal{E})$ between two isotopic evolution algebras $A_{1}, A_{2} \in \mathcal{E}$, let $F_{\Theta}: \mathcal{G}\left(A_{1}\right) \rightarrow \mathcal{G}\left(A_{2}\right)$ be such that:

$$
F_{\Theta}\left(v_{x, y}^{A_{1}}\right):=v_{f(x), g(y)}^{A_{2}}, \text { for all } v_{x, y}^{A_{1}} \in V\left(A_{1}\right)
$$

The non-singularity of the three linear transformations $f, g$, and $h$ involves $F_{\Theta}$ being a well-defined bijection from $V\left(A_{1}\right)$ to $V\left(A_{2}\right)$. Observe to this end that, for each $x, y \in A$, one has that $f(x) g(y)=h(x y) \neq 0$ if and only if $x y \neq 0$.

Proposition 3. The map $F: \mathfrak{E} \rightarrow \mathfrak{M}$ is a faithful functor.
Proof. Let $A_{1}, A_{2} \in \mathcal{E}$ and $\Theta \in \operatorname{Isot}\left(A_{1}, A_{2}\right)$. Then, we define the map:

$$
\begin{align*}
\operatorname{Isot}\left(A_{1}, A_{2}\right) & \rightarrow \operatorname{Isom}\left(\mathcal{G}\left(A_{1}\right), \mathcal{G}\left(A_{2}\right)\right)  \tag{4}\\
\Theta & \rightarrow F_{\Theta}
\end{align*}
$$

Let us prove that this is well defined and injective. Suppose to this end that $\Theta=(f, g, h) \in$ Isot $\left(A_{1}, A_{2}\right)$. The non-singularity of both linear transformations $f$ and $g$ implies that $F_{\Theta}: V\left(A_{1}\right) \rightarrow$ $V\left(A_{2}\right)$ maps $E_{1}\left(A_{1}\right)$ and $E_{2}\left(A_{1}\right)$ to $E_{1}\left(A_{2}\right)$ and $E_{2}\left(A_{2}\right)$, respectively. Furthermore, the non-singularity of the linear transformation $h$ implies that $F_{\Theta}\left(V\left(A_{1}\right)\right)=V\left(A_{2}\right)$. Hence, $F_{\Theta} \in \operatorname{Isom}\left(\mathcal{G}\left(A_{1}\right), \mathcal{G}\left(A_{2}\right)\right)$.

Now, suppose the existence of a pair of isotopisms $\Theta_{1}=\left(f_{1}, g_{1}, h_{1}\right)$ and $\Theta_{2}=\left(f_{2}, g_{2}, h_{2}\right)$ in the set $\operatorname{Isot}\left(A_{1}, A_{2}\right)$ such that $F_{\Theta_{1}}=F_{\Theta_{2}}$. Then, $v_{f_{1}(x), g_{1}(y)}^{A_{2}}=F_{\Theta_{1}}\left(v_{x, y}^{A_{1}}\right)=F_{\Theta_{2}}\left(v_{x, y}^{A_{1}}\right)=v_{f_{2}(x), g_{2}(y)}^{A_{2}}$, for all $x, y \in A_{1}$ such that $x y \neq 0$. As a consequence, $f_{1}=f_{2}$ and $g_{1}=g_{2}$, and hence, $h_{1}(x y)=f_{1}(x) g_{1}(y)=$ $f_{2}(x) g_{2}(y)=h_{2}(x y)$. Therefore, both isotopisms, $\Theta_{1}$ and $\Theta_{2}$, coincide.

## 5. Conclusions and Further Work

This paper dealt with the description of a total-colored graph associated with the genetic pattern of any finite-dimensional evolution algebra over a finite field. We proved that both categories formed by such algebraic and combinatorial structures are related by a faithful functor. The faithfulness of
the functor implies that any isotopism of evolution algebras is uniquely related to an isomorphism of total-colored graphs. As a consequence, isotopisms of evolution algebras can be thought from now on as isomorphisms of total-colored graphs satisfying some extra properties. An explicit determination and characterization of the latter were established as further work in order to identify under which circumstances the functor under consideration is indeed fully faithful. In any case, these extra properties derive straightforwardly from the linearity of any isotopism of algebras.

Further, throughout the paper, we interpreted some basic properties and results of the described total-colored graph in the context of the genetic processes that occur during a mitotic cell cycle. Keeping in mind that the spectrum of possible patterns is currently known only for those evolution algebras that are involved with two or three genotypes, we established as further work the study of graph invariants of the proposed total-colored graph in order to deal with a higher number of genotypes.

It is also required to delve into the translation of algebraic concepts and results on evolution algebras to the language of total-colored graphs. A particular focus of interest in this regard is the associator $\mathcal{A}(x, y, z):=(x y) z-x(y z)$, which constitutes, according to Goze and Remms [56], an interesting way of classifying nonassociative algebras over the group algebra $\mathbb{K}\left[\Sigma_{3}\right]$ of the symmetric group $\Sigma_{3}$ over a field $\mathbb{K}$ and also for studying their algebraic properties. In order to illustrate such a classification in the case of dealing with evolution algebras, let $A$ be an $n$-dimensional evolution algebra over the field $\mathbb{K}$, with natural basis $\left\{e_{1}, \ldots, e_{n}\right\}$ and such that $e_{i} e_{i}=\sum_{j=1}^{n} c_{i j} e_{j}$, with $c_{i j} \in \mathbb{K}$, for all $i, j$. Then,

$$
\mathcal{A}\left(e_{i}, e_{i}, e_{j}\right)+\mathcal{A}\left(e_{j}, e_{i}, e_{i}\right)=c_{i j} e_{j} e_{j}-c_{i j} e_{j} e_{j}=0, \text { for all } i \neq j,
$$

and hence,

$$
\mathcal{A}\left(e_{i}, e_{k}, e_{j}\right)+\mathcal{A}\left(e_{k}, e_{i}, e_{j}\right)+\mathcal{A}\left(e_{j}, e_{i}, e_{k}\right)+\mathcal{A}\left(e_{j}, e_{k}, e_{i}\right)=0, \text { for all } i, j, k
$$

According to the notation that is used in [56], the previous identity becomes:

$$
\mathcal{A} \circ \Phi_{v}=0
$$

Here, $\Phi_{v}$ denotes the right action on the group algebra $\mathbb{K}\left[\Sigma_{3}\right]$ by means of the vector:

$$
v:=\mathrm{Id}+\tau_{12}+c_{2}+\tau_{13}
$$

where, from here on, $\tau_{i j}$ denotes the transposition $(i, j) \in \Sigma_{3}$ and $c_{2}$ is the cycle of order three $(1,3,2) \in \Sigma_{3}$. The orbit of this vector $v$ for the natural action of $\Sigma_{3}$ on the group algebra $\mathbb{K}\left[\Sigma_{3}\right]$ is:

$$
\mathcal{O}(v):=\left\{v, \operatorname{Id}+\tau_{13}+\tau_{23}+c_{1}, \tau_{23}+c_{1}+c_{2}+\tau_{12}\right\}
$$

where $c_{1}$ denotes the cycle of order three $(1,2,3) \in \Sigma_{3}$. Then, $\mathbb{K}(\mathcal{O}(v))$ is an invariant irreducible space of the group algebra $\mathbb{K}\left[\Sigma_{3}\right]$. In particular,

$$
2 \mathrm{Id}+2 \tau_{12}+2 \tau_{13}+2 \tau_{23}+2 c_{1}+2 c_{2} \in \mathbb{K}(\mathcal{O}(v))
$$

According to the terminology in [56], this means that evolution algebras are $\mathbb{K}\left[\Sigma_{3}\right]$-associative. This implies that a development of algebraic properties (like operad, homology, cohomology, amongst others) could be done as further work.
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#### Abstract

Given any function $f: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$, let us define the $f$-index $I_{f}(G)=\sum_{u \in V(G)} f\left(d_{u}\right)$ and the $f$-polynomial $P_{f}(G, x)=\sum_{u \in V(G)} x^{1 / f\left(d_{u}\right)-1}$, for $x>0$. In addition, we define $P_{f}(G, 0)=$ $\lim _{x \rightarrow 0^{+}} P_{f}(G, x)$. We use the $f$-polynomial of a large family of topological indices in order to study mathematical relations of the inverse degree, the generalized first Zagreb, and the sum lordeg indices, among others. In this paper, using this $f$-polynomial, we obtain several properties of these indices of some classical graph operations that include corona product and join, line, and Mycielskian, among others.
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## 1. Introduction

A topological index is a single number that represents a chemical structure via the molecular graph, in graph theoretical terms, whenever it correlates with a molecular property. Hundreds of topological indices have been recognized to be useful tools in research, especially in chemistry. Topological indices have been used to understand physicochemical properties of compounds. They usually enclose topological properties of a molecular graph in a single real number. Several topological indices were introduced by the seminal work by Wiener [1]. They have been studied and generalized by several researchers since then. In particular, topological indices based on end-vertex degrees of edges have been studied over almost 50 years (see, e.g., [2-11]).

A graph, usually denoted $G(V(G) ; E(G))$, consists of a set of vertices $V(G)$ together with a set $E(G)$ of unordered pairs of vertices called edges. The number of vertices in a graph is usually denoted $n=|V(G)|$, while the number of edges is usually denoted $m=|E(G)|$; these two basic parameters are called the order and size of $G$, respectively. Miličević and Nikolić defined in reference [12] the first variable Zagreb index as

$$
M_{1}^{\alpha}(G)=\sum_{u \in V(G)} d_{u}^{\alpha}
$$

where $d_{u}$ is the degree of the vertex $u$ and $\alpha \in \mathbb{R}$.
Note that $M_{1}^{2}$ is the first Zagreb index $M_{1}, M_{1}^{-1}$ is the inverse index $I D, M_{1}^{3}$ is the forgotten index $F$, etc.

The harmonic index, defined in reference [13] as

$$
H(G)=\sum_{u v \in E(G)} \frac{2}{d_{u}+d_{v}}
$$

has been studied in the last years (see, e.g., [14-19]).
In reference [20], the harmonic polynomial of a graph $G$ is defined as

$$
H(G, x)=\sum_{u v \in E(G)} x^{d_{u}+d_{v}-1}
$$

and the harmonic polynomials of some graphs are computed. The harmonic polynomials of the line of some graphs are computed in reference [21].

This polynomial owes its name to the fact that $2 \int_{0}^{1} H(G, x) d x=H(G)$.
The inverse degree index $I D(G)$ of a graph $G$ is defined by

$$
I D(G)=\sum_{u \in V(G)} \frac{1}{d_{u}}=\sum_{u v \in E(G)}\left(\frac{1}{d_{u}^{2}}+\frac{1}{d_{v}^{2}}\right)
$$

The inverse degree index first attracted attention through numerous conjectures (see [13]). This index has been studied in reference [22-26].

The inverse degree polynomial of a graph $G$ was defined in reference [27] as

$$
I D(G, x)=\sum_{u \in V(G)} x^{d_{u}-1}
$$

We have $\int_{0}^{1} I D(G, x) d x=I D(G)$.
Given any function $f: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$, let us define the $f$-index

$$
I_{f}(G)=\sum_{u \in V(G)} f\left(d_{u}\right)
$$

and the $f$-polynomial

$$
P_{f}(G, x)=\sum_{u \in V(G)} x^{1 / f\left(d_{u}\right)-1}
$$

for $x>0$. In addition, we define $P_{f}(G, 0)=\lim _{x \rightarrow 0^{+}} P_{f}(G, x)$. Note that $P_{f}(G, x)=I D(G, x)$ when $f(t)=1 / t$.

The degrees of the vertices are graph invariants, i.e., if two graphs are isomorphic, then the corresponding vertices by any isomorphism have the same degrees. Hence, the $f$-polynomial is also a graph invariant, i.e., two isomorphic graphs have the same ID polynomial.

Polynomials have proved to be useful in the study of several topological indices (see, e.g., [27-29]).
There are many papers studying several topological indices of graph operations (see, e.g.,[27-30]).
Throughout this paper, $G=(V(G), E(G))$ denotes a (non-oriented) finite simple (without multiple edges and loops) graph without isolated vertices. The main aim of this paper is to study mathematical relations of the inverse degree, the generalized first Zagreb, and the sum lordeg indices, among others. In order to do that, we use the $f$-polynomial of a large family of topological indices, introduced in reference [31]. We obtain inequalities (and even closed formulas in the case of the ID polynomial) involving the $f$-polynomial of many classical graph operations, which include corona product, join, line and Mycielskian, among others. These results allow us to obtain new inequalities for the inverse degree, the generalized first Zagreb, and the sum lordeg indices of these graph operations.

## 2. Definitions and Background

In the following sections, we obtain inequalities for the $f$-polynomial of many classical graph operations, which include corona product, join, line and Mycielskian, among others. The $f$-polynomial of other graph operations (Cartesian product, lexicographic product, and Cartesian sum) is studied in reference [31]. The different kinds of graph operations are an important research topic (see [32] and the references therein). Some large graphs are composed from some existing smaller ones by using several graph operations, and many properties of such large graphs are strongly associated with those of the corresponding smaller ones.

Let us recall the definitions of some classical products in graph theory.
The join $G_{1}+G_{2}$ is defined as the graph obtained by taking one copy of $G_{1}$ and one copy of $G_{2}$ and joining by an edge each vertex of $G_{1}$ with each vertex of $G_{2}$.

The corona product $G_{1} \circ G_{2}$ is the graph obtained by taking $\left|V\left(G_{1}\right)\right|$ copies of $G_{2}$ and joining each vertex of the $i$-th copy with the vertex $v_{i} \in V\left(G_{1}\right)$.

The ID polynomial is related to the polynomials associated to some topological indices.
In reference [33], Shuxian defined the following polynomial related to the first Zagreb index:

$$
M_{1}^{*}(G, x):=\sum_{u \in V(G)} d_{u} x^{d_{u}}
$$

Note that $x(x \operatorname{ID}(G, x))^{\prime}=M_{1}^{*}(G, x)$.
The ID polynomial is also related to other polynomials, like the harmonic polynomial (see [27] and Propositions 7-10 in this paper).

The following result states some of the main properties of $P_{f}$.
Proposition 1. If $G$ is a graph with order $n$ and $f: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$, then:

- $P_{f}(G, x)$ is a polynomial if and only if $1 / f\left(d_{u}\right) \in \mathbb{Z}^{+}$for every $u \in V(G)$,
- $P_{f}(G, x)$ is a positive $C^{\infty}$ function on $(0, \infty)$,
- $P_{f}(G, x)$ is a continuous function on $[0, \infty)$ if and only if $P_{f}(G, 0)<\infty$,
- $\quad P_{f}(G, x)$ is a continuous function on $[0, \infty)$ if and only if $f\left(d_{u}\right) \leqslant 1$ for every $u \in V(G)$,
- $P_{f}(G, x)$ is an integrable function on $[0, A]$ for every $A>0$, and $\int_{0}^{1} P_{f}(G, x) d x=I_{f}(G)$,
- $\quad P_{f}(G, x)$ is increasing on $(0, \infty)$ if and only if $f\left(d_{u}\right) \leqslant 1$ for every $u \in V(G)$,
- $\quad P_{f}(G, x)$ is strictly increasing on $(0, \infty)$ if and only if $f\left(d_{u}\right) \leqslant 1$ for every $u \in V(G)$, and $f\left(d_{v}\right) \neq 1$ for some $v \in V(G)$,
- $\quad P_{f}(G, x)$ is convex on $(0, \infty)$ if $f\left(d_{u}\right) \in(0,1 / 2] \cup[1, \infty)$ for every $u \in V(G)$,
- $\quad P_{f}(G, x)$ is strictly convex on $(0, \infty)$ if $f\left(d_{u}\right) \in(0,1 / 2] \cup[1, \infty)$ for every $u \in V(G)$, and $f\left(d_{v}\right) \notin$ $\{1 / 2,1\}$ for some $v \in V(G)$,
- $\quad P_{f}(G, x)$ is concave on $(0, \infty)$ if $f\left(d_{u}\right) \in[1 / 2,1]$ for every $u \in V(G)$,
- $\quad P_{f}(G, x)$ is strictly concave on $(0, \infty)$ if $f\left(d_{u}\right) \in[1 / 2,1]$ for every $u \in V(G)$, and $f\left(d_{v}\right) \notin\{1 / 2,1\}$ for some $v \in V(G)$,
- $\quad P_{f}(G, 1)=n$.

Proof. The first statement is direct, since $P_{f}(G, x)$ is a polynomial if and only if $1 / f\left(d_{u}\right)-1 \in \mathbb{Z}$ for every $u \in V(G)$.

The second and third statements are direct.
The fourth statement holds since $P_{f}(G, x)$ is a continuous function on $[0, \infty)$ if and only if $1 / f\left(d_{u}\right)-1 \geqslant 0$ for every $u \in V(G)$.

Since $f>0,1 / f\left(d_{u}\right)-1>-1$ for every $u \in V(G)$, and $P_{f}(G, x)$ is an integrable function on $[0, A]$ for every $A>0$. Thus, a simple computation gives $\int_{0}^{1} P_{f}(G, x) d x=I_{f}(G)$.

If there exists $u \in V(G)$ with $f\left(d_{u}\right)>1$, then $1 / f\left(d_{u}\right)-1<0$ and $\lim _{x \rightarrow 0^{+}} x^{1 / f\left(d_{u}\right)-1}=\infty$; thus, $\lim _{x \rightarrow 0^{+}} P_{f}(G, x)=\infty$, and $P_{f}(G, x)$ is not increasing on $(0, \infty)$. If $f\left(d_{u}\right) \leqslant 1$ for every $u \in V(G)$, then $1 / f\left(d_{u}\right)-1 \geqslant 0$ for every $u \in V(G)$, and so $P_{f}(G, x)$ is increasing on $(0, \infty)$. If this is the case, $P_{f}(G, x)$
is strictly increasing on $(0, \infty)$ if $1 / f\left(d_{v}\right)-1>0$ for some $v \in V(G)$, i.e., $f\left(d_{v}\right) \neq 1$ for some $v \in V(G)$; if $f\left(d_{u}\right)=1$ for every $u \in V(G)$, then $P_{f}(G, x)$ is constant, and so it is not strictly increasing on $(0, \infty)$.

If $f\left(d_{u}\right) \in(0,1 / 2] \cup[1, \infty)$ for every $u \in V(G)$, then $1 / f\left(d_{u}\right)-1 \in(-1,0] \cup[1, \infty)$ for every $u \in V(G)$, and $P_{f}(G, x)$ is convex on $(0, \infty)$. If this is the case, $P_{f}(G, x)$ is strictly convex on $(0, \infty)$ if $1 / f\left(d_{v}\right)-1 \in(-1,0) \cup(1, \infty)$ for some $v \in V(G)$, i.e., $f\left(d_{v}\right) \notin\{1 / 2,1\}$ for some $v \in V(G)$.

If $f\left(d_{u}\right) \in[1 / 2,1]$ for every $u \in V(G)$, then $1 / f\left(d_{u}\right)-1 \in[0,1]$ for every $u \in V(G)$, and $P_{f}(G, x)$ is concave on $(0, \infty)$. If this is the case, $P_{f}(G, x)$ is strictly concave on $(0, \infty)$ if $1 / f\left(d_{v}\right)-1 \in(0,1)$ for some $v \in V(G)$, i.e., $f\left(d_{v}\right) \notin\{1 / 2,1\}$ for some $v \in V(G)$.

Finally, $P_{f}(G, 1)=\sum_{u \in V(G)} 1=n$.
In particular, if $\alpha \in \mathbb{R}$ and $f(t)=t^{\alpha}$, then Proposition 1 gives $\int_{0}^{1} P_{f}(G, x) d x=M_{1}^{\alpha}(G)$.
In particular, we have the following properties.
Proposition 2. If $G$ is a $k$-regular graph with order $n$ and $f: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$, then $P_{f}(G, x)=n x^{1 / f(k)-1}$.
The following result shows the polynomial $P_{f}$ for well-known graphs, such as: $K_{n}$ (complete graph), $C_{n}$ (cycle graph), $Q_{n}$ (hypercube graph), $K_{n_{1} ; n_{2}}$ (complete bipartite graph), $S_{n}$ (star), $P_{n}$ (path graph), and $W_{n}$ (wheel graph).

Proposition 3. If $f: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$, then

$$
\begin{aligned}
P_{f}\left(K_{n}, x\right)=n x^{1 / f(n-1)-1}, & P_{f}\left(C_{n}, x\right)=n x^{1 / f(2)-1}, \\
P_{f}\left(Q_{n}, x\right)=2^{n} x^{1 / f(n)-1}, & P_{f}\left(K_{n_{1}, n_{2}}, x\right)=n_{1} x^{1 / f\left(n_{2}\right)-1}+n_{2} x^{1 / f\left(n_{1}\right)-1}, \\
P_{f}\left(S_{n}, x\right)=x^{1 / f(n-1)-1}+(n-1) x^{1 / f(1)-1}, & P_{f}\left(P_{n}, x\right)=(n-2) x^{1 / f(2)-1}+2 x^{1 / f(1)-1}, \\
P_{f}\left(W_{n}, x\right)=x^{1 / f(n-1)-1}+(n-1) x^{1 / f(3)-1} . &
\end{aligned}
$$

Fix $\delta \in \mathbb{Z}^{+}$and $f: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$. We say that $f$ satisfies the $\delta$-additive property 1 (and we write $\left.f \in A P_{1}(\delta)\right)$ if

$$
\frac{1}{f(x+y)} \geqslant \frac{1}{f(x)}+\frac{1}{f(y)}
$$

for every $x, y \in \mathbb{Z}^{+}$with $x, y \geqslant \delta$.
$f$ satisfies the $\delta$-additive property 2 (and we write $\left.f \in A P_{2}(\delta)\right)$ if

$$
\frac{1}{f(x+y)} \leqslant \frac{1}{f(x)}+\frac{1}{f(y)}
$$

for every $x, y \in \mathbb{Z}^{+}$with $x, y \geqslant \delta$.
Finally, $f$ satisfies the $\delta$-additive property 3 (and we write $f \in A P_{3}(\delta)$ ) if

$$
\frac{1}{f(x+y)} \leqslant \min \left\{\frac{1}{f(x)}, \frac{1}{f(y)}\right\}
$$

for every $x, y \in \mathbb{Z}^{+}$with $x, y \geqslant \delta$.
Remark 1. Note that if $f \in A P_{j}(\delta)$ for some $1 \leqslant j \leqslant 3$, then $f \in A P_{j}\left(\delta^{\prime}\right)$ for every $\delta^{\prime} \geqslant \delta$.
If $f$ is an increasing function on $[\delta, \infty)$, then $f \in A P_{3}(\delta)$.
Note that $f(t)=1 / t$ satisfies the 1 -additive properties 1 and 2 , i.e., $f \in A P_{1}(1) \cap A P_{2}(1)$.
The following result appears in reference [31].
Theorem 1. Let $\alpha \in \mathbb{R}$ and $f(t)=t^{\alpha}$.
(1) If $\alpha \leqslant-1$, then $f \in A P_{1}(1)$.
(2) If $\alpha \in[-1,0]$, then $f \in A P_{2}(1)$.
(3) If $\alpha \geqslant 0$, then $f \in A P_{3}(1)$.

Next, we present two useful improvements (for convex functions) of Chebyshev's inequality.
Lemma 1 ([34]). If $f_{1}, \ldots, f_{k}$ are non-negative convex functions on $[a, b]$, then

$$
\frac{1}{b-a} \int_{a}^{b} \prod_{i=1}^{k} f_{i}(x) d x \geqslant \frac{2^{k}}{k+1} \prod_{i=1}^{k} \frac{1}{b-a} \int_{a}^{b} f_{i}(x) d x
$$

Lemma 2 ([35], Corollary 5.2). If $f_{1}, \ldots, f_{k}$ are non-negative convex functions on $[a, b]$, then

$$
\int_{a}^{b} \prod_{i=1}^{k} f_{i}(x) d x \leqslant \frac{2}{k+1}\left(\prod_{i=1}^{k} \int_{a}^{b} f_{i}(x) d x\right)^{1 / k}\left(\prod_{i=1}^{k}\left(f_{i}(a)+f_{i}(b)\right)\right)^{1-1 / k}
$$

## 3. Join of Graphs

Theorem 2. Let $\delta \in \mathbb{Z}^{+}$and $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and minimum degree of at least $\delta$, and $f: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$. The f-polynomial of the join $G_{1}+G_{2}$ satisfies the following inequalities for $x \in(0,1]$.
(1) If $f \in A P_{1}(\delta)$, then

$$
P_{f}\left(G_{1}+G_{2}, x\right) \leqslant x^{1 / f\left(n_{2}\right)} P_{f}\left(G_{1}, x\right)+x^{1 / f\left(n_{1}\right)} P_{f}\left(G_{2}, x\right)
$$

(2) If $f \in A P_{2}(\delta)$, then

$$
P_{f}\left(G_{1}+G_{2}, x\right) \geqslant x^{1 / f\left(n_{2}\right)} P_{f}\left(G_{1}, x\right)+x^{1 / f\left(n_{1}\right)} P_{f}\left(G_{2}, x\right)
$$

(3) If $f \in A P_{3}(\delta)$, then

$$
P_{f}\left(G_{1}+G_{2}, x\right) \geqslant P_{f}\left(G_{1}, x\right)+P_{f}\left(G_{2}, x\right)
$$

Proof. If $u \in V\left(G_{1}\right)$ (respectively, $u \in V\left(G_{2}\right)$ ), then its degree in $G_{1}+G_{2}$ is $d_{u}+n_{2}$ (respectively, $\left.d_{u}+n_{1}\right)$.

Assume first that $f \in A P_{1}(\delta)$. Since $d_{u} \geqslant \delta$ for every $u \in V\left(G_{1}\right) \cup V\left(G_{2}\right), f \in A P_{1}(\delta)$, and $x \in(0,1]$,

$$
\begin{aligned}
P_{f}\left(G_{1}+G_{2}, x\right) & =\sum_{u \in V\left(G_{1}\right)} x^{1 / f\left(d_{u}+n_{2}\right)-1}+\sum_{v \in V\left(G_{2}\right)} x^{1 / f\left(d_{v}+n_{1}\right)-1} \\
& \leqslant \sum_{u \in V\left(G_{1}\right)} x^{1 / f\left(d_{u}\right)-1} x^{1 / f\left(n_{2}\right)}+\sum_{v \in V\left(G_{2}\right)} x^{1 / f\left(d_{v}\right)-1} x^{1 / f\left(n_{1}\right)} \\
& =x^{1 / f\left(n_{2}\right)} P_{f}\left(G_{1}, x\right)+x^{1 / f\left(n_{1}\right)} P_{f}\left(G_{2}, x\right) .
\end{aligned}
$$

If $f \in A P_{2}(\delta)$, then a similar argument allows us to obtain the corresponding inequality.
Assume now that $f \in A P_{3}(\delta)$. We have

$$
\begin{aligned}
P_{f}\left(G_{1}+G_{2}, x\right) & =\sum_{u \in V\left(G_{1}\right)} x^{1 / f\left(d_{u}+n_{2}\right)-1}+\sum_{v \in V\left(G_{2}\right)} x^{1 / f\left(d_{v}+n_{1}\right)-1} \\
& \geqslant \sum_{u \in V\left(G_{1}\right)} x^{1 / f\left(d_{u}\right)-1}+\sum_{v \in V\left(G_{2}\right)} x^{1 / f\left(d_{v}\right)-1}=P_{f}\left(G_{1}, x\right)+P_{f}\left(G_{2}, x\right)
\end{aligned}
$$

Theorems 1 and 2 have the following consequence.

Theorem 3. Let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, $\alpha \in \mathbb{R}$, and $f(t)=t^{\alpha}$. The $f$-polynomial of the join $G_{1}+G_{2}$ satisfies the following inequalities for $x \in(0,1]$.
(1) If $\alpha \leqslant-1$, then

$$
P_{f}\left(G_{1}+G_{2}, x\right) \leqslant x^{n_{2}^{-\alpha}} P_{f}\left(G_{1}, x\right)+x^{n_{1}^{-\alpha}} P_{f}\left(G_{2}, x\right)
$$

(2) If $\alpha \in[-1,0]$, then

$$
P_{f}\left(G_{1}+G_{2}, x\right) \geqslant x^{n_{2}^{-\alpha}} P_{f}\left(G_{1}, x\right)+x^{n_{1}^{-\alpha}} P_{f}\left(G_{2}, x\right)
$$

(3) If $\alpha \geqslant 0$, then

$$
P_{f}\left(G_{1}+G_{2}, x\right) \geqslant P_{f}\left(G_{1}, x\right)+P_{f}\left(G_{2}, x\right)
$$

Theorem 3 has the following consequence.
Corollary 1. Given two graphs $G_{1}$ and $G_{2}$, with order $n_{1}$ and $n_{2}$, respectively, the ID polynomial of the join $G_{1}+G_{2}$ is

$$
I D\left(G_{1}+G_{2}, x\right)=x^{n_{2}} \operatorname{ID}\left(G_{1}, x\right)+x^{n_{1}} \operatorname{ID}\left(G_{2}, x\right)
$$

Since $f(t)=t \sqrt{\log t} \in A P_{3}(2)$, Theorem 2 has the following consequence.
Corollary 2. Let $G_{1}$ and $G_{2}$ be two graphs without pendant vertices and with order $n_{1}$ and $n_{2}$, respectively. If $f(t)=t \sqrt{\log t}$, then the $f$-polynomial of the join $G_{1}+G_{2}$ satisfies for $x \in(0,1]$

$$
P_{f}\left(G_{1}+G_{2}, x\right) \geqslant P_{f}\left(G_{1}, x\right)+P_{f}\left(G_{2}, x\right)
$$

Next, we obtain bounds for $I_{f}\left(G_{1}+G_{2}\right)$ by using the previous inequalities for $P_{f}\left(G_{1}+G_{2}, x\right)$.
Proposition 4. Let $\delta \in \mathbb{Z}^{+}$and let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and a minimum degree of at least $\delta$. If $f \in A P_{3}(\delta)$, then

$$
I_{f}\left(G_{1}+G_{2}\right) \geqslant I_{f}\left(G_{1}\right)+I_{f}\left(G_{2}\right)
$$

Proof. Theorem 2 gives

$$
P_{f}\left(G_{1}+G_{2}, x\right) \geqslant P_{f}\left(G_{1}, x\right)+P_{f}\left(G_{2}, x\right)
$$

for every $x \in(0,1]$. Thus, Proposition 1 gives

$$
I_{f}\left(G_{1}+G_{2}\right)=\int_{0}^{1} P_{f}\left(G_{1}+G_{2}, x\right) d x \geqslant \int_{0}^{1} P_{f}\left(G_{1}, x\right) d x+\int_{0}^{1} P_{f}\left(G_{2}, x\right) d x=I_{f}\left(G_{1}\right)+I_{f}\left(G_{2}\right)
$$

Theorem 4. Let $\delta \in \mathbb{Z}^{+}$, and let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and a minimum degree of at least $\delta$, and $a>0$. If $f: \mathbb{Z}^{+} \cap[\delta, \infty) \rightarrow(0, a / 2]$, then the following inequalities hold.
(1) If $f \in A P_{1}(\delta)$, then

$$
I_{f}\left(G_{1}+G_{2}\right) \leqslant \frac{2}{3}\left(\frac{a n_{1} f\left(n_{2}\right)}{a+f\left(n_{2}\right)} I_{f}\left(G_{1}\right)\right)^{1 / 2}+\frac{2}{3}\left(\frac{a n_{2} f\left(n_{1}\right)}{a+f\left(n_{1}\right)} I_{f}\left(G_{2}\right)\right)^{1 / 2}
$$

(2) If $f \in A P_{2}(\delta)$, then

$$
I_{f}\left(G_{1}+G_{2}\right) \geqslant \frac{4}{3}\left(\frac{f\left(n_{2}\right)}{a+f\left(n_{2}\right)} I_{f}\left(G_{1}\right)+\frac{f\left(n_{1}\right)}{a+f\left(n_{1}\right)} I_{f}\left(G_{2}\right)\right)
$$

Proof. Let us define the function $g=f / a$. Thus, $g: \mathbb{Z}^{+} \cap[\delta, \infty) \rightarrow(0,1 / 2]$ and Proposition 1 gives that $P_{g}\left(G_{1}, x\right)$ and $P_{g}\left(G_{2}, x\right)$ are convex functions on $(0, \infty)$ and continuous on $[0, \infty)$; hence, they are convex on $[0,1]$.

If $f \in A P_{1}(\delta)$, then $f / a \in A P_{1}(\delta)$ and Theorem 2 gives

$$
P_{f / a}\left(G_{1}+G_{2}, x\right) \leqslant x^{a / f\left(n_{2}\right)} P_{f / a}\left(G_{1}, x\right)+x^{a / f\left(n_{1}\right)} P_{f / a}\left(G_{2}, x\right) .
$$

Note that $f / a \leqslant 1 / 2$ gives $a / f-1 \geqslant 1$, and so $P_{f / a}\left(G_{i}, 0\right)=0$ and $P_{f / a}\left(G_{i}, 1\right)=n_{i}$ for $i=1,2$. Since $a / f\left(n_{2}\right) \geqslant 2$, we have that $x^{a / f\left(n_{2}\right)}$ is also a convex function on $[0,1]$, and Lemma 2 gives

$$
\begin{aligned}
\int_{0}^{1} x^{a / f\left(n_{2}\right)} P_{f / a}\left(G_{1}, x\right) d x \leqslant & \frac{2}{3}\left(\int_{0}^{1} x^{a / f\left(n_{2}\right)} d x \int_{0}^{1} P_{f / a}\left(G_{1}, x\right) d x\right)^{1 / 2} \\
& \cdot\left((0+1)\left(P_{f / a}\left(G_{1}, 0\right)+P_{f / a}\left(G_{1}, 1\right)\right)\right)^{1 / 2} \\
= & \frac{2}{3}\left(n_{1} \frac{f\left(n_{2}\right)}{a+f\left(n_{2}\right)} I_{f / a}\left(G_{1}\right)\right)^{1 / 2} \\
= & \frac{2}{3}\left(\frac{n_{1} f\left(n_{2}\right)}{a+f\left(n_{2}\right)} \frac{1}{a} I_{f}\left(G_{1}\right)\right)^{1 / 2} .
\end{aligned}
$$

We obtain in a similar way

$$
\int_{0}^{1} x^{a / f\left(n_{1}\right)} P_{f / a}\left(G_{2}, x\right) d x \leqslant \frac{2}{3}\left(\frac{n_{2} f\left(n_{1}\right)}{a+f\left(n_{1}\right)} \frac{1}{a} I_{f}\left(G_{2}\right)\right)^{1 / 2}
$$

Hence,

$$
\begin{aligned}
\frac{1}{a} I_{f}\left(G_{1}+G_{2}\right) & =I_{f / a}\left(G_{1}+G_{2}\right)=\int_{0}^{1} P_{f / a}\left(G_{1}+G_{2}, x\right) d x \\
& \leqslant \frac{2}{3}\left(\frac{n_{1} f\left(n_{2}\right)}{a+f\left(n_{2}\right)} \frac{1}{a} I_{f}\left(G_{1}\right)\right)^{1 / 2}+\frac{2}{3}\left(\frac{n_{2} f\left(n_{1}\right)}{a+f\left(n_{1}\right)} \frac{1}{a} I_{f}\left(G_{2}\right)\right)^{1 / 2}
\end{aligned}
$$

If $f \in A P_{2}(\delta)$, then $f / a \in A P_{2}(\delta)$ and Theorem 2 gives

$$
P_{f / a}\left(G_{1}+G_{2}, x\right) \geqslant x^{a / f\left(n_{2}\right)} P_{f / a}\left(G_{1}, x\right)+x^{a / f\left(n_{1}\right)} P_{f / a}\left(G_{2}, x\right) .
$$

Thus, Lemma 1 gives

$$
\begin{aligned}
\frac{1}{a} I_{f}\left(G_{1}+G_{2}\right) & =I_{f / a}\left(G_{1}+G_{2}\right)=\int_{0}^{1} P_{f / a}\left(G_{1}+G_{2}, x\right) d x \\
& \geqslant \frac{4}{3} \int_{0}^{1} x^{a / f\left(n_{2}\right)} d x \int_{0}^{1} P_{f / a}\left(G_{1}, x\right) d x+\frac{4}{3} \int_{0}^{1} x^{a / f\left(n_{1}\right)} d x \int_{0}^{1} P_{f / a}\left(G_{2}, x\right) d x \\
& =\frac{4}{3} \frac{f\left(n_{2}\right)}{a+f\left(n_{2}\right)} \frac{1}{a} I_{f}\left(G_{1}\right)+\frac{4}{3} \frac{f\left(n_{1}\right)}{a+f\left(n_{1}\right)} \frac{1}{a} I_{f}\left(G_{2}\right) .
\end{aligned}
$$

Corollary 3. Let $\delta \in \mathbb{Z}^{+}$, and let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and a minimum degree of at least $\delta$, and $a>0$. If $f: \mathbb{Z}^{+} \cap[\delta, \infty) \rightarrow(0, a / 2]$ and $f \in A P_{1}(\delta)$, then

$$
I_{f}\left(G_{1}+G_{2}\right) \leqslant \frac{2}{3}\left(\frac{n_{1} a}{3} I_{f}\left(G_{1}\right)\right)^{1 / 2}+\frac{2}{3}\left(\frac{n_{2} a}{3} I_{f}\left(G_{2}\right)\right)^{1 / 2}
$$

Proof. Since $F(t)=a t /(a+t)$ is an increasing function on $t \in[0, \infty)$ and $f \leqslant a / 2$,

$$
n_{i} \frac{a f\left(n_{j}\right)}{a+f\left(n_{j}\right)} \leqslant n_{i} \frac{a \frac{a}{2}}{a+\frac{a}{2}}=\frac{n_{i} a}{3}
$$

and Theorem 4 gives the desired inequality.
Next, we obtain inequalities for several topological indices of joins of graphs.
Theorems 1 and 4 (with $a=2$ ) and Proposition 4 have the following consequence.
Corollary 4. Let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and $\alpha \in \mathbb{R}$.
(1) If $\alpha \leqslant-1$, then

$$
M_{1}^{\alpha}\left(G_{1}+G_{2}\right) \leqslant \frac{2}{3}\left(\frac{2 n_{1} n_{2}^{\alpha}}{2+n_{2}^{\alpha}} M_{1}^{\alpha}\left(G_{1}\right)\right)^{1 / 2}+\frac{2}{3}\left(\frac{2 n_{2} n_{1}^{\alpha}}{2+n_{1}^{\alpha}} M_{1}^{\alpha}\left(G_{2}\right)\right)^{1 / 2}
$$

(2) If $\alpha \in[-1,0]$, then

$$
M_{1}^{\alpha}\left(G_{1}+G_{2}\right) \geqslant \frac{4}{3}\left(\frac{n_{2}^{\alpha}}{2+n_{2}^{\alpha}} M_{1}^{\alpha}\left(G_{1}\right)+\frac{n_{1}^{\alpha}}{2+n_{1}^{\alpha}} M_{1}^{\alpha}\left(G_{2}\right)\right)
$$

(3) If $\alpha \geqslant 0$, then

$$
M_{1}^{\alpha}\left(G_{1}+G_{2}\right) \geqslant M_{1}^{\alpha}\left(G_{1}\right)+M_{1}^{\alpha}\left(G_{2}\right)
$$

Corollary 4 gives the following result.
Corollary 5. If $G_{1}$ and $G_{2}$ are two graphs with order $n_{1}$ and $n_{2}$, respectively, then

$$
\begin{aligned}
\frac{4}{3}\left(\frac{1}{2 n_{2}+1} I D\left(G_{1}\right)+\frac{1}{2 n_{1}+1} I D\left(G_{2}\right)\right) & \leqslant I D\left(G_{1}+G_{2}\right) \\
& \leqslant \frac{2}{3}\left(\frac{2 n_{1}}{2 n_{2}+1} I D\left(G_{1}\right)\right)^{1 / 2}+\frac{2}{3}\left(\frac{2 n_{2}}{2 n_{1}+1} I D\left(G_{2}\right)\right)^{1 / 2}
\end{aligned}
$$

The sum lordeg index

$$
S L(G)=\sum_{u \in V(G)} d_{u} \sqrt{\log d_{u}}
$$

is one of the Adriatic indices introduced in reference [36].
Since $f(t)=t \sqrt{\log t}$ is an increasing function on $[1, \infty), f \in A P_{3}(2)$. Thus, we have the following:
Lemma 3. If $f(t)=t \sqrt{\log t}$, then $f \in A P_{3}(2)$.
Lemma 3 and Proposition 4 have the following consequence.
Corollary 6. If $G_{1}$ and $G_{2}$ are graphs without pendant vertices and with order $n_{1}$ and $n_{2}$, respectively, then

$$
S L\left(G_{1}+G_{2}\right) \geqslant S L\left(G_{1}\right)+S L\left(G_{2}\right)
$$

## 4. Corona Products

Theorem 5. Let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and $f: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$. The $f$-polynomial of the corona product $G_{1} \circ G_{2}$ satisfies the following inequalities for $x \in(0,1]$.
(1) If $f \in A P_{1}(1)$, then

$$
P_{f}\left(G_{1} \circ G_{2}, x\right) \leqslant x^{1 / f\left(n_{2}\right)} P_{f}\left(G_{1}, x\right)+n_{1} x^{1 / f(1)} P_{f}\left(G_{2}, x\right)
$$

(2) If $f \in A P_{2}(1)$, then

$$
P_{f}\left(G_{1} \circ G_{2}, x\right) \geqslant x^{1 / f\left(n_{2}\right)} P_{f}\left(G_{1}, x\right)+n_{1} x^{1 / f(1)} P_{f}\left(G_{2}, x\right) .
$$

(3) If $\delta \in \mathbb{Z}^{+}, G_{1}$ and $G_{2}$ have a minimum degree of at least $\delta$, and $f$ is increasing on $\mathbb{Z}^{+} \cap[\delta, \infty)$, then

$$
P_{f}\left(G_{1} \circ G_{2}, x\right) \geqslant P_{f}\left(G_{1}, x\right)+n_{1} P_{f}\left(G_{2}, x\right) .
$$

Proof. If $u \in V\left(G_{1}\right)$, then its degree in $G_{1} \circ G_{2}$ is $d_{u}+n_{2}$. If $G_{2}^{(i)}$ is a copy of $G_{2}$ in $G_{1} \circ G_{2}$ and $v \in V\left(G_{2}^{(i)}\right)$, then its degree in $G_{1} \circ G_{2}$ is $d_{v}+1$.

Assume first that $f \in A P_{1}(1)$. Since $f \in A P_{1}(1)$ and $x \in(0,1]$,

$$
\begin{aligned}
P_{f}\left(\mathrm{G}_{1} \circ \mathrm{G}_{2}, x\right) & =\sum_{u \in V\left(G_{1}\right)} x^{1 / f\left(d_{u}+n_{2}\right)-1}+n_{1} \sum_{v \in V\left(G_{2}\right)} x^{1 / f\left(d_{v}+1\right)-1} \\
& \leqslant \sum_{u \in V\left(G_{1}\right)} x^{1 / f\left(d_{u}\right)-1} x^{1 / f\left(n_{2}\right)}+n_{1} \sum_{v \in V\left(G_{2}\right)} x^{1 / f\left(d_{v}\right)-1} x^{1 / f(1)} \\
& =x^{1 / f\left(n_{2}\right)} P_{f}\left(G_{1}, x\right)+n_{1} x^{1 / f(1)} P_{f}\left(G_{2}, x\right) .
\end{aligned}
$$

If $f \in A P_{2}(1)$, then a similar argument allows us to obtain the corresponding inequality.
Finally, assume that $G_{1}$ and $G_{2}$ have a minimum degree of at least $\delta$, and $f$ is increasing on $\mathbb{Z}^{+} \cap[\delta, \infty)$. We have

$$
\begin{aligned}
P_{f}\left(\mathrm{G}_{1} \circ \mathrm{G}_{2}, x\right) & =\sum_{u \in V\left(G_{1}\right)} x^{1 / f\left(d_{u}+n_{2}\right)-1}+n_{1} \sum_{v \in V\left(G_{2}\right)} x^{1 / f\left(d_{v}+1\right)-1} \\
& \geqslant \sum_{u \in V\left(G_{1}\right)} x^{1 / f\left(d_{u}\right)-1}+n_{1} \sum_{v \in V\left(G_{2}\right)} x^{1 / f\left(d_{v}\right)-1}=P_{f}\left(G_{1}, x\right)+n_{1} P_{f}\left(G_{2}, x\right) .
\end{aligned}
$$

Theorems 1 and 5 have the following consequence.
Corollary 7. Let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and let $\alpha \in \mathbb{R}$ and $f(t)=t^{\alpha}$. The $f$-polynomial of the corona product $G_{1} \circ G_{2}$ satisfies the following inequalities for $x \in(0,1]$.
(1) If $\alpha \leqslant-1$, then

$$
P_{f}\left(G_{1} \circ G_{2}, x\right) \leqslant x^{n_{2}^{-\alpha}} P_{f}\left(G_{1}, x\right)+n_{1} x P_{f}\left(G_{2}, x\right) .
$$

(2) If $\alpha \in[-1,0]$, then

$$
P_{f}\left(G_{1} \circ G_{2}, x\right) \geqslant x^{n_{2}^{-\alpha}} P_{f}\left(G_{1}, x\right)+n_{1} x P_{f}\left(G_{2}, x\right) .
$$

(3) If $\alpha \geqslant 0$, then

$$
P_{f}\left(G_{1} \circ G_{2}, x\right) \geqslant P_{f}\left(G_{1}, x\right)+n_{1} P_{f}\left(G_{2}, x\right) .
$$

Corollary 7 has the following consequence.
Corollary 8. Given two graphs $G_{1}$ and $G_{2}$ with order $n_{1}$ and $n_{2}$, respectively, the ID polynomial of the corona product $G_{1} \circ G_{2}$ is

$$
I D\left(G_{1} \circ G_{2}, x\right)=x^{n_{2}} I D\left(G_{1}, x\right)+n_{1} x \operatorname{ID}\left(G_{2}, x\right) .
$$

Theorem 5 has the following consequence.

Corollary 9. Let $G_{1}$ and $G_{2}$ be two graphs without pendant vertices and with order $n_{1}$ and $n_{2}$, respectively. If $f(t)=t \sqrt{\log t}$, then the $f$-polynomial of the corona product $G_{1} \circ G_{2}$ satisfies for $x \in(0,1]$

$$
P_{f}\left(G_{1} \circ G_{2}, x\right) \geqslant P_{f}\left(G_{1}, x\right)+n_{1} P_{f}\left(G_{2}, x\right)
$$

Next, we obtain bounds for $I_{f}\left(G_{1} \circ G_{2}\right)$ by using the previous inequalities for $P_{f}\left(G_{1} \circ G_{2}, x\right)$.
Proposition 5. Let $\delta \in \mathbb{Z}^{+}$, and let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and a minimum degree of at least $\delta$. If $f$ is increasing on $\mathbb{Z}^{+} \cap[\delta, \infty)$, then

$$
I_{f}\left(G_{1} \circ G_{2}\right) \geqslant I_{f}\left(G_{1}\right)+n_{1} I_{f}\left(G_{2}\right)
$$

Proof. Theorem 5 gives

$$
P_{f}\left(G_{1} \circ G_{2}, x\right) \geqslant P_{f}\left(G_{1}, x\right)+n_{1} P_{f}\left(G_{2}, x\right)
$$

for every $x \in(0,1]$. Thus, Proposition 1 gives the desired inequality.
Theorem 6. Let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and $a>0$. If $f: \mathbb{Z}^{+} \rightarrow(0, a / 2]$, then the following inequalities hold.
(1) If $f \in A P_{1}(1)$, then

$$
I_{f}\left(G_{1} \circ G_{2}\right) \leqslant \frac{2}{3}\left(\frac{a n_{1} f\left(n_{2}\right)}{a+f\left(n_{2}\right)} I_{f}\left(G_{1}\right)\right)^{1 / 2}+\frac{2 n_{1}}{3}\left(\frac{a n_{2} f(1)}{a+f(1)} I_{f}\left(G_{2}\right)\right)^{1 / 2}
$$

(2) If $f \in A P_{2}(1)$, then

$$
I_{f}\left(G_{1} \circ G_{2}\right) \geqslant \frac{4}{3}\left(\frac{f\left(n_{2}\right)}{a+f\left(n_{2}\right)} I_{f}\left(G_{1}\right)+\frac{n_{1} f(1)}{a+f(1)} I_{f}\left(G_{2}\right)\right) .
$$

Proof. Let us define the function $g=f / a$. Thus, $g: \mathbb{Z}^{+} \rightarrow(0,1 / 2]$ and Proposition 1 gives that $P_{g}\left(G_{1}, x\right)$ and $P_{g}\left(G_{2}, x\right)$ are convex functions on $(0, \infty)$ and continuous on $[0, \infty)$; hence, they are convex on $[0,1]$.

If $f \in A P_{1}(1)$, then $f / a \in A P_{1}(1)$ and Theorem 5 gives

$$
P_{f / a}\left(G_{1} \circ G_{2}, x\right) \leqslant x^{a / f\left(n_{2}\right)} P_{f / a}\left(G_{1}, x\right)+n_{1} x^{a / f(1)} P_{f / a}\left(G_{2}, x\right)
$$

Note that $f / a \leqslant 1 / 2$ gives $a / f-1 \geqslant 1$, and so $P_{f / a}\left(G_{i}, 0\right)=0$ and $P_{f / a}\left(G_{i}, 1\right)=n_{i}$ for $i=1,2$. Since $a / f\left(n_{2}\right) \geqslant 2$, we have that $x^{a / f\left(n_{2}\right)}$ is also a convex function on $[0,1]$, and Lemma 2 gives

$$
\begin{aligned}
\int_{0}^{1} x^{a / f\left(n_{2}\right)} P_{f / a}\left(G_{1}, x\right) d x \leqslant & \frac{2}{3}\left(\int_{0}^{1} x^{a / f\left(n_{2}\right)} d x \int_{0}^{1} P_{f / a}\left(G_{1}, x\right) d x\right)^{1 / 2} \\
& \cdot\left((0+1)\left(P_{f / a}\left(G_{1}, 0\right)+P_{f / a}\left(G_{1}, 1\right)\right)\right)^{1 / 2} \\
= & \frac{2}{3}\left(n_{1} \frac{f\left(n_{2}\right)}{a+f\left(n_{2}\right)} \frac{1}{a} I_{f}\left(G_{1}\right)\right)^{1 / 2} .
\end{aligned}
$$

We obtain, in a similar way,

$$
n_{1} \int_{0}^{1} x^{a / f(1)} P_{f / a}\left(G_{2}, x\right) d x \leqslant \frac{2 n_{1}}{3}\left(\frac{n_{2} f(1)}{a+f(1)} \frac{1}{a} I_{f}\left(G_{2}\right)\right)^{1 / 2}
$$

Hence,

$$
\begin{aligned}
\frac{1}{a} I_{f}\left(G_{1} \circ G_{2}\right) & =I_{f / a}\left(G_{1} \circ G_{2}\right)=\int_{0}^{1} P_{f / a}\left(G_{1} \circ G_{2}, x\right) d x \\
& \leqslant \frac{2}{3}\left(\frac{n_{1} f\left(n_{2}\right)}{a+f\left(n_{2}\right)} \frac{1}{a} I_{f}\left(G_{1}\right)\right)^{1 / 2}+\frac{2 n_{1}}{3}\left(\frac{n_{2} f(1)}{a+f(1)} \frac{1}{a} I_{f}\left(G_{2}\right)\right)^{1 / 2}
\end{aligned}
$$

If $f \in A P_{2}(\delta)$, then $f / a \in A P_{2}(\delta)$ and Theorem 5 gives

$$
P_{f / a}\left(G_{1} \circ G_{2}, x\right) \geqslant x^{a / f\left(n_{2}\right)} P_{f / a}\left(G_{1}, x\right)+n_{1} x^{a / f(1)} P_{f / a}\left(G_{2}, x\right)
$$

Thus, Lemma 1 gives

$$
\begin{aligned}
\frac{1}{a} I_{f}\left(G_{1} \circ G_{2}\right) & =I_{f / a}\left(G_{1} \circ G_{2}\right)=\int_{0}^{1} P_{f / a}\left(G_{1} \circ G_{2}, x\right) d x \\
& \geqslant \frac{4}{3} \int_{0}^{1} x^{a / f\left(n_{2}\right)} d x \int_{0}^{1} P_{f / a}\left(G_{1}, x\right) d x+\frac{4 n_{1}}{3} \int_{0}^{1} x^{a / f(1)} d x \int_{0}^{1} P_{f / a}\left(G_{2}, x\right) d x \\
& =\frac{4}{3} \frac{f\left(n_{2}\right)}{a+f\left(n_{2}\right)} \frac{1}{a} I_{f}\left(G_{1}\right)+\frac{4}{3} \frac{n_{1} f(1)}{a+f(1)} \frac{1}{a} I_{f}\left(G_{2}\right) .
\end{aligned}
$$

Next, we obtain inequalities for several topological indices of the corona product of graphs.
Theorems 1 and 6 (with $a=2$ ) and Proposition 5 have the following consequence.
Corollary 10. Let $G_{1}$ and $G_{2}$ be two graphs with order $n_{1}$ and $n_{2}$, respectively, and $\alpha \in \mathbb{R}$.
(1) If $\alpha \leqslant-1$, then

$$
M_{1}^{\alpha}\left(G_{1} \circ G_{2}\right) \leqslant \frac{2}{3}\left(\frac{2 n_{1} n_{2}^{\alpha}}{2+n_{2}^{\alpha}} M_{1}^{\alpha}\left(G_{1}\right)\right)^{1 / 2}+\frac{2 n_{1}}{3}\left(\frac{2 n_{2}}{3} M_{1}^{\alpha}\left(G_{2}\right)\right)^{1 / 2}
$$

(2) If $\alpha \in[-1,0]$, then

$$
M_{1}^{\alpha}\left(G_{1} \circ G_{2}\right) \geqslant \frac{4}{3}\left(\frac{n_{2}^{\alpha}}{2+n_{2}^{\alpha}} M_{1}^{\alpha}\left(G_{1}\right)+\frac{n_{1}}{3} M_{1}^{\alpha}\left(G_{2}\right)\right)
$$

(3) If $\alpha \geqslant 0$, then

$$
M_{1}^{\alpha}\left(G_{1} \circ G_{2}\right) \geqslant M_{1}^{\alpha}\left(G_{1}\right)+n_{1} M_{1}^{\alpha}\left(G_{2}\right)
$$

Corollary 10 gives the following result.
Corollary 11. If $G_{1}$ and $G_{2}$ are two graphs with order $n_{1}$ and $n_{2}$, respectively, then

$$
\begin{aligned}
\frac{4}{3}\left(\frac{1}{2 n_{2}+1} I D\left(G_{1}\right)+\frac{n_{1}}{3} I D\left(G_{2}\right)\right) & \leqslant I D\left(G_{1} \circ G_{2}\right) \\
& \leqslant \frac{2}{3}\left(\frac{2 n_{1}}{2 n_{2}+1} I D\left(G_{1}\right)\right)^{1 / 2}+\frac{2 n_{1}}{3}\left(\frac{2 n_{2}}{3} I D\left(G_{2}\right)\right)^{1 / 2}
\end{aligned}
$$

Proposition 5 has the following consequence.
Corollary 12. If $G_{1}$ and $G_{2}$ are graphs without pendant vertices and with order $n_{1}$ and $n_{2}$, respectively, then

$$
S L\left(G_{1} \circ G_{2}\right) \geqslant S L\left(G_{1}\right)+n_{1} S L\left(G_{2}\right) .
$$

## 5. Mycielskian Graphs

Given a graph $G$ with $V(G)=\left\{v_{1}, \ldots, v_{n}\right\}$, its Mycielskian graph $\mu(G)$ contains $G$ itself as a subgraph, together with $n+1$ additional vertices $\left\{u_{1}, \ldots, u_{n}, w\right\}$. Each vertex $u_{i}$ is connected by an edge to $w$. In addition, for each edge $v_{i} v_{j}$ of $G$, the Mycielskian graph includes two edges, $u_{i} v_{j}$ and $v_{i} u_{j}$. Thus, if $G$ has order $n$ and size $m$, then $\mu(G)$ has $2 n+1$ vertices and $3 m+n$ edges. In addition,

$$
d_{v_{i}, \mu(G)}=2 d_{v_{i}}, \quad d_{u_{i}, \mu(G)}=d_{v_{i}}+1, \quad d_{w, \mu(G)}=n
$$

for each $i=1, \ldots, n$, where $d_{v}$ and $d_{v, \mu(G)}$ denote the degree of the vertex $v$ in $G$ and $\mu(G)$, respectively.
Mycielskian graphs are a construction for embedding any graph into a larger graph with a higher chromatic number while avoiding the creation of additional triangles (see [37]). Mycielskian graphs have been used also in mathematical chemistry; see, e.g., [38-41].

Theorem 7. Let $G$ be a graph with order $n, a>0, \alpha \in \mathbb{R}, f(t)=t^{\alpha} / a$, and $x \in(0,1]$.
(1) If $\alpha \leqslant-1$, then

$$
P_{f / a}(\mu(G), x) \leqslant x^{a 2^{-\alpha}-1} P_{f}\left(G, x^{a 2^{-\alpha}}\right)+x^{a} P_{f / a}(G, x)+x^{a n^{-\alpha}-1} .
$$

(2) If $\alpha \in[-1,0]$, then

$$
P_{f / a}(\mu(G), x) \geqslant x^{a 2^{-\alpha}-1} P_{f}\left(G, x^{a 2^{-\alpha}}\right)+x^{a} P_{f / a}(G, x)+x^{a n^{-\alpha}-1}
$$

(3) If $\alpha \geqslant 0$, then

$$
P_{f / a}(\mu(G), x) \geqslant x^{a 2^{-\alpha}-1} P_{f}\left(G, x^{a 2^{-\alpha}}\right)+P_{f / a}(G, x)+x^{a n^{-\alpha}-1}
$$

Proof. Assume first that $\alpha \leqslant-1$. Thus, $-\alpha \geqslant 1$ and $\left(d_{v_{i}}+1\right)^{-\alpha} \geqslant d_{v_{i}}^{-\alpha}+1$. Since $x \in(0,1]$, we have

$$
\begin{aligned}
P_{f / a}(\mu(G), x) & =\sum_{i=1}^{n} x^{a\left(d_{v_{i}, \mu(G)}\right)^{-\alpha}-1}+\sum_{i=1}^{n} x^{a\left(d_{u_{i}, \mu(G)}\right)^{-\alpha}-1}+x^{a\left(d_{w, \mu(G)}\right)^{-\alpha}-1} \\
& =\sum_{i=1}^{n} x^{a 2^{2}\left(d_{v_{i}}^{-\alpha}-1\right)+a 2^{-\alpha}-1}+\sum_{i=1}^{n} x^{a\left(d_{v_{i}}+1\right)^{-\alpha}-1}+x^{a n^{-\alpha}-1} \\
& \leqslant x^{a 2^{-\alpha}-1} \sum_{i=1}^{n}\left(x^{a 2^{-\alpha}}\right)^{d_{v_{i}}^{-\alpha}-1}+\sum_{i=1}^{n} x^{a d_{v_{i}}^{-\alpha}+a-1}+x^{a n^{-\alpha}-1} \\
& =x^{a 2^{-\alpha}-1} P_{f}\left(G, x^{a 2^{-\alpha}}\right)+x^{a} P_{f / a}(G, x)+x^{a n^{-\alpha}-1}
\end{aligned}
$$

If $\alpha \in[-1,0]$, then $\left(d_{v_{i}}+1\right)^{-\alpha} \leqslant d_{v_{i}}^{-\alpha}+1$, and so

$$
\begin{aligned}
P_{f / a}(\mu(G), x) & =\sum_{i=1}^{n} x^{a 2^{-\alpha}\left(d_{v_{i}}^{-\alpha}-1\right)+a 2^{-\alpha}-1}+\sum_{i=1}^{n} x^{a\left(d_{v_{i}}+1\right)^{-\alpha}-1}+x^{a n^{-\alpha}-1} \\
& \geqslant x^{a 2^{-\alpha}-1} \sum_{i=1}^{n}\left(x^{a 2^{-\alpha}}\right)^{d_{v_{i}}^{-\alpha}-1}+\sum_{i=1}^{n} x^{a d_{v_{i}}^{-\alpha}+a-1}+x^{a n^{-\alpha}-1} \\
& =x^{a 2^{-\alpha}-1} P_{f}\left(G, x^{a 2^{-\alpha}}\right)+x^{a} P_{f / a}(G, x)+x^{a n^{-\alpha}-1} .
\end{aligned}
$$

If $\alpha \geqslant 0$, then $\left(d_{v_{i}}+1\right)^{-\alpha} \leqslant d_{v_{i}}^{-\alpha}$, and so

$$
\begin{aligned}
P_{f / a}(\mu(G), x) & =\sum_{i=1}^{n} x^{a 2^{-\alpha}\left(d_{v_{i}}^{-\alpha}-1\right)+a 2^{-\alpha}-1}+\sum_{i=1}^{n} x^{a\left(d_{v_{i}}+1\right)^{-\alpha}-1}+x^{a n^{-\alpha}-1} \\
& \geqslant x^{a 2^{-\alpha}-1} \sum_{i=1}^{n}\left(x^{a 2^{-\alpha}}\right)^{d_{v_{i}}^{-\alpha}-1}+\sum_{i=1}^{n} x^{a d_{v_{i}}^{-\alpha}-1}+x^{a n^{-\alpha}-1} \\
& =x^{a 2^{-\alpha}-1} P_{f}\left(G, x^{a 2^{-\alpha}}\right)+P_{f / a}(G, x)+x^{a n^{-\alpha}-1} .
\end{aligned}
$$

Theorem 7 has the following consequences.
Corollary 13. If $G$ is a graph with order $n$, then

$$
I D(\mu(G), x)=x I D\left(G, x^{2}\right)+x \operatorname{ID}(G, x)+x^{n-1}
$$

Next, we obtain bounds for $M_{1}^{\alpha}(\mu(G))$ by using the previous inequalities for $P_{f}(\mu(G), x)$.
Theorem 8. Let $G$ be a graph with order $n$ and $\alpha \in \mathbb{R}$.
(1) If $\alpha \leqslant-1$, then

$$
M_{1}^{\alpha}(\mu(G)) \leqslant 2^{\alpha} M_{1}^{\alpha}(G)+\frac{2}{3}\left(\frac{2}{3} n M_{1}^{\alpha}(G)\right)^{1 / 2}+n^{\alpha}
$$

(2) If $\alpha \in[-1,0]$, then

$$
M_{1}^{\alpha}(\mu(G)) \geqslant\left(2^{\alpha}+\frac{4}{9}\right) M_{1}^{\alpha}(G)+n^{\alpha}
$$

(3) If $\alpha \geqslant 0$, then

$$
M_{1}^{\alpha}(\mu(G)) \geqslant\left(2^{\alpha}+1\right) M_{1}^{\alpha}(G)+n^{\alpha}
$$

Proof. Let us consider the function $f(t)=t^{\alpha}$. Assume first that $\alpha \geqslant 0$. Theorem 7 with $a=1$ gives

$$
P_{f}(\mu(G), x) \geqslant x^{2^{-\alpha}-1} P_{f}\left(G, x^{2^{-\alpha}}\right)+P_{f}(G, x)+x^{n^{-\alpha}-1}
$$

for $x \in(0,1]$. Thus,

$$
\begin{aligned}
M_{1}^{\alpha}(\mu(G)) & =\int_{0}^{1} P_{f}(\mu(G), x) d x \\
& \geqslant \int_{0}^{1} x^{2^{-\alpha}-1} P_{f}\left(G, x^{2^{-\alpha}}\right) d x+\int_{0}^{1} P_{f}(G, x) d x+\int_{0}^{1} x^{n^{-\alpha}-1} d x \\
& =\int_{0}^{1} \frac{1}{2^{-\alpha}} P_{f}(G, t) d t+M_{1}^{\alpha}(G)+\left[\frac{x^{n^{-\alpha}}}{n^{-\alpha}}\right]_{0}^{1} \\
& =\left(2^{\alpha}+1\right) M_{1}^{\alpha}(G)+n^{\alpha}
\end{aligned}
$$

Note that $f(t) \leqslant 1$ for every $t \in \mathbb{Z}^{+}$if $\alpha \leqslant 0$. Thus, $2 / f-1 \geqslant 1$, and $P_{f / 2}(\mu(G), x)$ is a convex function on $[0,1]$ with $P_{f / 2}(\mu(G), 0)=0$.

Assume now that $\alpha \leqslant-1$. Theorem 7 with $a=2$ gives

$$
P_{f / 2}(\mu(G), x) \leqslant x^{2^{1-\alpha}-1} P_{f}\left(G, x^{2^{1-\alpha}}\right)+x^{2} P_{f / 2}(G, x)+x^{2 n^{-\alpha}-1}
$$

for $x \in(0,1]$. Thus,

$$
\begin{aligned}
M_{1}^{\alpha}(\mu(G)) & =2 I_{f / 2}(\mu(G))=2 \int_{0}^{1} P_{f / 2}(\mu(G), x) d x \\
& \leqslant 2 \int_{0}^{1} x^{2^{1-\alpha}-1} P_{f}\left(G, x^{2^{1-\alpha}}\right) d x+2 \int_{0}^{1} x^{2} P_{f / 2}(G, x) d x+2 \int_{0}^{1} x^{2 n^{-\alpha}-1} d x \\
& =\int_{0}^{1} \frac{1}{2^{-\alpha}} P_{f}(G, t) d t+2 \int_{0}^{1} x^{2} P_{f / 2}(G, x) d x+\left[\frac{x^{2 n^{-\alpha}}}{n^{-\alpha}}\right]_{0}^{1} \\
& =2^{\alpha} M_{1}^{\alpha}(G)+2 \int_{0}^{1} x^{2} P_{f / 2}(G, x) d x+n^{\alpha} .
\end{aligned}
$$

Since $x^{2}$ and $P_{f / 2}(\mu(G), x)$ are non-negative convex functions on $[0,1]$, Lemma 2 gives

$$
\begin{aligned}
\int_{0}^{1} x^{2} P_{f / 2}(G, x) d x & \leqslant \frac{2}{3}\left(\int_{0}^{1} x^{2} d x \int_{0}^{1} P_{f / 2}(G, x) d x\right)^{1 / 2}\left(P_{f / 2}(G, 0)+P_{f / 2}(G, 1)\right)^{1 / 2} \\
& =\frac{2}{3}\left(\frac{1}{3} \cdot \frac{1}{2} M_{1}^{\alpha}(G) n\right)^{1 / 2}=\frac{1}{3}\left(\frac{2}{3} n M_{1}^{\alpha}(G)\right)^{1 / 2} .
\end{aligned}
$$

Finally, assume that $\alpha \in[-1,0]$. Theorem 7 with $a=2$ gives

$$
P_{f / 2}(\mu(G), x) \geqslant x^{2^{1-\alpha}-1} P_{f}\left(G, x^{2^{1-\alpha}}\right)+x^{2} P_{f / 2}(G, x)+x^{2 n^{-\alpha}-1}
$$

for $x \in(0,1]$. Hence, the previous argument gives

$$
M_{1}^{\alpha}(\mu(G)) \geqslant 2^{\alpha} M_{1}^{\alpha}(G)+2 \int_{0}^{1} x^{2} P_{f / 2}(G, x) d x+n^{\alpha}
$$

Since $x^{2}$ and $P_{f / 2}(\mu(G), x)$ are non-negative and convex on $[0,1]$, Lemma 1 gives

$$
2 \int_{0}^{1} x^{2} P_{f / 2}(G, x) d x \geqslant \frac{8}{3} \int_{0}^{1} x^{2} d x \int_{0}^{1} P_{f / 2}(G, x) d x=\frac{4}{9} M_{1}^{\alpha}(G)
$$

Theorem 8 has the following consequence for the inverse degree index.
Corollary 14. If $G$ is a graph with order $n$, then

$$
\frac{17}{18} I D(G)+\frac{1}{n} \leqslant I D(\mu(G)) \leqslant \frac{1}{2} I D(G)+\frac{2}{3}\left(\frac{2}{3} n I D(G)\right)^{1 / 2}+\frac{1}{n}
$$

## 6. ID Polynomials of Other Graph Operations

Let us recall the definition of other graph operations.
Let $G$ be a graph. Given an edge $e=u v$ of $G$, let $V(e)=\{u, v\}$. Now we can define the following five graph operations.

The line graph, denoted by $\mathcal{L}(G)$, is the graph whose vertices correspond to the edges of $G$, and two vertices are adjacent if and only if the corresponding edges in $G$ share a vertex.

The subdivision graph, denoted by $S(G)$, is the graph obtained from $G$ by replacing each of its edges by a path of length two, or equivalently, by inserting an additional vertex into each edge of $G$.

The total graph, denoted by $T(G)$, has as its vertices the edges and vertices of $G$. Adjacency in $T(G)$ is defined as adjacency or incidence for the corresponding elements of $G$.

The graph $R(G)$ is obtained from $G$ by adding a new vertex corresponding to each edge of $G$ and then joining each new vertex to the end vertices of the corresponding edge. Another way to describe $R(G)$ is to replace each edge of $G$ by a triangle.

The graph $Q(G)$ is the graph obtained from $G$ by inserting a new vertex into each edge of $G$ and by joining edges the pairs of these new vertices that lie on adjacent edges of $G$.

Given a graph $G$, we may define the following sets:

$$
\begin{aligned}
& E E(G):=\left\{\left\{e, e^{\prime}\right\}: e, e^{\prime} \in E(G), e \neq e^{\prime},\left|V(e) \cap V\left(e^{\prime}\right)\right|=1\right\}, \\
& E V(G):=\{\{e, v\}: e \in E(G), v \in V(e)\} .
\end{aligned}
$$

We may then write these five graph operations as follows:

$$
\begin{aligned}
\mathcal{L}(G) & :=(E(G), E E(G)), \\
S(G) & :=(V(G) \cup E(G), E V(G)), \\
T(G) & :=(V(G) \cup E(G), E(G) \cup E V(G) \cup E E(G)), \\
R(G) & :=(V(G) \cup E(G), E(G) \cup E V(G)), \\
Q(G) & :=(V(G) \cup E(G), E V(G) \cup E E(G)) .
\end{aligned}
$$

The following result is elementary.
Proposition 6. If $G$ is a graph with $m$ edges, then

$$
I D(S(G), x)=I D(G, x)+m x, \quad I D(S(G))=I D(G)+\frac{1}{2} m
$$

The computation of the ID polynomials of other graph operations involves harmonic polynomials.
As we have seen, the line graph $\mathcal{L}(G)$ of $G$ is a graph that has a vertex $w_{e} \in V(\mathcal{L}(G))$ for each edge $e \in E(G)$, and an edge joining $w_{e_{i}}$ and $w_{e_{j}}$ when $e_{i}$ and $e_{j}$ share a vertex (i.e., $\mathcal{L}(G)$ is the intersection graph of $E(G)$ ). It is easy to check that if $u v \in E(G)$, then the degree of $w_{u v} \in V(\mathcal{L}(G))$ is $d_{u}+d_{v}-2$.

Line graphs were initially introduced in the papers $[1,42]$, although the terminology of line graph was used in reference [43] for the first time. They are an active topic of research at this moment. In particular, several papers study some topological indices on line graphs (see, e.g., [44,45]).

Proposition 7. If $G$ is a graph, then

$$
H(G, x)=x^{2} I D(\mathcal{L}(G), x), \quad I D(\mathcal{L}(G))=\int_{0}^{1} \frac{H(G, x)}{x^{2}} d x
$$

Proof. We have

$$
\begin{aligned}
H(G, x) & =\sum_{u v \in E(G)} x^{d_{u}+d_{v}-1}=\sum_{w \in V(\mathcal{L}(G))} x^{d_{w}+1}=x^{2} \sum_{w \in V(\mathcal{L}(G))} x^{d_{w}-1}=x^{2} I D(\mathcal{L}(G), x), \\
I D(\mathcal{L}(G)) & =\int_{0}^{1} I D(\mathcal{L}(G), x) d x=\int_{0}^{1} \frac{H(G, x)}{x^{2}} d x
\end{aligned}
$$

Proposition 8. If $G$ is a graph, then

$$
I D(T(G), x)=x I D\left(G, x^{2}\right)+H(G, x), \quad I D(T(G))=\frac{1}{2} I D(G)+\frac{1}{2} H(G)
$$

Proof. We have

$$
\begin{aligned}
I D(T(G), x) & =\sum_{u \in V(G)} x^{2 d_{u}-1}+\sum_{u v \in E(G)} x^{d_{u}+d_{v}-1}=x \sum_{u \in V(G)}\left(x^{2}\right)^{d_{u}-1}+H(G, x) \\
& =x I D\left(G, x^{2}\right)+H(G, x), \\
I D(T(G)) & =\frac{1}{2} \int_{0}^{1} 2 x I D\left(G, x^{2}\right) d x+\int_{0}^{1} H(G, x) d x=\frac{1}{2} \int_{0}^{1} I D(G, t) d t+\frac{1}{2} H(G) \\
& =\frac{1}{2} I D(G)+\frac{1}{2} H(G) .
\end{aligned}
$$

Proposition 9. If $G$ is a graph with $m$ edges, then

$$
I D(R(G), x)=x I D\left(G, x^{2}\right)+m x, \quad I D(R(G))=\frac{1}{2} I D(G)+\frac{1}{2} m
$$

Proof. We have

$$
\begin{aligned}
& I D(R(G), x)=\sum_{u \in V(G)} x^{2 d_{u}-1}+\sum_{u v \in E(G)} x^{2-1}=x I D\left(G, x^{2}\right)+m x \\
& I D(R(G))=\frac{1}{2} \int_{0}^{1} 2 x I D\left(G, x^{2}\right) d x+\int_{0}^{1} m x d x=\frac{1}{2} I D(G)+\frac{1}{2} m
\end{aligned}
$$

Proposition 10. If $G$ is a graph, then

$$
I D(Q(G), x)=I D(G, x)+H(G, x), \quad I D(Q(G))=I D(G)+\frac{1}{2} H(G)
$$

Proof. We have

$$
\begin{aligned}
I D(Q(G), x) & =\sum_{u \in V(G)} x^{d_{u}-1}+\sum_{u v \in E(G)} x^{d_{u}+d_{v}-1}=I D(G, x)+H(G, x) \\
I D(Q(G)) & =\int_{0}^{1} I D(G, x) d x+\int_{0}^{1} H(G, x) d x=I D(G)+\frac{1}{2} H(G)
\end{aligned}
$$

Corollary 15. If $G$ is a graph with $m$ edges, then

$$
\begin{aligned}
& I D(S(G))=I D(R(G))+\frac{1}{2} I D(G)=2 I D(R(G))-\frac{1}{2} m, \\
& I D(Q(G))=I D(T(G))+\frac{1}{2} I D(G) .
\end{aligned}
$$
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#### Abstract

In this paper we consider $(s-q)$-graphic contraction mapping in $b$-metric like spaces. By using our new approach for the proof that a Picard sequence is Cauchy in the context of $b$-metric-like space, our results generalize, improve and complement several approaches in the existing literature. Moreover, some examples are presented here to illustrate the usability of the obtained theoretical results.
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## 1. Introduction and Preliminaries

First, we present some definitions and basic notions of partial-metric, metric-like, $b$-metric, partial $b$-metric and $b$-metric-like spaces as the generalizations of standard metric spaces. After that, we give a process diagram, where arrows stand for generalization relationships.

Definition 1. [1] Let $X$ be a nonempty set. A mapping $p_{p m}: X \times X \rightarrow[0,+\infty)$ is said to be a p-metric if the following conditions hold for all $x, y, z \in X$ :

```
\(\left(p_{p m} 1\right) \quad x=y\) if and only if \(p_{p m}(x, x)=p_{p m}(x, y)=p_{p m}(y, y)\);
\(\left(p_{p m}{ }^{2}\right) \quad p_{p m}(x, x) \leq p_{p m}(x, y)\);
\(\left(p_{p m} 3\right) \quad p_{p m}(x, y)=p_{p m}(y, x)\);
\(\left(p_{p m} 4\right) \quad p_{p m}(x, y) \leq p_{p m}(x, z)+p_{p m}(z, y)-p_{p m}(z, z)\).
```

Then, the pair $\left(X, p_{p m}\right)$ is called a partial metric space.

Definition 2. [2] Let $X$ be a nonempty set. A mapping $b_{m l}: X \times X \rightarrow[0,+\infty)$ is said to be metric-like if the following conditions hold for all $x, y, z \in X$ :
$\left(b_{l} 1\right) \quad b_{m l}(x, y)=0$ implies $x=y$;
$\left(b_{l} 2\right) \quad b_{m l}(x, y)=b_{m l}(y, x)$;
$\left(b_{l} 3\right) \quad b_{m l}(x, z) \leq b_{m l}(x, y)+b_{m l}(y, z)$.
In this case, the pair $\left(X, b_{m l}\right)$ is called a metric-like space.

Definition 3. [3,4] Let $X$ be a nonempty set and $s \geq 1$ a given real number. A mapping $b: X \times X \rightarrow[0,+\infty)$ is called a b-metric on the set $X$ if the following conditions hold for all $x, y, z \in X$ :
(b1) $b(x, y)=0$ if and only if $x=y$;
(b2) $b(x, y)=b(y, x)$;
(b3) $b(x, z) \leq s[b(x, y)+b(y, z)]$.
In this case, the pair $(X, b)$ is called a b-metric space (with coefficient $s \geq 1$ ).
Definition 4. [5,6] Let $X$ be a nonempty set and $s \geq 1$. A mapping $b_{p b}: X \times X \rightarrow[0,+\infty)$ is called a partial $b$-metric on the set $X$ if the following conditions hold for all $x, y, z \in X$ :

$$
\begin{array}{ll}
\left(b_{p b} 1\right) & x=y \text { if and only if } p_{p b}(x, x)=p_{p b}(x, y)=p_{p b}(y, y) ; \\
\left(b_{p b} 2\right) & b_{p b}(x, x) \leq b_{p b}(x, y) ; \\
\left(b_{p b} 3\right) & b_{p b}(x, y)=b_{p b}(y, x) ; \\
\left(b_{p b} 4\right) & b_{p b}(x, y) \leq s\left[b_{p b}(x, z)+b_{p b}(z, y)\right]-b_{p b}(z, z) .
\end{array}
$$

Then, the pair $\left(X, b_{p b}\right)$ is called a partial $b$-metric space.
Definition 5. [7] Let $X$ be a nonempty set and $s \geq 1$. A mapping $b_{b l}: X \times X \rightarrow[0,+\infty)$ is called $b$-metric-like on the set $X$ if the following conditions hold for all $x, y, z \in X$ :

$$
\begin{array}{ll}
\left(b_{b l} 1\right) & b_{b l}(x, y)=0 \text { implies } x=y \\
\left(b_{b l} 2\right) & b_{b l}(x, y)=b_{b l}(y, x) \\
\left(b_{b l} 3\right) & b_{b l}(x, z) \leq s\left[b_{b l}(x, y)+b_{b l}(y, z)\right]
\end{array}
$$

In this case, the pair $\left(X, b_{b l}\right)$ is called a $b$-metric-like space with coefficient $s \geq 1$.
Now, we give the process diagram of the classes of generalized metric spaces that were introduced earlier:

| Metric space | $\rightarrow$ | Partial metric space | $\rightarrow$ | Metric-like space |
| :---: | :--- | :---: | :--- | :---: |
| $\downarrow$ |  | $\downarrow$ |  | $\downarrow$ |
| b-Metric space | $\rightarrow$ | Partial b-metric space | $\rightarrow$ | b-Metric-like space |

For more details on other generalized metric spaces see [8-14].
The next proposition helps us to construct some more examples of $b$-metric (respectively partial $b$-metric, $b$-metric-like) spaces.

Proposition 1. Let $(X, d)$ (resp. $\left.\left(X, p_{p m}\right),\left(X, b_{m l}\right)\right)$ be a metric (resp. partial metric, metric-like) space and $D(x, y)=(d(x, y))^{k}\left(\right.$ resp. $\left.P_{p m}(x, y)=\left(p_{p m}(x, y)\right)^{k}, B_{m l}(x, y)=\left(b_{m l}(x, y)\right)^{k}\right)$, where $k>1$ is a real number. Then $D$ (resp. $P_{p m}, B_{p m}$ ) is b-metric (resp. partial b-metric, $b$-metric-like) with coefficient $s=2^{k-1}$.

Proof. The proof follows from the fact that

$$
u^{k}+v^{k} \leq(u+v)^{k} \leq(a+b)^{k} \leq 2^{k-1}\left(a^{k}+b^{k}\right)
$$

for all nonnegative real numbers $a, b, u, v$ with $u+v \leq a+b$.
It is clear that each metric-like space, i.e., each partial $b$-metric space, is a $b$-metric-like space, while the converse is not true. For more such examples and details see [1,2,5-7,15-27]. Moreover, for various metrics in the context of the complex domain see [28,29].

The definitions of convergent and Cauchy sequences are formally the same in partial metric, metric-like, partial $b$-metric and $b$-metric like spaces. Therefore, we give only the definition of convergence and Cauchyness of the sequences in $b$-metric-like space. Moreover, these two notions are formally the same in metric and $b$-metric spaces.

Definition 6. [7] Let $\left\{x_{n}\right\}$ be a sequence in a b-metric-like space $\left(X, b_{b l}\right)$ with coefficient $s$.
(i) The sequence $\left\{x_{n}\right\}$ is said to be convergent to $x$ if $\lim _{n \rightarrow \infty} b_{b l}\left(x_{n}, x\right)=b_{b l}(x, x)$;
(ii) The sequence $\left\{x_{n}\right\}$ is said to be $b_{b l}$-Cauchy in $\left(X, b_{b l}\right)$ if $\lim _{n, m \rightarrow \infty} b_{b l}\left(x_{n}, x_{m}\right)$ exists and is finite;
(iii) One says that a $b$-metric-like space $\left(X, b_{b l}\right)$ is $b_{b l}$-complete if for every $b_{b l}$-Cauchy sequence $\left\{x_{n}\right\}$ in $X$ there exists an $x \in X$, such that $\lim _{n, m \rightarrow \infty} b_{b l}\left(x_{n}, x_{m}\right)=b_{b l}(x, x)=\lim _{n \rightarrow \infty} b_{b l}\left(x_{n}, x\right)$.

Remark 1. In a b-metric-like space the limit of a sequence need not be unique and a convergent sequence need not be a $b_{b l}$-Cauchy sequence (see Example 7 in [18]). However, if the sequence $\left\{x_{n}\right\}$ is $b_{b l}$-Cauchy with $\lim _{n, m \rightarrow \infty} b_{b l}\left(x_{n}, x_{m}\right)=0$ in the $b_{b l}$-complete $b$-metric-like space $\left(X, b_{b l}\right)$ with coefficient $s \geq 1$, then the limit of such a sequence is unique. Indeed, in such a case if $x_{n} \rightarrow x\left(b_{b l}\left(x_{n}, x\right) \rightarrow b_{b l}(x, x)\right)$ as $n \rightarrow \infty$ we get that $b_{b l}(x, x)=0$. Now, if $x_{n} \rightarrow x$ and $x_{n} \rightarrow y$ where $x \neq y$, we obtain that:

$$
\begin{equation*}
\frac{1}{s} b_{b l}(x, y) \leq b_{b l}\left(x, x_{n}\right)+b_{b l}\left(x_{n}, y\right) \rightarrow b_{b l}(x, x)+b_{b l}(y, y)=0+0=0 . \tag{1}
\end{equation*}
$$

From $\left(b_{b l} 1\right)$ it follows that $x=y$, which is a contradiction. The same is true as well for partial metric, metric like and partial $b$-metric spaces.

The next definition and the corresponding proposition are important in the context of fixed point theory.

Definition 7. [30] The self-mappings $f, g: X \rightarrow X$ are weakly compatible if $f(g(x))=g(f(x))$, whenever $f(x)=g(x)$.

Proposition 2. [30] Let $T$ and $S$ be weakly compatible self-maps of a nonempty set $X$. If they have a unique point of coincidence $w=f(u)=g(u)$, then $w$ is the unique common fixed point of $f$ and $g$.

In this paper we shall use the following result to prove that certain Picard sequences are Cauchy. The proof is completely identical with the corresponding in [31] (see also [25]).

Lemma 1. Let $\left\{x_{n}\right\}$ be a sequence in a $b$-metric-like space $\left(X, b_{b l}\right)$ with coefficient $s \geq 1$ such that

$$
\begin{equation*}
b_{b l}\left(x_{n}, x_{n+1}\right) \leq \lambda b_{b l}\left(x_{n-1}, x_{n}\right) \tag{2}
\end{equation*}
$$

for some $\lambda, 0 \leq \lambda<\frac{1}{s}$, and each $n=1,2, \ldots$. Then $\left\{x_{n}\right\}$ is a $b_{b l}$-Cauchy sequence in $\left(X, b_{b l}\right)$ such that $\lim _{n, m \rightarrow \infty} b_{b l}\left(x_{n}, x_{m}\right)=0$.

Remark 2. It is worth noting that the previous lemma holds in the context of b-metric-like spaces for each $\lambda \in[0,1)$. For more details see $[6,32]$.

## 2. Main Results

In line with Jachymski [33], let $\left(X, b_{b l}\right)$ be a $b$-metric-like space and $\mathcal{D}$ denote the diagonal of the Cartesian product $X \times X$. Consider a directed graph $G$ such that the set $V(G)$ of its vertices coincides with $X$, and the set $E(G)$ of its edges contains all loops, i.e., $E(G) \supseteq \mathcal{D}$. We also assume that $G$ has no parallel edges, so we can identify $G$ with the pair $(V(G), E(G))$. Moreover, we may treat $G$ as a weighted graph by assigning the distance between its vertices to each edge (see [33]).

By $G^{-1}$ we denote the conversion of a graph $G$, i.e., the graph obtained from $G$ by reversing the direction of edges. Thus, we have

$$
\begin{equation*}
E\left(G^{-1}\right)=\{(x, y) \in X \times X:(y, x) \in E(G)\} \tag{3}
\end{equation*}
$$

The letter $\widetilde{G}$ denotes the undirected graph obtained from $G$ by ignoring the direction of edges. Actually, it will be more convenient for us to treat $\widetilde{G}$ as a directed graph for which the set of its edges is symmetric under the convention

$$
\begin{equation*}
E(\widetilde{G})=E(G) \cup E\left(G^{-1}\right) \tag{4}
\end{equation*}
$$

If $x$ and $y$ are vertices in a graph $G$, then a path in $G$ from $x$ to $y$ of length $N(N \in \mathbb{N})$ is a sequence $\left\{x_{i}\right\}_{i=0}^{N}$ of $N+1$ vertices such that $x_{0}=x, x_{N}=y$ and $\left(x_{i-1}, x_{i}\right) \in E(G)$ for $i=1, \ldots, N$. A graph $G$ is connected if there is a path between any two vertices. $G$ is weakly connected if $\widetilde{G}$ is connected.

Recently, some results have appeared providing sufficient conditions for a self mapping of $X$ to be a Picard operator when $(X, d)$ is endowed with a graph. The first result in this direction was given by Jachymski [33]. Moreover, see [34-36].

Definition 8. [33] We say that a mapping $f: X \rightarrow X$ is a Banach $G$-contraction or simply a $G$-contraction if $f$ preserves edges of $G$, i.e.,

$$
\begin{equation*}
\text { for all } x, y \in X:(x, y) \in E(G) \text { implies }(f(x), f(y)) \in E(G) \tag{5}
\end{equation*}
$$

and $f$ decreases the weights of edges of $G$ as for all $x, y \in X$, there exists $\lambda \in(0,1)$, such that

$$
\begin{equation*}
(x, y) \in E(G) \text { implies } d(f(x), f(y)) \leq \lambda d(x, y) \tag{6}
\end{equation*}
$$

Definition 9. [37] A mapping $g: X \rightarrow X$ is called orbitally continuous, if given $x \in X$ and any sequence $\left\{k_{n}\right\}$ of positive integers,

$$
\begin{equation*}
g^{k_{n}}(x) \rightarrow y \text { as } n \rightarrow \infty \text { implies } g\left(g^{k_{n}}(x)\right) \rightarrow g(y) \text { as } n \rightarrow \infty \tag{7}
\end{equation*}
$$

Definition 10. [33] A mapping $g: X \rightarrow X$ is called $G$-continuous, if for any given $x \in X$ and any sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}} \subset X$ with the properties that for all $n \in \mathbb{N}$ the pair $\left(x_{n}, x_{n+1}\right) \in E(G)$ and that $x_{n} \rightarrow x$ as $n \rightarrow \infty$ it follows that $g\left(x_{n}\right) \rightarrow g(x)$.

Definition 11. [33] A mapping $g: X \rightarrow X$ is called orbitally $G$-continuous, if given $x, y \in X$ and any sequence $\left\{k_{n}\right\}$ of positive integers for all $n \in \mathbb{N}$,

$$
\begin{equation*}
g^{k_{n}} x \rightarrow y \text { and }\left(g^{k_{n}}(x), g^{k_{n}+1}(x)\right) \in E(G) \text { implies } g\left(g^{k_{n}}(x)\right) \rightarrow g(y) \text { as } n \rightarrow \infty \tag{8}
\end{equation*}
$$

In this section, we consider self-mappings $f, g: X \rightarrow X$ with $f(X) \subset g(X)$. Let $x_{0} \in X$ be an arbitrary point, then there exists $x_{1} \in X$ such that $z_{0}=f\left(x_{0}\right)=g\left(x_{1}\right)$. By repeating this step we can build a sequence $\left\{z_{n}\right\}$ such that $z_{n}=f\left(x_{n}\right)=g\left(x_{n+1}\right)$ and the following property:

The property $G_{f, g\left(x_{n}\right)}$. If $\left\{g\left(x_{n}\right)\right\}_{n \in \mathbb{N}}$ is a sequence in $X$ such that $\left(g\left(x_{n}\right), g\left(x_{n+1}\right)\right) \in E(G)$ for all $n \geq 1$ and $g\left(x_{n}\right) \rightarrow x$, then there is a subsequence $\left\{g\left(x_{n_{i}}\right)\right\}_{i \in \mathbb{N}}$ of $\left\{g\left(x_{n}\right)\right\}_{n \in \mathbb{N}}$ such that $\left(g\left(x_{n_{i}}\right), x\right) \in E(G)$ for all $i \geq 1$. Note that the property $G_{f, g\left(x_{n}\right)}$ depends only on the pair of mappings $f$ and $g$, and does not depend on the sequence $\left\{x_{n}\right\}$. Here, we use notation $G_{g f}$ in the following sense: $x \in X$ belongs to $G_{g f}$ if and only if there exists a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ in $X$ such that $x_{0}=x$, $f\left(x_{n-1}\right)=g\left(x_{n}\right)$ for $n \in \mathbb{N}$, and $\left(g\left(x_{n}\right), g\left(x_{m}\right)\right) \in E(G)$ for all $m, n \in \mathbb{N}$.

Now, we present the first result of this section.

Theorem 1. (Hardy-Rogers) Let $f, g: X \rightarrow X$ be self-mappings defined on a b-metric-like space $\left(X, b_{b l}\right)$ (with coefficient $s \geq 1$ ) endowed with a graph $G$, and which satisfy

$$
\begin{align*}
s^{q} b_{b l}(f(x), f(y)) \leq & c_{1} b_{b l}(g(x), g(y))+c_{2} b_{b l}(g(x), f(x))+c_{3} b_{b l}(g(y), f(y)) \\
& +c_{4} b_{b l}(g(x), f(y))+c_{5} b_{b l}(g(y), f(x)), \tag{9}
\end{align*}
$$

for all $x, y \in X$ with $(g(x), g(y)) \in E(G)$ where $q \geq 2, c_{i} \geq 0, i=1, \ldots, 5$ and either

$$
\begin{equation*}
c_{1}+c_{2}+c_{3}+2 c_{4}+2 c_{5}<\frac{1}{s} \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
c_{1}+2 c_{2}+2 c_{3}+c_{4}+c_{5}<\frac{1}{s} \tag{11}
\end{equation*}
$$

Suppose that $f(X) \subset g(X)$ and at least one of $f(X), g(X)$ is $b_{b l}$-complete subspace of $\left(X, b_{b l}\right)$. Then:
(i) If the pair $(f, g)$ has property $G_{f, g\left(x_{n}\right)}$ and $G_{g f} \neq \varnothing$, then $f$ and $g$ have a point of coincidence in $X$.
(ii) If $x$ and $y$ in $X$ are points of coincidence of $f$ and $g$ such that $(x, y) \in E(G)$, then $x=y$. Hence, points of coincidence of $f$ and $g$ are unique in X. Moreover, if the pair $(f, g)$ is weakly compatible, then $f$ and $g$ have a unique common fixed point in $X$.

Proof. (i) Assume that $G_{g f} \neq \varnothing$, there exists $x_{0} \in G_{g f}$. Since $f(X) \subset g(X)$, there exists $x_{1} \in X$ such that $f\left(x_{0}\right)=g\left(x_{1}\right)$, again we can find $x_{2} \in X$ such that $f\left(x_{1}\right)=g\left(x_{2}\right)$. Repeating this step, we can build a sequence $z_{n}=f\left(x_{n}\right)=g\left(x_{n+1}\right)$ such that $\left(z_{n}, z_{m}\right) \in E(G)$. If $z_{k}=z_{k+1}$ for some $k \in \mathbb{N}$, then $f\left(x_{k+1}\right)=g\left(x_{k+1}\right)$ is a point of coincidence of $f$ and $g$. Therefore, let $z_{n} \neq z_{n+1}$ for all $n \in \mathbb{N}$. By Condition (9), we can get that

$$
\begin{align*}
b_{b l}\left(z_{n}, z_{n+1}\right) \leq & s^{q} b_{b l}\left(z_{n}, z_{n+1}\right)=s^{q} b_{b l}\left(f\left(x_{n}\right), f\left(x_{n+1}\right)\right) \\
\leq & c_{1} b_{b l}\left(g\left(x_{n}\right), g\left(x_{n+1}\right)\right)+c_{2} b_{b l}\left(g\left(x_{n}\right), f\left(x_{n}\right)\right)+c_{3} b_{b l}\left(g\left(x_{n+1}\right), f\left(x_{n+1}\right)\right) \\
& +c_{4} b_{b l}\left(g\left(x_{n}\right), f\left(x_{n+1}\right)\right)+c_{5} b_{b l}\left(g\left(x_{n+1}\right), f\left(x_{n}\right)\right) \tag{12}
\end{align*}
$$

Since $z_{n}=f\left(x_{n}\right)=g\left(x_{n+1}\right)$ then Condition (12) becomes

$$
\begin{align*}
b_{b l}\left(z_{n}, z_{n+1}\right) \leq & c_{1} b_{b l}\left(z_{n-1}, z_{n}\right)+c_{2} b_{b l}\left(z_{n-1}, z_{n}\right)+c_{3} b_{b l}\left(z_{n}, z_{n+1}\right) \\
& +c_{4} b_{b l}\left(z_{n-1}, z_{n+1}\right)+c_{5} b_{b l}\left(z_{n}, z_{n}\right) \\
\leq & c_{1} b_{b l}\left(z_{n-1}, z_{n}\right)+c_{2} b_{b l}\left(z_{n-1}, z_{n}\right)+c_{3} b_{b l}\left(z_{n}, z_{n+1}\right)+s c_{4} b_{b l}\left(z_{n-1}, z_{n}\right) \\
& +s c_{4} b_{b l}\left(z_{n}, z_{n+1}\right)+2 s c_{5} b_{b l}\left(z_{n-1}, z_{n}\right) \tag{13}
\end{align*}
$$

or equivalently:

$$
\begin{equation*}
b_{b l}\left(z_{n}, z_{n+1}\right) \leq \lambda b_{b l}\left(z_{n-1}, z_{n}\right) \tag{14}
\end{equation*}
$$

where $\lambda=\frac{c_{1}+c_{2}+s c_{4}+2 s c_{5}}{1-c_{3}-s c_{4}}$. Since, $c_{1}+c_{2}+c_{3}+s c_{4}+2 s c_{5} \leq s c_{1}+s c_{2}+s c_{3}+2 s c_{4}+2 s c_{5}<1$, it follows that $\lambda<1$. Therefore, by Remark 2 of Lemma 1, the sequence $z_{n}=f\left(x_{n}\right)=g\left(x_{n+1}\right)$ is a $b_{b l}$-Cauchy sequence. The $b_{b l}$-completeness of $f(X)$ leads to $u \in f(X) \subset g(X)$ such that $z_{n} \rightarrow u=g(v)$ for some $v \in X$. As $z_{0} \in G_{g f}$, this implies that $\left(z_{n}, z_{m}\right) \in E(G)$ for $n, m=1,2, \ldots$ and so $\left(z_{n}, z_{n+1}\right) \in E(G)$.

By property $G_{f, g\left(x_{n}\right)}$, there is a subsequence $\left\{z_{n_{i}}\right\}_{i \in \mathbb{N}}$ of $\left\{z_{n}\right\}_{n \in \mathbb{N}}$ such that $\left(z_{n_{i}}, u\right) \in E(G)$. Applying $\left(b_{b l} 3\right)$, we get

$$
\begin{align*}
b_{b l}(f(v), g(v)) \leq & s b_{b l}\left(f(v), f\left(x_{n_{i}}\right)\right)+s b_{b l}\left(f\left(x_{n_{i}}\right), g(v)\right) \\
\leq & s^{q} b_{b l}\left(f(v), f\left(x_{n_{i}}\right)\right)+s b_{b l}\left(f\left(x_{n_{i}}\right), g(v)\right) \\
\leq & c_{1} b_{b l}\left(g(v), g\left(x_{n_{i}}\right)\right)+c_{2} b_{b l}(g(v), f(v))+c_{3} b_{b l}\left(g\left(x_{n_{i}}\right), f\left(x_{n_{i}}\right)\right) \\
\leq & +c_{4} b_{b l}\left(g(v), f\left(x_{n_{i}}\right)\right)+c_{5} b_{b l}\left(g\left(x_{n_{i}}\right), f(v)\right)+s b_{b l}\left(f\left(x_{n_{i}}, g(v)\right)\right) \\
= & c_{1} b_{b l}\left(g(v), z_{n_{i}-1}\right)+c_{2} b_{b l}(g(v), f(v))+c_{3} b_{b l}\left(z_{n_{i}-1}, z_{n_{i}}\right) \\
& +c_{4} b_{b l}\left(g(v), z_{n_{i}}\right)+c_{5} b_{b l}\left(z_{n_{i}-1}, f(v)\right)+s b_{b l}\left(z_{n_{i}}, g(v)\right) . \tag{15}
\end{align*}
$$

Since $b_{b l}\left(z_{n_{i}-1}, f(v)\right) \leq s b_{b l}\left(z_{n_{i}-1}, g(v)\right)+s b_{b l}(g(v), f(v))$, Condition (15) becomes

$$
\begin{align*}
& \left(1-c_{2}-c_{5} s\right) b_{b l}(f(v), g(v)) \\
\leq & c_{1} b_{b l}\left(g(v), z_{n_{i}-1}\right)+c_{3} b_{b l}\left(z_{n_{i}-1}, z_{n_{i}}\right)+c_{4} b_{b l}\left(g(v), z_{n_{i}}\right) \\
& +c_{5} s b_{b l}\left(z_{n_{i}-1}, g(v)\right)+s b_{b l}\left(z_{n_{i}}, g(v)\right) . \tag{16}
\end{align*}
$$

Taking the limit in Condition (16) as $i \rightarrow \infty$ we obtain that $b_{b l}(f(v), g(v))=0$, because $c_{2}+c_{5} s \leq$ $c_{1} s+c_{2} s+c_{3} s+2 c_{4} s+2 c_{5} s<1$. That is, $f(v)=g(v)=u$ is a point of coincidence for the mappings $f$ and $g$, i.e., (i) is proved in the case if $f(X)$ is $b_{b l}$-complete. The proof for the case if $g(X)$ is $b_{b l}$-complete is similar.
(ii) Assume that $x$ and $y$ are two different points of coincidence of $f$ and $g$ with $(x, y) \in E(G)$. This means that there are different points $x_{1}$ and $y_{1}$ from $X$ such that: $f\left(x_{1}\right)=g\left(x_{1}\right)=x$ and $f\left(y_{1}\right)=g\left(y_{1}\right)=y$. Now, according to Condition (9) we get

$$
\begin{align*}
s b_{b l}(x, y) \leq & s^{q} b_{b l}(x, y)=s^{q} b_{b l}\left(f\left(x_{1}\right), f\left(y_{1}\right)\right) \\
\leq & c_{1} b_{b l}\left(g\left(x_{1}\right), g\left(y_{1}\right)\right)+c_{2} b_{b l}\left(g\left(x_{1}\right), f\left(y_{1}\right)\right)+c_{3} b_{b l}\left(g\left(y_{1}\right), f\left(y_{1}\right)\right) \\
& +c_{4} b_{b l}\left(g\left(x_{1}\right), f\left(y_{1}\right)\right)+c_{5} b_{b l}\left(g\left(y_{1}\right), f\left(x_{1}\right)\right) \\
= & c_{1} b_{b l}(x, y)+c_{2} b_{b l}(x, y)+c_{3} b_{b l}(y, y) \\
& +c_{4} b_{b l}(x, y)+c_{5} b_{b l}(y, x) \\
\leq & \left(c_{1}+c_{2}+2 c_{3} s+c_{4}+c_{5}\right) b_{b l}(y, x) \\
\leq & \left(c_{1} s+2 c_{2} s+2 c_{3} s+c_{4} s+c_{5} s\right) b_{b l}(y, x)<b_{b l}(y, x) . \tag{17}
\end{align*}
$$

Hence, if $x \neq y$ we get a contradiction.
If $f$ and $g$ are weakly compatible, then by Proposition $2 f$ and $g$ have a unique common fixed point.

Example 1. Let $X=[0,+\infty)$ and $f, g: X \rightarrow X$ be the mappings such that

$$
f(x)=e^{x}-1 \quad \text { and } \quad g(x)=e^{4 x}-1
$$

Consider $b$-metric-like space $\left(X, b_{b l}\right)$ under the distance $b_{b l}(x, y)=(x+y)^{2}$ with coefficient $s=2$, and the graph $G=(V, E)$ with $V=X$ and $E=\{(x, x): x \in X\} \cup\{(0, x): x \in X\}$. Assume that $c_{1}=\frac{1}{4}$ and $c_{2}=c_{3}=c_{4}=c_{5}=\frac{1}{25}$ for which Inequalities (10) and (11) hold. Note that $(g(x), g(y)) \in E$ if and only if $x=y, x \geq 0$ or $x=0, y>0$ or $y=0, x>0$. For $q=2$ let us check whether Condition (9) holds in these cases.

Case 1: $x=y, x \geq 0$;

$$
\begin{aligned}
& c_{1} b_{b l}(g(x), g(x))+c_{2} b_{b l}(g(x), f(x))+c_{3} b_{b l}(g(x), f(x))+c_{4} b_{b l}(g(x), f(x))+c_{5} b_{b l}(g(x), f(x)) \\
= & c_{1}\left(e^{4 x}-1+e^{4 x}-1\right)^{2}+\left(c_{2}+c_{3}+c_{4}+c_{5}\right)\left(e^{4 x}-1+e^{x}-1\right)^{2} \\
= & 4 c_{1}\left(e^{x}-1\right)^{2}\left(e^{3 x}+e^{2 x}+e^{x}+1\right)^{2}+\left(c_{2}+c_{3}+c_{4}+c_{5}\right)\left(e^{x}-1\right)^{2}\left(e^{3 x}+e^{2 x}+e^{x}+2\right)^{2} \\
\geq & 4 c_{1}\left(e^{x}-1\right)^{2} 4^{2}+\left(c_{2}+c_{3}+c_{4}+c_{5}\right)\left(e^{x}-1\right)^{2} 5^{2}=\left(\frac{1}{4} \cdot 64+\frac{4}{25} \cdot 25\right)\left(e^{x}-1\right)^{2} \\
> & 4\left(e^{x}-1+e^{x}-1\right)^{2}=s^{q} b_{b l}(f(x), f(x)) .
\end{aligned}
$$

Case 2: $x=0, y>0$ (similarly for $y=0, x>0$ );

$$
\begin{aligned}
& c_{1} b_{b l}(g(0), g(y))+c_{2} b_{b l}(g(0), f(0))+c_{3} b_{b l}(g(y), f(y))+c_{4} b_{b l}(g(0), f(y))+c_{5} b_{b l}(g(y), f(0)) \\
= & c_{1}\left(e^{4 y}-1\right)^{2}+c_{2}(0+0)^{2}+c_{3}\left(e^{4 y}-1+e^{y}-1\right)^{2}+c_{4}\left(e^{y}-1\right)^{2}+c_{5}\left(e^{4 y}-1\right)^{2} \\
= & \left(c_{1}+c_{5}\right)\left(e^{y}-1\right)^{2}\left(e^{3 y}+e^{2 y}+e^{y}+1\right)^{2}+c_{3}\left(e^{y}-1\right)^{2}\left(e^{3 y}+e^{2 y}+e^{y}+2\right)^{2}+c_{4}\left(e^{y}-1\right)^{2} \\
> & \left(c_{1}+c_{5}\right)\left(e^{y}-1\right)^{2} 4^{2}+c_{3}\left(e^{y}-1\right)^{2} 5^{2}+c_{4}\left(e^{y}-1\right)^{2}=\left(\frac{29}{100} \cdot 16+\frac{1}{25} \cdot 25+\frac{1}{25}\right)\left(e^{y}-1\right)^{2} \\
> & 4\left(e^{y}-1\right)^{2}=s^{q} b_{b l}(f(0), f(y)) .
\end{aligned}
$$

Hence, $f$ and $g$ satisfy Condition (9) for all $x, y \in X$ such that $(g(x), g(y)) \in E$.
Moreover, there is $x_{1}=\frac{x_{0}}{4}$ such that $g\left(x_{1}\right)=f\left(x_{0}\right), x_{2}=\frac{x_{0}}{4^{2}}$ such that $g\left(x_{2}\right)=f\left(x_{1}\right)$, and so on. In this way, we can built the sequence $x_{n}=\frac{x_{0}}{4^{n}}, n \in \mathbb{N}$ such that $g\left(x_{n}\right)=f\left(x_{n-1}\right)$. For $x_{0} \neq 0$ it is clear that $\left(g\left(x_{n}\right), g\left(x_{m}\right)\right) \notin E$. For $x_{0}=0, x_{n}=0, n \in \mathbb{N}$ is obtained. Thus, the constant sequence $x_{n}=0$ is only convergent sequence such that $\left(g\left(x_{n}\right), g\left(x_{m}\right)\right)=(0,0) \in E$, and for each subsequence $\left(g\left(x_{n_{i}}\right)\right)_{i \in \mathbb{N}}$ of $\left(g\left(x_{n}\right)\right)_{n \in \mathbb{N}}$ holds $\left(g\left(x_{n_{i}}\right), 0\right)=(0,0) \in E$. This means that $x_{0} \in G_{g f} \neq \varnothing$ and the pair $(f, g)$ possesses the property $G_{f, g\left(x_{n}\right)}$.

It is obvious that $f(X) \subset g(X)$ and $g(X)=X$ is $b_{b l}$-complete. Since the mappings $f$ and $g$ are weakly compatible at $x=0(f(0)=g(0)$ implies $g(f(0))=f(g(0)))$, all conditions of Theorem 1 are satisfied. So, 0 is the unique common fixed point of mappings $f$ and $g$ in $X$.

Example 2. Now consider the same b-metric-like space ( $X, b_{b l}$ ) endowed with the graph $G$ as in Example 1, and the mappings $f, g: X \rightarrow X$ such that

$$
f(x)=\left\{\begin{array}{cc}
e^{x}-1, & x \neq 0 \\
1, & x=0
\end{array} \quad \text { and } \quad g(x)=\left\{\begin{array}{cc}
e^{4 x}-1, & x \neq 0 \\
2, & x=0
\end{array}\right.\right.
$$

In this case we have $G_{g f}=\varnothing$. Namely, for $x_{0}=0, x_{n}=\frac{1}{4^{n}} \ln 2, n \in \mathbb{N}$ is now obtained, and $\left(g\left(x_{n}\right), g\left(x_{m}\right)\right) \notin E$. Hence, the conditions of Theorem 1 are not satisfied. Moreover, we can easily see that the mappings $f$ and $g$ have no coincidence point nor common fixed points.

As corollaries of our Theorem 1, we obtain the next results in the context of $b$-metric-like spaces endowed with a graph:

Corollary 1. (Jungck) Let $f, g: X \rightarrow X$ be self-mappings defined on a b-metric-like space $\left(X, b_{b l}\right)$ (with coefficient $s \geq 1$ ) endowed with a graph $G$, and satisfy

$$
\begin{equation*}
s^{q} b_{b l}(f(x), f(y)) \leq c_{1} b_{b l}(g(x), g(y)) \tag{18}
\end{equation*}
$$

for all $x, y \in X$ with $(g(x), g(y)) \in E(G)$ when $c_{1}<\frac{1}{s}$. Suppose that $f(X) \subset g(X)$ and at least one of $f(X), g(X)$ is a $b_{b l}$-complete subspace of $\left(X, b_{b l}\right)$. Then
(i) If the property $G_{f, g\left(x_{n}\right)}$ is satisfied and $G_{g f} \neq \varnothing$, then $f$ and $g$ have a point of coincidence in $X$.
(ii) If $x$ and $y$ in $X$ are points of coincidence of $f$ and $g$ such that $(x, y) \in E(G)$, then $x=y$. Hence, points of coincidence of $f$ and $g$ are unique in $X$. Moreover, if the pair $(f, g)$ is weakly compatible, then $f$ and $g$ have a unique common fixed point in $X$.

Corollary 2. (Kannan) Let $f, g: X \rightarrow X$ be self-mappings defined on a b-metric-like space $\left(X, b_{b l}\right)$ (with coefficient $s \geq 1$ ) endowed with a graph $G$, and satisfy

$$
\begin{equation*}
s^{q} b_{b l}(f(x), f(y)) \leq c_{2} b_{b l}(g(x), f(x))+c_{3} b_{b l}(g(y), f(y)) \tag{19}
\end{equation*}
$$

for all $x, y \in X$ with $(g(x), g(y)) \in E(G)$ when

$$
\begin{equation*}
c_{2}+c_{3}<\frac{1}{2 s} \tag{20}
\end{equation*}
$$

Suppose that $f(X) \subset g(X)$ and at least one of $f(X), g(X)$ is a $b_{b l}$-complete subspace of $\left(X, b_{b l}\right)$. Then
(i) If the property $G_{f, g\left(x_{n}\right)}$ is satisfied and $G_{g f} \neq \varnothing$, then $f$ and $g$ have a point of coincidence in $X$.
(ii) If $x$ and $y$ in $X$ are points of coincidence of $f$ and $g$ such that $(x, y) \in E(G)$, then $x=y$. Hence, points of coincidence of $f$ and $g$ are unique in X. Moreover, if the pair $(f, g)$ is weakly compatible, then $f$ and $g$ have a unique common fixed point in $X$.

Corollary 3. (Chatterjea) Let $f, g: X \rightarrow X$ be self-mappings defined on a b-metric-like space $\left(X, b_{b l}\right)$ (with coefficient $s \geq 1$ ) endowed with a graph $G$, and satisfy

$$
\begin{equation*}
s^{q} b_{b l}(f(x), f(y)) \leq c_{4} b_{b l}(g(x), f(y))+c_{5} b_{b l}(g(y), f(x)), \tag{21}
\end{equation*}
$$

for all $x, y \in X$ with $(g(x), g(y)) \in E(G)$ when

$$
\begin{equation*}
c_{4}+c_{5}<\frac{1}{2 s} . \tag{22}
\end{equation*}
$$

Suppose that $f(X) \subset g(X)$ and at least one of $f(X), g(X)$ is a $b_{b l}$-complete subspace of $\left(X, b_{b l}\right)$. Then
(i) If the property $G_{f, g\left(x_{n}\right)}$ is satisfied and $G_{g f} \neq \varnothing$, then $f$ and $g$ have a point of coincidence in $X$.
(ii) If $x$ and $y$ in $X$ are points of coincidence of $f$ and $g$ such that $(x, y) \in E(G)$, then $x=y$. Hence, points of coincidence of $f$ and $g$ are unique in X. Moreover, if the pair $(f, g)$ is weakly compatible, then $f$ and $g$ have a unique common fixed point in $X$.

Corollary 4. (Reich) Let $f, g: X \rightarrow X$ be self-mappings defined on a b-metric-like space $\left(X, b_{b l}\right)$ (with coefficient $s \geq 1$ ) endowed with a graph $G$, and satisfy

$$
\begin{equation*}
s^{q} b_{b l}(f(x), f(y)) \leq c_{1} b_{b l}(g(x), g(y))+c_{2} b_{b l}(g(x), f(x))+c_{3} b_{b l}(g(y), f(y)) \tag{23}
\end{equation*}
$$

for all $x, y \in X$ with $(g(x), g(y)) \in E(G)$ when

$$
\begin{equation*}
c_{1}+2 c_{2}+2 c_{3}<\frac{1}{s} \tag{24}
\end{equation*}
$$

Suppose that $f(X) \subset g(X)$ and at least one of $f(X), g(X)$ is a $b_{b l}$-complete subspace of $\left(X, b_{b l}\right)$. Then
(i) If the property $G_{f, g\left(x_{n}\right)}$ is satisfied and $G_{g f} \neq \varnothing$, then $f$ and $g$ have a point of coincidence in $X$.
(ii) If $x$ and $y$ in $X$ are points of coincidence of $f$ and $g$ such that $(x, y) \in E(G)$, then $x=y$. Hence, points of coincidence of $f$ and $g$ are unique in X. Moreover, if the pair $(f, g)$ is weakly compatible, then $f$ and $g$ have a unique common fixed point in $X$.

Now, we announce our last result in this section in the context of $b$-metric-like spaces endowed with the graph. The proof is similar enough with the corresponding proof of Theorem 1 and therefore we omit it.

Theorem 2. (Das-Naik-Ćirić) Let $f, g: X \rightarrow X$ be self-mappings defined on a b-metric-like space $\left(X, b_{b l}\right)$ (with coefficient $s \geq 1$ ) endowed with a graph $G$, and satisfy

$$
\begin{align*}
s^{q} b_{b l}(f(x), f(y)) \leq & \lambda \max \left\{b_{b l}(g(x), g(y)), b_{b l}(g(x), f(x)), b_{b l}(g(y), f(y)),\right. \\
& \left.b_{b l}(g(x), f(y)), b_{b l}(g(y), f(x))\right\} \tag{25}
\end{align*}
$$

for all $x, y \in X$ with $(g(x), g(y)) \in E(G)$ when $\lambda \in\left[0, \frac{1}{s}\right)$. Suppose that $f(X) \subset g(X)$ and at least one of $f(X), g(X)$ is a $b_{b l}$-complete subspace of $\left(X, b_{b l}\right)$. Then
(i) If the property $G_{f, g\left(x_{n}\right)}$ is satisfied and $G_{g f} \neq \varnothing$, then $f$ and $g$ have a point of coincidence in $X$.
(ii) If $x$ and $y$ in $X$ are points of coincidence of $f$ and $g$ such that $(x, y) \in E(G)$, then $x=y$. Hence, points of coincidence of $f$ and $g$ are unique in X. Moreover, if the pair $(f, g)$ is weakly compatible, then $f$ and $g$ have a unique common fixed point in $X$.
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#### Abstract

The graph coloring problem is an $N P$-hard combinatorial optimization problem and can be applied to various engineering applications. The chromatic number of a graph $G$ is defined as the minimum number of colors required to color the vertex set $V(G)$ so that no two adjacent vertices are of the same color, and different approximations and evolutionary methods can find it. The present paper focused on the asymptotic analysis of some well-known and recent evolutionary operators for finding the chromatic number. The asymptotic analysis of different crossover and mutation operators helps in choosing the better evolutionary operator to minimize the problem search space and computational complexity. The choice of the right genetic operators facilitates an evolutionary algorithm to achieve faster convergence with lesser population size $N$ through an adequate distribution of promising genes. The selection of an evolutionary operator plays an essential role in reducing the bounds for minimum color obtained so far for some of the benchmark graphs. This research also focuses on the necessary and sufficient conditions for the global convergence of evolutionary algorithms. The stochastic convergence of recent evolutionary operators for solving graph coloring is newly analyzed.
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## 1. Introduction

A simple graph $G=(V, E)$ consists of a set of vertices $V=\left\{v_{1}, v_{2}, v_{3} \ldots v_{n}\right\}$ and a set of edges $E=\left\{e_{1}, e_{2}, e_{3} \ldots e_{m}\right\}$ such that each $e_{i}(1 \leq i \leq m)$ is uniquely associated with an unordered pair of vertices $\left(v_{j}, v_{k}\right)(1 \leq j, k \leq n)$ and $j \neq k[1,2]$. Its adjacency matrix is denoted by $A(G)$, an $n \times n$ symmetric matrix where $A(j, k)=1(1 \leq j, k \leq n)$ if $\left(v_{j}, v_{k}\right) \in \mathrm{E}(\mathrm{G})$; and $\mathrm{A}(j, k)=0(1 \leq j, k \leq n)$ otherwise [2].
$\chi(G)$, the chromatic number of $G$, is defined as the minimum number of colors required for $V(G)$ so that no two adjacent vertices are of the same color [2]. The graph coloring problem (GCP) finds the value for $\chi(G)$ and applies it to register allocation, channel assignment, image segmentation, resource utilization, and scheduling [3-10]. With the increasing values of $n$, the complexity of determining $\chi(G)$ also increases. GCP is an NP-hard combinatorial optimization problem. Hence, a fast evolutionary and approximation method is expected to reduce the problem search space by maximizing the number of successful runs [1,11-16]. Tabu search [17], backtracking [18], branch and bound [11], evolutionary algorithm [19-21], branch and cut [22], particle swarm optimization (PSO) [23-26], ant colony optimization (ACO) [27], local and cuckoo search [28,29] are some existing methods for finding $\chi(G)$. Some recent applications of GCP are selective graph coloring [30,31], signed graphs coloring [32,33], scheduling, and resource allocation [7-10,34-38]. In comparison to other methods, GA is useful for solving multi-objective optimization problems with vast search space. Hence, it is expected to design new evolutionary operators to achieve faster stochastic convergence with minimal
generations. Some recent evolutionary operators have achieved near-optimal solutions for some benchmark graphs [4,39-41]. Moreover, some recent genetic operators have increased the number of successful runs and reduced expected generations $\bar{g}$, expected crossovers $\bar{c}$, and the expected mutations $\bar{m}$. The notations $\bar{g}, \bar{c}$, and $\bar{m}$ indicate respectively the average number of generations, the average number of crossovers, and the average number of mutations performed to obtain the near-optimal solution for the specified number of total runs and generations during the execution of the program. This paper focused on the asymptotic analysis and stochastic convergence of some well-known and current evolutionary operators.

Some of the recent recombination operators are similar to mutation and are executed in place of recombination operation [2]. Some of the well-known and recent recombination operators operate on multiple parent gene sequences [2]. The order-based uniform crossover operator [42] uniformly selects genes from various parents. The penalty based crossover operator [43] generates offspring, which results in a minimum penalty. The one-point and two-point crossover operators generate random numbers and inherit genes from their parents. The graph adapted crossover generates genes based on conflicting and neighboring vertices. The union independent set (UIS) crossover [44] operator unifies the pairs of independent color sets from the selected parents. The greedy partition crossover (GPX) [45] operator divides $V(G)$ into $k$-sets and generates offspring. The multi-parent crossover [46] operator is the extension of GPX, which creates offspring from multiple parents. The well-informed partition crossover (WIPX) [47] operator selects the color classes from the randomly chosen parents based on a scoring function. The penalty-based color partitioning crossover (PCPX) [48] operator generates offspring based on the partition of $V(G)$ and its penalty. The degree based crossover (DBX) [48] operator applies the heuristics of the largest degree ordering (LDO) to order-based crossover or permutation one point crossover (POP) [40]. POP crossover performs an order-based permutation operation. The multi-point guided crossover (MPGX) [48] operator incorporates problem-specific knowledge. The merging crossover (MOX) [40] operator merges two-parent gene sequences and generates order-based offspring. The merging independent sets (MIS) [40] crossover groups the color sets of parents and generates offspring.

A recent crossover operator, the single parent conflict gene crossover (SPCGX), similar to mutation, is applied to the single parent to identify the conflicting genes and generate better offspring [49]. SPCGX is combined with the conflict gene removal (CGR) procedure to identify and remove some conflicting genes [50]. SPCGX is also connected with the advanced local guided search (ALGS) operator [2] to fine-tune the offspring further and also to reduce the computational complexity. The single parent conflict gene extended crossover (SPCGEX) operator is applied to the selected single parent for fixed iterations. Extended SPCGEX (ESPCGEX) extends SPCGEX with CGR for fixed iterations to produce better offspring. The multipoint SPCGX (MSPCGX) performs several crossovers for conflicting genes. Some of the recent genetic operators have achieved the better solution for some large DIMACS benchmark graphs in the reasonable expected generations [2].

The mutation operators operate on offspring generated by crossover operations. The random mutation operator [43] randomly swaps the color of each vertex with low mutation probability $p_{m}$. The polynomial mutation operator rounds off the floating-point color values. The swap mutation is applied to offspring generated by the DBX operator [51]. Problem-specific mutation [51] operators operate on the offspring generated by the MPGX operator. The order mutation (OM) [52] operator generates a random number $r$ and performs $r$ interchanges between vertices. The block mutation (BM) [52] performs the translation of blocks of successive vertices. The color spread mutation (CSM) [52] randomly selects the conflicting edges and moves the genes to new positions. The bad edge stretch mutation (BESM) [52] reduces the number of conflicting edges. The conflict gene mutation (CGM) [2] assigns the conflict-free integers to the offspring and performs fixed iterations. The CGM-CGR operator further reduces the number of conflicts in the offspring. The extended CGM (ECGM) operator fine-tunes the offspring by extending CGM for finite iterations. The multipoint CGM (MCGM) performs multipoint mutations at the conflicting vertices to reduce the number of conflicts.

Section 2 explains the need for complexity analysis and stochastic convergence for evolutionary operators. Section 3 focuses on the general structure of the genetic algorithm for solving GCP. Sections 4 and 5 explain some of the well-known and recent recombination and mutation operators. The necessary and sufficient condition for the global convergence of evolutionary algorithms and the stochastic convergence of recent genetic operators are newly analyzed in Section 6. Conclusions and future research directions are delineated in Section 7.

## 2. The Need for Complexity Analysis and Stochastic Convergence of Evolutionary Operators

GCP is very challenging for genetic algorithms because of its vast solution space. Hence, designing and choosing the right genetic operators in population-based methods are important for the following reasons [53-56]:

1. Solution space of GCP consists of $n^{n}$ candidate solutions, and $n^{n}$ rapidly grows with $n$. The computational complexity of finding $\chi(G)$ is proportional to $m$ and $n$. If the solutions are represented using $\chi(G)<n$, then the solution space contains $\chi(G)^{n}$ assignments. Therefore, the total number of different assignments in the solution space is $\chi(G)$ !
2. The computational complexity of GCP is reduced only when the values of $\bar{c}, \bar{m}$, and $\bar{g}$ are minimized.
3. The evolutionary operators are expected to improve the performance of the genetic algorithm by reducing the search space as well as by increasing the successful runs.
4. The evolutionary operators should improve the near-optimal solution obtained from the existing methods [11,22,25-27,57-59].
5. The evolutionary operators should avoid additional memory resources and complex computational operations.
6. The performance of operators depends on how many parent gene sequences are considered for crossover and mutation. It also depends on the update of gene sequences [4,39-41].
7. A smaller population size $(N \leq 15)$ is expected to reduce the complexity and to achieve a sufficient convergence rate. The crossover and mutation operations can be embedded with the right search operators to reduce the value of $\bar{g}$ further.
8. The evolutionary operators should effectively distribute the promising genes from one generation to the next generation in order to reduce the fitness function values.
9. The graph characteristics, graph instances such as $n, m$, and graph density, can be considered for choosing the right genetic operators [60].
10. The evolutionary operators should quickly converge with the reduced computational complexity.

## 3. The General Structure of Genetic Algorithm for Solving GCP

## Notations

1. Degree, $\delta(G)$ and $\Delta(G)$ The number of edges incident on $v_{i}(1 \leq i \leq n)$ is the degree, $d\left(v_{i}\right)$ in G. Let $\Delta(G)=\max _{1 \leq i \leq n}\left\{d\left(v_{i}\right) \mid v_{i} \in V(G)\right\}$ and $\delta(G)=\min _{1 \leq i \leq n}\left\{d\left(v_{i}\right) \mid v_{i} \in V(G)\right\}$ be the maximum and minimum degrees of $G$ respectively.
2. Encoding of Gene Sequence The color values of $V(G)$ are encoded as $\left(g_{1}, g_{2}, g_{3} \ldots g_{n}\right)$, where $g_{j}(1 \leq j \leq n)$ is a non-zero integer.
3. Density The density of $G$ is $\frac{2 m}{n(n-1)}$.
4. Population Size, Crossover, Mutation Probability $p_{c}$ is the crossover probability, and the mutation probability is denoted as $p_{m} . P_{g}$ is the population, which represents the collection of gene sequences for generation $g . N=\left|P_{g}\right|$ defines the population size for $g$.
5. Fitness Function $f(G)$, the general fitness function of $G$, is the number of distinct genes in the gene sequence [2]. The main objective of GCP is to minimize $f(G)$, hence, $\chi(G)-f(G)=0$.
6. Conflicting Genes When $g_{a}=g_{b}$ and $\left(v_{a}, v_{b}\right) \in E(G)$, the genes $g_{a}(1 \leq a \leq n)$ and $g_{b}(1 \leq b \leq n)$ corresponding to vertices $v_{a}$ and $v_{b}$ conflict with the gene sequence $\left(g_{1}, g_{2}, g_{3} \ldots g_{n}\right)$.

The general structure of the genetic algorithm for solving GCP is presented below.
Step 1: Initialization
First, initialize $g=0$. The initialization of $P_{g}$ randomly or heuristically generates values in [1, minimum color].

Step 2: Evaluation of Fitness Function and Selection of Individuals
The fitness of individuals in the population is evaluated, and one or more parent gene sequence(s) are selected for the generation of the subsequent gene sequences. Different selection methods can be applied to select gene sequences for crossover operation.

Step 3: Recombination or Crossover Operation
The recombination operation is performed on the selected gene sequence(s) with probability $p_{c}$ (high value of $p_{c}$, for example, $p_{c}=0.8$ ) to generate offspring.

Step 4: Performing Mutation
The crossover gene sequences or offspring are mutated with the chosen mutation probability $p_{m}$ (low value of $p_{m}$, for example, $p_{m}=0.2$ ) to generate new offspring.

Step 5: Termination
Find $F_{g}$ (offspring) for the updated gene sequence. If $F_{g}$ (offspring) $=0$, the generation of offspring stops; otherwise, $P_{g}$ is updated $(g=g+1)$. If $F_{g}$ (offspring) $<F_{g-1}$ (worst), $P_{g}$ is updated by replacing the worst gene with offspring. Then transfer the control to Step 2 for the next generation.

The pseudo-code of the general genetic algorithm is presented below.

```
// Pseudo code of the Genetic Algorithm
    Initialization of individuals;
    While termination conditions are not satisfied, do
    Evaluate the fitness function and select better individuals;
    Perform the recombination operation;
    Perform the mutation operation;
    Apply elitism operation;
    Print the near-optimal results;
```


## 4. Asymptotic Analysis of Some Existing Well-known and Recent Crossover Operators

Some of the existing well-known and recent crossover or recombination operators for solving GCP are presented in this section. The asymptotic complexity of these operators is also analyzed in Table 1. The simple control constructs if and if-else statements that can be implemented in a constant complexity, $\Theta(c)$. The control constructs for, while, do-while, and repeat-until can be implemented in a linear complexity, $\Theta(n)$. The quadratic complexity is represented in $\Theta\left(n^{2}\right)$. For example, color assignments of $V(G)$ can be verified in $\Theta\left(n^{2}\right)$ complexity.

## 1. Order-based Uniform Crossover

The order-based uniform crossover operator uniformly selects the genes from multiple parents. The procedure can be described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Generate the offspring by selecting the first $n / 2$ length of genes from $p_{1}$ and the next $n / 2$ length of genes from $p_{2}$.
c. Randomly select any two vertices, $v_{\mathrm{i}}$ and $v_{\mathrm{j}}$ in the offspring, and scramble all vertices between $v_{\mathrm{i}}$ and $v_{j}$.

Analysis: Steps (a), (b) and (c) take $\Theta(n)$ complexity. Thus the order-based uniform crossover takes $\Theta(n)$ complexity.

## 2. Penalty Based Crossover

The penalty based crossover operator generates the offspring, which results in a minimum penalty. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Generate the offspring by determining the color for each vertex in every parent by assigning colors, which results in a minimum penalty.

Analysis: Step (a) takes $\Theta(n)$ complexity. Step (b) takes $\Theta\left(n^{2} \chi(G)\right)$ complexity. The computational complexity of penalty based crossover is $\Theta\left(n^{2} \chi(\mathrm{G})\right)$.

## 3. One-point Crossover

The one-point crossover operator generates random numbers and inherits genes from their parents. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Choose a random point $r$ in between $[1, n]$.
c. Generate the offspring based on $r$ by inheriting genes from both parents.

Analysis: Step (a) takes $\Theta(n)$ complexity. Step (b) can be implemented in constant running time. Step (c) requires $\Theta(n)$ complexity. Thus the one-point crossover takes $\Theta(n)$ complexity.
4. Two-point Crossover

The two-point crossover operator generates random numbers and inherits genes from their parents. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Choose two random points, $r$ and $s$ in between $[1, n]$.
c. Generate the offspring based on $r$ and $s$ by inheriting genes from both parents.

Analysis: Step (a) takes $\Theta(n)$ complexity. Step (b) can be implemented in constant running time. Step (c) requires $\Theta(n)$ complexity. Thus the two-point crossover takes $\Theta(n)$ complexity.

## 5. Graph Adapted Crossover

The graph adapted crossover generates genes based on the conflicting and neighboring vertices. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Choose a random vertex $v$ in $V(G)$.
c. Color the vertices with respect to the parents that have no conflicts for vertex $v$.
d. If $p_{1}$ and $p_{2}$ have conflicts with vertex $v$ then assign the least color to its neighboring vertices.

Analysis: Step (a) takes $\Theta(n)$ complexity. Step (b) requires constant running time. Step (c) requires $\Theta\left(n^{2}\right)$ complexity. Step (d) requires $\Theta\left(n^{2}\right)$ complexity. The complexity of graph adapted crossover is $\Theta\left(n^{2}\right)$.

## 6. UIS Crossover

The UIS crossover operator unifies a pair of independent color sets from the selected parents. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Find the largest conflict-free subset of vertices having a color $c$ in $p_{1}$.
c. Find the largest conflict-free subset in $p_{2}$ such that a common number of vertices in these subsets are maximal.
d. Repeat the steps (b) and (c) for every color.
e. Generate the offspring $o_{1}$ and $o_{2}$ by performing set union operation.

Analysis: Steps (a), (b) and (c) require $\Theta(n)$ complexity. Step (d) requires $\Theta(n \chi(\mathrm{G}))$ complexity. Step (e) requires $\Theta(n)$ complexity. Thus the complexity of UIS crossover is $\Theta(n \chi(G))$.

## 7. Multi-Parent Crossover

Multi-parent crossover is an extension of GPX, which creates offspring from multiple parents. The procedure is described in the following steps.
a. Select the parent color classes from multiple parents.
b. Select the largest color class $c$ in the population.
c. Add the color class $c$ to the offspring.
d. Remove all vertices in $c$ from all parent color classes.
e. Repeat the operation until the required number of color classes has reached.
f. Add the remaining vertices randomly to the color class.

Analysis: Steps (a), (b), (c) require $\Theta(n)$ complexity. Steps (d) and (e) require $\Theta\left(n^{2}\right)$ complexity. Step (f) requires $\Theta(n)$ complexity. Thus the complexity of multi-parent crossover is $\Theta\left(n^{2}\right)$.

## 8. WIPX Crossover

The WIPX operator selects the color classes from the randomly selected parents based on a scoring function. The procedure is described in the following steps.
a. Select the color classes from the randomly chosen parents based on a scoring function.
b. Determine the score of the color set as:

$$
\text { Number of conflicts }-\frac{1}{|\mathrm{v}|}(\text { classSize }+ \text { classDegree } /(\mathrm{n} * \mathrm{~m}))
$$

where classSize is the cardinality of the color set, and classDegree is the sum of the degrees of the color class vertices.
c. Apply the multi-parent crossover operation.

Analysis: Step (a) requires $\Theta(n)$ complexity. Step (b) requires $\Theta\left(n^{2}\right)$ complexity. Step (c) requires $\Theta\left(n^{2}\right)$ complexity. Thus the complexity of WIPX crossover is $\Theta\left(n^{2}\right)$.

## 9. GPX Crossover

GPX operator partitions $V(G)$ into $k$ sets and generates the offspring. The procedure is described in the following steps.
a. Choose two parent configurations $p_{1}=\left(v_{1}{ }^{1}, v_{2}{ }^{1}, v_{3}{ }^{1} \ldots v_{k}{ }^{1}\right)$ and $p_{2}=\left(v_{1}{ }^{2}, v_{2}{ }^{2}, v_{3}{ }^{2} \ldots v_{k}{ }^{2}\right)$ where $k$ is the number of color classes.
b. For each $j(1 \leq j \leq k)$ do If $j$ is odd then $s=1$, else $s=2$; Select $i$ such that $v_{i}^{s}$ has maximum vertices; $v_{j}=v_{i}^{s} ;$ Remove $v_{j}$ from both $p_{1}$ and $p_{2}$
c. Choose a random color class and assign $V-\left(v_{1} \cup v_{2} \cup v_{3} \ldots \cup v_{k}\right)$.
d. Generate an offspring $o_{1}=\left(v_{1}, v_{2}, v_{3} \ldots v_{k}\right)$.

Analysis: Step (a) requires $\Theta(n)$ complexity. Step(b) requires $\Theta\left(n^{2}\right)$ complexity. Steps (c) and (d) require $\Theta(n)$ complexity. Thus GPX crossover takes $\Theta\left(n^{2}\right)$ complexity.
10. PCPX Crossover

PCPX crossover operator generates offspring based on partitions of $V(G)$ and its penalty. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Consider one parent at a time.
c. Extract a subpartition $V^{\prime}(G)$, which results in a minimum penalty among $V(G)$ of the main partition.
d. Color $V^{\prime}(G)$ for the selected parent.
e. Remove $V^{\prime}(G)$ in both parents.
f. Find the largest color partition for the next parent.
g. Repeat the procedure until all vertices in the offspring are colored.

Analysis: Step (a) requires $\Theta(n)$ complexity. Step(b) takes constant running time. Steps (c), (d), (e), (f) and $(\mathrm{g})$ take $\Theta\left(n^{2}\right)$ complexity. Thus PCPX crossover takes $\Theta\left(n^{2}\right)$ complexity.

## 11. DBX Crossover

DBX crossover operator applies the heuristics of LDO in order based crossover or POP. The procedure is described in the following steps.
a. Apply the heuristics of LDO in order based crossover or POP operator.
b. Select a pair of random individuals, say $P_{1}$ and $P_{2}$.
c. Select a random crossover point $r$ in $P_{1}$.
d. Copy the vertex colors starting at an initial point to $r$ in $P_{1}$ into the offspring $O_{1}$;
e. Choose a vertex $u$ in $P_{2}$ and $v$ in $O_{1}$.
f. If $u$ is not assigned an order in $O_{1}$ and if degree $(v)<\operatorname{degree}(u)$ then Find the vertex $v$ having minimum order in $O_{1}$ with degree $(v)<\operatorname{degree}(u)$; Increment the vertex orders by 1 for all vertices having order $\geq v$; Assign vertex $u$ to the order of vertex $v$; Else assign the least available order to vertex $u$.

Analysis: Step (a) requires $\Theta\left(n^{2}\right)$ complexity. The selection and copy operations in steps (b), (d), and (e) require $\Theta(n)$ complexity. Step(c) takes a constant running time. Step (f) requires $\Theta\left(n^{2}\right)$ complexity. Thus DBX takes $\Theta\left(n^{2}\right)$ complexity.

## 12. MPGX Crossover

MPGX operator incorporates problem-specific knowledge. The procedure is described in the following steps.
a. Select a pair of random individuals, say $P_{1}$ and $P_{2}$;
b. Choose a random crossover point;
c. Assign count $=P c^{*} n$;
d. While count $\neq 0$ do Select a random vertex $i ; c_{1}=\operatorname{color}[i]$ in $P_{1} ; c_{2}=\operatorname{color}[i]$ in $P_{2}$; If $c_{1} \neq c_{2}$ and if penalty of $P_{1}$ reduces with $c_{2}$ then replace $c_{1}$ by $c_{2}$; If $c_{1} \neq c_{2}$ and if penalty of $P_{2}$ reduces with $c_{1}$ then replace $c_{2}$ by $c_{1}$; count $=$ count -1
e. Generate offspring.

Analysis: Step (a) requires $\Theta(n)$ complexity. Steps (b), (c), and (e) take a constant running time. Step (d) takes $\Theta\left(n^{2}\right)$ complexity. Thus MPGX crossover takes $\Theta\left(n^{2}\right)$ complexity.

## 13. POP Crossover

POP crossover performs an order based permutation operation. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Choose a random point $r$ in between $[1, n]$.
c. Apply order based crossover.
d. Swap the first portion of strings and apply permutation on the remaining unused vertices copied in the sequence.

Analysis: Steps (a) and (c) require $\Theta(n)$ complexity. Step (b) requires a constant running time. Step (d) requires $\Theta\left(n^{2}\right)$ complexity. Thus the complexity of POP crossover is $\Theta\left(n^{2}\right)$.
14. MOX Crossover

The MOX operator performs merging of two-parent gene sequences and generates the order based offspring. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Merge $p_{1}$ and $p_{2}$ randomly into a single list, which consists of $2 n$ elements.
c. Assign the first occurrence of each gene to offspring 1 .
d. Assign the second occurrence of each gene to offspring 2 .

Analysis: Steps (a) and (b) require $\Theta(n)$ complexity. Steps (c) and (d) take $\Theta\left(n^{2}\right)$ complexity. The complexity of MOX crossover is $\Theta\left(n^{2}\right)$.

## 15. MIS Crossover

The MIS crossover operator groups the color sets of parents and generates the offspring. The procedure is described in the following steps.
a. Select two parent gene sequences, say $p_{1}$ and $p_{2}$.
b. Group the color sets in both $p_{1}$ and $p_{2}$.
c. Copy the whole color sets from $p_{1}$ and $p_{2}$ into a single merged list.
d. Assign the first occurrence of each gene into offspring ${ }_{1}$.
e. Assign the second occurrence of each gene into offspring2.

Analysis: Steps (a), (b) and (c) require $\Theta(n)$ complexity. Steps (d) and (e) take $\Theta\left(n^{2}\right)$ complexity. The complexity of MIX crossover is $\Theta\left(n^{2}\right)$.

## 16. SPCGX Crossover

SPCGX operation is applied to the selected gene sequences, $i$ and $j$, to generate two new gene sequences as offspring. The offspring, $i^{\prime}$ and $j^{\prime}$ are generated by a chosen crossover probability $\mathrm{p}_{\mathrm{c}}$. SPCGX operator is defined as follows [50]:
a. Let $i=\left(i_{1}, i_{2}, i_{3} \ldots i_{\mathrm{q}} \ldots i_{\mathrm{r}} \ldots i_{\mathrm{n}}\right)$ and $j=\left(j_{1}, j_{2}, j_{3} \ldots j_{\mathrm{s}} \ldots j_{\mathrm{t}} \ldots j_{\mathrm{n}}\right)$ be the two selected sequences.
b. Generate random probability $p_{c r}$.
c. If $p_{c r}>p_{c}$ go to step (d).
d. Find all pairs of conflicting edges in $i$ and $j$.
e. Let $(q, r)$ and $(s, t)$ be such two pairs of conflicting edges (i.e., $i_{q}=i_{r}$ and $\left.j_{s}=j_{t}\right)$ in $i$ and $j$, then generate two offspring: $\left(i_{1}, i_{2}, i_{3} \ldots i_{q} \ldots i_{r}+1 \ldots i_{n}\right)$ and $\left(j_{1}, j_{2}, j_{3} \ldots j_{s} \ldots j_{t}+1 \ldots j_{n}\right)$.
f. Repeat step (e) of crossover operation to all the identified conflicting pairs in step (d) of crossover operation and generate updated gene sequences $i^{\prime}=\left(i_{1^{\prime}}, i_{2^{\prime}}, i_{3^{\prime}} \ldots i_{f^{\prime}} \ldots i_{g^{\prime}} \ldots i_{n^{\prime}}\right)$ and $j^{\prime}=\left(j_{1^{\prime}}, j_{2^{\prime}}\right.$, $j_{3^{\prime}} \ldots j_{k^{\prime}} \ldots j_{l^{\prime}} \ldots, j_{n^{\prime}}$.

Analysis: Step (a) requires $\Theta(n)$ complexity. Steps (b), (c), and (e) take a constant running time. Steps (d) and (f) require $\Theta\left(n^{2}\right)$ complexity. SPCGX takes $\Theta\left(n^{2}\right)$ complexity.

## 17. SPCGX-CGR Crossover

SPCGX is applied with a CGR procedure with a chosen $\mathrm{p}_{\mathrm{c}}$. SPCGX-CGR is given in the following steps [50]:
a. Apply the steps (a) to (e) of SPCGX crossover.
b. Check if the new genes at $r$ and $t$ (i.e., $\mathrm{i}_{r}$ and $j_{t}$ ) corresponding to an edge $(r, t)$ are in conflict with its corresponding adjacent genes. If so, generate $i_{r}=i_{r}+1$ and $j_{t}=j_{t}+1$ such that $\mathrm{i}_{r}+1 \leq \chi(\mathrm{G})$ and $j_{t}+1 \leq \chi(\mathrm{G})$.
c. Repeat step (f) of SPCGX with CGR procedure to all the conflicting pairs and generate updated gene sequences: $\mathrm{i}^{\prime}=\left(i_{1^{\prime}}, i_{2^{\prime}}, i_{3^{\prime}} \ldots i_{n^{\prime}}\right)$ and $j^{\prime}=\left(j_{1^{\prime}}, j_{2^{\prime}}, j_{3^{\prime}} \ldots j_{n^{\prime}}\right)$.

Analysis: Steps (a) and (c) require $\Theta\left(n^{2}\right)$ complexity. Step (b) takes a constant running time. SPCGX-CGR takes $\Theta\left(n^{2}\right)$ complexity.

## 18. SPCGEX Crossover

The SPCGEX operator is applied on the selected gene sequences $i=\left(i_{1}, i_{2}, i_{3} \ldots i_{n}\right)$ and $j=\left(j_{1}, j_{2}, j_{3} \ldots\right.$ $j_{n}$ ) as follows [2]:
a. Randomly select any two most conflicting vertices, $r$, and $t$ in gene sequences $i$ and $j$.
b. Generate offspring $\left(i_{1}, i_{2}, i_{3} \ldots i_{r}+1 \ldots i_{n}\right)$ and $\left(j_{1}, j_{2}, j_{3} \ldots j_{t}+1 \ldots j_{n}\right)$ such that $i_{r}+1 \leq$ minimum color and $1+j_{t} \leq$ minimum color.
c. Repeat the steps (a) and (b) for fixed iterations to obtain the updated offspring $i^{\prime}$ and $j^{\prime}$ as ( $i_{1^{\prime}}, i_{2^{\prime}}$, $i_{3^{\prime}} \ldots i_{n^{\prime}}$ ) and ( $j_{1^{\prime}}, j_{2^{\prime}}, j_{3^{\prime}} \ldots j_{n^{\prime}}$ ).
Analysis: Steps (a) and (c) require $\Theta\left(n^{2}\right)$ complexity. Step (b) takes a constant running time. SPCGEX takes $\Theta\left(n^{2}\right)$ complexity.

## 19. ESPCGEX Crossover

The steps in ESPCGEX crossover are defined as follows [2].
a. Perform SPCGEX crossover steps (a) and (b).
b. If the new genes $i_{\mathrm{r}}$ and $j_{\mathrm{t}}$ are conflicting, then apply SPCGEX at the conflicting edges $(q, r)$ and $(s, t)$.
c. Repeat the steps (a) and (b) for fixed iterations to obtain the updated offspring $i^{\prime}$ and $j^{\prime}$ as ( $i_{1^{\prime}}, i_{2^{\prime}}$, $i_{3^{\prime}} \ldots i_{n^{\prime}}$ ) and ( $j_{1^{\prime}}, j_{2^{\prime}}, j_{3^{\prime}} \ldots j_{n^{\prime}}$ ).

Analysis: Steps (a), (b) and (c) require $\Theta\left(n^{2}\right)$ complexity. Hence ESPCGEX takes $\Theta\left(n^{2}\right)$ complexity.

## 20. MSPCGX Crossover

The steps in MSPCGX crossover are defined as follows [2].
a. Find the conflicting edges that count to every vertex in gene sequences $j$ and $i$.
b. Determine the conflicting vertices in $j$ and $i$.
c. Select arbitrarily conflicting vertices, $r$ in $i$ and $t$ in $j$.
d. Update $i$ and $j$ as $\left(i_{1}, i_{2}, i_{3} \ldots i_{r}+1 \ldots i_{n}\right)$ and $\left(j_{1}, j_{2}, j_{3} \ldots j_{t}+1 \ldots j_{n}\right)$ such that minimum color $\geq i_{r}+$ 1 and minimum color $\geq j_{t}+1$.
e. If the new genes $i_{r}$ and $j_{t}$ are conflicting, then generate $i_{r}=i_{r}+1$ and $j_{t}=j_{t}+1$ such that minimum color $\geq i_{r}+1$ and minimum color $\geq j_{t}+1$.
f. Repeat the steps (d)-(e) for remaining conflicting vertices and update $i^{\prime}$ and $j^{\prime}$ as ( $i_{1^{\prime}}, i_{2^{\prime}}, i_{3^{\prime}} \ldots i_{n^{\prime}}$ ) and $\left(j_{1^{\prime}}, j_{2^{\prime}}, j_{3^{\prime}} \ldots j_{n^{\prime}}\right)$.

Analysis: Steps (a), (b), (e) and (f) require $\Theta\left(n^{2}\right)$ complexity. Step (c) takes $\Theta(n)$ complexity. Step (d) takes a constant running time. MSPCGX takes $\Theta\left(n^{2}\right)$ complexity.

Table 1. Asymptotic Complexity of Well-known and Recent Crossover Operators.

| SNo | Crossover Operator | Asymptotic Complexity |
| :---: | :---: | :---: |
| 1 | Order-based Uniform Crossover | $\Theta(n)$ |
| 2 | Penalty Based Crossover | $\Theta\left(n^{2} \chi(G)\right)$ |
| 3 | One-point Crossover | $\Theta(n)$ |
| 4 | Two-point Crossover | $\Theta(n)$ |
| 5 | Graph Adapted Crossover | $\Theta\left(n^{2}\right)$ |
| 6 | UIS Crossover | $\Theta(n \chi(G))$ |
| 7 | Multi-Parent Crossover | $\Theta\left(n^{2}\right)$ |
| 8 | WIPX Crossover | $\Theta\left(n^{2}\right)$ |
| 9 | GPX Crossover | $\Theta\left(n^{2}\right)$ |
| 10 | PCPX Crossover | $\Theta\left(n^{2}\right)$ |
| 11 | DBX Crossover | $\Theta\left(n^{2}\right)$ |
| 12 | MPGX Crossover | $\Theta\left(n^{2}\right)$ |
| 13 | POP Crossover | $\Theta\left(n^{2}\right)$ |
| 14 | MOX Crossover | $\Theta\left(n^{2}\right)$ |
| 15 | MIS Crossover | $\Theta\left(n^{2}\right)$ |
| 16 | SPCGX Crossover | $\Theta\left(n^{2}\right)$ |
| 17 | SPCGX-CGR Crossover | $\Theta\left(n^{2}\right)$ |
| 18 | SPCGEX Crossover | $\Theta\left(n^{2}\right)$ |
| 19 | ESPCGEX Crossover | $\Theta\left(n^{2}\right)$ |
| 20 | MSPCGX Crossover | $\Theta\left(n^{2}\right)$ |

## 5. Asymptotic Analysis of Some Existing Well-known and Recent Mutation Operators

Some of the existing well-known and recent mutation operators for solving GCP are presented in this section. The asymptotic complexity of these operators is also analyzed. The asymptotic complexity of these operators is also analyzed in Table 2.

## 1. Random Mutation

The random mutation operator randomly swaps the color of each vertex with a low mutation probability $p_{m}$. The procedure is described in the following steps.
a. Select crossover offspring $o_{1}$.
b. Randomly swap the color class of each vertex with a low $p_{m}$.

Analysis: Step (a) requires a constant running time. Step (b) takes $\Theta(n)$ complexity. Thus the random mutation takes $\Theta(n)$ complexity.

## 2. Polynomial Mutation

The polynomial mutation operator rounds off real values of colors to the nearest integer. The procedure is described in the following steps.
a. Select crossover offspring $o_{1}$.
b. Choose the random point and round off real values of colors to the nearest integer.

Analysis: Steps (a) and (b) require a constant running time. Thus the polynomial mutation takes $\Theta(c)$ complexity.

## 3. Problem-Specific Mutation 1

The problem-specific mutation operator is defined with problem-specific knowledge. It is operating on the offspring generated by MPGX operator. The procedure is described in the following steps.
a. Select crossover offspring $o_{1}$.
b. Find the missing color $c_{1}$ in the range of maximum color [1, maximum color] used.
c. Identify all the vertices $V^{\prime}(G)$ assigned with maximum color.
d. Replace colors of $V^{\prime}(G)$ by $c_{1}$.

Analysis: Step (a) requires a constant running time. Steps (b) and (c) take $\Theta\left(n^{2}\right)$ complexity. Step (d) takes $\Theta(n)$ complexity. This mutation takes $\Theta\left(n^{2}\right)$ complexity.

## 4. Problem-Specific Mutation 2

The problem-specific mutation operator is defined with problem-specific knowledge. It operates on the offspring generated by MPGX operator. The procedure is described in the following steps.
a. Choose color $c_{1}$ randomly within one less than [1, maximum color].
b. Identify all the vertices $V^{\prime}(G)$ assigned to a maximum color.
c. Replace colors of $V^{\prime}(G)$ by $c_{1}$.

Analysis: Step (a) requires a constant running time. Step (b) takes $\Theta\left(n^{2}\right)$ complexity. Step (c) takes $\Theta(n)$ complexity. This mutation takes $\Theta\left(n^{2}\right)$ complexity.

## 5. Problem-Specific Mutation 3

The problem-specific mutation operator is defined with problem-specific knowledge. It operates on the offspring generated by MPGX operator. The procedure is described in the following steps.
a. Choose a vertex $v$ randomly.
b. Choose a color $c$ randomly for $v$.
c. If the penalty is reduced to $v$ with color $c$, then set color $[v]=c$.

Analysis: Steps (a) and (b) require a constant running time. Step (c) takes $\Theta\left(n^{2}\right)$ complexity. This mutation takes $\Theta\left(n^{2}\right)$ complexity.

## 6. OM

The OM operator generates a random number $r$ and performs $r$ interchanges between vertices. The procedure is described in the following steps.
a. Let $\left(v_{1}, v_{2}, v_{3} \ldots v_{n}\right)$ be the crossover offspring.
b. Generate a random number $r$;
c. Generate the offspring by performing $r$ interchanges between vertices.

Analysis: Steps (a) and (b) require a constant running time. Performing $r$ interchanges in Step(c) can also be done in linear time. The OM mutation takes $\Theta(n)$ complexity.

## 7. BM

The BM operation performs a translation of blocks of $k>0$ successive vertices. The procedure is described in the following steps.
a. Let $\left(v_{1}, v_{2}, v_{3} \ldots v_{n}\right)$ be the crossover offspring.
b. If $k=2$ and $i \in[1, n-1], j \in[1, n]$ are randomly generated then generate the offspring $\left(v_{1}, \ldots . v_{i-1}\right.$, $\left.v_{i+2} \ldots v_{j}, v_{i}, v_{i+1}, v_{j+1} \ldots\right)$.

Analysis: Step (a) requires a constant running time. Step (b) can take $\Theta(n)$ complexity. Thus BM operation takes $\Theta(n)$ complexity.

## 8. CSM

The CSM randomly selects the conflicting edge and moves the genes to new positions. The procedure is described in the following steps.
a. Let $\left(v_{1}, v_{2}, v_{3} \ldots v_{n}\right)$ be the crossover offspring.
b. Choose a randomly selected bad edge $e=\left(v_{i}, v_{j}\right)$ and $e^{\prime}=\left(v_{k}, v_{1}\right)$ be the next bad edge such that ( $i<j<k<l$ ).
c. Move the vertices from positions $i+1$ to $l-1$ to randomly chosen new positions.

Analysis: Step (a) requires a constant running time. Steps (b) and (c) need $\Theta(n)$ complexity.

## 9. BESM

The BESM operation reduces the number of conflicting edges. The procedure is described in the following steps.
a. Let $\left(v_{1}, v_{2}, v_{3} \ldots v_{n}\right)$ be the crossover offspring.
b. Choose a random bad edge $e=\left(v_{i}, v_{j}\right)$.
c. Choose a direction either left-to-right or right-to-left randomly.
d. Let $v_{k}$ be the farthest vertex adjacent to $v_{i}$ so that $k>j$.
e. Let $e^{\prime}=\left(v_{l}, v_{m}\right)$ be the first bad edge so that $l>k$.
f. If there is no vertex $v_{k}$ or edge $e^{\prime}$ with the specified properties, the mutation is void. Otherwise, the vertex $v_{i}$ is moved to the position $m+1$.

Analysis: Steps (a), (c) require a constant running time. Step (b) takes $\Theta\left(n^{2}\right)$ complexity. Steps (d), (e) and (f) take $\Theta(n)$ complexity. Hence BESM takes $\Theta\left(n^{2}\right)$ complexity.

## 10. CGM

The CGM operates on offspring $i^{\prime}$ and $j^{\prime}$. The steps are given below [49]:
a. Select any two conflicting genes $i^{\prime} f^{\prime}=i^{\prime} g^{\prime}$ and $j^{\prime} k^{\prime}=j^{\prime} l^{\prime}$ in $i^{\prime}$ and $j^{\prime}$.
b. Update $i^{\prime}$ and $j^{\prime}$ as $\left(i_{1^{\prime}}, i_{2^{\prime}}, i_{3^{\prime}} \ldots i_{f^{\prime}}-1 \ldots i_{n^{\prime}}\right)$ and $\left(j_{1^{\prime}}, j_{2^{\prime}}, j_{3^{\prime}} \ldots j_{k^{\prime}}-1 \ldots j_{n^{\prime}}\right)$ such that $1 \leq i_{f^{\prime}}-1$ and $1 \leq j_{k^{\prime}}-1$.
c. Update $i^{\prime \prime}$ and $j^{\prime \prime}$ as ( $i_{1^{\prime \prime}}, i_{2^{\prime \prime}}, i_{3^{\prime \prime}} \ldots i_{n^{\prime \prime}}$ ) and ( $j_{1^{\prime \prime}}, j_{2^{\prime \prime}}, j_{3^{\prime \prime}} \ldots j_{n^{\prime \prime}}$ ) by repeating steps (a)-(b) for fixed iterations.

Analysis: Steps (a) and (c) require $\Theta\left(n^{2}\right)$ complexity. Step (b) requires a constant running time. Hence CGM mutation takes $\Theta\left(n^{2}\right)$ complexity.

## 11. CGM-CGR Mutation

The CGM-CGR mutation is applied to the offspring $i^{\prime}$ and $j^{\prime}$ and its steps are given below [50]:
a. Perform CGM steps (a)-(b).
b. If the new genes $i_{f^{\prime}}$ and $j_{k^{\prime}}$ are conflicting then update $i_{f^{\prime}}=i_{f^{\prime}}-1$ and $j_{k^{\prime}}=j_{k^{\prime}}-1$ such that $1 \leq i_{f^{\prime}}-1$ and $1 \leq j_{k^{\prime}}-1$.
c. Update $i^{\prime \prime}$ and $j^{\prime \prime}$ as $\left(i_{1^{\prime \prime}}, i_{2^{\prime \prime}}, i_{3^{\prime \prime}} \ldots i_{n^{\prime \prime}}\right)$ and ( $j_{1^{\prime \prime}}, j_{2^{\prime \prime}}, j_{3^{\prime \prime}} \ldots j_{n^{\prime \prime}}$ ) by repeating steps (a)-(b) for fixed iterations.

Analysis: Steps (a), (b) and (c) require $\Theta\left(n^{2}\right)$ complexity. Hence CGM-CGR mutation takes $\Theta\left(n^{2}\right)$ complexity.

## 12. ECGM

The ECGM operation is defined as follows [2]:
a. Perform CGM steps (a) and (b).
b. If new genes $i^{\prime} f^{\prime}$ and $j^{\prime} k^{\prime}$ are conflicting, then perform CGM at $f^{\prime}$ and $k^{\prime}$.
c. Update $i^{\prime \prime}$ and $j^{\prime \prime}$ as ( $\left.i_{1_{1} \prime \prime}, i_{2^{\prime \prime}}, i_{3^{\prime \prime}} \ldots i_{n^{\prime \prime}}\right)$ and ( $\left.j_{1^{\prime \prime}}, j_{2^{\prime \prime}}, j_{3^{\prime \prime}} \ldots j_{n^{\prime \prime}}\right)$ by repeating steps (a) and (b) for fixed iterations.

Analysis: Steps (a), (b) and (c) require $\Theta\left(n^{2}\right)$ complexity. Hence ECGM takes $\Theta\left(n^{2}\right)$ complexity.
13. MCGM

The MCGM operation is defined as follows [2]:
a. Find the conflict edges count to every vertex in $i^{\prime}$ and $j^{\prime}$.
b. Determine the conflict vertices in $i^{\prime}$ and $j^{\prime}$.
c. Select arbitrarily two conflicting vertices $f^{\prime}$ in $i^{\prime}$ and $k^{\prime}$ in $j^{\prime}$.
d. Update $i^{\prime}$ and $j^{\prime}$ as $\left(i_{1}{ }^{\prime}, i_{2}{ }^{\prime}, i_{3}{ }^{\prime} \ldots i_{f}{ }^{\prime}-1 \ldots i_{n}{ }^{\prime}\right)$ and $\left(j_{1}{ }^{\prime}, j_{2}{ }^{\prime}, j_{3}{ }^{\prime} \ldots j_{k}{ }^{\prime}-1 \ldots j_{n}{ }^{\prime}\right)$ such that $1 \leq i_{f}{ }^{\prime}-1$ and $1 \leq j_{k}{ }^{\prime}-1$.
e. If new genes $i^{\prime} f^{\prime}$ and $j^{\prime} k^{\prime}$ are conflicting then perform CGM at $f^{\prime}$ and $k^{\prime}$.
f. Update $i^{\prime \prime}$ and $j^{\prime \prime}$ as ( $i_{1^{\prime \prime}}, i_{2^{\prime \prime}}, i_{3^{\prime \prime}} \ldots i_{n^{\prime \prime}}$ ) and ( $j_{1^{\prime \prime}}, j_{2^{\prime \prime}}, j_{3^{\prime \prime}} \ldots j_{n^{\prime \prime}}$ ) by repeating steps (d) and (e) for fixed iterations.

Analysis: Steps (a), (b), (e) and (f) require $\Theta\left(n^{2}\right)$ complexity. Steps (c) and (d) take $\Theta(c)$ complexity. Hence MCGM takes $\Theta\left(n^{2}\right)$ complexity.

Table 2. Asymptotic Complexity of Well-known and Recent Mutation Operators.

| SNo | Mutation Operator | Asymptotic Complexity |
| :---: | :---: | :---: |
| 1 | Random Mutation | $\Theta(n)$ |
| 2 | Polynomial Mutation | $\Theta(c)$ |
| 3 | Problem-Specific Mutation 1 | $\Theta\left(n^{2}\right)$ |
| 4 | Problem-Specific Mutation 2 | $\Theta\left(n^{2}\right)$ |
| 5 | Problem-Specific Mutation 3 | $\Theta\left(n^{2}\right)$ |
| 6 | OM | $\Theta(n)$ |
| 7 | BM | $\Theta(n)$ |
| 8 | CSM | $\Theta(n)$ |
| 9 | BESM | $\Theta\left(n^{2}\right)$ |
| 10 | CGM | $\Theta\left(n^{2}\right)$ |
| 11 | CGM-CGR | $\Theta\left(n^{2}\right)$ |
| 12 | ECGM | $\Theta\left(n^{2}\right)$ |
| 13 | MCGM | $\Theta\left(n^{2}\right)$ |

## 6. Global Convergence of Evolutionary Algorithms and Stochastic Convergence of Recent Genetic Operators

The necessary and sufficient condition for the global convergence of evolutionary algorithms is proved in this section [61,62]. The stochastic convergence of some recent genetic operators for solving GCP is also proved in the present section [2].

### 6.1. Markov Chain Model of Evolutionary Algorithms

Consider the following optimization problem:
Optimize $\{f(x) ; x \in S\}$ where $S$ is a measurable space, $f(x)$ is the objective or fitness function where the absolute value of $(f(x))$ is $<+\infty$.

Represent the optimal solution set by $S^{*}=\left\{x^{*}\right.$ such that $f\left(x^{*}\right)=$ optimize $\left.f(x), x \in S\right\}$.
Let $\mu(S)$ be a measure to space $S$ with $\mu\left(S^{*}\right)>0$.
Consider the set $S^{*}{ }_{\delta}=\left\{x\right.$ such that $\left.f\left(x^{*}\right)-f(x)<\delta\right\}$ where $\delta>0$ is a small number.
Choose an appropriate $\delta$ to satisfy $\mu\left(S^{*}{ }_{\delta}\right)>0$.
The space $S$ is called an individual space where each state $s$ in $S$ is called an individual.
$N$ represents population size.
$X=S^{N}$ is the population space.
Denote the elements in $x$ as $x=\left\{x_{1}, x_{2}, x_{3} \ldots x_{N}\right\}$.
Denote the optimal solution set $X^{*}=\left\{x^{*}\right.$ such that $\left.\exists x_{i} \in x: x_{i} \in S^{*}\right\}$.
An evolutionary algorithm to solve this optimization problem is formulated as follows:
a. Initialization: Generate initial population $P_{0}$ at generation $g=0$.
b. Crossover operation: Update the new population $P_{t}$ by a crossover operator $P_{C}(g)$.
c. Mutation operation: Update the new population $P_{t}$ by a mutation operator $P_{M}(g)$.
d. Selection operation: Select a new population from $P_{M}(g)$ by a selection operator $P_{S}(g)$.
e. Termination: If termination conditions hold, then stop; otherwise $g=g+1$ and update $P_{g}$.

Since the state of $P_{g+1}$ is only dependent on the state of $P_{g}$, then $\left\{P_{g}: g=0,1,2 \ldots\right\}$ can be modeled by a Markov chain with the following transition function [61,62]:

$$
\begin{equation*}
P(g ; x, d y)=P\left(P_{g}+1=d y \text { such that } P_{g}=x\right)=\int_{u \in X} \int_{v \in X} P_{C}(g ; x, d u) P_{M}(g ; u, d v) P_{S}(g ; v, d y) \tag{1}
\end{equation*}
$$

Then $\left\{P_{g}: g=0,1,2 \ldots\right\}$ converges to $X^{*}$, if for any initial population $P_{0}$,

$$
\lim _{g \rightarrow+\infty} \mu_{g}\left(X^{*}\right)=1 \text { where } \mu_{g}\left(X^{*}\right)=\mu\left(P_{g} \in X^{*}\right)
$$

### 6.2. Convergence Conditions of Evolutionary Algorithms

The necessary and sufficient condition for the convergence of evolutionary algorithms is as follows [61,62]:

Let $\left\{P_{g}: g=0,1,2 \ldots\right\}$ be the Markov chain given by (1). Define $\alpha(g)$ as the difference between flow from the non-optimal solution set to the optimal solution set and vice versa.

$$
\alpha(g)=\int_{x \notin X^{*}} P\left(P_{g+1} \in X^{*} \mid P_{g}=x\right) \mu_{g}(d x)-\int_{x \in X^{*}} P\left(P_{g+1} \notin X^{*} \mid P_{g}=x\right) \mu_{g}(d x)
$$

Then $\left\{P_{g}: g=0,1,2 \ldots\right\}$ converges to the optimal solution set $X^{*}$ iff

$$
\sum_{g=0}^{+\infty} \alpha(g)=1-\mu_{0}\left(X^{*}\right)
$$

Proof: For any given generation $g$, we have

$$
\begin{gathered}
\mu_{g+1}\left(X^{*}\right)=\int_{x \notin X^{*}} P\left(P_{g+1} \in X^{*} \mid P_{g}=x\right) \mu_{g}(d x)+\int_{x \in X^{*}} P\left(P_{g+1} \notin X^{*} \mid P_{g}=x\right) \mu_{g}(d x) \\
\mu_{g+1}\left(X^{*}\right)=\mu_{g}\left(X^{*}\right)-\int_{x \in X^{*}} P\left(P_{g+1} \notin X^{*} \mid P_{g}=x\right) \mu_{g}(d x)+\int_{x \notin X^{*}} P\left(P_{g+1} \in X^{*} \mid P_{g}=x\right) \mu_{g}(d x) \\
\mu_{g+1}\left(X^{*}\right)-\mu_{g}\left(X^{*}\right)=\alpha(g) \\
\mu_{g+1}\left(X^{*}\right)-\mu_{0}\left(X^{*}\right)=\sum_{k=0}^{g} \alpha(k) \\
\lim _{g \rightarrow+\infty} \mu_{g+1}\left(X^{*}\right)=1 \Longleftrightarrow \sum_{k=0}^{+\infty} \alpha(k)=1-\mu_{0}\left(X^{*}\right)
\end{gathered}
$$

The initial population $P_{0}$ is not optimal, that is, $\mu_{0}\left(X^{*}\right)=0$. Then

$$
\sum_{g=0}^{+\infty} \alpha(g)=1
$$

### 6.3. Stochastic Convergence of Recent Evolutionary Operators

Some of the recent genetic operators like SPCGX, SPCGEX, ESPCGEX, ECGM, MSPCGX, and MCGM modify $P_{g}$ through successive stochastic transformations, which can be analyzed by the Markovian model. The subsequent value of $P_{g+1}$ is generated stochastically, and the evolutionary algorithm converges when the reachability and monotone conditions are fulfilled [2,41,63]. Some of the recent genetic operators converge stochastically.

### 6.3.1. Analyzing the Reachability Condition from $\mathrm{j}^{\prime}$

If $j$ and $j^{\prime \prime}$ be any two individuals in the finite search space $S$, then $j^{\prime \prime}$ is reachable from individual j . That is, $j^{\prime}=\left(j_{1^{\prime}}, j_{2^{\prime}}, j_{3^{\prime}} \ldots j_{n^{\prime}}\right)$ and $j^{\prime \prime}=\left(j_{1^{\prime \prime}}, j_{2^{\prime \prime}}, j_{3^{\prime \prime}} \ldots j_{n^{\prime \prime}}\right)$ are the two gene sequences generated from the gene sequences $j=\left(j_{1}, j_{2}, j_{3} \ldots j_{n}\right)$ and $j^{\prime}=\left(j_{1^{\prime}}, j_{2^{\prime}}, j_{3^{\prime}} \ldots j_{n^{\prime}}\right)$ respectively. If $\left(0<\right.$ Probability $\left\{j^{\prime \prime}=\right.$ (crossover $(j) \&$ mutation $\left.\left.\left.\left(j^{\prime}\right)\right)\right\}<1\right)$ then the individual $j^{\prime \prime}$ is reachable from individual $j^{\prime}$ [2].

First, consider the effect of crossover operation. Let $S$ be the finite search space of the problem. Consider a gene sequence $j \in S$ such that $j=\left(j_{1}, j_{2}, j_{3} \ldots j_{n}\right)$. The proposed crossover operators (incremental operators) SPCGX and SPCGEX produce a new gene as $j_{r}=j_{r}+1$ if minimum color $\geq j_{r}$ +1 . Hence the new gene takes one of the values in $\left(j_{r}, j_{r}+1\right)$. The CGR operator further checks the conflict at vertex $r$. If there is a conflict, then the new gene at vertex r is generated as $j_{r}=j_{r}+1$ such that minimum color $\geq j_{r}+1$. Clearly, $j_{r}$ assumes the value in $\left(j_{r}, j_{r}+1, j_{r}+2\right)$. Thus the required probability of assigning a new gene at the conflicting vertex is $1 / 3$ for a single crossover operation. Assume that the crossover operation is performed for $k$ times.

$$
\begin{equation*}
\Rightarrow \text { Probability }\left\{j^{\prime}=\operatorname{crossover}(j)\right\}=1 / 3^{k}>0\left(1 \leq j, j^{\prime} \leq N\right), \mathrm{k}>0 \tag{2}
\end{equation*}
$$

Now consider the effect of mutation operation. The recent mutation operators set a value of the conflicting gene in $[1, f(\mathrm{G})]$. Thus the required probability of assigning a gene at the conflicting vertex is $1 / \mathrm{f}(\mathrm{G})$ for a single mutation operation. Assume that the mutation operation is performed for $l$ times.

$$
\begin{equation*}
\Rightarrow \text { Probability }\left\{j^{\prime \prime}=\text { mutation }\left(j^{\prime}\right)\right\}=1 / f(\mathrm{G})^{l}>0, l>0 . \tag{3}
\end{equation*}
$$

For the chosen crossover probability $p_{c}$ and mutation probability $p_{m}$, the probability of generating new gene sequence $j^{\prime \prime}$ is computed using the multiplication theorem of probability. The crossover and mutation operations are mutually independent. Hence the required probability of generating $j^{\prime \prime}$ is computed as follows:

Probability of $\left\{j^{\prime \prime}=\left(\operatorname{crossover}(j) \&\right.\right.$ mutation $\left.\left.\left(j^{\prime}\right)\right)\right\} \geq$

$$
\begin{gathered}
(\text { Crossover probability }) \times\left(\text { Probability of generating } j^{\prime} \text { from } j\right) \times(\text { Mutation } \\
\text { probability }) \times\left(\text { Probability of generating } j^{\prime \prime} \text { from } j^{\prime}\right)
\end{gathered}
$$

That is
Probability of $\left\{j^{\prime \prime}=\left(\right.\right.$ crossover $(j) \&$ mutation $\left.\left.\left(j^{\prime}\right)\right)\right\} \geq p_{\mathrm{c}}$. Probability $\left\{j^{\prime}=\right.$ Crossover $(j)\} \cdot \mathrm{p}_{\mathrm{m}}$. Probability $\left\{j^{\prime \prime}=\right.$ Mutation $\left.\left(j^{\prime}\right)\right\}$

$$
\text { Probability of }\left(j^{\prime \prime}=\left(\operatorname{crossover}(j) \& \text { mutation }\left(j^{\prime}\right)\right)\right\} \geq p_{c} p_{m} \frac{1}{3^{\mathrm{k}}} \frac{1}{(\mathrm{f}(\mathrm{G}))^{1}}>0
$$

Hence the gene sequence $j^{\prime \prime}$ is reachable from $j^{\prime}$.

### 6.3.2. Analyzing whether $P_{\mathrm{g}}$ is Monotone

During the iterations of an evolutionary algorithm, $P_{g}$ is modified by successive probabilistic transformations. The proportionate fitness selection selects one worst and two better gene sequences in every generation as follows:
a. Evaluate $F_{g}(a)$ for each gene sequence $a(1 \leq a \leq N)$ in $P_{g}$.
b. Determine $p(a)$ using

$$
p(a)=F_{g}(a) / \sum_{a=1}^{N} F_{g}(a)
$$

c. Compute $E(a)=N p(a)$ for all $a(1 \leq a \leq N)$.
d. Select the better gene sequences $i$ and $j$ and the worst gene sequence $w$.

The probability of selection of $i$ and $j$ is always greater than zero. $P_{g}$ is then updated by performing the elitism operation.

The recombination and mutation operations are performed based on the values of $p_{c r}$ and $p_{m r}$. For small graphs, some of the recent operators monotonically reduce $\mathrm{F}_{g}(i)$ and $\mathrm{F}_{g}(j)$ during the modification of population by a finite number of probabilistic transformations [2]:

1. The values of $F_{g}(i)$ and $F_{g}(j)$ monotonically decreases in subsequent generations and converge to a better near-optimal solution.
That is, either $F_{0}(i) \geq F_{1}(i) \geq F_{2}(i) \geq \ldots \geq\left(F_{q}(i)=0\right)$ or $F_{0}(j) \geq F_{1}(j) \geq F_{2}(j) \geq \ldots \geq\left(F_{q}(j)=0\right)$.
2. $\quad F_{g}(i)$ and $F_{g}(j)$ monotonically decrease for a finite number of generations (say $t$ ).
i.e., $F_{0}(i) \geq F_{1}(i) \geq F_{2}(i) \geq \ldots \geq F_{t}(i)$ and $F_{0}(j) \geq F_{1}(j) \geq F_{2}(j) \geq \ldots \geq F_{t}(j)$.

Then, based on the values of $p_{c r}$ and $p_{m r}$, the fitness-function values again increase for a finite number of generations (say s).
i.e., $F_{t}(i) \leq F_{t+1}(i) \leq \ldots \leq F_{s}(i)$ and $F_{t}(j) \leq F_{t+1}(j) \leq \ldots \leq F_{s}(j)$.

For complex graphs, the successive probabilistic transformations find a better near-optimal solution after a finite number of generations. Hence, the successive probabilistic changes utilize $P_{\mathrm{g}}$ as a monotone in some of the subsequent generations to achieve a better near-optimal solution. These successive probabilistic changes, applying for over a large number of generations, for example, 1000 runs each with $5,000,000$ generations of the genetic algorithm, achieve a better near-optimal solution [2].

## 7. Conclusions and Future Work

GCP is an $N P$-hard combinatorial optimization problem and can be applied to innumerable engineering problems. $\chi(G)$ can be obtained using different approximations and evolutionary methods. In comparison to other methods, genetic algorithms are useful in solving multi-objective optimization problems with vast search space [2]. Hence, it is expected to design new evolutionary operators to achieve faster stochastic convergence with a minimal number of generations.

This paper explored the asymptotic analysis of some well-known and recent evolutionary operators for finding chromatic numbers. The asymptotic analysis of different crossover and mutation operators helps in minimizing problem search space and computational complexity. The choice of the right genetic operators facilitates an evolutionary algorithm to achieve faster convergence with lesser population size $(N)$ through an effective distribution of promising genes. The selection of evolutionary operators also plays an essential role in reducing the bounds for minimum color obtained for the benchmark graphs [2]. The necessary and sufficient condition for global convergence of the evolutionary algorithm and the stochastic convergence of some recent evolutionary operators for solving GCP are analyzed in this paper.

Our current work enlightens some new research directions [64-66].
i. The recent genetic operators can be combined with better local search strategies in order to further reduce the computational complexity of GCP.
ii. The self-adaptive evolutionary operators with heuristics can be designed to find chromatic numbers as well as can be applied to channel allocation problem (CAP) and scheduling problems. CAP is an extension of GCP, which assigns channels to mobile stations.
iii. The performances of some recent operators can be evaluated under different parameter values, such as graph density, $N, p_{c}$, and $p_{m}$.
iv. Some of the recent operators can be combined to reduce $\bar{g}$.
v. The stochastic convergence of genetic algorithms can be extended to multi-objective optimization problems, and the necessary conditions for the global convergence of multi-objective optimization problems can be analyzed mathematically.
vi. An algebraic framework that may lead to a unification of different evolutionary operators for combinatorial problems can be designed and analyzed [64-66].
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#### Abstract

The domination game is played on a graph by two players, Dominator and Staller, who alternately choose a vertex of $G$. Dominator aims to finish the game in as few turns as possible while Staller aims to finish the game in as many turns as possible. The game ends when all vertices are dominated. The game domination number, denoted by $\gamma_{g}(G)$ (respectively $\gamma_{g}^{\prime}(G)$ ), is the total number of turns when both players play optimally and when Dominator (respectively Staller) starts the game. In this paper, we study a version of this game where the set of chosen vertices is always independent. This version turns out to be another game known as the competition-independence game. The competition-independence game is played on a graph by two players, Diminisher and Sweller. They take turns in constructing maximal independent set $M$, where Diminisher tries to minimize $|M|$ and Sweller tries to maximize $|M|$. Note that, actually, it is the domination game in which the set of played vertices is independent. The competition-independence number, denoted by $I_{d}(G)$ (respectively $I_{s}(G)$ ) is the optimal size of the final independent set in the competition-independence game if Diminisher (respectively Sweller) starts the game. In this paper, we check whether some well-known results in the domination game hold for the competition-independence game. We compare the competition-independence numbers to the game domination numbers. Moreover, we provide a family of graphs such that many parameters are equal. Finally, we present a realization result on the competition-independence numbers.
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## 1. Introduction

A dominating set of a graph $G$ is a set $S$ of vertices of $G$ such that every vertex in $G$ is an element in $S$ or is adjacent to an element in $S$. The domination number of $G$, denoted by $\gamma(G)$, is the cardinality of a minimum dominating set of $G$. A set $S$ is independent if no two vertices in $S$ are adjacent. The independence number of a graph $G$, denoted by $\alpha(G)$, is the cardinality of a maximum independent set of $G$. An independent dominating set of a graph $G$ is a dominating set of $G$ which is independent. The independent domination number of $G$, denoted by $i(G)$, is the cardinality of a minimum independent dominating set of $G$.

In 2010, Brešar, Klavžar, and Rall [1] first introduced the domination game. The domination game is played on a graph $G$ by two players, Dominator and Staller, who alternately choose a vertex of $G$ in such a way that at least one new vertex is dominated. The game ends when all vertices are dominated. Dominator aims to finish the game in as few turns as possible while Staller aims to finish the game in as many turns as possible. The game domination number, denoted by $\gamma_{g}(G)$ (respectively $\gamma_{g}^{\prime}(G)$ ), is the total number of turns when both players play optimally and when Dominator (respectively Staller) starts the game.

Also, they investigated the relationship between domination number and game domination numbers of a graph. They proved that $\gamma(G) \leq \gamma_{g}(G) \leq 2 \gamma(G)-1$ for any graph $G$. In References [1,2], the authors showed that the two game domination numbers of a graph can differ by at most one. The domination game is being studied extensively since it was introduced. Kinnersley, West, and Zamani [2] posted the $3 / 5$ conjecture: for any isolate-free graph $G, \gamma_{g}(G) \leq 3|V(G)| / 5$, and it has attracted several researches (See References [3-7]). In addition, there are researchers studying the domination game numbers on several classes of graphs such as paths, cycles, forests, disjoint union of graphs, split graphs, etc. (See References [4,8-11] for examples).

In 2015, a variation of the domination game called total domination game was introduced by Henning, Klavžar, and Rall [12]. In this version of the game, domination is replaced by total domination where a chosen vertex dominates its neighbors but not itself (See References [13-15]). The concept of total domination naturally gives rise to a variety of domination games such as Z-domination game, L-domination game, and LL-domination game (See Reference [16]). Many results in the domination game also hold for any of the above variations. For example, the difference between the number of moves in Dominator-start game and in Staller-start game is at most 1 for any of the above games.

In this paper, we are interested in studying the domination game such that the set of played vertices must be independent. In other words, a player can only play on an undominated vertex. Since an independent dominating set is a maximal independent set and vice versa, this independent version is the same as the competition-independence game which was introduced by Philips and Slater [17] in 2001.

The competition-independence game is played on a graph by two players, Diminisher and Sweller. They take turns in constructing maximal independent set $M$, where Diminisher tries to minimize $|M|$ and Sweller tries to maximize $|M|$. The competition-independence number, denoted by $I_{d}(G)$ (respectively $I_{S}(G)$ ), is the optimal size of the final independent set in the competition-independence game if Diminisher (respectively Sweller) starts the game. For the rest of the paper, we will use Dominator instead of Diminisher and Staller instead of Sweller.

Philips and Slater [18] provided the competition-independence numbers of a path. Consequently, the competition-independence numbers of a cycle of $n$ vertices established since the first move in $C_{n}$ produces $P_{n-3}$. In 2018, the competition-independence game in trees was studied by Goddard and Henning [19]. They provided the maximum and minimum values of the competition-independence game for trees of maximum degree 3.

In this paper, we check whether some well-known results in the domination game hold for the competition-independence game. We compare the competition-independence numbers to the game domination numbers. Also, we give some classes of graphs in which many parameters are equal. Finally, we establish a realization result of the competition-independence numbers.

## 2. Relationship between the Competition-Independence Numbers and Other Parameters

A fundamental tool for analyzing the original domination game is the Continuation Principle, which is proved in Reference [2]. We start this section by showing that the Continuation Principle for the domination game does not hold for the competition-independence game. Next, we compare the competition-independence numbers to the game domination numbers. Also, we provide a family of graphs such that many parameters are equal.

Theorem 1 ([2] (Continuation Principle)). Let G be a (partially dominated) graph and let $A$ and $B$ be subsets of $V(G)$. Let $G_{A}$ and $G_{B}$ be partially dominated graphs in which the sets $A$ and $B$ have already been dominated, respectively. If $B \subseteq A$, then $\gamma_{g}\left(G_{A}\right) \leq \gamma_{g}\left(G_{B}\right)$ and $\gamma_{g}^{\prime}\left(G_{A}\right) \leq \gamma_{g}^{\prime}\left(G_{B}\right)$.

This result is very intuitive and natural. The more coverage the chosen vertices have, the fewer vertices are needed to be chosen to dominate the remaining undominated vertices. This result also holds for total domination game, Z-domination game, L-domination game, and LL-domination game [16]. However, it does not hold for the competition-independence game as the restriction of independence sometimes prevents players from making good moves. We present two simple counterexamples here.

Example 2. Consider the complete bipartite graph $K_{1,3}$ with vertex set $\left\{u, v_{1}, v_{2}, v_{3}\right\}$ and edge set $\left\{u v_{1}, u v_{2}, u v_{3}\right\}$. If $A=\left\{u, v_{1}\right\}$ and $B=\varnothing$, then $I_{d}\left(G_{A}\right)=2$ and $I_{d}\left(G_{B}\right)=1$.

Example 3. Let $G$ be the graph obtained from the complete bipartite graph $K_{3,3}$ with partite sets $V_{1}$ and $V_{2}$ by deleting a perfect matching. If $A=V_{1}$ and $B=\varnothing$, then $I_{s}\left(G_{A}\right)=3$ and $I_{s}\left(G_{B}\right)=2$.

Now, we compute the competition-independence numbers of complete multipartite graphs and complete bipartite graphs minus perfect matchings. These families of graphs will appear as examples throughout this paper.

Lemma 4. Let $n_{1}, n_{2}, \ldots, n_{m}$ be positive integers. Then, $I_{d}\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)=\min \left\{n_{1}, n_{2}, \ldots, n_{m}\right\}$ and $I_{s}\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)=\max \left\{n_{1}, n_{2}, \ldots, n_{m}\right\}$.

Proof. Let $V_{n_{1}}, V_{n_{2}}, \ldots, V_{n_{m}}$ be the partite sets of $K_{n_{1}, n_{2}, \ldots, n_{m}}$ with $\left|V_{n_{i}}\right|=n_{i}$ for $1 \leq i \leq m$. If a player starts the game by playing a vertex in $V_{n_{i}}$ for some $1 \leq i \leq m$, then both players must alternately choose vertices in the set $V_{n_{i}}$ so the game will end in $n_{i}$ moves. Hence, $I_{d}\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)=\min \left\{n_{1}, n_{2}, \ldots, n_{m}\right\}$ and $I_{s}\left(K_{n_{1}, n_{2}, \ldots, n_{m}}\right)=\max \left\{n_{1}, n_{2}, \ldots, n_{m}\right\}$.

Lemma 5. Let $G$ be the graph obtained from $K_{n, n}$ by deleting a perfect matching where $n \geq 2$. Then, $I_{d}(G)=n$ and $I_{S}(G)=2$.

Proof. Let $A=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ and $B=\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$ be the partite sets of the $K_{n, n}$, where $a_{i}$ and $b_{i}$ are not adjacent in $G$ for $i \in\{1,2, \ldots, n\}$.

We first show that $I_{d}(G)=n$. Without loss of generality, assume that Dominator starts the game by playing vertex $a_{1} \in A$. Then, each vertex in $B-\left\{b_{1}\right\}$ is dominated. Staller plays another vertex in $A$. Now all vertices in $B$ are dominated. Then, Dominator and Staller must alternately play all vertices in $A$. Consequently, $I_{d}(G)=n$.
We next show that $I_{s}(G)=2$. Without loss of generality, Staller starts the game by playing vertex $a_{1} \in A$. Then, Dominator finishes the game by playing $b_{1}$. Hence, $I_{s}(G)=2$.

The following four theorems show that the difference between the competition-independence numbers and the game domination numbers of a graph can be arbitrarily large.

Theorem 6. For a nonnegative integer $n$, there is a graph $G$ such that $I_{d}(G)-\gamma_{g}(G)=n$.
Proof. Consider $K_{n+3, t}$, where $t \geq n+3$. By Lemma 4, $I_{d}\left(K_{n+3, t}\right)=n+3$. Note that $\gamma_{g}\left(K_{n+3, t}\right)=3$. Thus, $I_{d}\left(K_{n+3, t}\right)-\gamma_{g}\left(K_{n+3, t}\right)=n$.

Theorem 7. For a positive integer $n$, there is a graph $G$ such that $\gamma_{g}(G)-I_{d}(G)=n$.
Proof. Let $u$ be a vertex and $P_{9 n+1}=x_{1} y_{1} z_{1} x_{2} y_{2} z_{2} \ldots x_{3 n} y_{3 n} z_{3 n} x_{3 n+1}$ be a path. Define a graph $G$ by $V(G)=\{u\} \cup V\left(P_{9 n+1}\right)$ and $E(G)=\left\{u x_{j} \mid 1 \leq j \leq 3 n+1\right\} \cup E\left(P_{9 n+1}\right)$. See Figure 1 for example. We first show that $I_{d}(G)=3 n+1$. To show that $I_{d}(G) \leq 3 n+1$, we present a strategy for Dominator. Dominator starts the game by playing the vertex $u$ first. Since $u x_{j} \in E(G)$ for all $1 \leq j \leq 3 n+1$, Staller and Dominator cannot play any vertex $x_{j}$ for all $1 \leq j \leq 3 n+1$. Thus, after the game ends, for each $j$, exactly one of $y_{j}$ or $z_{j}$ is played. Therefore, $3 n+1$ vertices are played and so $I_{d}(G) \leq 3 n+1$. To show that $I_{d}(G) \geq 3 n+1$, we present a strategy for Staller.

Case 1: Dominator starts the game by playing the vertex $u$.
Then, Staller plays $y_{1}$, and thus by similar arguments as above, after the game ends, $3 n+1$ vertices are played. Therefore, the number of moves in this case is at least $3 n+1$.

Case 2: Dominator starts the game by playing the vertex $y_{i}$ or $z_{i}$ for some $1 \leq i \leq 3 n$.
Then, Staller plays the vertex $u$, and thus by similar arguments as above, after the game ends, $3 n+1$ vertices are played. Therefore, the number of moves in this case is at least $3 n+1$.

Case 3: Dominator starts the game by playing the vertex $x_{i}$ for some $1 \leq i \leq 3 n+1$.
Without loss of generality, we may assume that $1 \leq i \leq \frac{3 n+1}{2}$. Then, Staller plays his first move on vertex $y_{i+1}$. Consider the set $X:=\left\{x_{1}, x_{2}, x_{3}, \ldots, x_{3 n+1}\right\}-\left\{x_{i}, x_{i+1}\right\}$. Notice that each $x \in X$ is not dominated. In order to dominate $X$, an additional $3 n-1$ vertices are played. Thus, after the game ends, at least $3 n+1$ vertices are played.

From the above cases, $I_{d}(G) \geq 3 n+1$. Hence, $I_{d}(G)=3 n+1$.
We next show that $\gamma_{g}(G)=4 n+1$. To show that $\gamma_{g}(G) \geq 4 n+1$, we present a strategy for Staller.

Case 1: Dominator starts the game by playing the vertex $u$.
In each turn of Staller, he plays a vertex which dominates only one more undominated vertex. Since the vertex $x_{j}$ is dominated for all $1 \leq j \leq 3 n+1$, it follows that in each turn of Dominator, he can dominate at most two more undominted vertices. Consequently, in each round of the game played by Staller and then Dominator, there are at most three new dominated vertices. Since after the first move of Dominator at $u$ there are $9 n+2-(3 n+1)-1=6 n$ undominated vertices, it follows that the number of moves in this case is at least $\frac{2}{3} \cdot 6 n+1=4 n+1$.

Case 2: Dominator starts the game by playing a vertex $v$ where $v \neq u$.
Then, $v$ dominates at most four vertices including $v$ itself. Staller plays his first move on the vertex $u$, and after that, he plays to dominate one new undominated vertex at a time. Thus, for each $1 \leq j \leq 3 n+1, x_{j}$ is dominated. After that, for each round of the game, Dominator can dominate at most two more undominated vertices. Consequently, in each round of the game played by Dominator and then Staller, there are at most three new dominated vertices. After $u$ and $v$ are played, there are at least $(9 n+2)-4-(3 n+1)+1=6 n-2$ undominated vertices. Note that $(6 n-2)=(6 n-3)+1$. Therefore, the number of moves in this case is at least $\frac{2}{3} \cdot(6 n-3)+1+2=4 n+1$.

From the above cases, $\gamma_{g}(G) \geq 4 n+1$.
To show that $\gamma_{g}(G) \leq 4 n+1$, we present a strategy for Dominator. Dominator starts the game by playing the vertex $u$. For each turn of Dominator, he plays a vertex to dominate two new leftmost vertices if possible. Note that if Dominator cannot dominate two new vertices in his turn, that is he can dominate only one new vertex, then it means that Staller played a vertex to dominate two new vertices earlier. Therefore, on average, a move by Staller and a move by Dominator dominates at least three new vertices. Thus, $\gamma_{g}(G) \leq \frac{2}{3}(6 n)+1=4 n+1$. Consequently, $\gamma_{g}(G)=4 n+1$.

Therefore, $\gamma_{g}(G)-I_{d}(G)=(4 n+1)-(3 n+1)=n$, as required.


Figure 1. The graph $G$ in the proof of Theorem 7, where $n=1$.

Theorem 8. For a nonnegative integer $n$, there is a graph $G$ such that $I_{s}(G)-\gamma_{g}^{\prime}(G)=n$.
Proof. Consider $K_{1, n+2}$. By Lemma 4, $I_{s}\left(K_{1, n+2}\right)=n+2$. Note that $\gamma_{g}^{\prime}\left(K_{1, n+2}\right)=2$. Thus, $I_{s}\left(K_{1, n+2}\right)-$ $\gamma_{g}^{\prime}\left(K_{1, n+2}\right)=n$.

Theorem 9. For a positive integer $n$, there is a graph $G$ such that $\gamma_{g}^{\prime}(G)-I_{s}(G)=n$.

Proof. Let $P_{9 n+1}=x_{1} y_{1} z_{1} x_{2} y_{2} z_{2} \ldots x_{3 n} y_{3 n} z_{3 n} x_{3 n+1}$ be a path and $K_{3 n+1}$ be a complete graph with $V\left(K_{3 n+1}\right)=\left\{u_{1}, u_{2}, \ldots, u_{3 n+1}\right\}$.

Define a graph $G$ by $V(G)=V\left(P_{9 n+1}\right) \cup V\left(K_{3 n+1}\right)$ and $E(G)=E\left(P_{9 n+1}\right) \cup E\left(K_{3 n+1}\right) \cup\left\{u_{j} x_{k} \mid j \neq\right.$ $k$ and $1 \leq j, k \leq 3 n+1\}$. See Figure 2 for example.

We first show that $\gamma_{g}^{\prime}(G)=4 n+2$. To show that $\gamma_{g}^{\prime}(G) \leq 4 n+2$, we present a strategy for Dominator.

Case 1: Staller starts the game by playing the vertex $u_{i}$ for some $1 \leq i \leq 3 n+1$.
Without loss of generality, we may assume that $1 \leq i \leq \frac{3 n+1}{2}$. Dominator responds by playing the vertex $y_{i}$. At this point, $y_{i}, z_{i}$ and all $u_{k}{ }^{\prime} s(1 \leq k \leq 3 n+1)$ are dominated. After that, in each move of Dominator, he plays the leftmost vertex that can dominate two new vertices if possible. Note that, if Dominator cannot dominate two new vertices in his turn, that is he can dominate only one new vertex, then it means that Staller played a vertex to dominate two new vertices earlier. Therefore, excluding the first two moves, on average, a move by Staller and a move by Dominator dominate at least three new vertices. After Dominator plays $y_{i}$, there are $(12 n+2)-2(3 n+1)-2=6 n-2$ undominated vertices. Notice that $6 n-2=(6 n-3)+1=3(2 n-1)+1$. Hence, the number of moves in this case is at most $\frac{2}{3}(6 n-3)+1+2=4 n+1<4 n+2$.
Case 2: Staller starts the game by playing the vertex $y_{i}$ or $z_{i}$ for some $1 \leq i \leq 3 n$.
Without loss of generality, we may assume that Staller starts the game by playing the vertex $y_{i}$ for some $1 \leq i \leq 3 n$. Dominator responds by playing the vertex $u_{i}$ and so each vertex $x_{j}$ is dominated for $1 \leq j \leq 3 n+1$ and that each vertex $u_{k}$ is dominated for $1 \leq k \leq 3 n+1$. By similar arguments as in case 1, after Dominator plays $u_{i}$, there are $(12 n+2)-2(3 n+1)-2=6 n-2$ undominated vertices and so the number of moves in this case is at most $4 n+2$.

Case 3: Staller starts the game by playing the vertex $x_{i}$ for some $1 \leq i \leq 3 n$.
Without loss of generality, we may assume that $1 \leq i \leq \frac{3 n+1}{2}$. Dominator responds by playing the vertex $u_{i}$ and so each vertex $x_{j}$ is dominated for $1 \leq j \leq 3 n+1$. By similar arguments as in case 1 , after Dominator plays $u_{i}$, there are at most $(12 n+2)-2(3 n+1)-1=6 n-1$ undominated vertices. Note that $6 n-1=(6 n-3)+2=3(2 n-1)+2$. Hence, the number of moves in this case is at most $\frac{2}{3}(6 n-3)+2+2=4 n+2$.

From the above cases, $\gamma_{g}^{\prime}(G) \leq 4 n+2$.
To show that $\gamma_{g}^{\prime}(G) \geq 4 n+2$, we present a strategy for Staller. Staller starts the game by playing the vertex $x_{1}$. Then, each vertex $u_{j}$ is dominated for $2 \leq j \leq 3 n+1$ and $y_{1}$ is also dominated.

Case 1: Dominator responds by playing the vertex $u_{1}$.
In each round of Staller's turn, he plays the leftmost vertex that can dominate one new vertex. Note that, in each Dominator's turn, he can dominate at most two new vertices. Therefore, excluding the first two moves, on average, a move by Staller and a move by Dominator dominate at most three new vertices. After Dominator plays $u_{1}$, there are $(12 n+2)-2(3 n+1)-1=6 n-1$ undominated vertices. Notice that $6 n-1=(6 n-3)+2=3(2 n-1)+2$. Therefore, the number of moves in this case is at least $\frac{2}{3}(6 n-3)+2+2=4 n+2$.

Case 2: Dominator responds by playing the vertex $w$ where $w \neq u_{1}$.
Then, Staller plays the vertex $u_{1}$ in his next turn, and after that, he will play the leftmost vertex that can dominate one new vertex. Note that, in each Dominator's turn, he can dominate at most two new vertices. Therefore, excluding the first three moves, on average, a move by Dominator and a move by Staller dominate at most three new vertices. After Staller plays $u_{1}$, there are at least $(12 n+2)-2(3 n+1)-2=6 n-2$ undominated vertices. Notice that $6 n-2=(6 n-3)+1=$ $3(2 n-1)+1$. Hence, the number of moves in this case is at least $\frac{2}{3}(6 n-3)+1+3=4 n+2$.

From the above cases, $\gamma_{g}^{\prime}(G) \geq 4 n+2$. Consequently, $\gamma_{g}^{\prime}(G)=4 n+2$.
We next show that $I_{s}(G)=3 n+2$. To show that $I_{s}(G) \leq 3 n+2$, we present a strategy for Dominator.

Case 1: Staller starts the game by playing a vertex $u_{i}$ for some $1 \leq i \leq 3 n+1$.
Dominator responds by playing the vertex $x_{i}$. After that, Staller and Dominator cannot play any vertex $u_{j}$ or $x_{j}$ for all $1 \leq j \leq 3 n+1$. For the remainder of the game, Staller and Dominator can only play either $y_{j}$ or $z_{j}$ for some $1 \leq j \leq 3 n$. After the game ends, for each $j$, exactly one of $y_{j}$ or $z_{j}$ is played for $1 \leq j \leq 3 n$. Therefore, $3 n+2$ vertices are played and so the number of moves in this case is at most $3 n+2$.

Case 2: Staller starts the game by playing a vertex $x_{i}$ for some $1 \leq i \leq 3 n+1$.
Dominator responses by playing the vertex $u_{i}$. By similar arguments as in case 1 , we have that $3 n+2$ vertices are played and so the number of moves in this case is at most $3 n+2$.

Case 3: Staller starts the game by playing either $y_{i}$ or $z_{i}$ for some $1 \leq i \leq 3 n$.
Dominator responds by playing the vertex $u_{i}$ if Staller played $y_{i}$; otherwise, he plays $u_{i+1}$. By similar arguments as in case 1 , we have that $(3 n-1)+2=3 n+1$ vertices are played. Therefore, the number of moves in this case is at most $3 n+1$.

From the above cases, $I_{s}(G) \leq 3 n+2$.
To show that $I_{s}(G) \geq 3 n+2$, we present a strategy for Staller. Staller starts the game by playing the vertex $x_{1}$.

Case 1: Dominator responds by playing the vertex $u_{1}$.
Then, the vertices $x_{j}$ and $u_{j}$ are dominated for $1 \leq j \leq 3 n+1$. Thus, after the game ends, for each $1 \leq j \leq 3 n$, exactly one of $y_{j}$ or $z_{j}$ is played. Therefore, $3 n+2$ vertices are played. Consequently, the number of moves in this case is at least $3 n+2$.

Case 2: Dominator responds by playing the vertex $y_{i}$ or $z_{i}$ for some $1 \leq i \leq 3 n$.
Without loss of generality, we may assume that Dominator responds by playing the vertex $y_{i}$ for some $1 \leq i \leq 3 n$. Then, Staller plays his next turn at the vertex $u_{1}$. At this point, the vertices $x_{j}$ and $u_{j}$ are dominated for $1 \leq j \leq 3 n+1$, and $y_{i}$ and $z_{i}$ are also dominated. Thus, after the game ends, for each $1 \leq k \leq 3 n$, exactly one of $y_{k}$ or $z_{k}$ is played. Hence, $3 n+2$ vertices are played. Consequently, the number of moves in this case is at least $3 n+2$.

Case 3: Dominator responds by playing the vertex $x_{i}$ for some $2 \leq i \leq 3 n+1$.
Then, each vertex $u_{j}$ is dominated for $1 \leq j \leq 3 n+1$. Note that, after Dominator plays $x_{i}$, there are at least $(12 n+2)-3 n-2-4=9 n-4$ undominated vertices. In each of Staller's turns, he plays to dominate at most two new undominated vertices. Notice that, in each turn of Dominator, he can dominate at most three new undominated vertices. Therefore, the number of moves is at least $\frac{2}{5}(9 n-4)+2=3 n+\frac{3}{5} n+\frac{2}{5}$. If $n \geq 2$, then the number of moves is at least $3 n+2$. For $n=1$, it can be checked that the number of moves is at least 5 .

From the above cases, $I_{s}(G) \geq 3 n+2$. Consequently, $I_{s}(G)=3 n+2$.
Therefore, $\gamma_{g}^{\prime}(G)-I_{s}(G)=4 n+2-(3 n+2)=n$.
By the definitions, $i(G) \leq I_{d}(G) \leq \alpha(G)$ and $i(G) \leq I_{s}(G) \leq \alpha(G)$. We show that the difference between the competition-independence numbers and independent domination numbers can be arbitrarily large.

Theorem 10. For a nonnegative integer $n$, there is a graph $G$ such that $I_{d}(G)-i(G)=n$.
Proof. Let $G$ be the graph obtained from $K_{n+2, n+2}$ by deleting a perfect matching. By Lemma 5, we have $I_{d}(G)=n+2$. Note that $i(G)=2$. Thus $I_{d}(G)-i(G)=n$.


Figure 2. The graph $G$ in the proof of Theorem 9 , where $n=1$.

Theorem 11. For a nonnegative integer $n$, there is a graph $G$ such that $\alpha(G)-I_{d}(G)=n$.
Proof. Consider $K_{1, n+1}$. Note that $\alpha\left(K_{1, n+1}\right)=n+1$ and $I_{d}\left(K_{1, n+1}\right)=1$. Thus $\alpha\left(K_{1, n+1}\right)-I_{d}\left(K_{1, n+1}\right)=n$.
Theorem 12. For a nonnegative integer $n$, there is a graph $G$ such that $I_{s}(G)-i(G)=n$.
Proof. Consider $K_{1, n+1}$. Note that $I_{s}\left(K_{1, n+1}\right)=n+1$ and $i\left(K_{1, n+1}\right)=1$. Thus $I_{s}\left(K_{1, n+1}\right)-i\left(K_{1, n+1}\right)=n$.
Theorem 13. For a nonnegative integer $n$, there is a graph $G$ such that $\alpha(G)-I_{s}(G)=n$.
Proof. Let $G$ be the graph obtained from $K_{n+2, n+2}$ by deleting a perfect matching. Note that $\alpha(G)=n+2$ and $I_{s}(G)=2$. Thus, $\alpha(G)-I_{s}(G)=n$.

Next, we show a family of graphs such that many parameters are equal.
The corona product of graphs $G$ and $H$, denoted by $G \circ H$, is a graph obtained by taking one copy of $G$ and $|V(G)|$ copies of $H$ and by joining each vertex of the $i$ th copy of $H$ to the $i$ th vertices of $G$, where $1 \leq i \leq|V(G)|$.

Theorem 14. There exists a graph $G$ such that $I_{d}(G)=I_{s}(G)=\gamma_{g}(G)=\gamma_{g}^{\prime}(G)=\alpha(G)=i(G)$.
Proof. Let $G$ be a graph $K_{n} \circ K_{1}$. Note that $I_{d}(G)=I_{s}(G)=\gamma_{g}(G)=\gamma_{g}^{\prime}(G)=\alpha(G)=i(G)=n$.

## 3. Realization of the Competition-Independence Numbers

For a pair $(a, b)$ of positive integers, we say $G$ realizes $(a, b)$ if $I_{d}(G)=a$ and $I_{s}(G)=b$. In this section, we show that any pair $(a, b)$ of positive integers can be realized.

Theorem 15. For positive integers $a$ and $b$, there is a connected graph $G$ such that $I_{d}(G)=a$ and $I_{s}(G)=b$.
Proof. Let $a$ and $b$ be positive integers.
Case 1: $a \leq b$.
Let $G$ be the complete bipartite graph $K_{a, b}$. By Lemma 4, we have $I_{d}(G)=\min \{a, b\}=a$ and $I_{s}(G)=\max \{a, b\}=b$.

Case 2: $a>b$.
Let $H$ be the complete $b$-partite graph such that the size of each partite set is $a$ i.e., $H=K_{a, a, \ldots, a}$. Suppose that $V_{1}, V_{2}, \ldots, V_{b}$ are the partite sets of $H$ and that $V_{i}=\left\{v_{i, 1}, v_{i, 2}, \ldots, v_{i, a}\right\}$ for $1 \leq i \leq b$. Let $G$ be the graph $H-\left\{v_{i, j} v_{k, j} \mid 1 \leq i<k \leq b\right.$ and $\left.1 \leq j \leq a\right\}$.

Let $T:=\left\{v_{k, 1} \mid 2 \leq k \leq b\right\}$. We first show that $I_{d}(G)=a$.
Without loss of generality, we may assume that Dominator starts the game by playing vertex $v_{1,1}$. Then, the set $\left(V_{1}-\left\{v_{1,1}\right\}\right) \cup T$ is the set of all undominated vertices. Since $a>b$, Staller responds by playing a vertex in $V_{1}-\left\{v_{1,1}\right\}$, and then, both players must alternately choose undominated vertices in the set $V_{1}$. Therefore, the game will end in $a$ moves. Hence, $I_{d}(G)=a$.

We next show that $I_{s}(G)=b$.

Without loss of generality, we may assume that Staller starts the game by playing vertex $v_{1,1}$ Then, the set $\left(V_{1}-\left\{v_{1,1}\right\}\right) \cup T$ is the set of all undominated vertices. Since $a>b$, Dominator responds by playing a vertex in the set $T$, and then, both players must alternately choose undominated vertices in the set $T$. Therefore, the game will end in $b$ moves. Hence, $I_{s}(G)=b$.

In particular, Theorem 15 shows that the difference between the two competition-independence numbers of a graph can be arbitrarily large. This is very different from the domination game and the other variations where the difference is at most one [1,2,16].

## 4. Conclusions

In this paper, we studied the domination game such that the set of played vertices is independent. This game is known as the competition-independence game. We showed that the Continuation Principle for the domination game does not hold for the competition-independence game. We proved that the difference between the competition-independence numbers and the game domination numbers of a graph can be arbitrarily large. Also, we gave a family of graphs such that many parameters are equal. Furthermore, we showed that any pair of positive integers can be realized as the competition-independence numbers of some graph.
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