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The Possible Role of Penning Ionization
Processes in Planetary Atmospheres
Stefano Falcinelli, Fernando Pirani and Franco Vecchiocattivi

Abstract: In this paper we suggest Penning ionization as an important route of
formation for ionic species in upper planetary atmospheres. Our goal is to provide
relevant tools to researchers working on kinetic models of atmospheric interest,
in order to include Penning ionizations in their calculations as fast processes
promoting reactions that cannot be neglected. Ions are extremely important for
the transmission of radio and satellite signals, and they govern the chemistry of
planetary ionospheres. Molecular ions have also been detected in comet tails. In this
paper recent experimental results concerning production of simple ionic species
of atmospheric interest are presented and discussed. Such results concern the
formation of free ions in collisional ionization of H2O, H2S, and NH3 induced by
highly excited species (Penning ionization) as metastable noble gas atoms. The effect
of Penning ionization still has not been considered in the modeling of terrestrial
and extraterrestrial objects so far, even, though metastable helium is formed by
radiative recombination of He+ ions with electrons. Because helium is the second
most abundant element of the universe, Penning ionization of atomic or molecular
species by He*(23S1) is plausibly an active route of ionization in relatively dense
environments exposed to cosmic rays.

Reprinted from Atmosphere. Cite as: Falcinelli, S.; Pirani, F.; Vecchiocattivi, F.
The Possible Role of Penning Ionization Processes in Planetary Atmospheres.
Atmosphere 2015, 6, 299–317.

1. Introduction

In general, atomic or molecular species can be ionized by using photons of
sufficient energy: in this case we have photoionization processes. Alternately, it is
possible to induce ionization via collision events involving energetic and excited
particles, like energetic electrons and metastable atoms or molecules. In the latter case
we have the so-called Penning ionization or chemi-ionization processes. As will be
discussed in the next section, we are suggesting Penning ionization as an important
route of formation for ionic species in the upper planetary atmospheres. The
knowledge of cross sections, rate constants, and the stereodynamics driving such
reactions should be useful to provide full basic physical chemical data needed as
input for calculations that model the atmospheric chemistry of Earth and other
planets of the solar system, like Mars and Mercury.
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Free ionic species are extremely important for the transmission of radio and
satellite signals. In fact, due to the presence of high amounts of ions and free electrons,
the ionosphere plays an important role in the transmission of electromagnetic waves
(especially HF radio and satellite waves). Indeed, the incidence of a HF radio wave on
an ionized layer can produce total reflection under appropriate conditions, contrary
to what happens on atmosphere without ionization events (whose refractive index
exhibits variations generally too small to produce the total reflection of a wave) [1–3].
In addition, experimental observations demonstrate a significant improvement in
the propagation of these waves after thunderstorms, especially concerning high HF
bands (21-24-28 MHz) [4]. This effect is not yet fully understood and is correlated
to the presence of electrical discharges in the Earth’s atmosphere (statistically, from
thunderstorms about 100 electrical discharges occur every second) with a huge
amount of energy able to ionize and excite atomic and molecular species. For more
than 20 years, studies have clearly shown that, when atoms and simple molecules
(for example, H, O, rare gas atoms, and N2 molecules) are subjected to electrical
discharges, they produce a large amount of species in highly excited electronic
metastable states (see Table 1). These metastable atoms or molecules can induce
Penning ionization by collisions with neutral atomic or molecular targets with high
efficiency [5–7]. In particular, the presence in our terrestrial atmosphere of argon (the
third component of air at 0.93%), and of a minor amount of neon and helium (with
concentrations of about 18 and 5 ppm, respectively), makes highly probable, in these
circumstances, the production of ionized species by Penning ionization induced by
these rare gas metastable atoms. It has to be noted that these processes are still not
fully considered in kinetic models used to describe the physical chemistry of such
environments. We are confident that our research is able to clarify the possible role
played by Penning ionization processes in Earth’s atmosphere, contributing to the
attempt to explain some unclear phenomena, for example the “sprites” formation, i.e.,
phenomena similar to lightning, showing a big influence on radio wave propagation.
They are formed in the stratosphere (between 10 and 100 km) through electrical
discharges of the duration of a few tenths of a second, which are created by the
electrical potential difference between the clouds and the upper atmosphere even
in the absence of thunderstorms [8]. Because these phenomena happen in certain
meteorological conditions and in the presence of electrical discharges, we suggest
that they could be related to the formation in the atmosphere of a strong local increase
in the ionic concentration due to Penning ionization processes induced by argon,
neon, and helium metastable atoms that would facilitate the transmission of the radio
waves by reflection.
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Table 1. Some characteristics of metastable atomic and molecular species [5].

Excited Species Excitation Energy (eV) Lifetime (s)

H*(2s2S1/2) 10.1988 0.14
He*(21S0) 20.6158 0.0196
He*(23S1) 19.8196 9000
Ne*(3P0) 16.7154 430
Ne*(3P2) 16.6191 24.4
Ar*(3P0) 11.7232 44.9
Ar*(3P2) 11.5484 55.9
Kr*(3P0) 10.5624 0.49
Kr*(3P2) 9.9152 85.1
Xe*(3P0) 9.4472 0.078
Xe*(3P2) 8.3153 150

O*(2p33s5S2) 9.146 1.85 × 10−4

H2
*(c3Πu

−) 11.764 1.02 × 10−3

N2
*(A3Σu

+) 6.169 1.9
N2

*(A1Πg) 8.549 1.20 × 10−4

N2
*(E3Σg

+) 11.875 1.90 × 10−4

CO*(a3Π) 6.010 ≥3 × 10−3

The presence of ions in the upper terrestrial atmosphere was soon recognized
after the experiment of Marconi in 1901, who succeeded in transmitting radio waves
from the United Kingdom to Canada. Later, the ion CH+ was detected in space,
practically at the same time as the detection of the first neutral molecules, CH and
CN [9]. Ions are extremely important in the upper atmosphere of planets, where they
govern the chemistry of ionospheres. Furthermore, molecular ions have also been
detected in comet tails [9]. In planetary ionospheres and in space, ions are formed
in various ways, the importance of which depends on the specific conditions of the
considered environment. The interaction of neutral molecules with cosmic rays, UV
photons, X-rays, and other phenomena such as shock waves are all relevant processes
for their production [10]. In particular, the absorption of UV photons with an energy
content higher than the ionization potential of the absorbing species can induce
photoionization (for most species, extreme-UV or far-UV photons are necessary).
Cosmic rays are also important since they are ubiquitous and carry a large energy
content (up to 100 GeV).

The detailed laboratory characterization of relevant elementary processes
and their relative role, leading to the formation of atomic and molecular ions, is
therefore of crucial importance. In this paper recent experimental results concerning
production and characterization via Penning ionization of simple ionic species of
atmospheric interest are presented. The discussed data concern the formation of
free ions in collisional ionization of H2O, H2S, and NH3 induced by highly excited
species. As mentioned above, the effect of Penning ionization has not yet been
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fully considered in the modeling of terrestrial and extraterrestrial objects, even
though metastable helium is known to be formed by photoelectron impact and
radiative recombination of He+ ions with electrons [11,12]. In fact, it is well-known
that the 1083 nm twilight airglow arises from resonant scattering of solar photons
by metastable He*(23S) atoms in the upper thermosphere and exosphere (see, for
instance [13], and references therein). Having a radiative lifetime of 2.5 h and an
energy content of 19.82 eV, Penning ionization of molecules by He*(23S1) (helium
is the second most abundant element of the universe) is plausibly an active route
of ionization in relatively dense environments exposed to cosmic rays for two main
reasons: (i) recent studies have shown that the He*(23S) density profiles in the Earth’s
atmosphere reach their maximum values at about 600 km altitude, changing with the
investigated solar zenith angle, and ranging between 0.6 and 1.1 atoms/cm3 [13]; and
(ii) with respect to ionization by VUV photons and cosmic rays, Penning ionization
processes are characterized by much higher cross-sections [14,15]. Moreover,
concerning the role of He*(23S) metastable atoms in the interstellar medium, in
a recent paper Indriolo et al. derived new equations for the steady state abundance
of He* using its 1083 nm absorption line data observed through the diffuse clouds
toward HD 183143 [11]. By their analysis the authors inferred an upper limit for the
cosmic-ray ionization rate of helium of 1.2× 10−15 s−1, which is an important route of
He*(23S) formation via cosmic-ray ionization of helium atoms, followed by radiative
recombination of the ions with electrons, as mentioned before. This ionization rate
value is higher than those related to the ionization of interstellar hydrogen (various
models have predicted ionization rates from 10−18 s−1 up to 10−15 s−1) in the diffuse
interstellar medium, or in comparison with the ionization of other molecules such as
HD and OH having estimated ionization rates of the order of 10−17 s−1 [11]. These
data allow us to highlight the importance of the chemistry associated with interstellar
metastable helium, and the possible use of He*(23S) as a widely applicable probe of
the cosmic-ray ionization rates, as suggested by Indriolo et al. [11].

Penning ionization is an autoionizing process involving the collision complex
between an excited species and an atomic or molecular target. The collision will yield
various ion products when the ionization potential of the target particle is lower than
the excitation energy of the primary metastable species. Very common species able to
induce Penning ionization are the rare gas atoms excited to their first electronic level,
which is a metastable state (their lifetime is long enough to allow them to survive at
least several seconds); this makes them able to ionize upon collision many atomic
and molecular targets (they are characterized by a high excitation energy which
ranges from 8.315 eV, in the case of Xe*(3P2), up to 20.616 eV, in the case of He*(1S0)).
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These ionization reactions were widely studied starting in 1927 by F.M. Penning [16].
They can be schematized as follows:

Rg* + M→ [Rg . . . M]* → [Rg . . . M]+ + e− → ion products (1)

where Rg is a rare gas atom, M is an atomic or molecular target, [Rg . . . M]* represents
the intermediate autoionizing collisional complex, and [Rg . . . M]+ the intermediate
transient ionic species formed by the electron ejection. This is the most efficient
way for the collisional system [Rg . . . M]* to lose its excitation energy, since the
autoionization time is usually shorter than the characteristic molecular collision
time at thermal energies (~10−12 s). Then, various final product ions can be formed
depending on the characteristics of the involved potential energy surfaces. Some
specific features make these processes very interesting from a fundamental point of
view. In fact, at high interatomic separation the metastable rare gas atoms behave
as alkaline metals because of their weakly bound external electron, whereas at
shorter distances the role of their “open shell” core becomes prominent, looking like
halogen atoms. Therefore, their phenomenological behavior when interacting with
hydrogenated molecules (H2O, H2S, NH3) is very interesting for fundamental and
applied science, as shown by the many discussions in the literature about the role of
hydrogen and halogen bonds [17].

However, many applications of collisional autoionization to important fields,
like radiation chemistry, plasma physics, and chemistry, and the development of
laser sources, are also possible. In some cases, this technique is also used to induce
gentle ionization of complex molecules.

In general, the role of metastable rare gas atoms in Earth’s atmospheric reactions
is of interest for a number of reasons: (i) the quantity of rare gas atoms in the
atmosphere is not negligible (argon is the third component of the air, after nitrogen
and oxygen molecules: 0.934% ± 0.001% by volume compared to 0.033% ± 0.001%
by volume of CO2 molecules); (ii) as mentioned in the previous section, recent studies
have shown that the upper atmosphere of our planet is relatively rich in He*(22S1)
metastable atoms [18,19]; and (iii) rate constants for ionization processes induced by
metastable rare gas atoms are generally larger than those of common bimolecular
chemical reactions of atmospheric interest. For example, the rate constants for
Penning ionization processes are of the same order of magnitude as gas phase
bimolecular reactions of O(1D), Cl(2P), or Br(2P), which are known to be relevant in
the modeling of atmospheric chemistry, whereas other important reactions (as for
example those involving Br+O3, O+HOCl, and OH+HOCl), exhibit rate constants
that are at least one order of magnitude smaller [20].

Considering the planetary atmospheric compositions, we can suppose that
rare gas atoms are involved in several atmospheric phenomena not only on Earth,
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but also on other planets of the solar system, like Mars and Mercury. In fact,
argon is the third component of the Martian atmosphere at 1.6%, while helium
is a relatively abundant species (about 6%) in the low density atmosphere of Mercury.
As mentioned in the previous section, a basic step in the chemical evolution of
planetary atmospheres and interstellar clouds (where 89% of atoms are hydrogen
and 9% are helium) is the interaction of atoms and molecules with electromagnetic
waves (γ and X rays, UV light) and cosmic rays. Therefore, He* and Ar* formation
by collisional excitation with energetic target particles (like electrons, protons, or
alpha particles) and the possible subsequent Penning ionization reactions could
be of importance in these environments. In particular, considering the tenuous
exosphere of Mercury, it is interesting to note that in 2008 the NASA spacecraft
MESSENGER discovered surprisingly large amounts of water and several atomic
and molecular ionic species including O+, OH−, H2O+, and H2S+ (NASA and the
MESSENGER team will issue periodic news releases and status reports on mission
activities and make them available online). Taking into account the suggested polar
deposits of water ice in this planet, McClintock and Lankton in 2007 have suggested
impact vaporization mechanisms [21]. We argue that in these parts of the planetary
surface, the presence of He* and its collisions can cause subsequent ion formation.
In this respect, the study of the Penning ionization of water and hydrogen sulfide
by metastable rare gas atoms (He* and Ne*, see Section 3), producing H2O+, OH+,
O+, and H2S+, respectively, could help in explaining the possible routes of formation
for these ionic species in Mercury’s exosphere. The importance of these processes
and, in particular, of Penning ionization phenomena of hydrogenated molecules by
He* and Ne* metastable atoms has been widely discussed in [22–24], to which we
refer for an overview of the experimental and theoretical works performed since the
1970s by several research groups, starting with the pioneering works by Čermák and
Yencha [25] and by Brion and Yee [26].

We have recently studied the ionization of water molecules by Penning
ionization coupled with both Mass Spectrometry (MS) and Electron Spectroscopy
(PIES) techniques [22–24]. The analysis of the obtained results suggests the selective
role of a quite pronounced anisotropic attraction that controls the stereodynamics
in the entrance channels of the analyzed systems. In the case of He* and Ne*-H2O
autoionizing collisions, we were able to confirm the presence of a strong anisotropic
interaction, after previous experimental and theoretical evidences by Ohno et al. [27],
Haug et al. [28], Bentley [29], and Ishida [30], respectively. In particular, we
rationalized our experimental findings, taking into account the critical balancing
between molecular orientation effects in the intermolecular interaction field and the
ionization probability. In analyzing our PIES spectra, a novel semiclassical method
was proposed: (i) it assumes ionization events as mostly occurring in the vicinities of
the collision turning points (where the main part of the collision time is accumulated
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because the relative velocity tends to zero); and (ii) the potential energy driving the
system in the relevant configurations of the entrance and exit channels, employed in
the spectra simulation, has been represented by the use of a semiempirical method
and given a proper analytical form [24]. This procedure was able to clearly point
out how different approaches between the metastable atom and water molecules
promote the formation of ions in different electronic states. In particular, it provides
the angular acceptance cones where the stereo-selectivity of the processes leading to
the specific formation of each one of the two energetically possible electronic states
of H2O+ final product ions [24] (the X 2B1 ground state and the first A 2A1 excited
ones) mainly manifests.

In the present work we analyze our recent PIES spectra, collected in He*,
Ne*-H2S, and NH3 collisions, by using the same procedure already applied to water
molecules, in order to compare the three sets of data, obtained under the same
experimental conditions (see next Section), and to identify relevant differences in
the stereodynamics of Penning ionization of the three hydrogenated molecules. In
particular, our recent results recorded in He* and Ne*-H2S collisional experiments
clearly suggest again the formation of molecular ions both in the ground and in the
first excited electronic state. They are also indicating similar anisotropic behavior
for the potential energy surface describing the Rg*-H2S incoming channel with
an attractive component less “effective” with respect to Rg*-H2O (see Section 3).
In the case of ammonia, anisotropic behavior is still present, with a strong attractive
interaction between Rg*-NH3 collisional partners (where Rg = He, Ne), as in the
Rg*-H2O case (see Section 3).

2. Experimental Techniques

The experimental setup, consisting of a crossed molecular beam apparatus
(three vacuum chambers which are differentially pumped at a pressure of about
10−7 mbar) is schematically sketched in Figure 1 and described in detail in some
previous works [31–33].

In such an apparatus a molecular beam of excited atoms, mostly metastable rare
gas atoms, is crossing at right angles a second beam of molecules (to be ionized).
Electrons produced in photo- and/or chemi-ionization reactions are extracted and
analyzed by an appropriate electron energy selector, while product ions are sent into
a quadrupole mass spectrometer (located below the beam’s crossing volume), where
they are mass analyzed and detected. A powerful improvement of our apparatus
could be realized by introducing the coincidence detection technique for the related
electrons and ions coming out of the same autoionizing [Rg . . . M]* collisional
complex (see Equation (1)).
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resolution of our electron spectrometer is ~45 meV at a transmission energy of 3 eV, as determined by 

measuring the photoelectron spectra of Ar, O2, and N2 by He(I) radiation with the procedure described 
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Figure 1. The crossed molecular beam apparatus used in Penning ionization studies.

The metastable rare gas beam, produced by electron bombardment or by a
microwave discharge beam source, crosses at a right angle an effusive beam of
H2O, H2S, or NH3 target molecules. The kinetic energy of emitted electrons is
recorded by the use of a hemispheric electrostatic analyzer, which is located above
the crossing beam volume. In such a way we can perform, in the same experimental
conditions, both photoionization (PES) and Penning Ionization Electron Spectroscopy
(PIES) measurements. This can be easily achieved because the microwave discharge
produces not only metastable atoms but also many He(I) and Ne(I) photons, having
an energy comparable to that of metastable atoms. To calibrate the electron
transmission efficiency and the electron energy scale, some He*-H2O, H2S, NH3

PIES, and Ne(I)-H2O, H2S, NH3 PES spectra have been measured by exploiting the
microwave discharge beam source: in the first case we use for the energy calibration
the weak electron signal by He(I) photons of 21.22 eV, whereas in the latter case we
record a PES spectrum, using the discharge source in pure neon producing a high
intensity of Ne(Iα,β) photons [22,34], essentially of 16.84 and 16.66 eV, respectively,
in a α:β ratio of about 5.3, checked by photoelectron spectrometric measurements of
Kr atoms [35,36]. By comparison of our measurements with the expected spectrum
as obtained from the He(I) radiation by Kimura et al. [37], we calibrate the ionization
energy scale. The resolution of our electron spectrometer is ~45 meV at a transmission
energy of 3 eV, as determined by measuring the photoelectron spectra of Ar, O2,
and N2 by He(I) radiation with the procedure described in previous papers [18,36].
Spurious effects due to the geomagnetic field have been reduced to ≤20 mG by
a µ-metal shielding. Finally, the metastable atom velocity can be analyzed by a
time-of-flight technique: the beam is pulsed by a rotating slotted disk and the
metastable atoms are counted, using a multiscaler, as a function of the delay time
from the beam opening. The secondary molecular beam can be prepared in two
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ways: (i) by effusion of H2O, H2S, or NH3 from a glass microcapillary array kept at
room temperature, or (ii) by using a supersonic source whose nozzle temperature
can be changed between 300 and 700 K. The collision energy resolution is largely
defined by the thermal spread of target molecules effusing from the microcapillary
source (about 30% full with a half-maximum (FWHM) velocity spread at the lowest
relative velocity of 1100 m/s, and about 10% FWHM for the highest probed relative
velocity of 1800 m/s), and in our experiment the average collision energy is about
55 meV. Absolute values of the total ionization cross-section for different species can
be obtained by the measurement of relative ion intensities in the same conditions
of metastable atom and target gas density in the crossing region. This allows
the various systems to be put on a relative scale, which can be normalized by
reference to a known cross-section such as, in the present case, the Ne*–Ar absolute
total ionization cross-section by West et al. [38]. By analyzing the kinetic energy
of the emitted electrons, we can perform a real spectroscopy of the collisional
intermediate transient species for such a process, obtaining detailed information
about the intermolecular potentials controlling the microscopic collision dynamics,
the preferential geometries of approach between the collision partners, and the
molecular orbitals involved in the autoionization event. On the other hand, looking
at the product ions, we can determine the cross-sections for each open ionization
channel, obtaining complementary information that enables us to achieve a complete
understanding of the reaction dynamics for the system under study.

3. Results and Discussion

In this section recent experimental results of relevance for the characterization
of simple ionic species of atmospheric interest, produced by Penning ionization
of hydrogenated molecules (H2O, H2S, and NH3) with He* and Ne* metastable
atoms, are presented and discussed in a comparative way. First of all, following the
observations made on the importance of Penning ionization of water by He*(23S1,
21S0) and Ne*(3P2,0) in the understanding of the chemical composition of Mercury’s
atmosphere, we report here the mass spectrometric determination of the channel
branching ratios for both systems as obtained at an averaged collision energy of
70 meV in the case of He* and of 55 meV for Ne* experiments:

He* + H2O→ He + H2O+ + e− (77.3%) (2)

→ He + H + OH+ + e− (18.9%) (3)

→ He + H2 + O+ + e− (3.8%) (4)

Ne* + H2O→ Ne + H2O+ + e− (96.2%) (5)

→ Ne + H + OH+ + e− (3.2%) (6)
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→ Ne + H2 + O+ + e− (0.6%) (7)

No evidence has been recorded for the HeH+, NeH+, and HeH2O+, NeH2O+

ion production, at least under our experimental conditions. In the case of Penning
ionization of ammonia by collisions with neon metastable atoms, the measured yield
of possible product ions at an averaged collision energy of 55 meV is:

Ne* + NH3 → Ne + NH3
+ + e− (58.8%) (8)

→ Ne + NH2
+ + e− (41.2%), (9)

while, for Ne*-H2S autoionizing collision in a thermal energy range (0.02–0.25 eV),
our spectrometric measurements showed the formation of only the parent H2S+

product ion.
The ionization of hydrogenated molecules by metastable helium and neon atoms

strongly depends on how the molecule is oriented with respect to the approaching
excited rare gas atom, determining the electronic state of the intermediate ionic
complex [Rg . . . M]+ and therefore its following reactivity. In fact, for example,
a direct probe of the anisotropy of the potential energy surface for Ne*-H2O system
can be provided by a comparative analysis of the features of electron energy spectra
measured under the same conditions both in photoionization (see Figure 2—upper
panel) and in Penning ionization (see Figure 2—lower panel) experiments. All
the electron spectra reported in Figure 2 appeared to be composed by two bands:
one (at higher electron kinetic energies) for the formation of H2O+ ions (in case of
photoionization measurements) and of the [Ne . . . H2O]+ intermediate ionic complex
(in Penning ionization determinations) in its ground X(2B1) electronic state, and
another one (at lower electron energy) for the formation of H2O+ and [Ne . . . H2O]+

in their first excited A(2A1) electronic state. The formation of these two electronic
states corresponds to the removal of one electron from one of the two non-bonding
orbitals of the neutral molecule. The ground state X(2B1) H2O+ ion is formed by the
removal of one electron from the 2pπ lone pair orbital, while for the formation of the
excited A(2A1) H2O+ ion, the electron must be removed from the 3a1 sp2 lone pair
orbital, as can be seen in Figure 3. Moreover, the “exchange mechanism” for Penning
ionization suggests that one outer shell electron of the molecule to be ionized is
transferred into the inner shell hole of the excited atom, and then the excess of energy
produces the ejection of one electron from the collision complex [14,15].

Therefore, we can assert that the two bands in the spectra of Figures 2 and 3
must be related to ionization events occurring with two different geometries of the
system: the X(2B1) band originates from a collision complex with the metastable
neon atom perpendicular to the plane of the molecule, while for the A(2A1) band, at
the instant of the ionization, the metastable atom approaches water in the direction
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of the C2v symmetry axis. In a recent paper [24], by analyzing the energy spectra
of the emitted electrons reported in Figure 2 using a novel semiclassical method
based on: (i) the assumption that the ionization events are mostly occurring in the
vicinities of the collision turning points, and (ii) the formulation of the potential
energy driving the system in the relevant configurations of the entrance and exit
channels by the use of a semiempirical method developed in our laboratory, we were
able to show clearly how different collisional approaches of the metastable atom
to the water molecule lead to ions in different electronic states. In particular, we
provided the angular acceptance cones where the selectivity of the process leading to
the specific formation of each of the two energetically possible ionic product states of
H2O+ emerges, showing how the ground state ion is formed when neon metastable
atoms approach water mainly perpendicularly to the molecular plane, while the first
excited electronic state is formed when the approach occurs preferentially along the
C2v axis, on the oxygen side [24].
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photoionization and Penning ionization studies of water molecules using Ne(I) photons and 
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recorded at five different collision energies (0.300, 0.200, 0.130, 0.075, and 0.040 eV), by 
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using, besides pure neon, two different Ne:H2 mixtures (50:50 and 20:80 ratios). By looking 

at the relative position of the corresponding peak maxima in the PES and PIES spectra, it is 

possible to evaluate the evident negative energy shifts (−140 meV and −300 meV for X2B1 

and A2A1 electronic states of H2O+, respectively) that depend on the binding energy of the 

autoionizing collision complex (see the text). 

Figure 2. The obtained (a) PES (upper panel) and (b) PIES (lower panel) spectra
in photoionization and Penning ionization studies of water molecules using Ne(I)
photons and Ne*(3P2,0) metastable atoms, respectively. The PIES spectra reported
in the lower panel are recorded at five different collision energies (0.300, 0.200,
0.130, 0.075, and 0.040 eV), by varying the nozzle temperature (between 300 and
700 K) of the supersonic source and by using, besides pure neon, two different
Ne:H2 mixtures (50:50 and 20:80 ratios). By looking at the relative position of the
corresponding peak maxima in the PES and PIES spectra, it is possible to evaluate
the evident negative energy shifts (−140 meV and −300 meV for X2B1 and A2A1

electronic states of H2O+, respectively) that depend on the binding energy of the
autoionizing collision complex (see the text).
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Figure 3. The structure of water molecules in the gas phase, with a C2v molecular
axis and a sp2 hybridization, is depicted. The ground state X(2B1) H2O+ ion is
formed by the removal of one electron from the 2pπ lone pair orbital, while for the
formation of the excited A(2A1) H2O+ ion, the electron must be removed from the
3a1 sp2 lone pair orbital. The electron energy spectrum obtained in photoionization
of water molecules by using Ne(I) photons is also shown. The two bands in the
spectrum are related to the formation of H2O+ in its ground X(2B1) electronic state
(at higher electron energy), and in the first excited A(2A1) electronic state (at lower
electron energy).

By analyzing the PES and PIES spectra of Figure 2, recorded in Ne(I) and
Ne*-H2O autoionizing collisions, respectively, we are able to obtain important
findings such as the so-called “energy shifts” for the analyzed systems (see Table 2).
It is well known that these observables depend on the strength, range, and anisotropy
of the effective intermolecular interaction controlling the stereodynamics in the
entrance Rg*-M (neutral) and the exit Rg-M+ (ionic) channels of ionizing collisional
events. In particular, when the position of the maximum of a certain peak in the PIES
spectrum exhibits a sizeable negative shift, here referred to as εmax, with respect to
the nominal energy, ε0 (defined as the difference between the excitation energy of the
metastable He* or Ne* atoms and the ionization potential of the relevant molecular
state), this is an indication that a phenomenological global attractive interaction
drives the collision dynamics of the partners on a multidimensional potential energy
surface, including entrance and exit channels [23,36]. These energy shifts are also
determined by looking at the relative position of the corresponding peak maxima in
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the PES and PIES spectra. For example, analyzing in a comparative way the electron
spectra of Figure 2, it is possible to clearly note that both peak maxima for X and
A states of produced H2O+ ions are shifted at lower electron kinetic energy values
in the case of Penning ionization spectra with respect to the photoionization ones.
The absolute values of these shifts are much higher than the difference between the
energy content of the Ne* metastable atoms and the energy of the Ne(I) photons,
because of the strong attractive interaction potential between the incoming collisional
partners Ne*-H2O (for a detailed description, see for instance [22]). In general, as
the Rg*–M attractive interaction is stronger, a more negative energy shift is expected
between PES- and PIES-recorded spectra. These considerations are confirmed by
our mass spectrometric determinations, and, in particular, by the total ionization
cross-section measurement as a function of the collision energy reported in Figure 4.
It is interesting to note that the cross-section shows a decreasing trend as the collision
energy increases and, further, its absolute value is quite big (of about 50 Å2 at 70 meV).
Accordingly to the well-known peculiarity of Penning ionization processes [14,15],
both these characteristics are a clear confirmation of the strong binding behavior of
the Ne*–H2O autoionizing collision complex, due to the strong attractive nature of
the system because of the intense molecular dipole of the water molecule (µ = 1.85 D).

Analyzing the PES and PIES spectra for Ne(I) and Ne*–H2S, NH3 systems,
respectively, by using the same procedure already described for water molecules,
we have been able to determine the related energy shifts, as shown in Figure 5 (see
also Table 2). All the measured shifts have a negative value, indicating again an
attractive behavior for the potential energy surface in the entrance Ne*–M channel
(where M = H2S, NH3) as in the case of Ne*–H2O autoionizing collisions. This
attractive behavior is stronger in the formation of Ne*–H2O, whose energy shifts
are −140 ± 20 and −300 ± 20 meV for the X(2B1) and A(2A1) bands, respectively;
it is less intense in the case of Ne*–H2S collisions (energy shifts of −80 ± 20 and
−120 ± 20 for the same two X(2B1) and A(2A1) bands, respectively); while in the
case of Ne*–NH3 (energy shifts of −290 ± 20 and −140 ± 20 for the two X(2A2

”)
and A(2E) bands, respectively) the attractive interaction component, affecting the
entrance channel of the potential energy surface, favors those collisions producing
the [Ne . . . NH3]+ intermediate ionic complex in its X(2A2

”)—3a1 ground electronic
state. The formation of [Ne . . . NH3(X 2A2

”)]+ occurs preferentially when the neon
metastable atom is approaching ammonia molecules towards the direction of the 3a1

non-bonding lone pair located on the nitrogen atom and removes one electron from
this orbital, producing Penning ionization.
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photoionization and Penning ionization studies of hydrogen sulfide (left side) and ammonia 

(right side) molecules by using Ne(I) photons and Ne*(3P2,0) metastable atoms, respectively. 

By looking at the relative position of the corresponding peak maxima in the PES and PIES 

spectra for both investigated systems, it is possible to measure the negative energy shifts 

(−80 meV and −120 meV for 2b1 and 5a1 electronic states of H2S+, respectively; and −290 meV 

and −140 meV for 3a1 and 1e electronic states of NH3
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Figure 4. Left side: The total ionization cross-sections of the Ne*–H2O
autoionizing collisions as a function of the relative collision energy. The curve
represents the calculation of the cross-section by applying the theory defined in
terms of the so-called optical potential model, which exploits the recorded energy
shifts from the electron kinetic energy spectra to probe the main characteristics
of the potential energy surface for the Ne*–H2O entrance channel (see the text
and Figure 2) [14,15,22]. Right side: The spherical optical potential used for the
cross-section calculation (see left side of this figure). Lower panel represents the
real part of the optical potential, while the upper panel is the imaginary part (see
the text and [23]).

The measured energy shifts for the three investigated systems are compared
in Table 2, where are also reported those extracted from the measured PIES spectra
for He*-H2S and NH3 autoionizing collisions (see Figure 6). Also in these cases we
recorded negative energy shifts having a bigger value, indicating a more attractive
behavior in the case of He*–M collisions respect to Ne*–M collisions (with M = H2S,
NH3). This observation is in fairly good agreement with previous results obtained by
Ohno et al. [27] and Ben Arfa et al. [39] for He*–H2O collisions, and can be justified in
terms of the higher electronic polarizability of He* atoms (118.9 and 46.9 Å3 for 21S0

and 23S1 spin-orbit states, respectively) with respect to that of Ne* (27.8 Å3 for the
3P2 state), which is the fundamental physical property of the partners, enhancing the
attractive interaction behavior of the potential energy surfaces [22].
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Figure 5. The obtained (a) PES (upper panel) and (b) PIES (lower panel) spectra in
photoionization and Penning ionization studies of hydrogen sulfide (left side) and
ammonia (right side) molecules by using Ne(I) photons and Ne*(3P2,0) metastable
atoms, respectively. By looking at the relative position of the corresponding peak
maxima in the PES and PIES spectra for both investigated systems, it is possible
to measure the negative energy shifts (−80 meV and −120 meV for 2b1 and 5a1

electronic states of H2S+, respectively; and −290 meV and −140 meV for 3a1 and
1e electronic states of NH3

+), with the same procedure used in the Ne*-H2O case
(see Figure 2 and the text).

As already discussed in previous papers [22,23], by a simple analysis of obtained
PIES spectra, in the case of H2O+-1b1, H2S+-2b1, and NH3

+-3a1 ground states it is
possible to extract not only the negative shift, εmax, from the change in position of
the maximum of peak but also the shift between the electron energy value where
the peak intensity drops down to 44% of its maximum at the lower energy side, εA,
with respect to the nominal energy, ε0 [40]. For a detailed description of the theory of
Penning ionization with a full discussion of the relation between the measured energy
shifts from recorded PIES spectra and the main characteristics of the related potential
energy surfaces, we refer to the important and basic paper of H.W. Miller published
in 1970 [40]. The obtained values amount to −320 ± 20 meV for Ne*–H2O collisions,
−195 ± 20 meV for Ne*–H2S collisions, and −840 ± 20 meV for Ne*–NH3 collisions,
and they are also reported in Table 2. These findings confirm the occurrence of
a very strong attractive behavior of Ne*–NH3 interaction promoting the Penning
process, which leads to the formation of the molecular ion in the ground electronic
state. A still quite strong attractive behavior drives the Ne*–H2O collisions, while
the corresponding attraction in the Ne*–H2S collisions appears to be about 40%
smaller than in the case of water. This consideration comes from the suggestion
by Haug et al. [28], who noted that the energy shift εA can be used as a proper
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indication of the depth of the attractive potential well of the interaction between the
colliding particles in the entrance channel. This suggestion is reasonable considering
the weaker attraction in the exit channel due to the very low polarizability of neon
atoms (0.40 Å3) in the ground electronic state with respect to that in the excited ones
(27.8 Å3). In our case, the estimate of εA can be done only for the interaction of
Ne* approaching the H2O, H2S, and NH3 molecules and producing [Ne . . . H2O]+,
[Ne . . . H2S]+ and [Ne . . . NH3]+ intermediate ionic complexes in the (X 2B1)-1b1,
(X 2B1)-2b1, and (X 2A2

”)-2b1 ground electronic states, respectively. An analogous
evaluation of εA for the (A 2A1) and (A 2E) excited states of [Ne . . . H2O]+, [Ne . . .
H2S]+ and [Ne . . . NH3]+ intermediate ionic complexes is not possible because in
these cases the recorded broad bands in the PIES spectra do not satisfy the features
required by the theory [28,40–42].

Table 2. Negative energy shifts from the PIES He* and Ne*-H2O, H2S and NH3

spectra measured at an average collision energy of 70 and 55 meV, respectively.

Shifts with Respect to Nominal Energy ε0 (meV)

Band in PIES H2O+(X 2B1) – 1b1 H2O+(A 2A1) – 3a1
maximum of peak (v = 0) εmax

for He*(3S1) collisions −440 1 −485 1,*

maximum of peak (v = 0) εmax
for He*(1S0) collisions −720 2 −700 2,*

maximum of peak (v = 0) εmax
for Ne* collisions −140 ± 20 −300 ± 20 *

44% of maximum (v = 0) εA
for Ne* collisions −320 ± 20 Not evaluable

Band in PIES H2S+(X 2B1) – 2b1 H2S+(A 2A1) – 5a1
maximum of peak (v = 0) εmax

for He*(3S1) collisions −150 ± 20 −190 ± 20 *

maximum of peak (v = 0) εmax
for He*(1S0) collisions −220 ± 20 −230 ± 20 *

maximum of peak (v = 0) εmax
for Ne* collisions −80 ± 20 −120 ± 20 *

44% of maximum (v = 0) εA
for Ne* collisions −195 ± 20 Not evaluable

Band in PIES NH3
+(X 2A2”) – 3a1 NH3

+(A 2E) – 1e
maximum of peak (v = 0) εmax

for He*(3S1) collisions −450 ± 20 −350 ± 20 *

maximum of peak (v = 0) εmax
for He*(1S0) collisions −585 ± 20 Not evaluable

maximum of peak (v = 0) εmax
for Ne* collisions −290 ± 20 −140 ± 20 *

44% of maximum (v = 0) εA
for Ne* collisions −840 ± 20 Not evaluable

*: evaluated from the maximum of band; 1: from [19]; 2: from [32].
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Figure 6. The obtained PIES spectra in Penning ionization studies of hydrogen
sulfide (upper panel) and ammonia (lower panel) molecules by using He*(3S1,
1S0,) metastable atoms. In the 2b1 band of the He*–H2S spectrum, the two peaks
recorded at an electron energy value of 9.18 and 9.94 eV, and related to He*(3S1)
and He*(1S0) collisional ionization events, respectively, appear well separated (see
upper panel). The two He*(3S1, 1S0,) metastable components are still present, even
if less separated, in the wide 3a1 band of the He*-NH3 spectrum (see lower panel).

4. Conclusions

Considering that a basic step in the chemical evolution of planetary atmospheres
and interstellar clouds (where 89% of atoms are hydrogen and 9% are helium) is
the interaction of atoms and molecules with electromagnetic waves (γ and X rays,
UV light) and cosmic rays [43], the formation of excited metastable species like He*

and Ar* (argon is the third component of Earth and Mars’ atmosphere) by collisional
excitation with energetic target particles (electrons, protons, or alpha particles,
coming from the solar wind) and the possible subsequent Penning ionization
reactions, could be of importance in these environments. It has to be stressed that
the effect of Penning ionization has not yet been fully considered in the modeling of
terrestrial and extraterrestrial objects, even though metastable excited species can be
formed in such environments. In this paper recent experimental results concerning
production and characterization of simple ionic species of atmospheric interest are
presented and discussed. Such results concern the formation of free ions in collisional
ionization of H2O, H2S, and NH3 induced by highly excited species, like He* and
Ne* metastable atoms.

The analysis of the recorded electron spectra for the three presented systems
clearly shows: (i) a very strong and anisotropic attractive behavior of Ne*–NH3
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interaction promoting the Penning process; (ii) a still quite strong attractive behavior
for Ne*–H2O collisions; and (iii) a corresponding attractive interaction in the Ne*–H2S
collisions, which appear to be about 40% that of water. The analyzed experimental
observables, in term of energy shifts, clearly indicate that H2O and H2S show similar
behavior when these hydrogenated molecules are involved in Penning ionization
induced by He* and Ne* metastable atoms, and in particular: (i) the interaction
potential driving the formation of A 2A1 excited state of H2O+ and H2S+ product
ions exhibits an effective interaction potential well depth in the entrance channel of
the ionization reaction, quite deeper (about 50% more in the case of water and about
25% more in the case of hydrogen sulfide) than that involved in the production of the
same final ions in their X 2B1 ground state (see the relative εmax values reported in the
Table 2); (ii) a quite pronounced anisotropic attraction controls the stereodynamics
in the entrance channels of both (Ne*–H2O, H2S) analyzed systems: in the case of
Ne*–H2O autoionizing collisions a strong anisotropic interaction is operative, while
in the Ne*–H2S system the attractive interaction appears to be weaker than the system
involving water; and (iii) the entity of this smaller attraction, characterizing Ne*–H2S
collisions, is dependent on the approach orientation between Ne* atoms and the
hydrogenated target molecules: it is about 43% with respect to the Ne*–H2O case
for those collisions producing H2X+ parent ions (where X stands for O or S atom)
in their X 2B1 ground electronic state (this is the case for the Ne*–H2X collisions
towards the orthogonal direction respect to the molecular plane), while it reaches
about 60% of the Ne*–H2O interaction when the exchange mechanism of Penning
ionization can exploit Ne* collisions along the C2v molecular axis in the opposite
side with respect to hydrogen atoms, with the formation of H2X+ final ions in their
first A 2A1 excited electronic state. In the case of Ne*–NH3 collisions, a very strong
and anisotropic attractive interaction is observed, characterizing the potential energy
surface of the entrance channel with a much deeper well depth in the case of those
collisions producing the [Ne . . . NH3]+ intermediate ionic complex, leading product
ion in its X(2A2

”) - 3a1 ground electronic state (which is an opposite situation to
that observed in H2O and H2S systems). In this case the formation of [Ne . . .
NH3(X 2A2

”)]+ occurs preferentially when the neon metastable atom approaches
ammonia molecules towards the direction of the 3a1 non-bonding lone pair located
on the nitrogen atom, removes one electron from this orbital, and gives rise to
Penning ionization. Finally, the analysis of PIES spectra recorded for He*–H2S and
–NH3 collisions, confirms the attractive and anisotropic behavior of the potential
energy surfaces already discussed for Ne*–M interactions (with M = H2O, H2S, and
NH3) governing the entrance channel for Penning ionization of such hydrogenated
molecules. A similar situation for metastable helium and metastable neon atoms
interacting with N2O molecules [19] has been explained by the use of a semiempirical
method that accounts for the metastable atom orbital deformation because of the
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permanent dipole of the molecule. We have plans to extend such a model also to the
systems presented here, and to test the potential energy surfaces so obtained in a
comparative way. This work, is in progress in our laboratory, will allow us to achieve
a deeper understanding of the stereodynamics of the collisional autoionization
processes involving He* and Ne* with the hydrogenated molecules here discussed,
and of the propensity to form ions.
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Chemical Composition of Water Soluble
Inorganic Species in Precipitation at
Shihwa Basin, Korea
Seung-Myung Park, Beom-Keun Seo, Gangwoong Lee, Sung-Hyun Kahng and
Yu Woon Jang

Abstract: Weekly rain samples were collected in coastal areas of the Shihwa Basin
(Korea) from June 2000 to November 2007. The study region includes industrial,
rural, and agricultural areas. Wet precipitation was analyzed for conductivity, pH,
Cl−, NO3

−, SO4
2−, Na+, K+, Mg2+, NH4

+, and Ca2+. The major components of
precipitation in the Shihwa Basin were NH4

+, volume-weighted mean (VWM)
of 44.6 µeq·L−1, representing 43% of all cations, and SO4

2−, with the highest
concentration among the anions (55%) at all stations. The pH ranged from 3.4
to 7.7 with a VMM of 4.84. H+ was weakly but positively correlated with SO4

2−

(r = 0.39, p < 0.001) and NO3
− (r = 0.38, p < 0.001). About 66% of the acidity was

neutralized by NH4
+ and Ca2+. The Cl−/Na+ ratio of the precipitation was 37%

higher than seawater Cl−/Na+. The high SO4
2−/NO3

− ratio of 2.3 is attributed to
the influence of the surrounding industrial sources. Results from positive matrix
factorization showed that the precipitation chemistry in Shihwa Basin was influenced
by secondary nitrate and sulfate (41% ± 1.1%), followed by sea salt and Asian dust,
contributing 23% ± 3.9% and 17% ± 0.2%, respectively. In this study, the annual
trends of SO4

2− and NO3
− (p < 0.05) increased, different from the trends in some

locations, due to the influence of the expanding power generating facilities located
in the upwind area. The increasing trends of SO4

2− and NO3
− in the study region

have important implications for reducing air pollution in accordance with national
energy policy.

Reprinted from Atmosphere. Cite as: Park, S.-M.; Seo, B.-K.; Lee, G.; Kahng, S.-H.;
Jang, Y.W. Chemical Composition of Water Soluble Inorganic Species in Precipitation
at Shihwa Basin, Korea. Atmosphere 2015, 6, 1069–1101.

1. Introduction

Rain is the most effective process transporting soluble gases and particles from
the atmosphere to the ground [1,2]. Precipitation chemistry plays an important role
in understanding the air quality in a study area, because the concentrations and
distribution of chemical components in rain depend on a variety of emission sources
including sea spray, soil particles, and industrial pollutants [3–7].
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In coastal areas, the Na+/Cl− ratio, SO4
2−, Mg2+, and Ca2+ are useful for

evaluating both anthropogenic and natural influences [8]. Soil particles in northern
China, Africa, and the Middle East play an important role in neutralizing the acidic
components of rain [9]. The concentrations of anthropogenic components are related
to energy consumption and the use of fertilizers [10,11].

Some anthropogenic acidic ions may greatly contribute to acidification and
eutrophication of aquatic ecosystems [12]. Numerous long-term observations of
precipitation have been carried out in Europe, North America, and Asia [13–17]. These
studies have reported that SO4

2− concentrations have decreased commensurate with
reductions in SO2 emissions. NO3

− concentrations have also shown decreasing
trends in regions where NO2 emissions have decreased [18–20].

In many regions of Asia, rapid economic growth has led to an increase in
pollutant emissions and seriously compromised air quality [21]. In addition, air
quality has also been affected by wind-blown soil particles originating from the
deserts of Mongolia and northern China [22–24]. Several studies conducted in this
region have found that the rain is acidic, with H+ concentration ranges similar to
that reported for Europe [25–28].

In Korea, previous studies have shown that most precipitation events are acidic
and even in background areas of Korea precipitation pH is <4.9 [29–31]. Some studies
have suggested that air masses from the Asian continent increase the concentration
of anthropogenic components of rainwater in Korea [31,32]. Choi et al. (2015) [33]
studied precipitation chemistry in the area near Shihwa Lake (located in the
mid-western area of the Korean peninsula), using both urban and background
stations to compare precipitation chemistry. To date, precipitation chemistry in
the industrial area has not been studied yet.

This study aimed to provide a detailed evaluation of the chemical composition of
precipitation in the Shihwa Basin and to evaluate the relative contributions of various
sources. Because the Shihwa Basin includes areas with industrial, agricultural,
and coastal land use, the study are has experienced serious problems with air
pollution [34–37].

2. Material and Methods

2.1. Sampling Sites

The Shihwa Basin is located 60 km southwest of Seoul, the capital of South Korea.
The basin of Shihwa Lake has an area of about 475 km2 and a population of more
than 0.8 million people. The Shihwa and Banwol industrial complexes are located in
Shihwa Basin. Three sampling stations were selected for precipitation monitoring,
covering the southern (Hwasung), northern (Banwol), and western (Daeboo) areas
of the Shihwa Basin (Table 1). Hwasung station is located inland about 20 km east
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of Shihwa Lake, in a residential and rural area. Banwol station is located 5 km east
of Shihwa Lake and is important because the Banwol industrial complex is located
there. This complex is a site for intensive chemical, leather, and metal processing
industries, which have led to air pollution episodes, including pollutants such as
ammonia, amines, hydrogen sulfide (H2S) and mercaptans. Daeboo station is located
on an island, about 2 km west of Shihwa Lake. The locations of the Shihwa Basin
and the three sampling stations are shown in Figure 1.

Table 1. Characteristics of sampling stations in the Shihwa Basin.

Shihwa Basin Latitude Longitude Elevation (m) Land Type

Hwasung 37.236 126.918 31 Rural and
residential

Banwol 37.315 126.750 56 Industrial
Daeboo 37.268 126.568 25 Agricultural
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The Shihwa Basin is strongly influenced by air masses driven by westerly winds.
According to data from the Incheon meteorological administration (about 20 km north
of Shihwa Lake), the average annual rainfall from June 2000 to November 2007 was
1187 mm·year−1. The average temperature and wind speed were 15 ◦C and 2 m·s−1,
respectively. In the summer (June to August), the mean temperature was 24.5 ◦C and
about 61% of the annual precipitation occurred during this season. In winter, the
average temperature was 3.5 ◦C with only 5% of the annual precipitation occurring
during winter. The spring season is characterized by the influence of Asian dust,
with an average wind speed of 3.67 m·s−1, 58% higher than that in winter. According
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to AWS data from Korea Meteorological Administration near the three sites, the
prevailing wind directions were north and south at Hwasung station, east and west
at Banwol station and northwest at Daeboo station. At Hwasung, the wind during
spring and summer was north, but south during fall and winter. At Banwol and
Daeboo stations, the prevailing wind was constant throughout the year.

2.2. Sample Collection

Precipitation samples were collected weekly using wet and dry collectors
from June 2000 to November 2007. Butler and Likens (1998) [38] found that daily
samples may provide a better estimate of actual rain chemistry than weekly samples.
Gilliland et al. (2002) [39] also suggested that considerable monthly variation existed
between daily and weekly data for H+, NH4

+ and SO4
2−. All of the samplers were

placed 1 m from the ground, and the wet sample collector was covered with a
lid to prevent any contamination from dry deposition. The wet collector uses a
conductivity sensor, which automatically opens at the onset of each precipitation
event and closes again when a rain event stops. The automated samplers consisted
of two Teflon buckets 28 cm in diameter. The average precipitation intensity for onset
was 40 ± 59 mm/week during the study period. Before sampling, the buckets were
carefully rinsed with deionized water several times until the conductivity of the water
was <1.5 µS·cm−1. Precipitation samples were collected in a 30-mL high-density
polyethylene bottle. The samples were unrefrigerated during sampling but stored
in a freezer at −20 ◦C until chemical analysis. Prior to analysis, the precipitation
samples were filtered using 0.45-µm membrane filters (Millipore).

2.3. Sample Analysis

After the precipitation samples were collected, the weight of the bucket was
measured to calculate the volume-weighted mean (VWM) concentrations of the
atmospheric components. The pH and conductivity of the unfiltered precipitation
were also measured immediately with a pH and conductivity meters (Fisher
Scientific) [40]. The pH meter was calibrated before each measurement using
standard 4.00 and 7.01 buffer solutions. The conductivity meter was also calibrated
with a standard solution. For this study, 528 rain samples were analyzed. Major
anion and cation concentrations were determined using ion chromatography (Waters,
USA). For anions (Cl−, NO3

−, and SO4
2−), AS14 or AS11 columns were used; CS12A

or CS14 columns were used to measure cations (Na+, NH4
+, K+, Mg2+, and Ca2+).

The detection limits were 0.08 µeq·L−1 for Cl−, 0.12 µeq·L−1 for NO3
−, 0.11 µeq·L−1

for SO4
2−, 0.54 for Na+, 2.32 µeq·L−1 for NH4

+, 0.2 µeq·L−1 for K+, 0.44 µeq·L−1

for Mg2+ and 2.87 µeq·L−1 for Ca2+. Detection limits were calculated by dividing
the standard deviation of the response by the slope of the calibration and then
multiplying by 3.3.
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2.4. Quality Assurance

Of the 678 precipitation samples collected, about 7% were discarded because
the amount of precipitation was insufficient to perform the chemical analyses.
An additional 12% of the rain samples were discarded due to noticeable
contamination by dry deposition (soil, leafs and insects) or because of sampler
malfunction [41]. The remaining samples were subjected to a quality check
based on ionic balance and conductivity balance. When the pH was above 5.6,
the concentration of HCO3

− (in µeq·L−1) was calculated using the formula
(HCO3

−) = 10(pH − 11.24) [42–44]. According to Okuda et al. (2005) [15], the acceptable
ion range (∑ cation/∑ anion) and conductivity (∑ measured conductivity/∑ anion
conductivity) ratio for a rain sample is 0.67–1.5. Data points outside this range were
excluded. The percentage of samples excluded at each sampling station was 38%
at Hwasung, 21% at Banwol, and 32% at Daeboo, averaging 30% overall. Linear
regression of the relationship between cation sum vs. the anion sum showed an
r2 = 0.95 and slope of 0.95 (Figure 2a,b). Edmonds et al. (1991) [45] suggested that
anion deficit means of the amount of unmeasured organic acids. Kim et al. (2013) [32]
found that the organic acids (CH3COO−, HCOO−) contributed to 12.4% of the acidity
in precipitation at Jeju Island in Korea. The relationship between the calculated and
measured conductivity was also highly correlated with a r2 = 0.96 and slope of 0.92.

2.5. Positive Matrix Factorization (PMF)

Positive Matrix Factorization is a multivariable factor analysis tool to identify
the contributions of various emission sources. PMF decomposes a speciated data
matrix X of n by m dimensions (n number of samples and m chemical species) into
factor profiles (g) and factor contributions (f ) based on the correlation between the
different components (Equation (1)). The objective of the PMF solution is to minimize
the object function Q based on the uncertainties (u) as follows [46]:

Q =
n

∑
i=1

m

∑
j=1

[
Xij − ∑

p
k=1 gik fkj

uij

]2

(1)

where xij are the measured concentrations (in µeq·L−1), uij are the estimated
uncertainty values (in µeq·L−1), n is the number of samples, m is the number of
species and p is the number of factors included in the analysis [47].
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Figure 2. Linear regression (a) between the sum of cations and anions, and
(b) between measured and calculated conductivity.

PMF needs two input files: one for the measured concentrations of the species
and the other for the estimated uncertainties of the concentrations. The uncertainty
greater than the detection limit was calculated using the concentration and detection
limit (Equation (2)). If the concentration was less than or equal to the detection limit,
the uncertainty was calculated with a fixed fraction (Equation (3)). Missing data and
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their uncertainty value were replaced with the value of the species-species median
and four times the median value, respectively [48].

uncertainty =
√
(Error fraction × Concentration)2 + (0.5 × Detection limit)2 (2)

uncertainty =
5
6
× (Detection limit) (3)

A variable was defined to be weak if its S/N was between 0.2 and 2.0. Most
of the scaled residuals were between −3.0 and 3.0. Fpeak values between −1 and 1
(in steps of 0.1) were examined to find out the most appropriate solution. Error
estimate with bootstrap results showed 100% mapping for five factors at three sites.

3. Results and Discussion

3.1. Acidity

SO2 and NOx are the major precursors of acidity in precipitation. Wind-blown
soil particles and sea spray species atmosphere play an important role in neutralizing
acidic constituents. In uncontaminated precipitation, the equilibrium concentration
of CO2(aq) generates a pH of approximately 5.6, which serves as a reference value.
Figure 3 shows the frequency distribution for pH in the Shihwa Basin. Among the
samples, 84% of the pH values were <5.6. The pH of uncontaminated precipitation is
considered to be 5.0–5.6; this acidity originates from natural levels of atmospheric
CO2, NOx, and SOx [49]. About 66% of the rain samples had a pH < 5.0, indicating
that the rain samples were affected by additional acidic components. At Banwol
station in the center of two industrial complexes, 69% of the samples had a pH of <5.0
and 14% had a pH < 4.0. At Hwasung station, 59% of the samples had a pH of <5.0
and 7% had a pH < 4.0. At Daeboo, 78% of the samples had a pH lower than 5.0 and
15% of the samples had a pH < 4.0.

Overall, the pH of the precipitation ranged from 3.4 to 7.7 (Table 2). The VWM
pH was 4.84, indicating slight acidity in the study area. For Hwasung, located east of
Banwol, the VWM pH was 4.96, higher than at the other sites (p < 0.001). At Banwol,
the pH was 4.77, lowest among all the stations (p < 0.001), reflecting its proximity in
the industrial complex. Daeboo had the highest VWM pH (4.81), similar to the VWM
pH at Banwol.
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Table 2. Major ionic compositions of precipitation in the Shihwa Basin (µeq·L−1

except pH).

Station Parameter Cl− NO3
− SO4

2− Na+ NH4
+ K+ Mg2+ Ca2+ pH

Hwasung

Min 0.5 3.8 6.8 0.6 5.9 0.02 0.3 0.7 7.5
Max 472 482 1495 567 1758 163 297 781 3.4

Mean 45 68 127 33 117 9 15 57 4.5
Standard
deviation 82 101 72 79 122 20 32 134 0.8

VWM 13.9 19.6 45.2 9.3 43.6 3.6 4.5 13.5 4.7

Banwol

Min 1.4 2.0 4.7 0.5 5.7 0.03 0.4 0.6 7.7
Max 683 598 839 506 539 308 144 639 3.5

Mean 58 71.3 145 34.7 116 9 14 65 4.3
Standard
deviation 93 83 160 66 104 12 23 108 0.8

VWM 20 23 56 10 51 4.4 4.6 15 4.6

Daeboo

Min 1.2 1.9 3.5 0.4 1.6 0.11 0.3 0.6 6.9
Max 1505 594 753 1434 588 87 320 763 3.5

Mean 70 73 118 59 88 8.5 20 61 4.4
Standard
deviation 119 89 134 88 89 20 33 115 0.7

VWM 25 22 40 17 40 5.1 6.6 15 4.6

3.2. Concentration of Inorganic Species

The minimum and maximum concentrations of chemical components in the
individual precipitation samples and their VWMs are shown in Table 2. SO4

2−

and NH4
+ were the most abundant ions in precipitation at the three stations. At

Hwasung, the concentrations of anthropogenic species were lower than those at the
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other stations. The VWM concentration of sea salts was also lowest in Hwasung, as
it is located farthest from the seashore. The highest concentrations of SO4

2−, NH4
+

and NO3
− were measured at Banwol, related to anthropogenic sources associated

with two industrial complexes and motor vehicles. The VWM concentration of H+

was also highest in Banwol. In Daeboo, the precipitation acidity was similar to that in
Banwol due to the low concentration of NH4

+. The VWM conductivities in Hwasung,
Banwol, and Daeboo were 18, 24, and 23 µS·cm−1 with VWM total ions of 181, 253,
and 235 µeq·L−1, respectively.

For the combined data collected in the Shihwa Basin, the ion concentrations fell
in the order SO4

2− > NH4
+ > H+ > NO3

− > Cl− > Ca2+ > Na+ > Mg2+ > K+. Among
the anions, SO4

2− had the highest concentrations at all stations (54%). The next
most abundant anion was NO3

− at nearly 24%. The precipitation chemistry in the
Shihwa Basin was mainly dominated by NH4

+ with an average VWM of µeq·L−1,
representing 40% of all cations. Considering the sampling period, the concentration
of NH4

+ can be as high as 49.5 µeq·L−1 (10%). The next most abundant cations
were H+, Ca2+, and Na+, representing 24%, 15%, and 12% of the total, respectively.
NH4

+ in the Shihwa Basin is associated with agricultural activities and an industrial
wastewater treatment facility. Ca2+ is related to resuspension of dust from the soil
and Asian dust originating from China mainly in the spring. [50]. These alkali
components neutralize and decrease the acidity of the rainwater [51,52]. The ratios
of individual ions to Na+ are higher than seawater ratios, which indicates that
contributions from anthropogenic and soil sources are important, while the marine
contribution is negligible [53,54]. The Cl−/Na+ ratio in the combined precipitation
samples over six years was 45% higher than that of seawater Cl−/Na+ (1.165). This
suggests that the Cl− originated from industrial activities in the area such as coal
combustion and incineration of polyvinyl chloride [55,56]. The SO4

2−/Na+, K+/Na+,
Mg2/Na+, and Ca2+/Na+ ratios for precipitation in the Shihwa Basin were 4.02, 0.32,
0.45, and 1.25, respectively, higher than the seawater ratios (0.12, 0.23, 0.04, and 0.02,
respectively). This suggests that anthropogenic influences were present from local
(two industrial complexes) or regional (Asian continent) sources.

The SO4
2−/NO3

− ratio has been used as an index to evaluate anthropogenic
characteristic sources in rainfall samples [54,57]. SO4

2−/NO3
− ratios are

diverse globally and temporally: 0.67 in the southwestern United States during
1995~2010 [58], 1.5 in Belgium in 2003 [41], 1.6 in Turkey in 2002 [51], 2.3 in central
Pennsylvania during 1993~2001 [59], 2.4 in Mexico from 1994 to 2000 [60], 8.7 in
Brazil in 2002 [55] and 18.6 in Costa Rica in 2009 [61]. Kulshrestha et al. (2003) [62]
reported that the SO4

2−/NO3
− ratio in India increased as the degree of urbanization

or industrialization increased. In Korea, SO4
2−/NO3

− ratios ranging from 0.6 to
3.6 have been reported (1990 to 2013) [30,33,63,64]. The mean SO4

2−/NO3
− at three

EANET sites located in the western area of Korea averaged 0.97 during 2001~2007
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(EANET). The average SO4
2−/NO3

− ratio of 2.3 in this study was attributed to the
close proximity to industrial areas in Korea [30]. The H+/(NO3

− + SO4
2−) ratio can

represent the relative contributions of H2SO4 and HNO3 to the acidity of rain, and
deviations from unity indicate the degree of neutralization [65]. Earlier studies in
Korea showed that acidity due to H+ was less than 7% in rural areas, while that in
urban areas ranged from 18% to 34%. The combined contribution of H2SO4 and
HNO3 to acidity in the Shihwa Basin was 0.36 ± 0.26, indicating that about 64% of
the acidity was neutralized by cations [66]. The H+/(NO3

− + SO4
2−) ratios for China,

Southeast Asia, Korea, and Japan are about 20%, 60%, 30%, and 37%, respectively.
The mean pH for wet-only precipitation (4.84) in the Shihwa Basin is higher than or
similar to the results from other major cities in Asia.

3.3. Temporal Variation

During the study period, there were 26 episodic events in which the total ion
concentration precipitation was >2000 µeq·L−1. There were 14 events in winter, 11
in spring, and one in autumn. In summer, there were no events when the total
ion concentration was >2000 µeq·L−1. Rastogi and Sarin (2007) [67] reported that
low-solute events are associated with heavy amounts of rain or successive events.
The concentrations of most of the chemical components in the wet-only samples were
inversely related to precipitation amount. About 74% of the rain in the Shihwa
Basin fell from June to September (Figure 4). Concentrations during the rainy
period (June to August) were significantly lower (p < 0.05 for H+ and p < 0.01
for other ions) than those in the dry period (September to May). The concentrations
of the inorganic species decreased due to dilution during the rainy period, thus
ion concentrations were lower during the rainy period than ion concentrations in
the dry period. The concentrations of soil-derived species (Ca2+ and Mg2+) in the
dry season were about six times higher than those in the rainy season. In March,
influenced by dust from Asian continental deserts such as the Taklamakan, Gobi,
and Loess plateau, the concentrations of all chemical components were highest.
The monthly VWM concentrations of SO4

2− and NO3
− in the wet-only samples

were correlated with concentrations of SO2 (r = 0.466, p < 0.001) and NO2 (r = 0.559,
p < 0.001) in atmosphere (Figure 5). The NO2 and SO2 data are available from the
National Institute of Environmental Research (NIER) in the same administrative
district (Ansan city). Tu et al. (2005) [19] also reported that the SO4

2− concentration
had a temporal trend corresponding to SO2 in atmosphere in China. Similar results
have been found in a number of studies [15,68].
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Figure 4. Monthly VWM concentrations of ions in rainfall and rainfall amount. Figure 4. Monthly VWM concentrations of ions in rainfall and rainfall amount.

Figure 6 shows the annual VWM concentrations of the major components
in precipitation. Anthropogenic SO2 and NO2 emitted from mobile and power
plant sources contributed to the increasing of SO4

2− and NO3
− in the wet-only

samples [69]. In 2002, power plants (450 MW) near the study area expanded to
Boryeong thermal power plant located about 100 km south of Daebudo station.
Thermal power facilities (1600 MW) were also added to the Yeungheung thermal
power plant located 13 km west from Daebudo station in 2004. In 2005, the
Incheon thermal power plants located 20 km north of the Banwol industrial complex
expanded to a 342 MW power plant facility. Additional power generating capacity
(5275 MW) has been added to these three power plants between 2008 and 2014.
During the study period, the NH4

+/SO4
2− ratio decreased from 1.01 to 0.68. The

NH4
+/NO3

− ratio also decreased from 2.39 to 1.20. Results from studies of wet-only
precipitation in Austria, Brazil, Canada, USA, Japan, and China have shown
significant decreasing trends in the concentrations of SO4

2− and H+ over long-term
periods [15,16,70–72]. Table 3 shows VWM concentrations in recent precipitation
studies in East Asia. The concentrations of water-soluble components in the Shihwa
Basin were lower than those found in other Asian continental countries. The average
concentrations of NO3

− and SO4
2− ranged from 1.8 to 2.0 and were 2.0 to 2.4 times

higher than average concentrations in Seoul [33].
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Figure 5. Trends with Lowess smoothing (span = 0.2): (a) monthly VWM SO4
2− concentration 
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Table 3. Volume-weighted mean (VWM) concentrations of the chemical components
in wet-only precipitation in East Asia (µeq·L−1 except pH).

East Asia Year(s) Cl− NO3
− SO4

2− Na+ NH4
+ K+ Mg2+ Ca2+ pH

Beijing a (N China) 2003 - 118 380 - 211 - - 159 6.48
China b (SE China) 2004 9 31 95 6 81 5 3 48 4.54

Cai Jia Tang c (S China) 2003 11 60 155 7 112 10 10 60 4.33
Hong Kong d 1999–2000 43 27 74 37 22 4 7 16 4.20
Singapore e 1999–2000 34 22 84 33 19 7 7 16 4.20

Japan f (Tokyo) 1990–2002 55 31 50 37 40 3 12 25 4.52
Jeju g (Korea) 2000-2007 40 23 22 24 40 21 3 9 5.37

This study 2000–2007 23 23 54 13 44 4 6 17 4.84
a Tang et al. (2005); b Zhang et al. (2007b); e Hu et al. (2003); f Okuda et al. (2005);
g EANET(2013).

3.4. Statistical Analysis

Table 4 shows the correlation coefficients among chemical species for this study.
Significant and strong correlations were found among Na+, Cl−, Mg2+ and Ca2+,
indicating that this region is heavily affected by sea salts and soil. Ca2+ and Mg2+

correlations with Cl−, NO3
−, and SO4

2− indicate that CaCl2, MgCl2, Ca(NO3)2,
Mg(NO3)2, CaSO4, and MgSO4 were the primary soil-derived components in the
wet-only precipitation [73]. The correlation among NH4

+, NO3
−, and SO4

2− indicate
that they originated from similar anthropogenic sources. The significant correlation
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between NH4
+ and NO3

− (r = 0.76, p < 0.001) and between NH4
+ and SO4

2− (r = 0.83,
p < 0.001) indicate that NH4NO3, (NH4)HSO4, and (NH4)2SO4 were the major forms
of NH4

+ in precipitation. Although positive correlations between acidic anions and
H+ were observed, their correlations were weaker due to neutralization effect by
basic soils components [74].

Table 4. Correlations between ionic components in wet-only precipitation over
seven years in the Shihwa Basin (p < 0.001 for all correlation).

Cl− NO3
− SO4

2− Na+ NH4
+ K+ Mg2+

NO3
− 0.56

SO4
2− 0.62 0.82

Na+ 0.89 0.58 0.64
NH4

+ 0.52 0.76 0.83 0.48
K+ 0.66 0.43 0.54 0.61 0.55

Mg2+ 0.74 0.67 0.69 0.82 0.49 0.47
Ca2+ 0.63 0.71 0.82 0.68 0.60 0.49 0.80

Additional details on the patterns in the chemical constituents were analyzed
using PMF. Similar studies have also used this technique to identify sources of air
pollutants. Anttila et al. (1995) [75] determined the sources of bulk wet deposition
in Finland using PMF analysis. Recently, Kitayama et al. (2010) [76] used PMF
to identify the sources of SO2 in Japan. The number of factors was determined
by the optimized values. Five factors were chosen (Figure 7). The factors were
identified as sea salts (Na+, ss-Cl−), Asian dust (Mg2+, Ca2+), sulfuric acid (H+,
SO4

2−), ammonium salt with nitrate (NH4NO3), and ammonium salt with sulfate
(NH4HSO4 and (NH4)2SO4)components. The first factor was characterized by high
concentrations of sea salts and its contribution to ions in precipitation was 18%–26%.
At the Banwol site, some anthropogenic components (NO3

−, NH4
+, and SO4

2−) were
also included in this factor. The second factor, accounting for 17% of the total ions,
was dominated by Asian dust at all three sites, indicated by high concentrations of
Mg2+ and Ca2+. This factor explained 70%–79% of the variation in Ca2+ and 42%–74%
of that in Mg2+. The average contribution of the Asian dust factor was especially high
during the spring. The third factor represents H+ and SO4

2−, accounting for 16%–23%
of the total. The acidity of the precipitation is largely affected by the dissolution
of SO2 and NO2 as precursors of the acidic components. As noted above, the high
SO4

2−/NO3
− ratio in the Shihwa basin indicates that emissions of SO2 from the

industrial complex were dominant sources for acidity. SO4
2− accounted for 93%, 52%,

and 57% of this acidity factor at Hwasung, Banwol, and Daeboo, respectively. The
fourth factor was characterized by ammonium nitrate, which explained 17%–21% of
the total and originated from either local industrial or farmland sources. The presence
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of nitrate with ammonium ions indicates dissolutions of ammonium nitrate from
aerosols. The fifth factor represents high loadings of NH4

+ and SO4
2−. The highest

NH4
+ concentrations were found in Hwasung where sizeable NH3 sources, such as

farmland, exist. The relative contributions of five factors to measured components
varied largely by the month of year (Figure 8). The acidity and secondary aerosol
factors were mainly associated with the temperature and precipitation amount. Their
contribution was highest in summer. However, Asian dust influences were dominant
during the spring.Atmosphere 2015, 6 744 

 

 

 

Figure 7. Source contributions of factors 1–5 at the three stations. 

 

Figure 8. Temporal variations in the five source contributions. 
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4. Conclusions

The composition of precipitation at three sites in the Shihwa Basin was studied
from June 2000 to November 2007. A total of 532 wet-only precipitation samples
were used to characterize features of the precipitation and to evaluate the influence
of anthropogenic sources.

The VWM for pH for all sites combined was 4.84, with pH < 5.0 in 66% of the
precipitation samples, confirming that precipitation in the Shihwa Basin is acidic.
The chemical composition of the precipitation was influenced by both natural (sea
salt and soil components) and anthropogenic (acidic and alkali components) sources.
SO4

2− and NH4
+ were the dominant ions, followed by NO3

− and sea salts. Based on
the H+/(NO3

− + SO4
2−) ratio, 66% of the acidity in the Shihwa Basin was neutralized

by alkaline particles. The SO4
2−/NO3

− ratio showed that the contribution of SO4
2−

to acidity was twice as high as that of NO3
−. Seventy-four percent of the rain fell

during the summer, when the concentrations of all of the ions were significantly
lower than those in other seasons.

Although the mean concentrations of the anthropogenic components (NO3
− +

SO4
2− + NH4

+) in the Shihwa basin were 1.8~2.2 times higher than those in Seoul,
the VWM concentrations of most of the chemical components were lower than
those in other areas of East Asia. To identify the sources of the inorganic species in
wet-only precipitation, the components were evaluated using statistical analysis. The
moderate correlations of H+ with NO3

− and SO4
2− and the strong correlations of

NO3
− and SO4

2− with NH4
+, Mg2+, and Ca2+ suggest that neutralization reactions
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have a strong effect on acidity in the Shihwa Basin. Power generating facilities have
expanded in the vicinity of the Shihwa basin from 2002 to 2013. This trend may have
impacted the trend of increasing SO4

2− concentrations during the study period. The
results from PMF indicated that the main contributors to the wet-only precipitation
chemical components in this study were secondary aerosols (40%–42%) followed
by acidity (16%–23%), while sea salts and Asian dust contributed 19%–26% and
17%–18%, respectively.
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Abstract: We present a framework for calculating the total scattering of both
non-absorbing and absorbing aerosol at ambient conditions from aircraft data. Our
framework is developed emphasizing the explicit use of chemical composition data
for estimating the complex refractive index (RI) of particles, and thus obtaining
improved ambient size spectra derived from Optical Particle Counter (OPC)
measurements. The feasibility of our framework for improved calculations of total
scattering is demonstrated using three types of data collected by the U.S. Department
of Energy’s (DOE) aircraft during the Two-Column Aerosol Project (TCAP). Namely,
these data types are: (1) size distributions measured by a suite of OPC’s; (2) chemical
composition data measured by an Aerosol Mass Spectrometer and a Single Particle
Soot Photometer; and (3) the dry total scattering coefficient measured by a integrating
nephelometer and scattering enhancement factor measured with a humidification
system. We demonstrate that good agreement (~10%) between the observed and
calculated scattering can be obtained under ambient conditions (RH < 80%) by
applying chemical composition data for the RI-based correction of the OPC-derived
size spectra. We also demonstrate that ignoring the RI-based correction or using
non-representative RI values can cause a substantial underestimation (~40%) or
overestimation (~35%) of the calculated scattering, respectively.
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1. Introduction

Although the importance of atmospheric aerosol in modifying the Earth’s
radiation budget has been recognized by many studies [1,2], the extent to which
aerosol shapes the regional and global climate is still ambiguous [3,4]. The magnitude
and sign of the aerosol-induced changes of the radiation budget at the regional and
global scales are highly uncertain, since these changes are influenced substantially
by strong temporal and spatial variations of aerosol loading, chemical composition
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and mixing state [5–7]. Since the advent of observational techniques for monitoring
these variations from surface, air and space, the diversity of sensors with improved
precision and accuracy has increased and corresponding innovative methods have
been developed [8–11]. Aircraft measurements are becoming increasingly important
for model validation studies because they can document aerosol variations in remote
regions where access to ground-based observations is difficult or unavailable, and
offer observations with higher temporal resolution than can typically be attained
with satellites [12–14].

Comprehensive and integrated measurements of aerosol properties provide
an important observational basis for evaluations of climate model predictions and
necessarily involve combining data collected by several instruments with different
designs and uncertainties. To determine whether these data are consistent and
reasonable, a special kind of quantitative comparison experiment is commonly
performed. Such an experiment, traditionally referred to as a closure study, compares
the measured values of a selected aerosol property with those calculated from
independent measurements [15–18]. For example, an optical closure experiment
compares the measured values of an aerosol optical property, such as total scattering
coefficient, with those calculated from independently measured size distributions
and chemical composition under a variety of conditions [19–21]. Good agreement
between the measured and calculated aerosol properties (within error bars) indicates
consistency of the observational dataset, and bolsters its relevance for further use in
global and regional climate model evaluations.

Optical closure studies have become an essential part of testing integrated
datasets where simultaneous measurements of the optical, microphysical and
chemical properties of aerosol at dry and ambient conditions are available [21–23].
Compared to the ground-based instrumentation suites, instrumentation on board
aircraft platforms requires particular attention to its design and operation [24] mainly
due to payload restrictions (requiring instruments with smaller dimensions and
less weight; [25,26]) and abrupt changes in atmospheric and aerosol characteristics
during the aircraft’s rapid (about 100 m/s) motion (requiring instruments with
faster response time and data acquisition speeds; [27]), which directly impact
spatial resolution. While airborne instrumentation and associated data synergy
are continuing to evolve on many fronts, rigorous scrutiny of airborne integrated
measurements has not always been achieved. Moreover, demands to assess the
consistency and reasonableness of integrated airborne data sets have been growing,
given the increasingly heavy reliance of process-oriented model evaluations on
aircraft measurements [6].

Optical Particle Counters (OPCs) are a common type of airborne instrument
for deriving size spectra [24,28,29]. The fundamental quantity measured by OPCs is
the amount of light scattered by individual particles over a large solid angle. The
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amount of scattered light depends on aerosol characteristics, such as size, shape
and complex refractive index (RI), which is a function of the particle’s chemical
composition. The measured scattered light is converted into particle size using
an appropriate scattering theory (e.g., Mie theory for spherical particles) and an
assumed or estimated refractive index. For example, several parameterizations have
been developed for correcting OPC-derived size distributions for weakly absorbing
aerosol using Mie calculations and assuming that the RI-based correction depends
on the real part of the complex RI only [30,31]. It is important to note that the
assumptions employed for the refractive index may or may not be representative of
the observed ambient conditions.

Although Mie theory does allow for the RI-based corrections associated with
both the real and imaginary parts of the complex RI [32–34], airborne measurements
of aerosol chemical composition and absorbing components that are required for the
RI estimation are demanding and not always available. The mass loading of black
carbon (BC) is an example of one of these absorbing components with relatively
sparse relevant measurements [4,35]. As a result, iterative schemes that use assumed
values of complex RI in combination with other assumptions are commonly applied
to minimize differences between the measured and calculated aerosol properties
of interest, such as PM10 [34]. For humid conditions, the particle size distributions
exhibit a sensitivity to water uptake by particles [36], and therefore the hygroscopic
growth factor (HGF) and its dependence on particle chemical composition must be
considered in closure-related studies.

While closure studies using the microphysical, optical, chemical components,
and ambient relative humidity (RH) are a well-known framework that has been
used intensively for decades [37–39], its successful applications are mainly limited
to the ground-based observations [21,40,41]. Given the complexity of conducting
airborne measurements and the growing demand to use these measurements for
process-oriented model validation and climate model assessments, there is a strong
need to extend this framework to comprehensive airborne datasets [22,42,43]. The
primary purpose of our work is to attempt to formally extend the framework for
ground-based optical closure studies to airborne data sets by answering the following
three main questions:

(1) What level of agreement can be achieved between the in-flight measured and calculated
values of total scattering coefficient at ambient RH?

(2) What is the effect of ignoring the influence of chemical composition data on
this agreement?

(3) How sensitive is this agreement to the assumed RI value, particularly if the assumed RI
is non-representative of the ambient aerosol?
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The first question is associated with the consistency of the airborne
measurements of the particle size distributions and optical properties when aerosol
chemical composition data are available (a preferred “complete” dataset). The second
and third questions can be considered as “practical-oriented” because they are
focused mostly on practical situations when information on the chemical composition
is not available (an “incomplete” dataset) and assumptions about aerosol composition
are required. Given that the dimension/weight of several instruments commonly
deployed to measure the aerosol chemical composition, such as the miniaturized
version of the aircraft-compatible single particle mass spectrometer (miniSPLAT; [44])
and the Aerodyne Aerosol Mass Spectrometer (AMS), is substantial, they are
deployed less frequently on mid-to-large size aerial platforms. Moreover, they cannot
be deployed on small aerial platforms, such as small or unmanned aircraft. To assess
the extended framework and evaluate the relevant assumptions through answering
these three important questions, we use integrated airborne data collected during
the recent Two-Column Aerosol Project (TCAP; http://campaign.arm.gov/tcap/)
over the North Atlantic Ocean and US coastal region (Cape Cod, MA, USA).

We outline in the next section our approach for extending the ground-based
framework for conducting optical closure experiments to airborne data. In Section 3
we briefly describe the TCAP data, which represent mainly non-absorbing aerosol
and include measured size spectra, chemical composition and total scattering [45].
The complementary model components of our approach and the corresponding
assumptions are discussed in Section 4. These assumptions, such as the homogeneous
internal mixture, are reasonable and permit us to calculate the HGF and complex RI
at ambient RH when additional information is missing. In Section 5, the calculated
and measured total scattering coefficients are compared for the wide range of
atmospheric conditions observed during TCAP flights conducted in July of 2012,
including conditions with low and high ambient RH. The sensitivity of the calculated
scattering to the RI and related issues are further discussed in Section 6. In particular,
this section emphasizes that the ability to make complementary measurements of
chemical composition holds promise for properly specifying the RI, and thus for
improving the accuracy of total scattering calculations. The last section presents a
summary of key findings.

2. Approach

Figure 1 outlines the major components and main steps in conducting our
optical closure experiment by obtaining total scattering coefficients at ambient RH
from airborne measurements and Mie calculations. Although our approach relies
heavily on several important components and assumptions, such as homogeneous
internal mixture and spherical geometry of particles, introduced earlier by previous
studies [21,36,46], well-known challenges experienced in collection and interpretation
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of airborne data make evaluation of this unified approach mandatory. Our
approach, as displayed in Figure 1, involves three major components: (1) integrated
measurements of aerosol properties (Figure 1; top panel); (2) calculations of
the ambient scattering coefficient using Mie theory and estimated hygroscopic
growth factor (HGF) (Figure 1; middle panel), and (3) comparison of the scattering
coefficients observed and calculated at ambient conditions (Figure 1; bottom panel).
Note in Figure 1 how chemical composition information becomes encoded into the
improved size spectra, making calculations of scattering more accurate. The left-hand
part of diagram (Figure 1; top and bottom panels) illustrates the process of obtaining
the observed total scattering at ambient conditions. For the TCAP data set used in
this work, this step involves analyzing the total scattering measured by an airborne
nephelometer at low RH and the light scattering hygroscopic growth f(RH) measured
using a humidification system. The central part of diagram (Figure 1; top and middle
panels) illustrates how the complex RI at dry conditions, derived from the chemical
composition data, is used to adjust the particle size distributions. Note that the
chemical composition data are also used to estimate the RH-dependent HGF. The
latter is required for converting the dry complex RI and dry size spectra into their
ambient counterparts. The right-hand part of diagram (Figure 1; top and middle
panels) demonstrates how the ambient size spectra are obtained from the original
(without RI-based correction) and adjusted (with RI-based correction) OPC-derived
size distributions. The ambient complex RI and size distributions (both original and
adjusted) are used as input for the Mie calculations. The output is the corresponding
model total scattering coefficients calculated at ambient conditions. As we shall see,
differences between model coefficients calculated using the original and the adjusted
size distributions illustrate the importance of the RI-based correction for the total
scattering calculation.

3. Data

This section is meant to survey the observational components of our framework
(Figure 1; top panel) by reviewing the TCAP airborne data used in this investigation.
The TCAP field campaign was designed to provide a comprehensive data set that can
be used to investigate important climate science questions, including those related to
aerosols. Conducted from June 2012 through June 2013, TCAP involved summer and
winter periods of intensive aircraft observations that included the U.S. Department
of Energy (DOE) Gulfstream-159 (G-1) aircraft. The G-1 typically sampled at multiple
altitudes within two atmospheric columns, one located over Cape Cod, MA and a
second over the Atlantic Ocean several hundred kilometers from the coast. Details of
TCAP are given in Berg et al. [45]. To illustrate performance of our unified approach
(Figure 1), we focus on the TCAP summertime data.
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Figure 1. Schematic diagram summarizing the framework for an optical closure
experiment using airborne data. The figure illustrates the link between the
measured dry and ambient scattering coefficients (left part of diagram; top
and bottom panels) and the connection between the measured dry chemical
composition/size spectra and the calculated ambient scattering coefficient (center
and right parts of diagram). Ambient size spectra (light blue, right) are obtained
from the dry size distributions without (orange) and with (green) the RI-based
correction, respectively. The estimated ambient size spectra (light blue, right)
together with the ambient RI (light blue, left) are required as input for Mie
calculations (yellow) of the corresponding total scattering coefficients (navy
blue, right). See indicated text section for details of each component (Data,
Model, Comparison).

An in situ instrumentation suite on board the DOE G-1 aircraft [24] together
with airborne remote sensing sensors, such as the Spectrometer for Sky-Scanning,
Sun-Tracking Atmospheric Research (4STAR; [26]) and the High Spectral Resolution
Lidar (HSRL-2; [8]), were deployed during TCAP. Note that the HSRL-2 was operated
aboard a NASA B-200 aircraft. Here, we focus on the instruments relevant to
our study to improve calculations of the total scattering coefficient at ambient
conditions. These calculations are based on Mie theory and require the ambient
aerosol size distribution and complex RI. Aerosol size spectra, chemical composition
and total scattering data were collected with high temporal resolution (<1 min)
during the TCAP flights. We use these data to compute the corresponding averaged
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characteristics for each flight leg (FL), which is defined as a straight level run at
different altitudes with variable duration of approximately 5–15 min. We employ
these FL-averaged aerosol characteristics in our investigation, consistent with earlier
studies [28,29,46].

Particle size distributions were measured simultaneously by three airborne OPC
instruments: an Ultra-High Sensitivity Aerosol Spectrometer (UHSAS, size range
0.06–1 µm), a Passive Cavity Aerosol Spectrometer (PCASP; size range 0.13–3 µm)
and a Cloud and Aerosol Spectrometer (CAS; size range 0.6–>10 µm). These three
instruments were mounted within PMS canisters on the same pylon underneath the
right wing of the G-1 aircraft. The UHSAS and PCASP were operated with anti-ice
heaters enabled and therefore the measured aerosol distributions are assumed to be
dry. However, the CAS measured particle size distributions at ambient conditions.
All three instruments were calibrated using polystyrene latex sphere (PSL) beads.
The measured size distributions from the aforementioned probes are recovered
from the raw counts (taking into account collection efficiencies and sampling
volumes), merged, and smoothed (Appendix A) using a kernel based on Twomey’s
algorithm [42,47,48]. Figure 2 shows the resulting size distributions averaged over
each FL on 21 July 2012. The altitude of each FL is shown in Figure 3.

Particle size spectra measured by these three OPC instruments (UHSAS, PCASP,
and CAS) cover different particle size ranges. However, these instruments employ
a similar underlying operating principle for determining particle size, namely
light scattering by individual particles. The conversion of the scattered light
into particle size requires the RI, which depends on the chemical composition of
particles, thus demanding an accurate RI estimation. During TCAP, information
on the organic and inorganic species mass loading and black carbon (BC) mass in
individual aerosol particles came from complementary Aerodyne AMS and Droplet
Measurement Technology Single Particle Soot Photometer (SP2; 0.06–0.6 µm range
of mass-equivalent diameter; [49,50]) measurements, respectively (Figure 3). The
AMS has a near unity transmission efficiency for particles with vacuum aerodynamic
diameters between 0.06 and 0.6 µm, which falls to 50% at 1 µm, and is negligible
above 1.5 µm and below 0.06 µm. The RH inside the SP2 does not exceed 10% and
the AMS can differentiate particle-phase water from other species; therefore, the
acquired chemical composition data represent dry conditions. Figure 3 illustrates
that the aerosol chemical composition on 21 July 2012 was dominated by organic
matter (OM); dominance of OM (generally greater than 70%) was observed for all
TCAP flights [45].
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Figure 3. Example of FL-dependent chemical compositions (colored lines) and
BC (thick black lines) mass measured by the AMS and SP2, respectively (21 July
2012). Additionally, altitude (thin black line) as a function of FL is included. FLs
are labeled with numbers 1 through 12 on top of the thin black altitude line.

The total scattering coefficient at three wavelengths (0.45, 0.55, 0.7 µm) was
measured at dry (RH < 20%) conditions using a TSI integrating nephelometer
(Figure 4), while the light scattering hygroscopic growth, known as f(RH), was
measured using a humidification system at three defined RHs (near 45%, 65%
and 90%) at a single wavelength (0.525 µm) [51]. Similar to Shinozuka et al. [52],
we adjust the f(RH) obtained at the 0.525 µm wavelength to the nephelometer
wavelengths (0.45, 0.55, 0.7 µm) by multiplying the obtained f(RH) by 0.98, 1.01
and 1.04, respectively. The conventional truncation error correction [53] has been
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applied to the total scattering measured by the integrating nephelometer. We obtain
the total scattering at ambient conditions (σobs) at three wavelengths (0.45, 0.55,
0.7 µm) using both the adjusted f(RH) and spectrally-dependent measured dry total
scattering. It is to be noted that measurement uncertainties in the reported total
scattering by the integrating nephelometer are quite small (~10%) for sub-µm, but
can be considerable for super-µm particles (~50%) [53,54]. For a given FL, we assume
that the combined uncertainty of σobs depends on its variability within FL (defined
here as the standard deviation) and the measurement uncertainty [46]. In other
words, the FL-dependent combined uncertainty in the ambient total scattering
coefficient is comparable with the measurement uncertainty (10%) for a homogeneous
FL and can exceed it substantially for an inhomogeneous FL where the standard
deviation is large.
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Figure 4. The same as Figure 3, except for the dry scattering measured by
nephelometer (red lines) and ambient scattering obtained with measured f(RH)
(blue lines) at 0.55 µm wavelength and ambient RH (green lines). FLs are labeled
with numbers 1 through 12 on top of green lines.

TCAP aircraft data were screened prior to use in our study. To ensure that
only high quality data are used, two quality assurance screening criteria are applied.
First, we check the data streams for consistency between the size spectra, chemical
composition and total scattering to prevent invalid data entry. Second, we consider
only periods in which all data streams are available. For example, PCASP-measured
size distributions were not available for several flights (e.g., 14 and 15 July) and the
corresponding combined size distributions were generated from spectra measured
by two instruments (UHSAS and CAS) only. These combined distributions obtained
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without PCASP data are excluded from our analysis. Similar to the size distributions,
ambient scattering coefficients were not available for some episodes as well. Given
the large uncertainties of the obtained f(RH) at very humid conditions (RH > 80%),
the corresponding cases are also excluded from our analysis. Using the quality
assurance screening criteria reduces the size of the original dataset by about 30%.
A total of 45 TCAP FLs with the good quality data are included in our analysis.
Further discussion of TCAP flight data quality can be found in Berg et al. [45].

4. Model and Adjustments

This section outlines the model components of our framework for an airborne
optical closure experiment (Figure 1; middle panel) and describes the major
assumptions required for estimating the hygroscopic growth factor (Section 4.1),
ambient values of complex refractive index (Section 4.2) and correcting the
OPC-derived size distributions (Section 4.3). The RI-based corrections of the size
spectra together with estimates of HGF and complex RI form the basis for calculating
the ambient total scattering (Section 4.4) with improved accuracy.

4.1. Hygroscopic Growth Factor

Water uptake by aerosol particles results in increased particle size and modifies
the complex RI [36]. To account for changes associated with water absorption,
information on aerosol chemical composition and hygroscopicity is needed. Typically,
aerosol particles are a mixture of organic and inorganic substances. We estimate
the hygroscopic growth factor of the mixture (HGFmix) from the volume fractions
of individual components (ε) and their growth factors as the volume-weighted
average [46]:

HGFmix =

(
∑

i
εiHGF3

i

)1/3

(1)

We convert the mass fractions measured by the AMS and SP2 instruments
(Section 2) into the required volume fractions using densities reported in literature
and listed in Table 1. We emphasize that the AMS and SP2 data are capturing a limited
size range (sub-micron particles; Section 2) only. However, we use the AMS/SP2 data
to infer the chemical composition of the entire size range (both sub- and super-micron
particles). The application of the AMS/SP2 data for the entire size range should be
appropriate for cases where the relative contribution of sub-micron particles to the
scattering coefficient is dominant. Given that the aircraft data collected during the
TCAP data represent such a favorable case with large contributions of sub-micron
particles (Appendix B), application of the AMS/SP2 data for the entire size range
is appropriate.
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Table 1. Assumed size-independent density, real and imaginary parts of complex
refractive index (RI) at 0.55 µm wavelength, and hygroscopic growth factor (HGF)
values used in this study. Values are taken from [46,55,56].

OM SO4 NO3 Chl NH4 BC Water

Density
(g/cm3) 1.4 1.8 1.8 1.53 1.8 1.8 1.0

RI (real) 1.45 1.52 1.5 1.64 1.5 1.85 1.33
RI (imag) 0.0 0 0 0 0 0.71 0

HGF (RH = 80%) 1.07 1.50 1.50 1.9 1.50 1.0 -

Although the growth factor can be quite sensitive to the particle size [21,57],
we assume that particles with different sizes have the same HGFmix. HGFmix from
Equation (1) represents the hygroscopic growth factor at a specified relative humidity
(RHwet = 80%). To obtain HGFmix for a different humidity, we assume that HGFmix

follows the power law form [19,21]:

HGFmix (RH) =

(100− RHdry

100− RH

)γ

(2)

where RHdry is 30% . The dimensionless exponent γ is calculated as:

γ =
log (HGFmix (RHwet))

log
[(

100− RHdry

)
/ (100− RHwet)

] (3)

Recall that OM is the dominant component of aerosol sampled during the TCAP
flights (Figure 2 and [45]). Given that the hygroscopic growth factor of the OM is
relatively small compared to other chemical components (Table 1), the calculated
RH-dependent HGFmix does not exceed 1.3 and approaches 1 as RH decreases
(Figure 5).

4.2. Dry and Wet Refractive Indices

We apply a volume weighting approach to calculate the real (ndry) and
imaginary (kdry) parts of the complex RI (mdry) of particles at dry conditions:

mdry = ∑
i
εimdry,i (4)

where mdry,i represents the real (ndry,i) or imaginary (kdry,i) part for each measured
chemical component (Table 1). The underlying assumption of this popular approach
is that the contribution of each chemical component to the light scattering and
absorption is proportional to its volume fraction (εi). It should be emphasized that
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chemical composition, in general, depends on the particle size [57]. The same is true
for the real (ndry) and imaginary (kdry) parts of the complex RI [40]. Here we assume
that particles with different sizes have the same chemical composition, and therefore
the same RI.
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Figure 5. Example of ambient RH and RH-dependent HGFmix calculated for each
FL during a given day (21 July 2012) (a); scatterplot of RH-dependent HGFmix

(blue dots) for all TCAP FLs used in this study (Section 3) with polynomial fit
(red line) (b).

The calculated dry RIs are applied to compute the corresponding ambient
values [21,58]:

mwet =
mdry + mwater

(
HGF3

mix − 1
)

HGF3
mix

(5)

where HGFmix is the RH-dependent parameter defined in the previous section. As
HGFmix increases noticeably (near 1.1; Figure 5a), water becomes an influential
component and the ambient RI decreases toward the water RI (Figure 6). In contrast,
when HGFmix is quite small (near 1; Figure 5a), the ambient RI increases toward
the dry RI (Figure 6). Note that large values of the imaginary part of the RI (e.g.,
FL numbers 3, 6, 11 and 12) represent conditions where the relative contribution of
BC to the total loading is substantial (>3%; Figure 3) and exceeds those for other FLs
roughly by a factor of two.
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imaginary (kOPC = 0) parts of the complex RI used for OPC calibration are shown in  
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shown (a, cyan). The imaginary RI of water (kwater = 0) is equal to the imaginary RI used 

for OPC calibration (kOPC = 0).  

4.3. Size Distribution  

There is a substantial difference between the RI used for OPC calibration (nOPC = 1.588; kOPC = 0) 

and the FL-dependent dry RI calculated from chemical composition data (Figure 6). To take into 

account this difference, we apply the RI-based correction to adjust the OPC-derived size distributions 

(see Appendix C for further discussion). It should be emphasized that the PSL-based OPC calibration 

applies a RI that very likely overestimates those for the typical sub-micron aerosol. Since a higher RI 

produces a larger scattering signal, a particle with smaller size and higher RI scatters the same as a 

particle with larger size and smaller RI. As a result, all of the adjustments of the OPC calibration to the 

Figure 6. Example of RH-dependent dry and ambient values of the real and
imaginary parts of the complex RI calculated for each FL during a given day
(21 July 2012) (a,b); the corresponding histograms obtained for all TCAP FLs (c,d).
The real (nOPC = 1.588) and imaginary (kOPC = 0) parts of the complex RI used
for OPC calibration are shown in (a) (magenta) and (b) (magenta), respectively.
The real RI of water (nwater = 1.33) is also shown (a, cyan). The imaginary RI of
water (kwater = 0) is equal to the imaginary RI used for OPC calibration (kOPC = 0).

4.3. Size Distribution

There is a substantial difference between the RI used for OPC calibration
(nOPC = 1.588; kOPC = 0) and the FL-dependent dry RI calculated from chemical
composition data (Figure 6). To take into account this difference, we apply the
RI-based correction to adjust the OPC-derived size distributions (see Appendix C
for further discussion). It should be emphasized that the PSL-based OPC calibration
applies a RI that very likely overestimates those for the typical sub-micron aerosol.
Since a higher RI produces a larger scattering signal, a particle with smaller size and
higher RI scatters the same as a particle with larger size and smaller RI. As a result,
all of the adjustments of the OPC calibration to the actual RI will increase the size
of measured particles, and consequently will increase the total scattering for almost
any reasonable size distribution. Moreover, adding an absorbing component further
increases the size of the measured particles—after adjustment—due to the reduction
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of the particle’s scattering and consequent decrease of its optical size. We will
illustrate such increases of particle size and scattering in the following two sections.

The size spectra adjustment involves modification of the OPC-measured dry
diameter of particles:

Ddry,adj = f
(

Ddry

)
Ddry (6)

where f(Ddry) is the size-dependent scaling factor obtained from theoretical
response calculations by extending well-established approaches for correcting the
OPC-derived size distributions [30,31,34]. In our work we take advantage of available
AMS and SP2 measurements (Section 3) for estimating the complex RI (Section 4.2),
and thus our approach can be applied to both non-absorbing and absorbing aerosol.

The original OPC-derived and corrected dry size distributions are related as:

dN
dlog Ddry,adj

=
dN

dlog Ddry

dlog Ddry

dlog Ddry,adj
(7)

In other words, the size-dependent correction (Equation (6)) modifies the original
OPC-derived size spectra in two ways by (1) changing bin boundaries (horizontal
shifting; replacement of Ddry with Ddry,adj) and (2) scaling of the normalized number
concentration (vertical shifting; term d log Ddry /d log Ddry,adj).

The increase of particle diameter due to the water uptake is expressed as:

Dwet = HGFmix (RH)Ddry (8a)

Dwet,adj = HGFmix (RH)Ddry,adj (8b)

where the size-independent HGFmix(RH) is calculated from the chemical composition
measurements (Section 4.1).

The corresponding dry and wet size distributions are related by the
following equations:

dN
dlog Dwet

=
dN

dlog Ddry

dlog Ddry

dlog Dwet
=

dN
dlog Ddry

(9a)

dN
dlog Dwet,adj

=
dN

dlog Ddry,adj

dlog Ddry,adj

dlog Dwet,adj
=

dN
dlog Ddry,adj

(9b)

Note that functions in Equation (9) (left-hand versus right-hand side) have
different arguments; for example, dN (Dwet)/d log Dwet (Equation (9a); left-hand
side) and dN (Ddry)/d log Ddry (Equation (9a); right-hand side). In comparison
with the size-dependent scaling factor (Equation (6)), the size-independent adjustment
(Equation (8)) associated with water uptake modifies the original OPC-derived size
spectra by changing bin boundaries only (horizontal shifting; e.g., replacement of
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Ddry with Dwet; Equation (9a)); this adjustment does not cause the vertical scaling of
the normalized number concentration (Equation (7) versus Equation (9)).

To illustrate the conversion of the measured dry size distribution into the
corresponding wet size spectra (Equations (8a) and (9a)), we select two flight legs
with high (RH~78%) and low (RH~5%) values of relative humidity (Figure 5a).
The RH-related increase of particle size results in the horizontal shifting of the size
distribution (wet size spectra versus dry size spectra) and this shifting is seen for
the humid conditions (Figure 7a versus c). Since the theoretical response curves
are multivalued for a resonance region (particle diameter > 0.5 µm) (Appendix C),
the adjusted size distributions obtained at ambient RH with the size-dependent scaling
factor (Equations (8b) and (9b)) exhibit a “bumpy” behavior for this region as well
(Figure 7b,d).
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likely representative for this spectral range and it can be applied to calculate the spectrally-resolved 

total scattering coefficient of weakly-absorbing aerosol. Note that the values of the imaginary part of 
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Figure 7. Example of size distributions obtained for two FLs (21 July 2012) with
high (a,b) and low (c,d) values of ambient RH, respectively. Measured dry size
distributions (red) are converted into their wet counterparts (blue) without (a,c)
and with (b,d) the size-dependent scaling factor.

4.4. Scattering Coefficient Calculations

We calculate the ambient total scattering coefficient using both the ambient
complex RI with real (nwet) and imaginary (kwet) parts (e.g., Figure 6a,b) and the
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ambient size distributions (e.g., Figure 7b,d). The calculations of total scattering
coefficients σmod,org and σmod,adj are performed for ambient size distributions
obtained without (dN/d log Dwet) and with (dN/d log Dwet,adj) the RI-based
correction, respectively. Recall the RI is obtained at a single wavelength (0.55 µm).
Results from previous studies [59,60] suggest that the spectral variability of the real
part of RI is quite small within the visible spectral range considered here (0.45–0.7 µm).
Therefore, the obtained real RI (0.55 µm) is likely representative for this spectral range
and it can be applied to calculate the spectrally-resolved total scattering coefficient of
weakly-absorbing aerosol. Note that the values of the imaginary part of RI at 0.55 µm
wavelength are quite small (Figure 6b) and thus they represent weakly-absorbing
aerosol. For such aerosol, the total scattering is only slightly affected by changes of
the imaginary part of RI [59,60]; therefore its spectral dependence can be ignored
for the dataset considered here. We perform calculations of the total scattering
at three wavelengths (0.45, 0.55, 0.7 µm) using the same complex RI obtained at
0.55 µm wavelength.

Our calculations are based on the Mie code developed by Barber and Hill [61]
assuming that particles are homogeneous spheres and effective values of the complex
RI are size-independent (particles are assumed to be a homogeneous internal mixture;
Section 4.2). Note that other computational methods should be applied to calculate
optical properties of particles with inhomogeneous internal mixing and aggregate
morphology [62] although the influence of the internal mixing and particle geometry
on the total scattering is quite small for submicron particles [20,63,64]. We calculate
the total scattering coefficients using the original and corrected size distributions
with different cut-offs (1- and 2-µm). Large uncertainties (up to 50%) of the measured
total scattering associated with coarse mode particles (particle diameter >1 µm) [54],
the limited size range of chemical composition data (particle diameter <1.0 µm)
(Section 2), and small (<7% on average) relative contribution of coarse mode particles
to the scattering coefficient (Appendix B) are the three main factors that led to the
selected cut-offs. Note that there is a small difference (~2% on average) between total
scattering values calculated for the 1- and 2-µm cut-offs (Appendix B), mainly due to
the small fraction of supermicron particles for FLs considered here. Below, we show
the ambient scattering coefficients (σmod,org and σmod,adj) calculated with the 2-µm
cut-off only.

Uncertainties for the calculated scattering coefficient are associated mainly
with ambiguities of the required inputs (ambient size distribution and complex RI)
and model assumptions (homogeneous internal mixture). According to previous
studies with similar model inputs [65], the uncertainties for the calculated dry total
scattering are about 20%. Although assumptions associated with the hygroscopic
growth factor estimation (Section 4.1) are likely to introduce additional ambiguities
associated with the required inputs, we assume that the uncertainties obtained earlier
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for the dry scattering (20%) are also representative (at least as a lower limit) for the
ambient total scattering considered in our study. The influence of the uncertainties
mentioned above on agreement between the observed and calculated values at
ambient conditions is considered in the next section.

5. Results

This Section outlines the comparison component of our framework for an
airborne optical closure experiment (Figure 1; bottom panel) and includes time
series and statistics of the observed and calculated total scattering coefficients at
ambient conditions. This Section is designed to address questions 1 (level of agreement
for “complete” dataset) and 2 (level of agreement for “incomplete” dataset given that the
impact of chemical composition data on improved size spectra is ignored).

Let us start with the time series (Figure 8). The total modeled scattering σmod,org
calculated for the original size distribution substantially underestimates the observed
scattering σobs for the majority of FLs considered on 21 July 2012. In contrast to
σmod,org, the total scattering σmod,adj calculated for the adjusted size distribution
matches the observed scattering σobs reasonably well.Atmosphere 2015, 6 1083 
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The substantial underestimation of σmod,org versus σobs noticeable in Figure 8 is more obvious in the 

scatterplot of all considered TCAP FLs shown in Figure 9a. Since both the measured and calculated 

scattering can exhibit large uncertainties, the bivariate weighted method [66] is used to find the best 

linear fit. This method owes its popularity [67,68] to its versatility, robustness and ability to use 

uncertainties of both x and y variables to find the slope and intercept of a best fit straight line to the 

data [69]; additionally, standard errors of the slope and intercept may be estimated.  

Figure 8. Ambient RH (a) and spectral values (b–d) of the total scattering coefficient
measured (blue) and calculated for the original (green) and RI-based adjusted
(red) size distributions for twelve FLs on 21 July 2012 at three wavelengths:
(b) 0.45; (c) 0.55 and (d) 0.70 µm. Error bars represent uncertainties of measured
scattering coefficient.
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The differences in Figure 8 between calculated (σmod,org and σmod,adj) and
observed (σobs) scattering illustrate three main points. First, the observed scattering
σobs tends to follow the ambient RH variations. For example, the lowest values of
σobs occurred for dry conditions (FL numbers 6 and 11, where RH < 10%). Second,
inclusion of the hygroscopic growth of particles associated with water uptake alone
(Section 4.3) is not sufficient for matching the observed ambient scattering (σmod,org
versus σobs). In addition to the hygroscopic growth, application of the RI-based
correction to the dry size distributions measured by the OPCs (Section 4.3) is required
(σmod,adj versus σobs). Finally, the calculated scattering σmod,adj reproduces reasonably
well the observed scattering σobs at all three wavelengths considered here (0.45, 0.55
and 0.70 µm), suggesting that our assumption of a spectrally-independent RI seems
reasonable for the weakly-absorbing aerosol sampled during the TCAP flights.

The substantial underestimation of σmod,org versus σobs noticeable in Figure 8
is more obvious in the scatterplot of all considered TCAP FLs shown in Figure 9a.
Since both the measured and calculated scattering can exhibit large uncertainties, the
bivariate weighted method [66] is used to find the best linear fit. This method owes
its popularity [67,68] to its versatility, robustness and ability to use uncertainties of
both x and y variables to find the slope and intercept of a best fit straight line to the
data [69]; additionally, standard errors of the slope and intercept may be estimated.Atmosphere 2015, 6 1084 
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increases from 0.68 to 1.21 when the RI-based correction is applied to the OPC-derived size 

distributions (Figure 9a versus b). There are four points with large observed values of scattering 

coefficient (σobs > 30 Mm−1, Figure 9). Close examination reveals that these points represent either 

large values of RH (>67%) or highly inhomogeneous FLs (standard deviation of σobs~30 Mm−1). 

Removal of these points reduces slightly the slope (from 0.68 to 0.65, Figure 9a; and from 1.21 to 

1.17, Figure 9b) and increases the intercept (from −1.30 to −1.11, Figure 9a; and from −2.25 to −1.91, 
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σmod,adj considerably (roughly from 10% to 0.5%), while having little effect on the discrepancy between 
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can be achieved by increasing the uncertainties of the calculated scattering coefficient but keeping 

uncertainties of the observed scattering the same (Figure 10). These changes are mostly caused by the 
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parameters of fitting line. The influence of these points decreases when assumed uncertainties of the 
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scattering represent dry conditions (Section 4) and thus, they likely are underestimated for FLs  

with moderate and high RHs (e.g., due to inaccurate treatment of the RH dependence of the HGFmix 

and its components).  

Figure 9. Comparison of the ambient total scattering observed (σobs) with
ambient total scattering calculated (σmod) for the original (a) and adjusted (b) size
distributions at 0.55 µm wavelength for all TCAP FLs. Here b is the slope
of the linear regression fits to the data (straight orange lines). Error bars
represent uncertainties of measured (Section 3) and calculated (Section 4.4)
scattering coefficients.
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The slope of the corresponding linear regression fit is quite small (0.68; Figure 9a).
The slope increases from 0.68 to 1.21 when the RI-based correction is applied to the
OPC-derived size distributions (Figure 9a versus b). There are four points with
large observed values of scattering coefficient (σobs > 30 Mm−1, Figure 9). Close
examination reveals that these points represent either large values of RH (>67%)
or highly inhomogeneous FLs (standard deviation of σobs~30 Mm−1). Removal of
these points reduces slightly the slope (from 0.68 to 0.65, Figure 9a; and from 1.21
to 1.17, Figure 9b) and increases the intercept (from −1.30 to −1.11, Figure 9a; and
from −2.25 to −1.91, Figure 9b). Additionally, such removal reduces the difference
between the mean values of σobs and σmod,adj considerably (roughly from 10% to
0.5%), while having little effect on the discrepancy between the mean values of σobs
and σmod (about 40%).

Similar changes of parameters (slope and intercept) obtained with the bivariate
weighted method can be achieved by increasing the uncertainties of the calculated
scattering coefficient but keeping uncertainties of the observed scattering the same
(Figure 10). These changes are mostly caused by the influence of four points with
large values of the observed/calculated scattering coefficient on the parameters of
fitting line. The influence of these points decreases when assumed uncertainties of
the calculated scattering are increased. Note that the assumed uncertainties (20%) of
the calculated scattering represent dry conditions (Section 4) and thus, they likely
are underestimated for FLs with moderate and high RHs (e.g., due to inaccurate
treatment of the RH dependence of the HGFmix and its components).

Comparable slopes for linear regression fits (σmod,adj versus σobs) are obtained at
the other two wavelengths (0.45 and 0.7 µm) (Table 2). The weak spectral dependence
of these slopes suggests that the complex RI obtained at 0.55 µm wavelength could
be applied to estimate the spectrally-resolved total scattering within the mid-visible
range (0.45–0.70 µm) reasonably well.

On average, the total scattering σmod,org calculated for the original OPC-derived
size distribution underestimates the observed scattering σobs substantially (Table 2).
For example, underestimation of the mean value exceeds 40% at 0.55 µm wavelength.
However, the total scattering σmod,adj calculated for the RI-adjusted size distributions
and the observed scattering σobs have comparable mean values (Table 2): the relative
difference between them is quite small at three given wavelengths (about 13%
at 0.45 µm, 7% at 0.55 µm and 12% at 0.70 µm). In comparison with the mean
values, the corresponding standard deviations are in moderate agreement (~40%).
In addition to the basic statistics of mean and standard deviation, we calculate
the corresponding Root Mean Squared Error (RMSE), which is defined as the root
mean squared difference between the observed σobs and the calculated scattering
coefficients in question. The corresponding RMSEs are about 7 and 5 Mm−1 for
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σmod,org and σmod,adj at 0.55 µm wavelength, respectively. In other words, RMSE
(σmod,org) overestimates RMSE (σmod,adj) noticeably (~30%).Atmosphere 2015, 6 1085 

 

 

 

Figure 10. Intercept (a) and slope (b) of the linear regression fits (e.g., Figure 9) as a 
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parameterizations were designed assuming that the RI-based correction was a function of the real part 

of complex RI only. In our approach, both the real and imaginary parts of the complex RI are used as 

input and thus it can be applied for both non-absorbing and absorbing aerosol. It should be noted that 

Figure 10. Intercept (a) and slope (b) of the linear regression fits (e.g., Figure 9)
as a function of uncertainty for the ambient total scattering calculated for the
original (without RI-based correction) and adjusted (with RI-based correction) size
distributions. Error bars represent the standard errors of the displayed parameters
(see text for details).

Overall, the quantitative comparisons (Figure 9 and Table 2) demonstrate
clearly that application of the RI-based correction improves the agreement between
observed and calculated scattering coefficients, most notably in terms of the mean
values and RMSE. Thus, our results are in line with findings from previous
studies [30,31], which highlighted the importance of such RI-based corrections
and suggested corresponding parameterizations for non-absorbing aerosol. These
valuable parameterizations were designed assuming that the RI-based correction
was a function of the real part of complex RI only. In our approach, both the
real and imaginary parts of the complex RI are used as input and thus it can be
applied for both non-absorbing and absorbing aerosol. It should be noted that the
single-scattering albedo is moderate (0.93 ± 0.03) for the TCAP dataset considered
here, therefore this dataset represents slightly-absorbing aerosol. Further studies are
needed to examine the feasibility of our approach for improved calculations of total
scattering/absorption for strongly-absorbing aerosol.
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Table 2. Mean and Standard Deviation (StDv) of the observed (σobs) and calculated
(σmod,org and σmod,adj) scattering coefficients obtained for all TCAP FLs at three
wavelengths: 0.45 µm (top part), 0.55 µm (middle part), and 0.70 µm (bottom part).
The corresponding intercept (a), slope (b), their standard errors (in parenthesis)
and Root Mean Squared Error (RMSE) also are included. The RMSE is defined
as the root mean squared difference between the observed and the calculated
scattering coefficients.

Mean StDv RMSE a b

0.45 µm

σobs 20.05 12.26 - - -

σmod,org 13.70 10.42 7.49 −1.58
(0.80)

0.75
(0.06)

σmod,adj 22.75 17.09 7.10 −2.54
(1.33)

1.24
(0.10)

0.55 µm

σobs 14.85 8.98 - - -

σmod,org 8.80 6.78 6.99 −1.30
(0.63)

0.68
(0.06)

σmod,adj 15.89 12.17 5.01 −2.25
(1.13)

1.21
(0.11)

0.70 µm

σobs 8.73 5.28 - - -

σmod,org 4.87 3.78 4.61 −0.73
(0.45)

0.64
(0.07)

σmod,adj 9.77 7.57 3.85 −1.40
(0.90)

1.26
(0.15)

6. Sensitivity Study

This section is designed to supplement the previous one and to address question
3 (level of agreement for “incomplete” dataset given that a non-representative RI is used
to correct size spectra). Note that we are able to use aerosol chemical composition
data from the TCAP data set to obtain RI-based corrections for each FL. However, as
discussed in Section 1, a more common scenario is one where chemical composition
information is available only on a limited basis, or not at all. We wish to investigate
the sensitivity of the agreement between calculated and observed scattering to the
assumed RI value, particularly if the assumed RI is non-representative of the ambient
aerosol. Further motivation for this sensitivity test is the reported lack of agreement
(outside the 30% measurement uncertainty) between measured and calculated total
scattering coefficients obtained recently for the VOCALS-Rex marine atmosphere
campaign [46] where a universal refractive index (n* = 1.41 and k* = 0) derived
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from the entire VOCALS-Rex dataset [29] was used in adjusting observed PCASP
size distributions.

Given the strong sensitivity of VOCALS-Rex calculated scattering to size spectra
uncertainties [46], it can be hypothesized that the lack of agreement can be associated
(at least partially) with the RI specification and its strong impact on the adjusted
size distributions. To confirm this hypothesis, we calculate the total scattering
from the TCAP data (Section 2) using the procedure previously employed [46] for
the VOCALS-Rex dataset. We emphasize that the main difference between their
sensitivity-driven procedure and our framework approach (Figure 1) is specification
of the RI required for adjusting the OPC-derived size spectra: an assumed universal
real RI estimated implicitly from all available aerosol composition measurements
(sensitivity-driven procedure) versus a variable complex RI estimated explicitly
from the complementary chemical composition data (our framework approach,
Sections 3–5).

We apply an assumed universal RI (n* = 1.41 and k* = 0), equivalent to that
used in VOCALS-Rex analyses, to the entire TCAP dataset and compare the results
with those from the variable RI estimated from the TCAP AMS and SP2 data. This
assumed RI might reasonably be adopted if TCAP had an “incomplete” data set and
we searched the literature for a reasonable universal RI applicable to coastal/marine
aerosols sampled aloft. Note that there is a noticeable difference between the assumed
RI and the estimated RI (Section 3) for many FLs. Compared with the variable RI, the
use of the universal RI in the size spectra adjustment increases the relative contribution
of particles with moderate diameter (within 0.4–0.8 µm range) (Figure 11), which
scatter light in the visible spectral range most effectively. This relative increase
in optically important particles, in turn, is responsible for a substantial rise of the
calculated scattering coefficient (Figures 12 and 13a). As a result, the corresponding
mean value and RMSE (calculations based on variable RI versus the universal RI) are
enhanced by about 25% and 80%, respectively (Tables 2 and 3). The mean value of
the calculated scattering coefficient (based on universal RI) overestimates the mean
value of observed scattering by about 35% (Table 3). This substantial overestimation
(~35%) of the calculated scattering coefficient: (1) confirms the hypothesis made
above regarding the potential strong impact of the RI specification on the calculated
scattering and (2) suggests that use of a universal RI specification could be one
possible explanation for the lack of agreement noted in the VOCALS-Rex closure
study [46].
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Figure 11. Example of size distributions obtained for two FLs (21 July 2012) and different 

values of RI. Measured dry size distributions are converted into their wet counterparts with 

the size-dependent scaling factor calculated for universal (cyan, magenta) and variable 

(blue) RI. Two values of universal RI are assumed: m* = 1.41 (cyan) for a non-absorbing 

aerosol and  m# = 1.41 + 0.01i (magenta) for an absorbing aerosol.  

Figure 11. Example of size distributions obtained for two FLs (21 July 2012) and
different values of RI. Measured dry size distributions are converted into their
wet counterparts with the size-dependent scaling factor calculated for universal
(cyan, magenta) and variable (blue) RI. Two values of universal RI are assumed:
m* = 1.41 (cyan) for a non-absorbing aerosol and m# = 1.41 + 0.01i (magenta) for an
absorbing aerosol.Atmosphere 2015, 6 1088 

 

 

 

Figure 12. Total scattering coefficient at 0.55 µm wavelength measured (navy blue) and 

calculated (cyan, magenta) for size distributions measured on 21 July, 2012 and corrected 

using two assumed universal RIs: m* = 1.41 (cyan) and m# = 1.41 + 0.01i (magenta).  

 

Figure 13. Comparison of the ambient total scattering observed (σobs) with ambient total 

scattering calculated (σmod) for the size distributions adjusted with the universal RI. There 

are two values of assumed universal RI: m* = 1.41 (a) and m# = 1.41 + 0.01i (b). The 

observed and calculated values of total scattering are obtained at 0.55 µm wavelength for 

all TCAP FLs. Here, b is the slope of the linear regression fits to the data (straight orange 

lines). Error bars represent uncertainties of measured (Section 3) and calculated  

(Section 4.4) scattering coefficients.  

To examine the importance of the imaginary part of the complex RI in changing the adjusted size 

distribution and thereby in modifying the calculated scattering, we focus on the complex RI for an 

absorbing aerosol (m#). We assume that the corresponding universal complex RI has the real  

(n# = 1.41) and imaginary (k# = 0.01) parts. This selected value of the imaginary part (k# = 0.01) 

represents roughly the most frequent value observed under dry conditions during the TCAP campaign 

Figure 12. Total scattering coefficient at 0.55 µm wavelength measured
(navy blue) and calculated (cyan, magenta) for size distributions measured on
21 July, 2012 and corrected using two assumed universal RIs: m* = 1.41 (cyan) and
m# = 1.41 + 0.01i (magenta).
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Figure 13. Comparison of the ambient total scattering observed (σobs) with ambient
total scattering calculated (σmod) for the size distributions adjusted with the
universal RI. There are two values of assumed universal RI: m* = 1.41 (a) and
m# = 1.41 + 0.01i (b). The observed and calculated values of total scattering are
obtained at 0.55 µm wavelength for all TCAP FLs. Here, b is the slope of the linear
regression fits to the data (straight orange lines). Error bars represent uncertainties
of measured (Section 3) and calculated (Section 4.4) scattering coefficients.

To examine the importance of the imaginary part of the complex RI in changing
the adjusted size distribution and thereby in modifying the calculated scattering,
we focus on the complex RI for an absorbing aerosol (m#). We assume that the
corresponding universal complex RI has the real (n# = 1.41) and imaginary (k# = 0.01)
parts. This selected value of the imaginary part (k# = 0.01) represents roughly the
most frequent value observed under dry conditions during the TCAP campaign
(Figure 6). Therefore, the imaginary part is the only difference between the complex
RIs assumed for non-absorbing (m* = 1.41) and absorbing (m# = 1.41 + 0.01i) aerosol.

Replacement of the imaginary part of the complex RI (k* = 0 versus k# = 0.01)
increases the difference between the corresponding size distributions (Figure 11;
cyan curve versus magenta curve). Note that this replacement (k* = 0 versus
k# = 0.01) makes the adjusted size distributions “look smoother” within the resonance
region (Figure 11; cyan curve versus magenta curve). The difference between the
adjusted size distributions (Figure 11) is responsible for the difference between
the corresponding total scattering coefficients (Figure 12, Figure 13 and Table 3).
In particular, the replacement of the imaginary part of the complex RI (k* = 0
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versus k# = 0.01) increases the RMSE by about 10% (Table 3). Therefore, selection of
an inappropriate imaginary part of the assumed complex RI can also increase the
discrepancy between the calculated total scattering from the observed total scattering.

Table 3. The same as Table 2 (middle part) except for the scattering coefficients
σ∗mod,adj (middle row) and σ#

mod,adj (bottom row) calculated for size distributions

adjusted with two universal RIs m* = 1.41 and m# = 1.41 + 0.01i, respectively.

Mean StDv RMSE a b

σobs 14.85 8.98 - - -

σ∗mod,adj 19.82 15.46 9.17 −2.85
(1.42)

1.51
(0.14)

σ#
mod,adj 20.67 16.19 10.20 −2.96

(1.48)
1.58

(0.15)

The results presented in this Section illustrate that selecting inappropriate
values of the real part of RI when adjusting OPC-derived size distributions in an
optical closure study can cause substantial overestimation of the calculated scattering
coefficient. Moreover, selecting inappropriate values of the imaginary part of RI can
increase this overestimation noticeably, even for weakly absorbing aerosol. Therefore,
one should not expect closure studies based on such “incomplete” data sets to be as
exact as closure studies using “complete” data sets because of all the assumptions
that must be made and the high probability that the RI estimates based on these
assumptions potentially will be inappropriate. The error in RI estimates likely
will be larger for aircraft sampling regimes because of the strong temporal and
spatial variability of aerosol sampled by research aircraft. When faced with an
“incomplete” data set, another possible approach is to use conventional iterative or
optimization schemes, which apply a set of assumed representative RI values for
minimizing differences between the measured and calculated aerosol properties of
interest [34,40,70]. Such iterative or optimization schemes may possibly improve the
RI estimation relative to the approach of assuming a universal RI.

7. Summary

We extend methods for calculating total aerosol scattering at ambient RH,
originally developed for ground-based measurements [17,21,41] to the challenging
situation of airborne measurements. The importance of such extension is now
widely recognized [6,45]. Our extended framework is suitable for conducting
optical closure studies using “complete” aircraft data sets, where “complete” means
that collocated and concurrent information on particle chemical composition is
available. Our approach takes advantage of the existing information on aerosol
chemical constituents and explicitly uses it to obtain improved ambient size spectra
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derived from complementary Optical Particle Counter (OPC) data, and therefore
to obtain improved estimates of the total scattering under ambient conditions with
low-to-moderate values of relative humidity (RH < 80%).

To illustrate the performance of our approach, we use “complete” aerosol
data collected by the DOE G-1 aircraft during the recent Two-Column Aerosol
Project (TCAP; http://campaign.arm.gov/tcap/) over the North Atlantic Ocean
and US coastal region (Cape Cod, Massachusetts). The integrated data set collected
by the G-1 aircraft includes: (1) size distributions measured by three OPCs: an
Ultra-High Sensitivity Aerosol Spectrometer (UHSAS; 0.06–1 µm), a Passive Cavity
Aerosol Spectrometer (PCASP; 0.1–3 µm) and a Cloud and Aerosol Spectrometer
(CAS; 0.6– > 10 µm), (2) chemical composition data measured by an Aerosol Mass
Spectrometer (AMS; 0.06–0.6 µm) and a Single Particle Soot Photometer (SP2;
0.06–0.6 µm) and (3) the dry total scattering coefficient measured by TSI integrating
nephelometer at three wavelengths (0.45, 0.55, 0.7 µm) and f(RH) measured with a
humidification system at three RHs (near 45%, 65% and 90%) at a single wavelength
(0.525 µm). To illustrate the importance of the chemical composition data in
the scattering closure study, we also utilize “incomplete” aerosol data, where
“incomplete” means that information on particle chemical composition is not used to
obtain the corrected ambient size spectra. The main conclusions are organized along
the three main questions we posed at the start of our study:

• Analysis based on using the “complete” data set addresses our first question,
namely: What level of agreement between the in-flight measured and calculated
values of total scattering coefficient can be achieved at ambient RH? We demonstrate
that despite the well-known limitations of airborne measurements and the
assumptions required by our approach, we can obtain good agreement between
the observed and calculated scattering at three wavelengths (about 13% at
0.45 µm, 7% at 0.55 µm, and 12% at 0.7 µm on average) using the RI-based
correction for OPC-derived size spectra and the best available chemical
composition data for the RI estimation. We calculate the total scattering
coefficient from the combined size spectra (UHSAS, PCASP and CAS data)
and aerosol composition (AMS and SP2 data) at ambient conditions with a wide
range of relative humidity values (from 5% to 80%). These calculations involve
several assumptions, such as the homogeneous internal mixture assumption
for estimating the hygroscopic growth factor and complex refractive index
(RI) at ambient conditions, and simplified specification of particle geometry
(homogeneous spheres) for Mie calculations.

• Analysis based on using an “incomplete” dataset addresses our second question,
namely: What is the effect of ignoring the influence of chemical composition data on this
agreement? We illustrate that ignoring the RI-based correction in the TCAP data
can cause a substantial underestimation (about 40% on average) of the ambient
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calculated scattering when noticeable discrepancies between the actual RIs
and those used for the OPC calibration have occurred. Our findings are in
harmony with previous studies, which have highlighted the importance of the
RI-based correction and have suggested its parameterization for non-absorbing
aerosol assuming that the RI-based correction is a function of real RI only [30,31].
In comparison with these important parameterizations, our approach is more
flexible in terms of available inputs (complex RI is estimated explicitly from
the complementary chemical composition data), and therefore in terms of the
expected applications (both non-absorbing and absorbing aerosol sampled by
ground-based and airborne instruments).

• Analysis based on using an “incomplete” dataset also addresses our third
question, namely: How sensitive is this agreement to the assumed RI value,
particularly if the assumed RI is non-representative of the ambient aerosol? We
illustrate in a sensitivity study that using a non-representative universal RI
instead of the actual RI can result in a large overestimation (about 35% on average)
of the calculated total scattering at ambient RH, and this overestimation is
sensitive to specification of the imaginary part of the complex RI, even for
weakly-absorbing aerosol. This sensitivity study suggests that the usefulness
of assumptions required for universal RI estimation could be marginal,
particularly when applied to the strong temporal and spatial variability of
aerosol sampled by research aircraft. As a result, calculations of aerosol
optical properties based on these assumptions should be used with caution
and other possible approaches should be considered to improve the RI
estimation. These possibilities include application of conventional iterative
or optimization schemes where a set of assumed representative RI values is used
to minimize differences between the measured and calculated aerosol properties
of interest [34,40,70].

To our knowledge, this work represents the first optical closure study that uses
explicitly airborne chemical composition measurements of both non-absorbing and
absorbing aerosol components in improving the OPC-derived size spectra. These
measurements are employed to extend the capability of well-established methods
originally developed for use with comprehensive ground-based measurements.
Given the extended flexibility of these methods and the increasing availability
of aerosol composition data collected from aircraft platforms, we expect that our
approach can be successfully applied for improved understanding of a wide range
of sophisticated processes and phenomena related to aerosols, including the time
evolution of aerosol properties and dynamical aerosol-cloud interactions [71,72].
We further expect that closer agreement between measured and calculated aerosol
properties, indicating the consistency of the observational data set, will improve
confidence in, and use of, such observational data sets in global and regional climate

70



model evaluations. For example, appropriate adjustments to optical particle counter
data are needed to better understand and evaluate predictions of cloud-aerosol
interactions, since cloud condensation nuclei (CCN) calculations are dependent on
the aerosol size distribution.
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Appendix A. Merging of Size Distributions

This appendix explains how data from overlapping measurements from
three instruments (UHSAS, PCASP, and CAS) are merged into the combined size

distributions (Figure 2). The best estimate aerosol size distribution (
→
N) can be

recovered from the merged raw counts (
→
C) if a Kernel function (R) can first

be quantified:
→
N R =

→
C (A1a)

or
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nj
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 =


CUHSAS1

CUHSAS2
...

CCASx−1

CCASx

 (A1b)

The raw counts are measured by the UHSAS, PCASP, and CAS. Furthermore, R
can be defined as:

RUHSASi,j = QUHSAS t eUHSASi,j , RPCASPi,j = QPCASP t ePCASPi,j , RCASi,j = VTAS A t eCASi,j (A2)

where Q, VTAS, ei,j, A and t are the flow, airspeed, collection efficiency for each probe,
CAS laser sample area and the data collection integration time, respectively. From
calibrations we know the collection efficiency (ei,j) of each probe within a specified
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bin size, and the CAS laser sample area (A). The other variables Q (flow) and VTAS

(airspeed) are measured by the probes themselves during operation.

To start the recovery process, a rough estimate of
→
N has to be provided. The size

distribution values dN/d log Dp for UHSAS, CAS, PCASP are first interpolated to
the same bin space. The concentration values from the UHSAS, CAS, and or PCASP
that overlap in the same bin are averaged together then converted back to dN by

multiplying by the d log Dp value for that bin. Using the estimation for
→
N, Twomey

smoothing is started. The initial number distribution is smoothed until the roughness
of the solution has decreased to a set value, normally around 0.96. Roughness of the
solution is measured by the average value of the second derivative. This initial trial
solution is then ingested into a loop which continues until either the roughness of
the solution has decreased below a set limit (typically 0.98), the goodness of the fit
decreases, or the maximum number of iterations has been reached. After the loop
successfully exits the resulting number distribution is considered the best estimate
aerosol size distribution.

Appendix B. Contributions from Particles of Different Sizes to Scattering

To quantify contributions from particles of different sizes to the
total scattering, we calculate the ambient scattering coefficient σmod,adj =∫ D∗

Dmin
Csca (m, D)dN/dlog D dlog D at single wavelength (0.55 µm), where

Csca is the scattering cross section, which is a function of particle diameter D and
size-independent complex refractive index (m; Equation (5)), dN/d log D is the
ambient and corrected number size distribution (Equation (9b)), Dmin~0.07 µm
and D* is an assumed cut-off (between 0.1 to 5 µm). Then we calculate normalized
scattering coefficient ρ (D∗) = σmod,adj (D∗)/σmod,adj (D∗ = 5 µm), which represents
the relative contribution of particles with D < D* to the total scattering from all
particles smaller than 5 µm. Figure B1a shows the mean and standard deviation
for ρ (D*) computed for all 45 TCAP flight legs considered in this study (Section 3).
Sub-micron particles clearly dominate the total scattering in this case with ρ (D*)
reaching about 0.93 and 0.96 for D* = 1 µm and D* = 2 µm, respectively (Figure B1a).
The obtained small (~7%, on average) contribution by the super-micron particles
to the ambient scattering coefficient confirms the applicability of the simplified
approach (Appendix C) to the TCAP airborne data. For events where super-micron
particles dominate, for example, aerosol plumes resulting from dust storms [73] or
volcanic eruptions [34] application of the strict approach (Appendix C) would be
more relevant.

72



Atmosphere 2015, 6 1093 

 

 

goodness of the fit decreases, or the maximum number of iterations has been reached. After the loop 

successfully exits the resulting number distribution is considered the best estimate aerosol size distribution. 

Appendix B. Contributions from Particles of Different Sizes to Scattering 

To quantify contributions from particles of different sizes to the total scattering, we calculate the 

ambient scattering coefficient ( )
*

min

D

mod,adj scaD
C m,D dN d log Dd log Dσ =  at single wavelength  

(0.55 µm), where Csca is the scattering cross section, which is a function of particle diameter D and 

size-independent complex refractive index (m; Equation (5)), dN ⁄ d log D is the ambient and corrected 

number size distribution (Equation (9b)), Dmin~0.07 µm and D* is an assumed cut-off (between 0.1 to  
5 µm). Then we calculate normalized scattering coefficient ( ) ( ) ( )* * *

mod,adj mod,adjD D D 5 mρ = σ σ = μ , 

which represents the relative contribution of particles with D < D* to the total scattering from all 

particles smaller than 5 µm. Figure B1a shows the mean and standard deviation for ρ (D*) computed 

for all 45 TCAP flight legs considered in this study (Section 3). Sub-micron particles clearly dominate 

the total scattering in this case with ρ (D*) reaching about 0.93 and 0.96 for D* = 1 µm and  

D* = 2 µm, respectively (Figure B1a). The obtained small (~7%, on average) contribution by the super-

micron particles to the ambient scattering coefficient confirms the applicability of the simplified 

approach (Appendix C) to the TCAP airborne data. For events where super-micron particles dominate, 

for example, aerosol plumes resulting from dust storms [73] or volcanic eruptions [34] application of 

the strict approach (Appendix C) would be more relevant. 

 

Figure B1. The normalized scattering coefficient (a) and its derivative (b) as a function of 

particle size cut-off. The blue line shows the mean for all TCAP flight legs and the red line 

represents the corresponding standard deviations. 

To further illustrate the relative contribution to σmod,adj from different particle size ranges (for a 

given complex refractive index), we note that the above relation for the ambient scattering coefficient 

can be rearranged as ( )( )
*D

mod,adj mod,adjDmin
d D dD dDσ = σ . Using this rearranged relation, we calculate 

the derivative of the normalized scattering coefficient as ( ) ( ) ( )* * *
mod,adj mod,adj' D ' D D 5 mρ = σ σ = μ , 

Figure B1. The normalized scattering coefficient (a) and its derivative (b) as a
function of particle size cut-off. The blue line shows the mean for all TCAP flight
legs and the red line represents the corresponding standard deviations.

To further illustrate the relative contribution to σmod,adj from different
particle size ranges (for a given complex refractive index), we note that the
above relation for the ambient scattering coefficient can be rearranged as
σmod,adj =

∫ D∗
Dmin

(
dσmod,adj (D) /dD

)
dD. Using this rearranged relation, we

calculate the derivative of the normalized scattering coefficient as ρ′ (D∗) =

σ′mod,adj (D∗) /σmod,adj (D∗ = 5 µm), where σ′mod,adj (D) = dσmod,adj (D) /dD.
Figure B1b shows that on average particles in the size range between 0.3 and
0.4 µm contribute most strongly to the ambient scattering coefficient, while the
corresponding contribution of particles in the “bumpy” region (particle sizes larger
than 0.5 µm) is smaller.

Appendix C. Correction of OPC-derived Size Spectra

This appendix includes details related to the calculations of the size-dependent
theoretical response curves. The latter are required to obtain an adjusted dry
diameter of particles (Equation (6)) and the corresponding dry (Equation (7)) and
ambient (Equation (9b)) size distributions using the OPC-derived size spectra. Recall
that during the OPC measurements individual particles are illuminated by a laser
beam and then the light scattered by the particles is collected over a large solid
angle [32–34,74]. The wavelength of the illuminating light and solid angle limits
are known properties of a given detector [12]. For example, the UHSAS and
PCASP collect side-scattered light (~35–135 degrees) at 0.6328 µm and 1.054 µm
wavelength, respectively; while the CAS collects forward-scattered (~ 4–13 degrees)
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and back-scattered (~5–14 degrees) light at 0.685 µm wavelength. Therefore,
strictly speaking, the scaling factors should be calculated for each instrument
independently using the specified properties, and then the individual corrected size
spectra (UHSAS, PCASP and CAS) should be used to obtain the corresponding
merged size distributions. We shall call this the “strict approach.” Another potential
approach could include the development of empirical relationships between the
scattering measured over the limited range of angles and the total scattering for
given compositions and ambient conditions. Such an “empirical approach” would
not involve Mie calculations and therefore would relax assumptions and data
requirements for the RI-based corrections.

For our study, the individual uncorrected size spectra (UHSAS, PCASP and
CAS) are combined to obtain the corresponding merged size distributions (Section 3)
and then these merged distributions are corrected. We shall call this the “simplified
approach.” The basis of this simplified approach is the assumption that the properties
of the PCASP (both the wavelength of the illuminating light and the solid angle
limits) are representative of all merged size distributions. Such a simplification is
motivated by the fact that the PCASP-derived size distributions represent particles in
the 0.13–3 µm size range (Section 2), which scatter light most effectively in the visible
spectral range considered here (about 0.2–0.7 µm). It can therefore be expected
that the PCASP-derived size distributions contribute most of the total scattering
measured by this airborne nephelometer.

We apply the simplified approach to calculate the theoretical response curves
(Figure C1) and adjust particle diameters (Figure C2). Let us start with Figure C1.
The first curve represents an assumed “experimental” one, which would be obtained
from laboratory calibrations for particles with a known RI. Given that uncertainties of
the experimental calibration are unknown, the “experimental” curve is the smoothed
version of the corresponding theoretical response curve. A polynomial (curvilinear)
regression model ([75]; pages 342–347) is applied to generate this smoothed version.
Similar smoothed versions have been used previously for different OPCs [34]. The
second and third curves represent low and high values of the imaginary part of
RI obtained for two FLs (Figure 6b) and illustrate two important points. First, the
corresponding curves are comparable and “smooth” for particles with diameter
smaller than 0.75 µm; (Figure C1; upper zoom-in panel). In contrast, the curves are
quite different and “bumpy” for large particles with diameter between 1.5 µm and
3.0 µm (Figure C1; lower zoom-in panel). Second, the observed “bumpy” behavior
is responsible for the well-known multivalued issue, when particles with different
diameter can produce the same response (Figure C1; lower zoom-in panel, green
curve). In the presented calculations, we assume that the corresponding response is
due to a particle with minimal diameter (Figure C1; lower zoom-in panel, red open
circle on green curve). The observed differences between the second and third curves
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(Figure C1) are responsible for the corresponding differences between the adjusted
diameters (Figure C2).
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Figure C1. Example of theoretical response curves as a function of dry diameter
(Ddry) calculated for spherical particles and different values of complex RI. These
values represent polystyrene latex spheres (PSL; navy blue) and those calculated for
two FLs (FL = 4, green; FL = 11, magenta; 21 July 2012) from chemical composition
measurements under dry conditions. Two complementary zoom-in versions of the
calculated response curves are also included to illustrate that these curves may
exhibit “smooth” and “bumpy” behavior for different ranges of diameter (see text
for details).
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Figure C2. Adjusted dry diameter (Ddry,adj) as a function of original dry diameter
(Ddry) obtained for two FLs (FL = 4, green; FL = 11, magenta; 21 July 2012) from the
calculated response curves (Figure C1).
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The Impact of Selected Parameters on
Visibility: First Results from a Long-Term
Campaign in Warsaw, Poland
Grzegorz Majewski, Wioletta Rogula-Kozłowska, Piotr O. Czechowski,
Artur Badyda and Andrzej Brandyk

Abstract: The aim of this study was to investigate how atmospheric air pollutants
and meteorological conditions affected atmospheric visibility in the largest Polish
agglomeration. The correlation analysis, principal component analysis (PCA) and
generalized regression models (GRMs) were used to accomplish this objective. The
meteorological parameters (temperature, relative humidity, precipitation, wind
speed and insolation) and concentrations of the air pollutants (PM10, SO2, NO2,
CO and O3) were recorded in 2004–2013. The data came from the Ursynów-SGGW,
MzWarszUrsynów and Okęcie monitoring stations, located in the south of Warsaw
(Poland). It was shown that the PM10 concentration was the most important
parameter affecting the visibility in Warsaw. The concentration, and indirectly
the visibility, was mainly affected by the pollutant emission from the flat/building
heating (combustion of various fuels). It changed intensively during the research
period. There were also periods in which this emission type did not have a great
influence on the pollutant concentrations (mainly PM10) and visibility. In such
seasons, the research revealed the influence of the traffic emission and secondary
aerosol formation processes on the visibility.

Reprinted from Atmosphere. Cite as: Majewski, G.; Rogula-Kozłowska, W.;
Czechowski, P.O.; Badyda, A.; Brandyk, A. The Impact of Selected Parameters on
Visibility: First Results from a Long-Term Campaign in Warsaw, Poland. Atmosphere
2015, 6, 1154–1174.

1. Introduction

The visibility deterioration caused by atmospheric pollution is a global problem.
It occurs in many densely populated areas that have experienced population growth
and industrialization. However, visibility is a complex issue. On one hand, it
is directly affected by the anthropogenic air pollution. On the other hand, it is
influenced by the meteorological conditions [1].

The anthropogenic air pollution effect on human health and visibility has
been examined for decades. Many studies were conducted not only to assess the
benefits for human health resulting from air pollutant emission reduction but also
to understand how air pollutants negatively affect visibility. Generally, visibility
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makes a good index for the air pollution extent. It can also be used as a surrogate for
assessing the human health effects [2,3].

The visibility impairment is mainly attributed to the scattering and absorption
of the visible light caused by suspended particles and gaseous pollutants in the
atmosphere [4,5]. The visibility impairment in the urban atmosphere is closely
related to the air pollution from anthropogenic sources, such as car exhaust fumes,
fuel combustion, solid waste incineration, and industrial emissions [6–10].

The visibility impairment is mainly influenced by the airborne particulate matter
(PM), particularly its fine particles with aerodynamic diameters smaller than 2.5 µm
(PM2.5). In urban areas, the major PM2.5 components, such as ammonium, sulphates,
nitrates, organic matter and elemental carbon [11], are the main factors contributing
to the light absorption and scattering. Therefore, their presence effectively reduces
visibility [12,13]. The specific content of PM2.5 is the most important aspect when
analysing the PM2.5 effect on visibility. The size and chemical composition of each
component particle affects its ability to refract, scatter, and absorb light [14]. There
is a strong correlation between the presence of PM2.5 and PM10 (particles with
aerodynamic diameters smaller than 10 µm), to the extent that a targeted reduction in
PM10 is likely to lead to an increase in the atmospheric visibility [15,16]. In addition
to the air pollutants, the meteorological parameters (i.e., wind speed and direction,
relative air humidity, air temperature, atmospheric pressure and precipitation) can
also directly or indirectly affect atmospheric visibility as they influence the local and
regional air quality in urban areas [17–22].

Air quality monitoring has already been performed in Warsaw for about
20 years. Nevertheless, the measurement standards were adjusted to comply with
the European Union (EU) regulations and requirements in 2004. Since then, the
air quality has been successfully recorded in order to warn the community of high
pollutant levels. The system also contributes to the research on air pollutant influence
on human health [23,24]. The collected data also enables investigations into the air
pollution impact on visibility. Taking into consideration the necessity to improve
the visibility in urban areas, the underlying mechanisms must be well understood,
particularly when it comes to aspects such as the main contributing air pollutants
and their origin. This research field has a worldwide significance. Nonetheless, it
needs further development in Poland. Among the key statistical methods applied in
this study, the researchers found the correlation analysis and the related Principal
Component Analysis (PCA) and Generalized Regression Models (GRMs) particularly
useful. All the models served to identify the air pollutants and meteorological
parameters influencing visibility in an urban area.
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2. Materials and Methods

2.1. Research Area

Warsaw is the biggest city in Poland and the ninth biggest city in Europe
(517.24 km2). It is under the influence of the warm transitional temperate climate.
The mean yearly air temperature is 8.6 ◦C. The mean precipitation sum is 550–650 mm.
In Warsaw, the visible influence of a large urban agglomeration on the climate is seen
as the so-called urban heat island [25]. The mean air temperatures and precipitation
sums are higher whereas the wind speed is lower in the city center. As the air
in the city is highly polluted, the cloud cover is bigger and the air transparency
deteriorates. Consequently, the direct solar radiation decreases, whereas the diffuse
sky radiation increases.

Even though the air quality has improved tremendously in Poland over the last
30 years [26–28], it is still unsatisfactory in Warsaw. What is definitely positive is the
fact that the air pollutant levels (especially CO and SO2) have been gradually lowered
over the last few years. Nonetheless, the permissible levels of PM10 are still exceeded
in the capital of Poland [29,30]. PM comes from many sources there, including,
among others, the energy production sector and vehicular transport. The area of
Warsaw is additionally threatened by the air inflowing from heavily polluted southern
Poland [31]. PM composition in large urban areas of Poland differs significantly
from the compositions observed in other urban areas in Europe [32–34]. There are
higher contents of elemental (soot) and organic carbon and lower percentage of
the secondary inorganic matter in PM. It seems that the differences must have a
considerable impact on the visibility in the research area.

2.2. Air Quality Data and Visibility Observation

The study was based on the measurement results obtained from the
MzWarszUrsynów monitoring station of the atmospheric air quality (λE = 21◦02′;
ϕN = 52◦09′), located in the south of Warsaw (Figure 1). The researchers used
the data on the mean hourly concentrations of the following air pollutants,
measured by proper type of analyzers: sulphur dioxide (SO2)—MLU 100A, carbon
monoxide (CO)—MLU 300, ozone (O3)—MLU 400, nitrogen oxides (NO2)—MLU
200A, and PM10—TEOM1400a. They were monitored with pulsed fluorescence,
infrared absorption, ultraviolet light absorption, chemiluminescence, and a β-gauge
automated particle sampler, respectively. The meteorological data came from the
Ursynów-SGGW meteorological station (λE 21◦02′; ϕN 52◦09′). The following
information was investigated: mean hourly air temperature values (T), insolation
intensity (Rad), relative air humidity (RH), precipitation intensity (P) and wind
speed (Ws). The measurements taken at the station were performed according to
the instruction for network of stations belonging to the Institute of Meteorology
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and Water Management (IMGW). The data on the visibility were obtained from
the only station taking such measurements, i.e., the Okęcie station (λE 20◦59′;
ϕN 52◦09′). The distance between the stations was approximately 6 km. The
visibility measurements were carried out with a visibility meter equipped with an
atmospheric phenomenon detector—Vaisala FS11 (wavelength 875 nm). It performed
the functions of a visibility meter using light dispersion measurements and an
atmospheric phenomenon detector. The horizontal visibility measurements were
performed in the range of 10 m–50 km. The data (1-h values) were shared by the
IMGW. The information used in the study came from 2004–2013. For the whole
research period, the following numbers of data (n) were obtained: visibility n = 87,634;
SO2, n = 85,416; PM10 n = 83,016; NO2 n = 85,985; O3 n = 85,148; T n = 85,936;
RH n = 86,205; Rad n = 85,384.

Atmosphere 2015, 6 1157 
 

 

visibility were obtained from the only station taking such measurements, i.e., the Okęcie station  
(λE 20°59′; φN 52°09′). The distance between the stations was approximately 6 km. The visibility 
measurements were carried out with a visibility meter equipped with an atmospheric phenomenon 
detector—Vaisala FS11 (wavelength 875 nm). It performed the functions of a visibility meter using 
light dispersion measurements and an atmospheric phenomenon detector. The horizontal visibility 
measurements were performed in the range of 10 m–50 km. The data (1-h values) were shared by the 
IMGW. The information used in the study came from 2004–2013. For the whole research period, the 
following numbers of data (n) were obtained: visibility n = 87,634; SO2, n = 85,416; PM10 n = 83,016;  
NO2 n = 85,985; O3 n = 85,148; T n = 85,936; RH n = 86,205; Rad n = 85,384. 
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2.3. Statistical Method

The correlation analysis, principal component analysis (PCA) and generalized
regression models (GRMs) were applied in this research. The analyses helped to
identify factors affecting visibility.

Generally, the PCA is a data reduction exercise. It is achieved through finding
linear combinations (principal components) of the original variables, which account
for as much of the original total variance as possible [16,17,19,35,36]. PCA is used
to identify factors and their synergies in strong measurements scales: interval and
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ratio. Here, a scale or a level of measurement is the classification that describes the
nature of information within the numbers assigned to variables. The interval type
allows for the degree of difference between items, but not the ratio between them.
The ratio type takes its name from the fact that measurement is the estimation of the
ratio between a magnitude of a continuous quantity and a unit magnitude of the
same kind.

GRM’s models were used to identify factors in weak measurements scales:
nominal and ordinal (ex. seasonality), and additionally, jointly with variables in
strong scales. Nominal scales refer to the construction of classification of items, while
ordinal ones allow for rank order by which data can be sorted. GRM is considered
to be a path, embracing more than a model. It enabled to find the “best” model,
describing the analysed phenomenon, out of an available range of models, and to
replace many classical ones (e.g., ANOVA, MANOVA). Such an approach is more
efficient for replication and cross-validation studies, less costly to put into practice
in predicting and controlling the outcome in the future. Finally, it allows use of a
wider range of fit statistics and diagnostic calculations, than using single models
separately [21,37,38].

3. Results and Discussion

3.1. General Description of Visibility, Meteorology and Air Pollution

The yearly course of the air temperature (average in the period 2004–2013) was
typical for the temperate and transitional climate in Poland. July was the warmest
month (mean air temperature = 20.5 ◦C). January was the coldest month (mean air
temperature = −2.1 ◦C). The lowest wind speed values were measured in August
and September (approx. 2.1 m/s), whereas the highest ones were observed in March
(3.1 m/s)—Figure 2.
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Figure 2. Monthly variations of meteorological parameters over Warsaw in 2004–2013. 

Figure 3 presents the diurnal patterns of visibility for the period 2004–2013. Visibility shows an 
obvious diurnal variation in each season of the year. In spring (March, April, May) and summer (June, 
July, August), a valley appears in early morning, from 04:00 to 06:00, while in autumn (September, 
October, November) and spring it is observed slightly later, between 06:00 and 07:00. The peak 
appears generally in the afternoon, from 13:00 to 15:00, except for winter (December, January, 
February), for which the peak is slightly later, at about 18:00. Visibility shows stronger diurnal cycles 
in summer and autumn, while it exhibits a much weaker variation in winter. Apart from this, the 
diurnal patterns during different seasons are desynchronized, which is attributed to the difference in 
weather patterns and stability of atmospheric boundary layer. The diurnal variation of visibility, 
characteristic for the city of Warsaw, is similar to that over several cities in China, however, hourly 
visibility values are found to be three times higher than those recorded in the Chinese cities [19]. 

Figure 2. Monthly variations of meteorological parameters over Warsaw
in 2004–2013.
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Figure 3 presents the diurnal patterns of visibility for the period 2004–2013.
Visibility shows an obvious diurnal variation in each season of the year. In spring
(March, April, May) and summer (June, July, August), a valley appears in early
morning, from 04:00 to 06:00, while in autumn (September, October, November)
and spring it is observed slightly later, between 06:00 and 07:00. The peak appears
generally in the afternoon, from 13:00 to 15:00, except for winter (December, January,
February), for which the peak is slightly later, at about 18:00. Visibility shows
stronger diurnal cycles in summer and autumn, while it exhibits a much weaker
variation in winter. Apart from this, the diurnal patterns during different seasons are
desynchronized, which is attributed to the difference in weather patterns and stability
of atmospheric boundary layer. The diurnal variation of visibility, characteristic
for the city of Warsaw, is similar to that over several cities in China, however,
hourly visibility values are found to be three times higher than those recorded
in the Chinese cities [19].Atmosphere 2015, 6 1159 
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Figure 4. Descriptive statistics of monthly and seasonal visibility over Warsaw in 2004–2013. 

Monthly visibility in Warsaw exhibited, in general, a considerable winter period variation  
(January–March, October–November) from 2004–2013. The summer period was characterized by 
much lower variation. 

The mean yearly visibilities were in the range of 19.8–23.7 km (Figure 5). This proves that it did 
not show significant variability year by year. However, monthly values exhibit an increasing trend 

Figure 3. Diurnal variations of visibility over Warsaw for winter (December,
January, February), spring (March, April, May), summer (June, July, August) and
autumn (September, October, November) in 2004–2013.

For the whole research period (2004–2013) monthly visibility was in a wide
range of 6.7–34.1 km (Figure 4). Within the researched period, noticeable seasonal
changes in visibility were found. Visibility was generally higher in summer and
lower in late autumn and winter. The average seasonal visibilities were 24.5, 30.1,
20.1, and 13.9 km in spring, summer, autumn, and winter, respectively (Figure 4).
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Figure 4. Descriptive statistics of monthly and seasonal visibility over Warsaw
in 2004–2013.

Monthly visibility in Warsaw exhibited, in general, a considerable winter period
variation (January–March, October–November) from 2004–2013. The summer period
was characterized by much lower variation.

The mean yearly visibilities were in the range of 19.8–23.7 km (Figure 5). This
proves that it did not show significant variability year by year. However, monthly
values exhibit an increasing trend throughout the research period, but are statistically
insignificant; p < 0.05 (Figure 6). Average visibility for the whole period 2004–2013
was equal to 22.1 km and is from 5.3 km to over 13.1 km higher than the one over
large, highly urbanized cities of China [1,19].

From 2004–2013 yearly air pollutants concentration didn’t show much variation,
alike visibility. In the analysed years, the mean yearly concentrations of
NO2 were 21.4–28.0 µg·m−3, which made 53.6%–70% of the permissible value
(40 µg·m−3)—Figure 5. The mean yearly concentrations of SO2 were 5.5–11.5 µg·m−3

(the permissible value; 20 µg·m−3), and the mean yearly concentrations of CO were
365.7–549.5 µg·m−3. The mean yearly concentrations of PM10 did not exceed the
permissible value as well (40 µg·m−3) and were in the range of 28.0–37.2 µg·m−3.
The only pollutant, that, according to the Polish applicable laws, exceeded the
permissible limit, was the ozone O3. The mean yearly concentrations of O3 were
43.5–50.4 µg·m−3. The permissible level of the 8-h O3 concentration is 120 µg·m−3

and can be exceeded about 25 days in each year. The biggest number of days with
the exceeded value was observed in 2005. In the research area, there was no steady
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trend in the changes for O3, which is a secondary pollutant. The changes in its
concentration mainly resulted from the changes in the weather conditions (insolation
intensity, air temperature) and the participation of the O3 precursors (e.g., nitrogen
oxides, hydrocarbons and other pollutants participation in the O3 formation) in the
atmospheric air [30,39].
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Figure 5. Yearly variations of visibility and ambient concentrations of NO2, O3, SO2, PM10 
and CO (divided by 10 in the figure) over Warsaw in 2004–2013. 
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Figure 6. Visibility time series of monthly mean and its’ linear regression trend over 
Warsaw in 2004–2013. 
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Figure 6. Visibility time series of monthly mean and its’ linear regression trend
over Warsaw in 2004–2013.

Since the visibility is strongly affected by air pollutants [1,40,41], the presence of
its’ weaker variation over Warsaw from 2004–2013 is found. In Poland, considerable
changes in air pollution were observed from 1980–2000 [42]. In that period,
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political and economical transformation was related with a sudden decrease of
industrial emission due to large factories closure and limited production in remaining
ones [43,44]. On the other hand, such transformation contributed to the knowledge
on negative consequences of air pollution, and for this reason in 1980s industrial
emissions were largely restricted in Poland. Unfortunately, no reliable air pollution
measurements were then performed within the research area.

Atmosphere 2015, 6 1161 
 

 

changes in the weather conditions (insolation intensity, air temperature) and the participation of the O3 
precursors (e.g., nitrogen oxides, hydrocarbons and other pollutants participation in the O3 formation) 
in the atmospheric air [30,39]. 

Since the visibility is strongly affected by air pollutants [1,40,41], the presence of its’ weaker 
variation over Warsaw from 2004–2013 is found. In Poland, considerable changes in air pollution were 
observed from 1980–2000 [42]. In that period, political and economical transformation was related 
with a sudden decrease of industrial emission due to large factories closure and limited production in 
remaining ones [43,44]. On the other hand, such transformation contributed to the knowledge on 
negative consequences of air pollution, and for this reason in 1980s industrial emissions were largely 
restricted in Poland. Unfortunately, no reliable air pollution measurements were then performed within 
the research area. 

 

 

Figure 7. Monthly variations of visibility and ambient concentrations of air pollutants over 
Warsaw in 2004–2013. 

Monthly visibilities and monthly ambient concentrations of air pollutants (averages for the whole 
period 2004–2013) are shown in Figure 7. Comparing the maximum and minimum values for the 

Figure 7. Monthly variations of visibility and ambient concentrations of air
pollutants over Warsaw in 2004–2013.

Monthly visibilities and monthly ambient concentrations of air pollutants
(averages for the whole period 2004–2013) are shown in Figure 7. Comparing
the maximum and minimum values for the monthly concentrations shows that
O3, CO and SO2 have the largest variability; while much lower variability was
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shown by PM10 and NO2. Visibility values were inversely proportional to all
analysed pollutants, except for O3. Ambient concentrations of PM10, SO2, NO2

and CO tend to be strongly affected by the emission from fuel combustion for heating
purposes [31,45]. It is obvious that their concentration is higher in winter months,
while the visibility becomes lower (Figure 7). Except for the higher winter emission
in Poland, the increase of air pollution is also attributed to meteorological conditions
(lowering of air mixing layer, stagnant air) that deteriorate ventilation and ability of
self-cleaning [46]. The fact that concentrations of CO, NO2 and SO2 are higher in the
cold season (Figure 7) is attributed to increased emissions—however, the atmospheric
lifetime of these compounds is also generally longer in the winter and this is likely to
explain some of the increase as well.

The mean NO2 concentration was slightly higher in the cold season than in the
warm one. Such a situation was related to the low variation of the yearly NO2 emission.
Typically, the data indicated two daily peaks in the ambient concentrations of both
NOx forms (NO and NO2), which pointed to the traffic-related pollution [30,39].
Emission from the traffic contributes also to ambient concentrations of volatile organic
compounds (VOCs). VOCs and NO react with O3 giving a loss of O3 near to pollution
sources. On the other hand, higher O3 in summer is probably because of higher solar
insolation, and visibility is lower because of the lack of cold season emissions and
boundary layer effects. For those reasons, the course of monthly ozone concentrations
is different from NO2 and other pollutants, and resembles the course of visibility.

3.2. Visibility during Periods Differing in the Air Pollution with PM

Table 1 presents the mean values of visibility, PM10, gaseous pollutants and
meteorological parameters (calculated on the basis of 1-h values from the entire
research period) grouped within three categories: clear days (PM10 concentration
did not exceed 50 µg·m−3), moderate days (PM10 concentration was 50–200 µg·m−3)
and episode days (PM10 concentration exceeded 200 µg·m−3).

The NO2 concentration was 3.7 times higher during the episodes than on the
clear days (20.4 µg·m−3), while the CO concentration was approximately six times
higher. A similar situation was observed for SO2. For O3, an inverse correlation
was observed. Its lowest concentrations were found for the episode days. The
episodes were characterized by low mean visibility (6.0 km), low air temperature,
low wind speed, and higher relative air humidity. On the other hand, the clear
days were characterized by the highest mean visibilities (24.3 km), higher wind
speeds and lower relative air humidity. Episode days occurred mostly in winter,
while clear days were found in warm periods, mostly in summer. Unfortunately, the
researchers did not have data on the mixed layer height and atmospheric pressure.
As different studies show, high atmospheric pressure leads to the lower mixed layer
height and low wind speed, which causes increased pollutant concentrations close
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to the pollutant sources and visibility deterioration. Low atmospheric pressure
results in the higher mixed layer height and high wind speed, which provides
effective ventilation for cities and good dispersion of pollutants [6]. The research
conducted by Majewski et al. [29] into the atmospheric pressure influence on the
PM10 concentration in Warsaw showed that the increase in the PM concentration
was significantly statistically related to the increase in the atmospheric pressure.

Table 1. Values of visibility and other parameters calculated as arithmetic means
on the basis of the hourly values from 2004–2013 for three periods differing in the
air pollution with PM.

Parameter
Air Quality

PM10 < 50 a

µg·m−3 Clear Days
PM10 > 50 a µg·m−3

Moderate Days
PM10 > 200 b

µg·m−3 Episode

Occurrence
number (hours) 68,652 14,285 146

PM10 (µg·m−3) 25.7 75.1 236.1
SO2 (µg·m−3) 6.8 12.6 28.1
CO (µg·m−3) 378.8 822.1 2342.4

NO2 (µg·m−3) 20.4 40.5 76.0
O3 (µg·m−3) 48.5 28.9 14.0

Visibility (km) 24.3 13.6 6.0
Temperature (◦C) 10.5 4.7 −6.9

Wind speed (m·s−1) 2.7 1.7 1.1
Relative humidity (%) 73.4 77.7 78.9

a Permissible level for the 24-h PM10 concentration due to the human health protection in
Poland. b Threshold value for informing the inhabitants about the risk of exceeding the
alert level for PM10 in Poland.

3.3. Weekend/Weekday Differences in Visibility and Air Pollution

When referring to the visibility and air quality studies, there is a phenomenon
known as the weekend effect, Studies on this phenomenon can help to better
understand the emission characteristics of air pollutants in urban areas and the
weekend effect has been reported in America since the 1970s [47,48]. Contemporary
research is especially focusing on visibility variations and the effect of air quality
on visibility on weekdays compared with weekend days. In order to investigate
potential weekend effect over Warsaw, mean weekend and weekday levels of
visibility as well as air pollutants were calculated and subjected to Fisher–Snedecore
test. Visibilities on weekends were slightly better than on weekdays, and the
differences were statistically significant. Mean hourly visibility was equal to 22.61
± 12.57 km at weekends and slightly over 22.02 ± 12.71 on weekdays (Table 2).
For PM10, slightly higher and statistically significant weekday concentrations were
observed, as well as for SO2, which was slightly lower during weekends. We also
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found CO concentrations to become lower on weekends (statistically significant
differences) and, moreover, mean weekend and weekday NO2 concentrations over
Warsaw showed statistically significant differences, with NO2 concentration higher
on weekdays. This is probably due to less vehicular emission on weekends.

All concentrations of airborne pollutants were higher during weekdays,
(statistically significant differences), except ozone. O3 concentration was higher at
weekends even though the O3 pollutant precursor concentrations (such as NOx and
volatile organic compounds) are lower on weekends [47,48]. The weekend effect in
the O3 concentrations is the most likely to be attributable to decreased O3 destruction
by NOx, as there are lower emissions from its’ main source—communication
and vehicular transportation [48,49]. The result of this study, concerning lower
concentrations of airborne pollutants on weekends, excluding ozone, is similar to
that obtained by Tsai [17].

Table 2. Visibility and air pollutant concentrations calculated as arithmetic
means on the basis of the hourly values from 2004–2013 for two different
periods—weekends and week days.

Vis PM10
(µg·m−3)

SO2
(µg·m−3)

CO
(µg·m−3)

NO2
(µg·m−3) O3 (µg·m−3)

Weekend 22.61 ± 12.57 32.03 ± 24.20 8.08 ± 6.95 456.45 ±
327.25 20.20 ± 15.74 48.94 ± 29.46

(n = 25,044) (n = 23,652) (n = 24,485) (n = 23,782) (n = 24,585) (n = 24,444)

Weekday 22.02 ± 12.71 34.66 ± 25.38 8.75 ± 8.15 485.49 ±
340.51 25.50 ± 17.60 44.51 ± 29.94

(n = 62,590) (n = 59,364) (n = 60,931) (n = 59,495) (n = 61,400) (n = 60,704)
Fisher test 62,590 59,364 60,931 59,495 61,400 60,704

p-value 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

3.4. Correlations between Pollutants, Meteorological Variables and Visibility

Total correlations found between the results of the visibility measurements
and other measurements (mean hourly values) in the whole research period are
shown in Table 3. The visibility measurement results were negatively correlated
with CO, PM10, SO2 and NO2. Therefore, the increase in CO and SO2 concentrations
corresponds with visibility decrease, and PM10 and NO2 are those species, that can
directly contribute to visual range limitations.

Visibility was positively correlated with the O3 concentrations. The atmospheric
O3 is a secondary air pollutant formed in photochemical reactions. Hence, summer
is the period of the most intense O3 formation. It resulted from the high insolation
intensity during this season. The observed correlation was caused by the fact that
both parameters (visibility and O3 concentrations) increased and decreased in the
same periods (Figure 7).
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Table 3. Correlation matrix for total parameters measured for the entire period of
2004–2013 (correlations calculated for hourly values) and arithmetic means and
standard deviations of the hourly value sets for the measured parameters.

A SD PM10 SO2 CO NO2 O3 T Ws RH Rad P

Vis (km) 22.19 12.67 −0.33 −0.27 −0.37 −0.21 0.47 0.52 0.14 −0.60 0.37 −0.10
PM10 (µg·m−3) 33.91 25.07 1.00 0.37 0.66 0.56 −0.26 −0.23 −0.25 0.05 −0.13 −0.04
SO2 (µg·m−3) 8.56 7.83 1.00 0.34 0.25 −0.15 −0.38 −0.10 0.10 −0.07 −0.03
CO (µg·m−3) 477.20 337.03 1.00 0.62 −0.41 −0.38 −0.28 0.21 −0.25 −0.03

NO2 (µg·m−3) 23.98 17.26 1.00 −0.52 −0.19 −0.36 0.15 −0.31 −0.03
O3 (µg·m−3) 45.78 29.87 1.00 0.47 0.22 −0.71 0.56 0.02

T (◦C) 9.33 9.33 1.00 0.03 −0.52 0.48 0.05
Ws (m/s) 2.42 1.68 1.00 −0.08 0.16 0.04
RH (%) 74.97 18.82 1.00 −0.58 0.06

Rad (W/m2) 117.77 200.98 1.00 −0.03
P (mm) 0.07 0.52 1.00

Notes: A: Mean value; SD: Standard deviation; Vis: Visibility; T: Temperature; RH:
Relative air humidity; Ws: Wind speed; Rad: Insolation intensity; P: Precipitation.

In addition to their impact on visibility via changing the concentration of
pollutants, meteorological variables can affect the visibility more directly - as
humidity increases, hygroscopic aerosols increase in size and thus the scattering of
light by them increases. At some point, aerosols activate and become fog [50,51].
This transition is very complex and has a very large impact on visibility [50,51].

Hourly visibility exhibited low, negative correlation with precipitation (Table 3).
Generally, the precipitation lowered the air pollutant concentrations through the
precipitation scavenging. Thereby, visibility increased [52]. However, the air
purification effect and related visibility improvement appears with a delay after
rainy days. During heavy precipitation visibility will be reduced. However, after
the precipitation has stopped, the aerosols concentration are likely to be lower,
thus giving two opposite impacts with a visibility increase following rain. In
fact, the visibility reduction is more likely caused by the scattering of light by the
hydrometeors. There is a negative correlation between precipitation and the primary
pollutants, but this is weak and may relate to improved boundary layer ventilation
when there is precipitation rather than scavenging. This is suggested by the fact that
the relatively insoluble CO and NO2 have a negative correlation with precipitation,
which is the same size as that of the more soluble SO2.

Visibility was positively correlated with the three remaining meteorological
parameters, air temperature, insolation intensity, and wind speed. Most likely under
clear sky conditions, the temperatures increase, the relative humidity falls and so the
aerosols shrink, thus increasing the visibility.

94



3.5. Principal Component Analysis (PCA)

PCA served to extract four principal components (new variables: PC1, PC2,
PC3 and PC4) with eigenvalues >1.0, which accounted for 73% of the total variance
(Table 4). PC1, PC2, PC3 and PC4 can be interpreted as major factors that control
visibility [1,6,17,40]. Visibility (Vis), O3 concentration (O3), NO2 concentration
(NO2), CO concentration (CO), air temperature (T), relative air humidity (RH),
PM10 concentration (PM10) and insolation intensity (Rad) were most strongly
correlated with PC1. Knowing the research area and the influence of various
emission sources in this region, it can be assumed that PC1 could be related to
fuel combustion for heating (mainly hard coal, wood/biomass and heating/crude
oil) [31,44]. The emission increased over the year along with the T drop and Rad
decrease. At the same time, the pollutant concentrations (i.e., PM10, NO2, CO, or SO2)
in the air increased. Simultaneously, the photochemical pollutant concentrations
(represented by O3) decreased. Visibility was reduced in periods of high air pollution,
related with heating (opposite signs for Vis/PC1 correlation and PM10, NO2, CO,
SO2/PC1 correlation).

The PCA performed only for the cold season data (Table 5) confirmed the same
correlations between PC1 and the air pollution with NO2, SO2 and CO, and the
inverse (opposite signs) correlation between PC1 and visibility, O3 concentration,
air temperature and insolation. For the warm season, the PCA revealed a very
strong correlation between PC1 and NO2 and an inverse strong correlation (opposite
signs) between PC1 and visibility, O3 concentration and insolation. Most likely, in
those periods when there is less pollution from heating, and temperature rises, air
pollution is mainly shaped by traffic emissions [31]. Then, the increase of NO2 is
observed, which reacts with O3 and in consequence the concentration of O3 in the
air decreases. The reaction intensity becomes higher when the insolation intensity
is stronger (O3 concentrations and insolation were correlated with PC1 in the same
way). Under such conditions, visibility may be improved (contrary signs of Vis/PC1
and NO2/PC1). Nonetheless, it is not possible to discuss the cause-and-effect
correlation between the traffic emission (and the related photochemical reactions)
and the visibility increase or decrease. Most probably, visibility increased because
the air pollution with PM was lower and the temperature and insolation were higher
in summer.

PC2 was most strongly but differently (opposite signs) correlated with the PM10

concentrations and relative air humidity (Table 4). Visibility, pollutant concentrations,
temperature and insolation were correlated with PC2 in the same way as PM10 but
to a lesser extent. Thus, PC2 reflected the situation when the concentrations of all
the observed pollutants and visibility decreased whereas the relative air humidity
and precipitation increased. While humidity increases, hygroscopic aerosols increase
in size and thus the scattering of light by them increases, so visibility drops. Air
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humidity concentration in the air was high due to precipitation at high temperature.
During precipitation, concentrations of all the pollutants decreased due to leaching.
The situation concerned PM10 to the largest extent.

Table 4. Correlations between the principal components (PC1, PC2, PC3, PC4) and
measured parameter values. The PCA was performed for the hourly data collected
in 2004–2013.

Component PC1 PC2 PC3 PC4

Vis 0.7 0.3 0.2 0.2
PM10 −0.6 0.6 −0.1 −0.1
SO2 −0.4 0.3 −0.6 0.0
CO −0.7 0.5 0.0 −0.1

NO2 −0.7 0.5 0.3 0.0
O3 0.8 0.3 −0.3 −0.1
T 0.7 0.3 0.4 −0.2

Ws 0.4 −0.3 −0.5 0.0
RH −0.7 −0.6 0.1 0.0
Rad 0.6 0.4 −0.3 −0.1

P 0.0 −0.2 0.0 −0.9
eigenvalue 4.06 1.79 1.12 1.02

% total variance 37 16 10 9
Cumul. % variance 37 53 63 73

Table 5. Correlations between the principal components (PC1, PC2, PC3) and
measured parameter values. The PCA was performed for the hourly data collected
in 2004–2013, separately for the cold (January–March and October–December) and
warm (April–September) seasons.

Component Season PC1 PC2 PC3 Season PC1 PC2 PC3

Vis.

cold

−0.7 0.3 −0.1

warm

−0.5 −0.3 −0.5
PM10 0.7 0.5 −0.1 0.4 −0.7 0.2
SO2 0.4 0.4 0.4 0.1 −0.4 0.5
CO 0.8 0.4 −0.1 0.6 −0.5 0.1

NO2 0.7 0.3 −0.3 0.7 −0.5 −0.1
O3 −0.7 0.4 0.4 −0.8 −0.2 0.2
T −0.4 −0.1 −0.8 −0.6 −0.4 0.0

Ws −0.6 0.0 0.0 −0.4 0.3 0.4
RH 0.5 −0.8 0.1 0.7 0.6 0.0

Rad. −0.4 0.6 −0.1 −0.7 −0.2 0.2
P 0.0 −0.3 0.0 0.0 0.2 0.6

Eigen
value 3.59 1.84 1.12 3.46 1.99 1.14

% total
variance 33 17 10 31% 18% 10%
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3.6. Generalized Regression Model (GRM)

The GRM identification was performed to finally confirm the influence of
the analysed factors on visibility. It concerned the observations of the measured
parameters and other defined factors, such as the influence of a season or specific
year or combination of these factors. It was assumed that a given factor would
be introduced into the model, if the value F (F—Fischer-Snecedor distribution)
characterizing the significance of the factor contribution into the dependable variable
forecasting (visibility) was higher than F1. The factor was removed if its F was lower
than F2 (Table 6).

Table 6. Generalized Regression Model (GRM) summary: Variables introduced
into the model due to estimation.

Variable Model
Steps

Degrees of
Freedom F2 for out p2 for out F1 for in P1 for in Effect

RH 16 1 1594.25 0.00000 In model
lnPM10 1 389.95 0.00000 In model
Season 1 64.60 0.00000 In model

Precipitation
Y|N 1 233.19 0.00000 In model

O3 1 66.46 0.00000 In model
lnCO 1 92.79 0.00000 In model

T 1 24.39 0.00000 In model
Rad 1 41.06 0.00000 In model
Ws 1 36.40 0.00000 In model

YEAR 9 6.42 0.00000 In model
Year *

Season 9 5.78 0.00000 In model

lnSO2 1 21.37 0.00000 In model
Year *

Prec.Y|N 9 3.68 0.00013 In model

Season *
Prec.Y|N 1 13.53 0.00023 In model

lnNO2 1 10.67 0.00109 In model
Year *

Season *
Prec.Y|N

9 0.629 0.773 Out of
model

Before the identification, the variables underwent necessary analyses and
transformations. The variables that were at least in the interval scales were submitted
to the quality assessment and logarithming (Box-Cox transformation with the
Lambda parameter = 0.5). The precipitation variable was taken to the nominal
scale, where 0 and 1 meant the hours without and with precipitation, respectively
(variable: Prec.Y|N).

Table 6 presents the results of the stepwise estimation for the GRM. The
variables, seasonal factors and their interactions marked “in model” turned out
to be significantly affecting visibility. Hence, they were introduced into the model.
Table 7 presents the adjustment of the model that was finally selected as the best one
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with consideration for the maximum adjustment criterion and minimum number of
the independent variables.

Table 7. Assessment of the GRM adjustment.

Multipl.—R Multipl.—R2 Correct.—R2 SS—Model df—Model MS—Model SS—Rest Df—Rest MS—Rest F p

Vis 0.75 0.56 0.56 6499948 39 166665.3 5033049 71764 70.133 2376.4 0.00

To picture the significance of the variables, they were ordered following the
values of the Student’s t-distribution for the assessment of the model parameter
significance (Figure 8—Pareto chart). The higher the t-value was, the more important
the significance of the factor was for explaining its influence on visibility. Relative
air humidity and PM10 were two most important factors affecting visibility on the
basis of the identified model. The influence exerted by SO2 and NO2 on visibility
was much lower from the impact that other analysed pollutants had. The results
also show the influence of the seasonality, atmospheric precipitation (its presence or
lack; variable: Prec.Y|N) and interactions between the periods (e.g., season * month)
on visibility.
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Table 8 presents estimated parameter values for the selected GRM (Tables 6
and 7), together with estimations for the parameter errors, t-distribution and p-value
indicating the variable significance and coincidence with visibility. In a statistical
sense, it was shown that the relative air humidity and wind speed variations
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corresponded with visibility more than the temperature. It was also revealed that
visibility was most likely sensitive to the changes in the PM10 and CO concentrations.
Specifically, a 50% drop in the PM10 concentration could be associated with visibility
improvement by 2.9 km. On the other hand, a drop in the CO concentration by
50% corresponded with the visibility being increased by 2.2 km, however, there was
no evidence for a direct cause-and-effect relationship. The 50% decrease in the O3

concentration might only slightly affect the visibility increase, as suggested by the
performed regression analyses.

Table 8. Estimated parameter values for the selected GRM with estimations of
parameter errors, t-distribution and p-value indicating the variable significance.

Regression
Coefficien Level/Effect

Estimated
Regression
Coefficient

Estimated
Standard
Deviation

t p Value

Intercept 82.615 0.633 130.468 0.000
lnSO2 −0.902 0.057 −15.692 0.000
lnNO2 0.827 0.075 11.089 0.000
lnCO −3.122 0.095 −32.699 0.000

O3 −0.054 0.002 −27.673 0.000
T 0.097 0.006 16.766 0.000

Ws 0.450 0.022 20.479 0.000
RH −0.395 0.003 −135.537 0.000
Rad −0.005 0.000 −21.751 0.000

lnPM10 −4.220 0.063 −67.032 0.000
YY 2004 0.727 0.163 4.467 0.000
YY 2005 −0.736 0.164 −4.495 0.000
YY 2006 −1.829 0.168 −10.867 0.000
YY 2007 0.880 0.175 5.024 0.000
YY 2008 0.913 0.165 5.540 0.000
YY 2009 2.028 0.137 14.847 0.000
YY 2010 −1.619 0.162 −9.997 0.000
YY 2011 1.174 0.115 10.182 0.000
YY 2012 −0.287 0.142 −2.016 0.044

Season warm 1.695 0.062 27.284 0.000
Prec.Y|N Non-raining 2.698 0.052 51.837 0.000

Year * Season 1 0.197 0.096 2.048 0.041
Year * Season 2 −0.857 0.095 −9.028 0.000
Year * Season 3 −1.132 0.093 −12.119 0.000
Year * Season 4 −0.189 0.104 −1.815 0.070
Year * Season 5 −1.052 0.105 −10.023 0.000
Year * Season 6 −0.276 0.092 −3.010 0.003
Year * Season 7 0.814 0.101 8.036 0.000
Year * Season 8 0.531 0.093 5.730 0.000
Year * Season 9 1.121 0.089 12.555 0.000

Year * Prec.Y|N 1 0.433 0.162 2.675 0.007
Year * Prec.Y|N 2 0.714 0.163 4.386 0.000
Year * Prec.Y|N 3 −0.081 0.167 −0.487 0.626
Year * Prec.Y|N 4 0.368 0.173 2.127 0.033

99



Table 8. Cont.

Regression
Coefficien Level/Effect

Estimated
Regression
Coefficient

Estimated
Standard
Deviation

t p Value

Year * Prec.Y|N 5 −0.136 0.161 −0.843 0.399
Year * Prec.Y|N 6 0.132 0.137 0.964 0.335
Year * Prec.Y|N 7 1.426 0.161 8.880 0.000
Year * Prec.Y|N 8 −1.756 0.112 −15.736 0.000
Year * Prec.Y|N 9 −0.045 0.140 −0.319 0.750

Season *
Prec.Y|N 1 0.624 0.050 12.487 0.000

The results of the GRM analysis, performed herein, correspond with previous,
abundant research, pointing that visibility degradation is due to particulate matter,
as well as relative humidity, that can greatly enhance degradation in the presence of
hygroscopic aerosols [6,17,53].

4. Conclusions

In Warsaw, the changes in the visibility exhibited a seasonal character. The
visibility increased in summer and decreased in late autumn and winter. Mean
seasonal visibilities were 24.5, 30.1, 20.1, and 13.9 km in spring, summer, autumn,
and winter, respectively. The mean yearly visibility values were in the range of
19.8–23.7 km.

When the meteorological conditions were unfavourable for dispersion and
transportation, the visibility was adversely affected by high pollutant concentrations
(PM10—236.1 µg·m−3; SO2—28.1 µg·m−3; CO—2342.4 µg·m−3; and NO2—76 µg·m−3).
Consequently, the visibility was low (6.0 km). The unfavourable meteorological
conditions involved low wind speed (approx. 1.1 m/s) and low air temperature.

On clear days, air quality was found to be good. Mean pollutant
concentrations were: PM10—25.7 µg·m−3; SO2—6.8 µg·m−3; CO—378.8 µg·m−3; and
NO2—20.4 µg·m−3. Mean wind speed was 2.7 m/s. Generally, the mean visibility
value was 24.3 km for the good air quality days in Warsaw.

PCA helped to find that the biggest changes in the visibility in Warsaw were
observed with changes in air temperature, concentrations of PM10, CO, NO2 and
O3, and insolation. Generally, in the cold season, a fall in temperature corresponded
to air pollution increase and visibility deterioration. An underlying cause for
such a situation is the increase of emissions, related with fuel combustion for
heating purposes.

There might also be an indirect correlation between the visibility and traffic
emission in the warm (non-heating) season in Warsaw. Traffic emission influence
on air quality in the warm season manifested itself with the increasing NO2

concentrations in the air without simultaneous increase of other pollutants’
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concentration. At the same time, there existed a decrease in concentrations of
ozone, reacting photochemically under strong insolation. In such conditions the
visibility increased.

Those conclusions correspond well with the GRM analyses, which demonstrated
that the visibility in Warsaw was clearly affected by the measurement season and
the factors-variables containing combinations of variables constructed from different
measurement periods (e.g., season * month).

It was unequivocally proven that the PM10 concentration was the most important
parameter affecting the visibility in Warsaw. The GRM results demonstrated that
the reduction in the PM10 concentrations by 50% (with all the remaining parameters
unchanged) contributed to the increase in the visibility by 2.9 km.
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Abstract: Particulate air pollution is a health concern. This study determines the
microscopic make-up of different varieties of sand particles collected at a sand dune
site in Badr, Saudi Arabia in 2012. Three categories of sand were studied: black sand,
white sand, and volcanic sand. The study used multiple high resolution electron
microscopies to study the morphologies, emission source types, size, and elemental
composition of the particles, and to evaluate the presence of surface “coatings
or contaminants” deposited or transported by the black sand particles. White
sand was comprised of natural coarse particles linked to wind-blown releases from
crustal surfaces, weathering of igneous/metamorphic rock sources, and volcanic
activities. Black sand particles exhibited different morphologies and microstructures
(surface roughness) compared with the white sand and volcanic sand. Morphological
Scanning Electron Microscopy (SEM) and Laser Scanning Microscopy (LSM) analyses
revealed that the black sand contained fine and ultrafine particles (50 to 500 nm
ranges) and was strongly magnetic, indicating the mineral magnetite or elemental
iron. Aqueous extracts of black sands were acidic (pH = 5.0). Fe, C, O, Ti, Si, V, and
S dominated the composition of black sand. Results suggest that carbon and other
contaminant fine particles were produced by fossil-fuel combustion and industrial
emissions in heavily industrialized areas of Haifa and Yanbu, and transported as
cloud condensation nuclei to Douf Mountain. The suite of techniques used in this
study has yielded an in-depth characterization of sand particles. Such information
will be needed in future environmental, toxicological, epidemiological, and source
apportionment studies.
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1. Introduction

Particulate air pollution significantly impacts public health in both developed
and developing countries. Major sources of particulate matter (PM) include large
industries, such as power plants, petrochemical plants, cement plants, vehicular
traffic, windblown dust, crustal erosion, volcanic eruptions, wildfires, sea spray,
and combustion processes [1]. Amongst all of these, combustion is the main source
for pollutant emissions. PM varies in composition, origin, and size, ranging from
submicron (sub-µm), 1–30 µm, and up to 50 µm or more. Large particles (>10 µm)
have a relatively low residence time in the air and tend to settle quickly through
gravitational subsidence. Fine particles with aerodynamic diameters less than 2.5 µm
(PM2.5) and “coarse” particles with aerodynamic diameters less than 10 µm (PM10)
remain airborne for a longer period of time. Ultrafine particles are particulate matter
of nanoscale size (less than 100 nm in diameter). Fine particles in the 0.05–2 µm range
can travel distances up to approximately 1000 km [2].

Exposure to PM has been associated with numerous effects on human health,
including increased morbidity and mortality, respiratory problems, cardiovascular
diseases, lung cancer, renal and brain damage, and human metal poisonings [3–6].
Both fine and coarse particles are readily inhaled into the human respiratory tract. It is
suggested that fine particles are more strongly implicated in cardiovascular effects
than coarse particles, while both impact respiratory end points [7]. In epidemiological
studies, positive correlations have been established between elevated levels of
inhaled airborne PM, especially PM2.5, and acute adverse health effects [8–10].
Aside from the amount of PM inhaled, particle-related parameters, such as size,
composition, and solubility have also been linked to health effects in toxicology
studies. Size affects the site deposition in the human respiratory tract and the
consequent degree of toxicity that may result. Therefore, ultrafine particles are more
toxic than coarse particles and are linked to pulmonary diseases in human and
animals [11–14]. Particle sizes also reveal the origin and the formation of airborne
particles: larger sized particles are of crustal origin whereas fine particles originate
from combustion processes or gas-to-particle conversion in the atmosphere [15].

Particulate air pollution is a health concern among the residents of Badr,
Saudi Arabia. Deposition of black sand particles has recently become common
on Douf Mountain (Figure 1), located to the west of Badr. The soil surrounding
Medina consists mostly of basalt, while the hills to the southeast and northeast are
volcanic sand that dates to the Paleozoic era. The geology of Badr is represented
by granophyre and alkali-feldspar granite. Dominant lithologies are andesitic and
dacitic to rhyolitic tuffs, lavas, and volcanic rocks [16]. The town of Badr, in Medina
province (23◦47′N 38◦47′E; 123 m altitude), is located about 150 km southwest of
the holy city of Medina, towards the western outlet of Wadi-e-Safra (Figure 2a). The
total area of Badr is 8226 km2 with a population of 61,600. Average annual rainfall is
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80 mm. June, July, August, and September are the hottest months in Badr with an
average temperature of 40 ◦C, while the coldest are January and February at 14 ◦C.
Historically, Badr was a market, situated on the road which connects Sham (Syria,
Lebanon and Palestine now) with Mecca (Figure 2b).
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Figure 1. (a) Photograph of black sand on Douf Mountain, Badr, Saudi Arabia;  

(b) Photograph of black sand collected from Douf Mountain on February 2012. 

Figure 1. (a) Photograph of black sand on Douf Mountain, Badr, Saudi Arabia;
(b) Photograph of black sand collected from Douf Mountain on February 2012.

Despite concerns about the health and environmental significance of the black
sand particles, not much is known about the size, morphology, and specific chemical
constituents of these sand particles. It is generally known that certain chemical forms
are more toxic than others: in general, soluble forms are potentially more toxic than
those tied up as insoluble oxides or forming glassy structures [17]. Knowledge of
the morphology and chemical characterization of sand particles can aid in control
strategies and help to interpret and predict chemical interactions in the atmosphere,
downwind fallout rates, potential damage to vegetation, deterioration of materials
and structures, and, in particular, impact on human health. Among microanalytical
techniques for characterizing black sand particles, Scanning Electron Microscopy
with an attached Energy Dispersive X-ray Spectrometer (SEM/EDS) is the most
versatile technique, capable of simultaneously obtaining information on particle
size, morphology, elemental composition, and microstructure [18,19]. Here the
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microscopic make-up of different varieties of sand particles collected from a dune
near Badr is presented.Atmosphere 2015, 6 1178 
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Figure 2. (a) Map of Saudi Arabia; (b) Map of western Saudi Arabia showing location of 

sampling site, Badr. 
Figure 2. (a) Map of Saudi Arabia; (b) Map of western Saudi Arabia showing
location of sampling site, Badr.
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2. Experimental

2.1. Sample Collection

Representative random composite sand samples about 4–6 inches thick were
collected in 2012 from various locations in the sand dunes (Figure 1b) using hand
towels and gloves. The randomly collected samples were composited and thoroughly
mixed, and a representative sub-sample was taken for analysis. The sample collected
was very black in color, and it was then separated into three groups in the laboratory:
magnetic black sand, non-magnetic black sand, and white sand. Of the black sand
sampled, there were two distinct types: magnetic and non-magnetic. Solutions of the
black sands, immersed in deionized water gave a low pH of 5.0, indicating acidity.
A volcanic sand sample was also collected from the area. For this study, the two
types of black sand were compared to “normal” white sand and to volcanic sand.
Four samples were selected for microscopic examination and morphology, size, and
elemental composition were determined. Several hundred individual particles of
each type (magnetic black sand, non-magnetic black sand, white sand, and volcanic
sand) were viewed for comparison purposes.

2.2. Equipment and Analytical Methodology

Sand particles were characterized at the New York State Department of
Environmental Conservation (NYS DEC) microscopy laboratory in Rensselaer NY,
using an Olympus SZX12 optical stereo microscope (OSM), SEM/EDS (model JEOL
6490LV SEM equipped with a Sahara EDS), and an Olympus LEXT laser scanning
microscope (LSM, model OLS 3100 LSM). This suite of techniques provided images
showing morphology of particles, size, elemental composition, and specific source
types. The stereo microscope provided a colored representation of the differences
in the particles. The SEM provided much more detail at higher magnifications:
high resolution of up to 300,000× magnification can be achieved. For this study,
12,000×microscope magnification was used. In addition, elemental composition was
determined using an energy dispersive X-ray spectrometer (EDS) attachment to the
SEM. An Olympus-LEXT instrument was used to locate, determine, and characterize
fine particles adhered to the sand particles. An LSM or confocal scanning microscope
(CLSM) was used to create high resolution optical images that show depth, creating a
3-dimensional image of the object being scanned, which can show how the particles
are adhered to the particle surface. This technique allows the surface contours to
be imaged for profile viewing. The LSM offers better detail on surface morphology
and layering of the surface and produces a surface structure in submicron units
(minimum resolution of 0.1 µm).
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The analysis of the samples was performed by a SEM/EDS to determine particle
morphology and elemental composition. Electron microscopic particle identifications
were based on visual comparisons to in-house reference standards and to data in
McCrone’s Atlas [20]. The EDS system can collect data from X-rays equivalent to the
depth of the secondary electron formation. This is dependent on the sample density
and keV. The approximate secondary electron collection depth is between 0.5 and 1
micron. For this study, both secondary electron imaging and backscattered electron
imaging were used. Operating conditions for the SEM analysis were: accelerating
voltage = 15 keV; filament current = 112 µA; working distance = 19 mm; analytical
time = 200 s; dead time = varied from sample to sample. The X-ray spectra were
generated from specified areas on sand grains placed on aluminum SEM stubs and
collected for 90 s with probe current of 50 nA. The weight-percent of the elemental
analysis was determined by using ZAF correction factors for each element.

Attached to the JEOL SEM was a Bruker-energy dispersive X-ray spectrometer
(EDS; “Spirit” system), that was able to quantify elements with atomic number Z ≥ 6.
The EDS detector was controlled by Bruker “Spirit” system. In combination, the two
provided detailed particle analysis information. A second EDS system, equipped
with TEAM software, owned and operated by EDAX Inc., was used for back up
and confirmation purposes. Intensities of the EDS spectrum lines were converted to
corresponding weight-percent concentrations based on their excitation energy (Kv).
Calibration was referenced to the excitation energy of Al and Cu. Weight-percent
concentrations of elements were determined semi-quantitatively using the TEAM
software. Forty-one X-ray regions of interest were used to detect the presence of
C, O, Na, Mg, Al, Si, P, S, Cl, K, Ca, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Ga, As, Se,
Br, Sr, Y, Zr, Mo, Pd, Ag, Cd, In, Sn, Sb, Ba, La, Au, Hg, Tl, Pb, and U. An element
was considered to be present if its peak counts were at least three times the square
root of the background counts in the region of interest. Uncertainty in the reported
percentages is within ±3%–5% for each element studied.

Source contributions for individual samples were determined by comparing
elemental ratios, morphological identifiers [20] and verified using a variety of
microscopy techniques. Most of these techniques include visual observations,
comparison to reference standards, comparisons to the source samples, and digital
mapping. When setting up the individual source classes, miscellaneous and
unidentified particles were placed in the biological/miscellaneous category. Particle
size and elemental ratios were determined with the aid of multiple digital maps. The
particle size was determined using the Feret diameter. In addition to the above, the
identification of questionable particles was compared to reference standards and to
McCrone’s Atlas [20]. SEM/EDS elements were calibrated at different energies using
computer generated standards, in-house standards, and a copper grid (ASTM) prior
to sample analysis.
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The Dionex ICS 2500 ion chromatography system used for the determination of
anions and cations was configured with an auto sampler, a pump, and a conductivity
detector. Anions were eluted from an analytical column (AS14 4 mm× 250 mm) and a
guard column (AG14 4 mm) using 3.5 mM Na2CO3/1.0 mM NaHCO3 eluent. Cations
were eluted from an analytical column (CS14 4 mm × 250 mm) and a guard column
(CG14 4 mm) using 10 mM methylsulfonic acid eluent. For quantification, a linear
calibration curve (r > 0.995) was established for each analyte and an independently
made quality control sample was analyzed to validate the calibration curve. Sand
samples were extracted in water (1 g dry weight/5 mL of water), filtered through a
pre-cleaned 0.2 µM PTFE filter, and collected in a scintillation vial.

2.3. Sample Preparation

The sample was placed on a 12.5 mm diameter aluminum stub in order to
directly observe the particles in an undisturbed condition. Each sample was affixed
to the stub with double-sided carbon tape. To obtain representative elemental
composition, and to avoid artificial damage and distortion of particles, the samples
were not coated with carbon or gold.

3. Results and Discussion

3.1. Morphology of Sand Samples

OSM, SEM, LSM Analysis

Figure 3 shows four stereo microscope images (63×) of non-magnetic black sand,
magnetic black sand, white sand, and volcanic sand. White sand appears as a clean
crystalline structure (quartz—SiO2), whereas the volcanic sand and the magnetic
black sand both have reddish tints indicative of iron oxide. Even at relatively low
SEM magnification (220×), significant structural and elemental features were evident.
The volcanic sand illustrates a very angular structure while ovoid structures were
evident in the remaining three sands. The iron oxide particles were either irregular
or spherical.

The surface differences became more pronounced at higher SEM magnification
(450×; Figure 4a). Black sand particles, both magnetic and non-magnetic were more
spherical than the oval white sand particles and angular volcanic sand.
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Figure 3. Stereo micrograph of non-magnetic black, magnetic black, white, and volcanic 

sand (63× magnification). 

Figure 3. Stereo micrograph of non-magnetic black, magnetic black, white, and
volcanic sand (63×magnification).

SEM images at a magnification of 2000× (Figure 4b) revealed different surface
structures in all four samples. At this magnification the fine particles began to appear,
attached to the surfaces of the sand grains, especially the black sand particles. There
are distinct differences between the images of the black sand particles and the images
of the white sand and volcanic sand particles. While white sand and the volcanic sand
are crustal in nature (Figure 4b), the white sand particles have been polished over
time due to weathering; however, they otherwise appear similar to the volcanic sand.
At 7000×magnification, fine particles attached to the surface of the white and black
sand grains were round in shape, whereas particles on the volcanic sand were jagged
and irregular. Examination at 7000× clearly indicated the predominance of fine and
ultrafine particles (50 to 500 nm range) in the black sand sample. Morphology of
these small round particles suggests industrial contributions and/or byproducts of
fossil-fuel combustion. At higher magnification (12,000×), differences in the fine
particles embedded on the grains became more evident (Figure 4c). Since they are
complex aggregates, their total surface area is enormous in contrast to coarser PM.
Due to the longer residence times and better mobility of fine particles, their dispersion
in the atmosphere is more efficient than that of coarse particles, and they are very
readily transported long distances by air streams.
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Figure 4. Scanning electron micrographs of sand at (a) 450× magnification; (b) (2000× 
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Figure 4. Scanning electron micrographs of sand at (a) 450× magnification;
(b) (2000×magnification showing ultrafine particles; and (c) 12,000×magnification.

The first series of LSM images, taken at 10× microscope magnification (mm
optical, Figure 5a), showed characteristics of an oil-like product on the surface of
the black sand samples with additional fine particles attached to the surface. The
other three sand samples appeared similar in size, shape, and surface textures. The
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coloration of the three sand samples is somewhat similar; however, the magnetic
black sand was less reflective because of the oil contribution. The LSM showed
that the volcanic sand sample had a different appearance. It was less smooth and
appeared more crystalline, and the surface appeared to be comprised of many
smaller particles stuck together with many different color variations. At higher
magnification (20×), all four sand samples did show differences in shape, as well
as color variations. Black sand samples appeared more spherical whereas the white
sand sample appeared more oval, as seen previously by SEM. The surface of the
magnetic black sand had some roughness, similar to the white sand, and there
were variations in coloration that were not as apparent at lower magnification. The
volcanic sand looked to be very rough and composed of material of many colors. The
black sand appeared to be mostly gold-colored at this magnification, with similar
surface roughness to that of the magnetic black sand.

The first four LSM images (Figure 5a) were created using the optical settings of
the microscope. The next two images (Figure 5b,c) were created using the confocal
imaging capabilities of the LSM. In Figure 5b, a 100× color image of a magnetic
black sand particle, individual fine particles are seen coating the surface. Figure 5c
depicts a 100× color LSM image of a white sand particle, where fine black particles
are seen coating the surface. They may be the beginning of a black coating, but most
likely are anthropogenic. A cross section of a black sand particle (90× magnification;
Supplementary Figure S1), shows a white interior with a black coating on the outside.
In this image, taken with the stereo microscope, the particle on the left shows where
the surface coating was removed and the white core exists. The magnetic black sand
clearly depicts the reddish iron oxide particles.

One of the black sand grains was fractured and divided into quarters, similar
to an interior slice of an orange. In Figure 6a, an SEM image (370×), the left side
shows the interior of the sand grain with no deposition or evidence of fine and
ultrafine particles. The roundish outside clearly shows a “fingernail” effect. There
is a thin surface layer (1 µm) embedding a large number of particles from the
atmospheric deposition, and the coating can be seen as having a rough texture.
A similar observation was seen using the LSM in the confocal mode (100×), in which
the rough textured outside coating is apparent with individual submicron particles
attached to the surface, and the inside is smooth with no coating (Figure 6b). The 1 µm
deep surface coating is also apparent. It is known that emissions from combustion
of fossil-fuel contain carbon soot and sulfur that is easily absorbed by soil particles
during long-range transportation [21,22].
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Figure 5. LSM images (a) sand (10× magnification); (b) magnetic black sand (100× 
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Figure 5. LSM images (a) sand (10× magnification); (b) magnetic black sand
(100×magnification); and (c) white sand (100×magnification).

The coating of the sand grains with the oil-like material and the fine and ultrafine
particles were identified independently and are believed to be correct. It does not
appear likely that the black sands originated from a natural oil seep (leaking oil
field) as opposed to having anthropogenic origin. Oil fields are located in eastern
Saudi Arabia, and not in western Saudi Arabia where the study took place. In
addition, the predominant wind direction is from the northwest, in the direction of a
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highly industrialized area (Yanbu, Figure 2). Indeed, three of the country’s largest oil
refineries operate 83 km upwind of the sampling site. Together these results point to
anthropogenic origin of the black sands, rather than impact from natural oil seeps.Atmosphere 2015, 6 1185 
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Figure 6. (a) Scanning electron micrograph of magnetic black sand (370×magnification);
(b) LSM image of magnetic black sand (100×magnification).

3.2. Elemental Composition (SEM/EDS)

Elemental determinations were performed to indicate the possible chemical
species and quantities present. In an energy range of up to 7.5 keV, the following
elements were detected: C, O, Na, Mg, Al, Si, P, S, K, Ca, Ti, V, Cr, Mn, and Fe.
Carbon, O, Na, Mg, Al, Si, K, Ca, Ti, and Fe peaks were observed at 0.28, 0.53, 1.04,
1.25, 1.50, 1.74, 3.31, 3.69, 4.51, and 6.40 keV, respectively. These elements were the
most common, found in varying intensity in all samples (Table 1). A clear P peak
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at 2.01 keV appeared in the magnetic black sand and volcanic sand samples. Only
the magnetic black sand sample exhibited a peak at 2.31 keV, which clearly indicates
S. Well-defined V and Mn peaks at energies of 4.95 and 5.89 keV, respectively, were
detected in the non-magnetic black and volcanic sand sample. A Cr peak at 5.41 keV
in the volcanic sand was clearly pronounced. The striking difference in elemental
analysis between the black and white sand confirms that the two distinct entities
were being separately resolved. The analysis of black sand and the comparison with
white and volcanic sand samples that were performed in this study enables one to
attribute the observed elements to anthropogenic emissions.

Table 1. Elemental Comparison of Four Sand Grains (Weight %).

Element
Magnetic Non-Magnetic

White Sand Volcanic Sand
Black Sand Black Sand

C 19.0 8.8 5.4 6.4
O 13.2 37.6 51.9 42.3

Na 0.3 0.5 3.1 2.5
Mg 0.3 0.7 3.5 3.1
Al 1.1 1.8 8.3 6.4
Si 2.0 3.4 20.0 16.8
P 0.1 0.0 0.0 0.4
S 0.3 0.0 0.0 0.0
K 1.0 0.1 1.9 0.7
Ca 1.0 0.4 1.6 6.2
Ti 6.7 18.0 0.8 1.5
V 0.0 0.7 0.0 0.3
Cr 0.0 0.0 0.0 0.3
Mn 0.0 0.4 0.0 0.5
Fe 55.0 27.6 3.5 12.6

The high sample to sample variability of the Fe concentration represents the most
striking result shown on Table 1: the Fe weight contribution represents 55.0% of the
magnetic black sand sample, compared to 27.6%, 12.6%, and 3.5% in the non-magnetic
black sand, volcanic sand, and white sand samples, respectively. The higher O peak
in the energy dispersive X-ray spectrum of the magnetic black and non-magnetic
black sand indicates that the Fe may be present as iron oxides specifically hematite
(Fe2O3), and magnetite (Fe3O4). The black color of the sand is a result of the large
quantity of C-bearing particles with a nm size. The magnetic black sand sample
had the highest C content (19.0 wt %), in contrast with the volcanic sand (6.4 wt %)
and white sand (5.4 wt %). Elemental carbon is predominantly a product of the
combustion process and is a good tracer for combustion-generated particles. Of the
heavy metals, only Ti was present in levels approaching 6.7 wt %. Potassium, Ca,
Al, and Si were present at 1–2 wt %. The presence of a low intensity but discernible
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S peak in addition to C and O peaks in magnetic black sand suggests soot particles
derived from fossil-fuel combustion. Similar results were observed in other electron
microscopy studies of ambient particles [23–25]. A study by Chen et al. [25] reported
that soot particles exhibiting a sulfur EDS peak, in addition to carbon and oxygen
peaks, are prominently derived from combustion of coal, residual oil, gasoline, and
diesel oil. Generally, the S content of soot particles is much less than that of char
particles [23]. Since soot particles have smaller density compared to soil particles,
their lifetime in the atmosphere is longer and they are more easily transported
far away from their source areas [26]. A study carried out by Ali-Mohamed and
Matter [27] revealed that soot from black smoke of the Kuwaiti oil-well fires settled
400 km downwind in Bahrain. Particles of combustion source origin included C, Al, S,
Ti, and Fe-rich particles from metal industries and iron deposits. Many studies have
reported the prevalence of C-rich particles in the fine fraction of PM10 in several urban
environments [28–31]. By analyzing precipitation samples collected at Kanazawa,
Japan, Tazaki et al. [32] reported that the high concentration of nm sized C-bearing
particles and powdery dusts were produced by oil field combustion and a sandstorm
in Iraq, and the particles were transported as cloud nuclei from Iraq to Japan by
westerly winds.

Non-magnetic black sand is characterized by C, O, Na, Mg, Al, Si, P, K, Ca, Ti, V,
Mn and Fe (Table 1) and is highly enriched in Ti (18.0 wt %). Titanium oxide particles
are common in ambient PM samples [33,34]. Carbon and Fe were observed in lesser
amounts (8.8 and 27.6 wt %) as compared to the magnetic black sand sample (19.0 and
55.0 wt %). Levels of Mn (0.40 wt %) in non-magnetic black sand were comparable
to the volcanic sand sample (0.50 wt %). The presence of transition metals on sand
particles is consistent with the anthropogenic process where volatilized metal, H2SO4

vapor, and SO2 condense on submicron ash particles, forming a complex aerosol
mixture that is eventually emitted into the ambient air [35]. Vanadium products can
indicate a portion of fly ash from the combustion of heavy fuel oil [17]. The principal
metals generally contained in fuel oils include C (1.5%–69%), Na (0.2%–3.91%), Mg
(2.26%–18.4%), Al (0.01%–1.42%), Si (0.05%–0.31%), K (0.1%–0.13%), Ca (0.1%–1.0%),
V (1.1%–12.85%), Fe (0.40%–0.61%), and Ni (0.35%–2.28%). Possible compound
compositions of oil-fired fly ash are: C as C; Na as Na2SO4; Mg as MgO, Mg as
MgSO4.H2O; Al as Al2O3, Al as Al2 (SO4)3; Si as SiO2; K as K2SO4; Ca as CaO, and
Ca as CaSO4; V as V2O5, V as VOSO4.3H2O; and Fe as Fe2O3, Fe as FeSO4 [17].

White sand is rich in C, O, Na, Mg, Al, Si, K, Ca, Ti, and Fe (Table 1). Oxygen
(51.9 wt %), Si (20 wt %), Al (8.3 wt %), Mg (3.5 wt %), Na (3.1 wt %), and K (1.9 wt %)
had the highest values of the four sand grain samples. The white sand had the lowest
carbon content (5.4 wt %), which is likely associated with Ca (as CaCO3—calcite, the
main component of limestone) and other alkaline earth metals e.g., Mg (as CaMg
(CO3)—dolomite), due to the corresponding presence of O [18]. It should be noted
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that the sample contained 2.4 times more Al than Fe. Both the white sand and
the volcanic sand exhibit similar ratios of O to Si (2.59 and 2.52, respectively) and
Si to Al (2.41 and 2.63, respectively). The silicates present in the white sand and
volcanic sand are mainly silicon oxides and alumino-silicate particles originating
from both natural (e.g., earth’s crustal matter) and anthropogenic (e.g., combustion
of fossil-fuels) sources [25]. Silica-rich particles have been reported as significant
constituents of the fine fractions of aerosols collected in arid desert areas of southern
Utah [36], the northern Sahara [37], Cairo, Egypt [38], and Phoenix, Arizona [30].

Table 1 reveals that predominant elements in volcanic sand are Ca, Al, C, Fe,
Si, and O: the weight concentration of these elements varies from 6.2% to 42.3%.
Particles are rich in Ca, likely as CaCO3, and contain minor amounts of V, Cr, P, Mn, K,
Ti, Na, and Mg (0.30% to 3.1%). Phosphorous had the highest value (0.40 wt %) of the
four sand grain samples. Phosphorous–bearing particles normally occur as calcium
phosphates [25]. Silicates present in the sample, within which Ca-rich silicates are
prevalent, come from the soil [39].

3.3. Enrichment Factors (EFs)

Enrichment factors (EFs) were calculated to identify the role of potential sources
of crustal or anthropogenic pollution:

EF = (Cx/CAl) sand/(Cx/CAl) crust (1)

where Cx and CAl represent the concentrations of an element and the abundance
of aluminum, respectively. The main advantage of the EF is that the enrichment of
all elements can be promptly compared. Aluminum was selected as the reference
element [40]. Usually, an EF value of <10 indicates an element of crustal origin, while
an EF≥ 10 is ascribed to an element of anthropogenic source [41]. The EFs of Na, Mg,
Si, K, and Ca in magnetic black sand ranged from 0.5 to 3, demonstrating that these
elements have a significant crustal origin. EFs of Fe, S, and Ti were 74, 84, and 88,
respectively, revealing a mainly anthropogenic origin. For the non-magnetic black
sand, a strong enrichment was observed for Mn (EF = 20), Fe (EF = 23), Ti (EF = 147),
and V (EF = 237), while for all other elements EF values were less than 1. The
EFs of V and Cr in volcanic sand were 26 and 37, respectively, which suggests an
anthropogenic component.

3.4. Extractable Ion Analysis by IC

In order to quantify anthropogenic contributions and further assess SEM/EDS
results, ion chromatography analysis of magnetic black sand was also performed,
and it confirmed the presences of the following water-soluble anions and cations:
sulfate (SO4

2−), nitrate (NO3
−), chloride (Cl−), sodium (Na+), potassium (K+),
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magnesium (Mg2+), and calcium (Ca2+). Among the anions, SO4
2− had the highest

concentration (59 ppm), followed by Cl− (17 ppm) and NO3
− (5.2 ppm). Sulfate and

NO3
− are related to anthropogenic emissions. Generally, S-bearing particles exist

in the forms of SO4
2−, HSO4

−, and/or H2SO4 with or without NH4
+ [26]. In fact,

studies have concluded that atmospheric SO4
2− can either be emitted directly as primary

particles or result from gas-to-particle conversion reactions in the atmosphere [15,42].
Sulfur dioxide from anthropogenic sources is oxidized into H2SO4, which in turn
accumulates to form condensation nuclei [43]. Sulfur-bearing particles are often
observed in airborne PM samples [25,44–46]. Sulfate has been found as the dominant
chemical species in aerosol particles in urban atmospheres [47–49]. For example,
a study by Zhang et al. [47] indicates the dominance of SO4

2− (>70%) in fine
particles from the urban area of Beijing during non-dust-storm periods. Bassett
and Seinfeld [50] reported that NO3

− is hardly formed on fine particles owing to its
volatility. Therefore, NO3

− may be formed on soot particles through heterogeneous
conversions of nitrogen oxides. Our observation is supported by an aerosol particle
study by Ganor et al. [51] at Haifa Bay, which has revealed that SO4

2− and NO3
−

concentrations were 5–10 times higher in the land breeze than in sea breeze, as a
consequence of the emissions from local industries or the long-range transportation
of pollutants. The high abundance of Cl− is likely to be linked to Fe, Na, Ca, K, and
Mg, and may have been transported long-range by way of sea [52].

As evidenced earlier, the black sand particles have very different morphologies
and microstructures compared to the white sand and volcanic sand. An important
finding in our study is the predominance of fine and ultrafine particles (50 to
500 nm ranges). Anthropogenic and natural sources have been implicated for the
observed particles. It should be pointed out that Badr is situated 83 km southeast
of Yanbu (Figure 2), which was established in 1975 as one of the country’s two
industrial centers, and has several oil-fueled power plants, three oil refineries, heavy
petrochemical industries, a large cement factory, desalination plants, mineral and
metal industries, and several other small industries and workshops. There are
naturally occurring lava fields and iron deposits located upwind, near and around
Badr. Also, Badr is about 800 km southeast of Haifa’s (Figure 2) extensive industrial
zone [52]. In fact, Badr is at a crossroads where PM from different sources may
converge: long-range transported polluted air masses from Yanbu and Bay of Haifa,
sea spray from the Red Sea itself, and mineral components from the deserts of
North Africa (Sahara) and the Arabian Peninsula. Occasionally, Saudi Arabia and
nearby countries are hit by sandstorms. The opaque mass of dust, debris, and fine
particles in suspension is usually transported by strong winds to high mountains [32].
Backward-in-time trajectories using NOAA HYSPLIT model [53] suggest that the
dominant air mass movement is northwesterly from the highly industrialized areas
(Yanbu and Haifa) towards the area of concern (Badr). Thus, the morphological
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analysis, composition, proximity to the site, and air mass movements all suggest
that emissions by these industries have contributed to particulate air pollution. They
were formed as cloud condensation nuclei were readily long-range transported by
northwesterly air currents, and finally settled on Douf Mountain.

4. Conclusions

High resolution electron microscopy, viz. optical stereo microscope (OSM),
scanning electron microscopy with energy dispersive X-ray spectrometry (SEM/EDS),
and laser scanning microscopy (LSM), was a powerful tool for in-depth analysis and
identification of particles by revealing details of the microstructure, morphology,
emission source types, size, and elemental composition of each type of sand particles.
The physical and chemical characterization of sand samples from Badr, Saudi Arabia
by different complimentary techniques has contributed to our knowledge and
understanding of the sand particles. These particles could have long-term health
consequences to the residents of Badr, but a dedicated health analysis would be
needed to investigate this possibility.

White sand contained silicates (alumino-silicates), quartz (SiO2, clean crystalline
structure, milky, rose), calcite, olivine, feldspar, and magnetite. Compared to
white sand and volcanic sand, the black sand particles exhibited very different
morphologies and microstructures (surface roughness). Morphological SEM and
LSM analyses showed that the black sand contained fine and ultrafine particles
(50 to 500 nm ranges) and there was a thin surface layer (1 µm) embedding a large
number of particles from the atmospheric deposition. Ion chromatography analyses
confirmed the presence of the following water-soluble anions and cations in variable
concentrations in magnetic black sand: SO4

2−, NO3
−, Cl−, Na+, K+, Mg2+, Ca2+.

X-ray energy dispersive microanalyses of sand samples revealed varying weight
concentrations of C, O, Na, Mg, Al, Si, S, Ca, Ti, V, and Fe, ranging from 0.1% to 55%
in all four samples. The predominant elements in black sand were Fe, C, O, Ti, Si, Al,
V, and S. Enrichment factor (EF) analysis results demonstrated that Na, Mg, Al, Si, K,
and Ca in black sand originated from natural sources, while Fe, C, Ti, V, and S were
linked to anthropogenic sources. Fossil-fuel combustion and industrial emissions in
Haifa and Yanbu can be significant sources of carbon and other contaminant particles,
which can be easily adhered to soil particles during long-range transport.

This study presents the first in-depth characterization of black sand particles
from sand dunes of Saudi Arabia. Reliable baseline data on particulate air pollution
are needed for setting standards and objectives of air pollution controls, and to
investigate the role of local and long-range transported anthropogenic emissions.
Examining the types, dimensions, and the amount of carbon and other contaminant
particles deposited in the coming years will indicate effectiveness of the pollution
control devices which have been installed on industries producing energy from
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fossil-fuels. A comprehensive study should be considered to cover the whole area,
trace wind pathways from source regions, and outreach to local people to locate other
areas where black sand has been deposited. Future research into the issues such as
the real size of the ultrafine particles, mechanisms of long-range transport in the
region and mechanisms of adhesion of the ultrafine particles to the larger sand grains
would help explain these issues more fully. Further research into health outcomes
(respiratory diseases, cardiovascular) in the general population and susceptible
groups in Badr and other major cities of Saudi Arabia should also be performed.
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Characteristics of PM10 and PM2.5 at Mount
Wutai Buddhism Scenic Spot, Shanxi, China
Zhihui Wu, Fenwu Liu and Wenhua Fan

Abstract: A survey was conducted to effectively investigate the characteristics of
airborne particulate pollutants PM10 and PM2.5 during the peak tourist season at
Mount Wutai Buddhism scenic spot, Shanxi, China. Characteristics of the PM10 and
PM2.5 in Wu Ye Temple (core incense burners), Manjusri Temple (a traffic hub), Yang
Bai Lin Village (a residential district), and Nan Shan Temple (located in a primitive
forest district), were determined. The results showed that the PM10 concentration
was more than 1.01–1.14 times higher than the threshold (50 µg/m3) of World
Health Organization Air Quality Guidelines (2005), and the PM2.5 concentration
was 1.75–2.70 times higher than the above standard (25 µg/m3). Particle size analysis
indicated that the distribution of fine particulate matter in Wu Ye Temple ranged from
0 to 3.30 µm. In other sampling points, the fine particulate was mainly distributed in
the range of 0–5.90 µm. The particulates in Wu Ye Temple were mainly characterized
by spherical, rod-like, and irregular soot aggregates (PM10) and spherical particles of
dust (PM2.5). Manjusri Temple and Yang Bai Lin Village predominantly exhibited
irregular soil mineral particulate matter (PM10), and amorphous ultrafine soot
particulate matter (PM2.5).

Reprinted from Atmosphere. Cite as: Wu, Z.; Liu, F.; Fan, W. Characteristics of PM10

and PM2.5 at Mount Wutai Buddhism Scenic Spot, Shanxi, China. Atmosphere 2015, 6,
1195–1210.

1. Introduction

Particulate matter impacts the environment, climate, and human health and
has become one of the most important pollutants affecting air quality. However,
particulate matter, including PM10 with an aerodynamic equivalent diameter less
than 10 µm and PM2.5 with an aerodynamic equivalent diameter less than 2.5 µm, has
significant effect on human health in the last decades [1]. PM10 can be absorbed by the
human body, thereby causing diseases following deposition in the respiratory tract
and alveoli, and a number of studies have been conducted on this issue. For example,
Wu et al. and Amador-Muñoz et al. studied the concentration and potential threats
of PM10 in coal-fired industrial cities in China [2] and in Southwestern Mexico [3].
Makra et al. and Malandrino et al. studied the distribution of PM10 under different
traffic patterns in Szeged and Bucharest [4], and the yearly and quarterly changes
of the trace elements in PM10 in Turin, Italy [5], respectively. However, few studies
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have been conducted on PM10 distribution in Buddhist scenic spots, where a large
number of incenses and candles are burned during the peak tourist season.

Studies on human health, particularly respiratory diseases, have increased
in recent years. PM2.5 is likely to adsorb toxic substances and to be inhaled into
the alveoli and blood [6], which has increased people’s awareness regarding this
matter. Compared with PM10, PM2.5 is characterized by small particle size, large
area, and high activity. It is also likely to absorb toxic and harmful substances,
have a long residence time in the air, and travel long distances. The majority of
recent reports on PM2.5 have focused on the analysis of chemical components in
organic pollutants, inorganic chemical components, and microbial components in
particulate matter. For instance, Mikuška et al. analyzed all organic pollutants
contained in the PM2.5 of Ostrava, an industrial city in the Czech Republic during
winter [7]. Salameh et al. studied the seasonal and spatial distribution characteristics
of the chemical components of PM2.5 in five cities around the Mediterranean Sea in
Europe [8]. Cao et al. extracted DNA from some microorganisms in PM2.5 in Beijing
for metagenomic analysis [9].

Work-related stress, fast-paced lifestyles, and severe atmospheric and
environmental pollution have caused the degradation of living standards in urban
areas. This has led to the popularity of tourism as it allows urban dwellers to
get “close to nature”. However, increasing vehicle flow and emissions from fossil
fuel combustion have resulted in anthropogenic pollution in scenic spots and these
effects cannot be underestimated any longer. In scenic spots, some studies on PM10

and PM2.5 focused on particulate matter concentration and analysis of chemical
components. For instance, Zhang, et al. [10] studied the samples of aerosol from
PM2.5 in the Yulong Scenic Spot southeast of the Qinghai Tibet Plateau, China,
during the winter to determine the chemical composition and source. Lee, et al. [11]
analyzed the impact of soot caused by biomass burning, the dispersion of PM2.5

concentrations in Southeast Asia, and the presence of water-soluble ions in Lulin
Mountain Region, Taiwan.

Few studies have been carried out on single-particle morphology of PM2.5 in
a natural scenic spot. Single-particulate matter research techniques can provide
single-particle morphology, chemical composition, particle size distribution, and
other pertinent information. Analytical data related to single-particulate matter can
be used as “fingerprint information”, to some extent, to show the corresponding
natural or anthropogenic source. Unlike urban areas and other scenic spots, Mount
Wutai Scenic Spot, located in Shanxi, China, a sacred place for Buddhists, is visited by
many pilgrims who burn candles while praying. During tourists praying at Buddhist
tourist spots at Mount Wutai, they burning a lot of incense and candle, which
consisted with some combustible biomass materials, such as natural sticky powder,
elm wood powder, and fragrant material. Strong pungent odor can be produced
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when incense, candles, and its plastic package materials burning accompanied
with intense black smoke. Sometimes, the pungent odor can be easy-nosed by
tourists in 30–50 m away. In addition, transportation and catering business are also
expansion with the increasing of tourists. Furthermore, some tourists carry out their
tourism activities in primitive forest district. During these activities, large amounts
of particulate matter may be produced from incense and candles burning in praying,
automobile exhaust, coal burning in catering business, and fugitive dust come from
bared land caused by the tourists trample in primitive forest district. Unfortunately,
to the best of our knowledge, none studies have investigated the PM10 or PM2.5

pollution at Buddhist scenic areas, such as Mount Wutai Scenic Spot.
The initial objective of the present work was to investigate the concentrations of

PM10 and PM2.5 in the four different areas, including Wu Ye Temple (core incense
burners), Manjusri Temple (a traffic hub), Yang Bai Lin Village (a residential district),
and Nan Shan Temple (located in a primitive forest district), at Mount Wutai scenic
spot during the peak season. In order to explore: (1) the typical pattern of particulate
matter produced in Mount Wutai Scenic Spot and (2) the main elements, which may
enter the human body by breathing these particulate matter. The morphology and
elemental composition of PM10 and PM2.5 in the different areas were also investigated.
The outcomes will provide scientific data for atmospheric pollution control at Mount
Wutai scenic spot.

2. Results and Discussion

2.1. Sampling Points

The locations of the different sampling areas are shown in Table 1. Three
sampling points were included in each area using a triangle model. The arrangement
of sampling points in each area is shown in Figure 1.

Table 1. Information on the sampling areas in Mount Wutai, Shanxi, China.

Sampling Point Area Geographical Position Altitude (m)

Wu Ye Temple a candle burning gathering
site in the scenic spot

113◦35′22.9”E
39◦03′23.3”N 1 672

Manjusri Temple a traffic hub in the scenic spot 113◦35′42.5”E
39◦02′31.2”N 1 664

Yang Bai Lin Village a residential district in the
scenic spot

113◦35′21.5”E
39◦00′9.4"N 1 680

Nan Shan Temple a primitive forest district 113◦34′18.4”E
38◦58′54.8"N 1 678
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Figure 1. Distribution of sampling sites and its real scene pictures in the four
different areas at Mount Wutai, Shanxi, China.
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2.2. Sampling Methods

August is the peak tourist time at Mount Wutai. Atmospheric pollution caused
by tourism activities during this period is more than that observed in the other
seasons. Samples of particulate matter were collected from the four different areas
at Mount Wutai scenic spot (Manjusri Temple, Wu Ye Temple, Yang Bai Lin Village,
and Nan Shan Temple Forest District) from 20–27 August. These four different areas
represent the main area of Mount Wutai. A KB-6120 four-channel moderate-flow
integrated atmospheric sampler, provided by Qingdao Xuyu Environmental Co., Ltd.
(Qingdao, China), was used with PM10 and PM2.5 cutters to sample the airborne
particulates, with a sampling flow of 100 L/min. A filter membrane of glass fiber
(diameter: 47 mm; bore diameter: 0.2 µm) was also used. During sampling, the daily
mean temperature was 13.31◦C and the daily mean wind speed was 2.6 m/s. Blank
samples of collection and transportation were included during sampling. Samples
were collected at each sampling point from 3:00 to 23:00 for seven consecutive days
with measurements taken every 2 h. To eliminate heterogeneity in the particulate
matter settling rate at different altitudes, four different areas were selected at a similar
altitude. In this study, eighty particulate matter samples for PM10 monitoring and
eighty particulate matter samples for PM2.5 monitoring have been collected at each
sampling point.

2.3. Sample Preparation and Analytical Methods

The weight of PM10 or PM2.5 was measured using a precision electronic balance.
The concentration of PM10 or PM2.5 was calculated by the weight of PM10 or PM2.5

and the sampling volume. The micrograph or morphology of PM10 or PM2.5 were
analyzed at the Shanxi Institute of Coal Chemistry of the Chinese Academy of
Sciences. The detailed steps are as follows: (1) choose and cut a 5 mm × 5 mm filter
membrane for random sampling; (2) paste the membrane to a circular sample stage
of aluminum with appropriate amounts of conductive adhesive; (3) under certain
high-vacuum conditions, coat the filter membrane surface with a very thin Platinum
(Pt) membrane by ion sputtering; (4) place the membrane in a JEOL JSM-7001F
field-emission scanning electron microscope (SEM) for morphology analysis and
to identify the pattern of particulate matter. A Bruker QX200 energy dispersive
X-ray spectroscope (EDS, Bruker, Germany) was used for element analysis of the
particulate matter. Each sample had five randomly selected micrographs that were
obtained using the same optical zoom distance. Image-Pro Plus 6.0, micrograph
analysis software, was used to process the particulate matter micrographs, obtain
the number and equivalent spherical diameter of the particulate matter of different
particle sizes, and calculate the average frequency of occurrence of each type of
particulate matter of different particle sizes in every micrograph.
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2.4. Statistical Methods

Statistical software (SAS 9.2) was used to analyze the experimental data.
All results shown in figures are mean values with their standard deviations to
show reproducibility and reliability. In other words, the data are represented
by means and error bars where the error bars are the standard deviation in all
figures. All figures in this paper were drawn using Origin 7.5 software. Two
numbers were connected by “–” in this article means the data ranges from minimum
value (before “–”) to maximum value (after “–”). Two numbers were connected
by “±” means the mean value (before “±”) plus or minus standard deviation
(after “±”). Significant differences among treatment means were determined using
the Student-Newman-Keuls test (p < 0.05).

3. Results and Discussions

3.1. Concentration Distribution of PM10 and PM2.5 at Mount Wutai Scenic Spot

The mean daily concentrations of PM10 and PM2.5 are shown in Figure 2.
The results showed that the PM10 concentration at the four different areas were
within the range of 17.40 µg/m3 to 161.45 µg/m3, whereas the mean daily value at
Wu Ye Temple was 1.01–1.14 times higher than the threshold (50 µg/m3) of the World
Health Organization (WHO) Air Quality Guidelines (2005). The daily value for
Nan Shan Temple Forest District was 0.99–1.46 times higher than the threshold of
the above standard, respectively. However, at Manjusri Temple and Yang Bai Lin
Village sampling points, the PM10 concentrations did not exceed the threshold of the
WHO standard. The PM2.5 concentration at the four different areas was 1.43 µg/m3

to 59.20 µg/m3; the mean daily values of PM2.5 at sampling points Wu Ye Temple
and Nan Shan Temple Forest District were 1.75–2.70 times and 0.99–1.87 times higher
than the WHO standard (25 µg/m3), respectively. However, the PM10 and PM2.5

concentrations at the Manjusri Temple and Yang Bai Lin Village sampling points
were lower than the WHO standard.

In addition, the results of this study show that the mean concentration ratios
of PM2.5 to PM10 at Wu Ye Temple, Manjusri Temple, Yang Bai Lin Village, and
Nan Shan Temple Forest District were 0.367, 0.435, 0.083 and 0.760, respectively.
Thus, the mean concentration ratio of PM2.5 to PM10 in the four areas was 0.387. It is
concluded that the particulate matter around Manjusri Temple was mostly sub-fine
particles with an equivalent spherical diameter range of 2.5–10 µm. The sub-fine
particle concentrations at Wu Ye Temple and Yang Bai Lin Village were lower that
the level at Manjusri Temple.
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Figure 2. PM10 and PM2.5 concentration distribution in the four different areas at
Mount Wutai, Shanxi, China. Data labeled in the point with the same letter are not
significantly different at p < 0.05. The vertical T-bars indicated standard deviation
about the means.

3.2. Particle Size Distribution of Airborne Particulate Matter at Mount Wutai Scenic Spot

It is now generally accepted that fine particles are more harmful to health effect
than larger particles because fine particles offer a larger surface area and hence
potentially larger concentrations of adsorbed or condensed toxic air pollutants per
unit mass [12] or fine particles are more efficiently retained in the peripheral lung [13].
Based on equivalent spherical diameter, the particle size distributions of particulate
matter in the four different areas are shown in Figure 3.

The main particulate matter at the Wu Ye Temple sampling point had an
equivalent spherical diameter of 0–3.30 µm. The particulate numbers in the range
of 0–3.30 µm accounted for 80.0% of the particulate numbers of PM10 at this point,
with the peak occurring at 1.10–2.20 µm (Figure 3a). However, no particulate matter
in the range between 7.70 and 9.90 µm was observed. Furthermore, the particulate
numbers of PM2.5 accounted for 65.0% of the PM10 particulate numbers at this point.
The particle size distribution of particulate matter in Manjusri Temple assumed an
unimodal pattern (Figure 3b), with particulate matter mainly within the 0–4.60 µm
range and accounted for 85.6% of the total particulate numbers in PM10 at this point.
The peak interval was within 1.08–2.16 µm. Unlike Wu Ye Temple, the number ratio
of PM2.5 to PM10 was 37.1%. Therefore, the proportion of PM2.5 that can penetrate
into the lungs was smaller than the particulate matter at Wu Ye Temple (65.0%).
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The particle size distribution of particulate matter at Yang Bai Lin Village assumed
a bimodal pattern (Figure 3c), which was different to the other sampling points,
and the individual peak-to-peak interval at this point was within 1.7–2.4 µm and
4.5–5.2 µm Furthermore, the particulate matter was mainly distributed within the
range of 0–5.90 µm. The particulate number in the range of 0–5.90 µm accounted for
86.9% of the total particulate numbers of PM10 at this point. In addition, the number
ratio of PM2.5 to PM10 was 32.6%. The particle size distribution of particulate matter
in Nan Shan Temple Forest District assumed a unimodal pattern, with the particulate
matter mainly distributed within the range of 0–4.32 µm, the particulate numbers
in this scale accounted for 77.9% of the total PM10 particulate numbers. The peak
occurred within the range of 1.08–2.16 µm (Figure 3d). The number ratio of PM2.5 to
PM10 was 42.5% at this sampling point. Nan Shan Temple Forest District is located
in a primitive forest district, and previous studies have shown that the plant leaf
surfaces have a relatively strong absorptive capacity for fine particles, thus effectively
reducing the airborne particulate matter concentration [14]. However, compared
with Manjusri Temple and Yang Bai Lin Village sampling points, the particulate
matter concentrations of PM10 and PM2.5 in this area were relatively high (Figure 2).
The forest coverage is relatively small or a portion of the primitive forest has been
damaged by human activities and may be the main reason for these results.

In conclusion, the number ratios of PM2.5 to PM10 were 65.0%, 37.1%, 32.6%
and 42.5% at Wu Ye Temple, Manjusri Temple, Yang Bai Lin Village, and Nan Shan
Temple Forest District sampling points. PM2.5 was the main air pollutant in Wu Ye
Temple (core incense and candle burners). The size of particulate matter in Yang Bai
Lin Village (a residential district), Manjusri Temple (a traffic hub), and Nan Shan
Temple Forest District (located in a primitive forest district) were mainly distributed
between 2.5 and 10 µm.

3.3. Single-Particle Morphology and Elemental Analysis of PM10 in the Four Different
Areas at Mount Wutai, Shanxi, China

On the basis of field-emission scanning electron microscopy and energy
dispersive X-ray spectroscopy (EDS) results of the collected samples (Figures 4
and 5), the single-particle morphology of PM10 was divided into two categories: soot
particles and soil dust particles.

On the basis of the distribution of the major elements in particulate matter, the
atomic percentages of O, Si, C, Na, Al, Ca, and K were 54.78%, 21.40%, 9.81%, 4.63%,
3.54%, 1.96%, and 1.19%, respectively; among these elements, O and Si were the major
components (Figure 5d). It is concluded that soot aggregates are found in Wu Ye
Temple and Yang Bai Lin Village, and soil particles are found in Manjusri Temple,
Yang Bai Lin Village, and Nan Shan Temple Forest District.
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Figure 3. Equivalent spherical diameter distribution of atmospheric fine particles
in the four different areas at Mount Wutai, Shanxi, China. ((a) Sampling points
in the Wu Ye Temple; (b) sampling points in the Manjusri Temple; (c) sampling
points in the Yang Bai Lin Village; (d) sampling points in the Nan Shan Temple
Forest District).

Soot particles are formed by scaly fine particle aggregates, with a bitty
appearance, loose structure, and particle size of 5.35–8.36 µm Most of the soot
particles appeared near the primary tourist areas of Wu Ye Temple and Yang Bai
Lin Village. Soot particles can be roughly divided into three categories on the
basis of morphology: near-spherical (Figure 4a), rod-like (Figure 4b), and flocculent
amorphous bodies (Figure 4c). The SEM-EDS results of particulate matter collected
in the area of incense burners in Wu Ye Temple (Figure 5a) indicated that the
distribution of major elements in such aggregates included C, O, N, Cl, Na, and
K of which the atomic percentages were 60.98%, 17.67%, 8.93%, 6.46%, 4.88%,
and 1.08%, respectively, with high contents of C, O, and N. The main sources of
particulate matter were anthropogenic combustion. This phenomenon was described
by Carrico et al. [15], who found that an increase in the particle size of soot aerosol
particulate matter from biomass burning was mostly dependent upon its hygroscopic
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growth. The large number of soot particle aggregates distributed at the Mount Wutai
scenic spot was closely associated with high rainfall and humidity during the summer.
The surfaces of most soil dust particles have impurities. Thus, dust particles are not
single-mineral particulate matter and had a relatively high frequency of occurrence
in the samples collected in Manjusri Temple and from Yang Bai Lin Village. The
SEM-EDS results in Figure 5b,c show that the distribution of the major elements
in ellipsoidal particles collected from Manjusri Temple (Figure 4d) and Yang Bai
Lin Village (Figure 4e) sampling points, which included O, Si, Ca, Al, and Na with
atomic percentages of 57.87%, 16.60%, 16.32%, 4.71%, and 4.49% (Figure 5b), and
of 50.43%, 14.58%, 12.10%, 22.42%, and 0.47% (Figure 5c), respectively. Particulate
matter containing aluminosilicate minerals was likely formed during secondary
atmospheric reactions. This result was verified previously by Dada et al. [16]. Another
type of ellipsoidal particle (Figure 4f) was found in the Nan Shan Temple Forest
District sampling point, and its surface had a slight depression and greater clastic
particle adhesion.
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Figure 4. Scanning electron microscopy (SEM) images of atmospheric particles in
PM10 at Wutai Mount scenic spot ((a) in the Wu Ye Temple sampling point; (b) in
the Wu Ye Temple sampling point; (c) in the Yang Bai Lin Village sampling point;
(d) in the Manjusri Temple sampling point; (e) in the Yang Bai Lin Village sampling
point; (f) in the Nan Shan Temple Forest District sampling point).
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Figure 5. Element analysis of atmospheric particles in PM10 at Wutai Mount scenic
spot ((a) in the Wu Ye Temple sampling point; (b) in the Manjusri Temple sampling
point; (c) in the Yang Bai Lin Village sampling point; (d) in the Nan Shan Temple
Forest District sampling point).
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3.4. Single-Particle Morphology and Elemental Analysis of PM2.5 in the Four Different
Areas at Mount Wutai, Shanxi, China

Similar to PM10, the single-particle morphologies of PM2.5 were also divided
into two categories: soot particles and soil dust particles. Figures 6 and 7 show the
single-particle morphology and elemental analysis of PM2.5 in the four different
areas at Mount Wutai. The shape of PM2.5 was roughly divided into the following
three types: ultrafine soot particles, soil dust particles, and spherical soot particles.
Soot particles of PM2.5 collected at Wu Ye Temple and Yang Bai Lin Village were
characterized by scaly aggregates with a particle size distribution of 0.06–2.37 µm
(Figure 6a,b). The elemental composition of these particles included C, O, N, Cl, Na,
and K with atomic percentages of 60.98%, 17.67%, 8.93%, 6.46%, 4.88%, and 1.08%,
respectively (Figure 7a). The elemental composition of PM2.5 was approximately
consistent with that of PM10 (Figure 5a–c); therefore, PM2.5 and PM10 had similar
emission sources.
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Figure 6. Scanning electron microscopy (SEM) images of atmospheric particles in
PM2.5 at Wutai Mount scenic spot ((a) in the Wu Ye Temple sampling point; (b) in
the Yang Bai Lin Village sampling point; (c) in the Manjusri Temple sampling point;
(d) in the Nan Shan Temple Forest District sampling point; (e) in the Wu Ye Temple
sampling point; (f) in the Yang Bai Lin Village sampling point).

Consistent with the findings of Baumgartner et al. [17], black carbon emissions
from the area with the incense burners at the Mount Wutai scenic spot, as well as
the emissions from six villages in Yunnan and Tibet, are primarily produced by
biomass burning.

Soil dust particles of PM2.5 collected at Manjusri Temple and Nan Shan Temple
Forest District were mostly characterized by an irregular morphology with distinct
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edges and corners and a particle size distribution of 0.03–1.49 µm (Figure 6c,d). Most
fine dust debris were from crust-derived minerals and had elemental compositions
of O, Ca, Mg, and C with atomic percentages of 58.47%, 17.71%, 12.33%, and 11.49%,
respectively (Figure 7b). The debris is presumed to be the mineral particulate
matter of dolomite (CaMg(CO3)2) [18] or magnesite (MgCO3). [19] reporting on
in-site observations in Hengshan, China, confirmed that gritty dust with a particle
size of 15–50 µm easily becomes the core of dust under light conditions, thus
allowing photochemical isomerization with moisture and dust in the atmosphere,
promoting the formation of new composite particles, and providing the carrier for
the long-distance transport of pollutants. Reducing soil dust particles is important
for the reduction of atmospheric particulate matter.
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Figure 7. Element analysis of atmospheric particles in PM2.5 at Wutai Mount scenic
spot ((a) in the Wu Ye Temple sampling point; (b) in the Manjusri Temple sampling
point; (c) in the Wu Ye Temple sampling point).
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However, with the exception of scaly aggregates mentioned above, spherical
particles with a smooth surface collected at Wu Ye Temple and Yang Bai Lin Village
were another type of soot particle at these sampling points. SEM images combined
with micrograph analysis method (Image-Pro Plus 6.0) showed that the average
roundness of such particulate matter was 0.37 ± 0.30 µm, and that the particle size
distribution was 2.99–5.04 µm. EDS revealed that the distribution of major elements
in the particulate matter included O, Si, Ca, Al, and Mg, with atomic percentages of
60.84%, 23.92%, 7.82%, 5.34%, and 2.06%, respectively (Figure 7c). Shi et al. [20] found
that the particulate matter in the emissions from coal and other high-temperature
combustion sources included spherical particulate matter with a smooth surface
and a spherical particulate matter with the surface covered with particles. The
particulate matter had the same morphology as that of fly ash particles determined
by Geng et al. [21] in Tokchok Island, South Korea, during the summer; an 80%
similarity in the distribution of the major elements was found in this study and the
current research. Considering the actual situation at the scenic spot, it is concluded
that the particulate matter in the scenic spot was mainly sourced from the secondary
atmospheric reactions of the emission from biomass burning, such as the fire coal or
candles used in catering the primary tourist area.

In conclusion, the main single-particulate morphology of airborne particulate
matter at Mount Wutai scenic spot included soot particles and soil dust mineral
particles. Huang et al. [22] found that the main emission sources of soot particles are
fossil fuel and biomass burning. Reducing the emission of such particulate matter
can effectively reduce the concentration of secondary organic aerosol precursors and
help avoid the occurrence of haze.

This research, which is consistent with other published literature, suggest
implementing pollution control measures in the different functional areas of the
Mount Wutai Buddhism Scenic Spot. For Wu Ye temple area, the incense and candles
burning furnace should be covered by a smoke collector, in which the strong black
smoke can be treated efficiency through absorption and precipitation devices. For
Yang Bai Lin Village residential area, the natural gas, electromagnetic or solar energy
types should be advocate use to replace coal as the main energy resource for heating
and catering. For Manjusri Temple transport hub area, the green belt should be set at
the both sides of the road. In addition, the water sprinkler working times and road
cleaning should be increased. The vehicles numbers should be restricted in this area.
The electric energy or other clean fuel should be employed for vehicles running. For
Nanshan Temple next to the primeval forest area, it is should facilitate afforestation
as more as possible. Some broad-leaved plants should be cultivated because the
broad-leaved plants can intercept the dust produced from bare land and in further
reduce the concentration of particulate matter in the atmosphere in this area.
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It is noted that in the process of this research, we focused on the elements
kinds and contents in the typical particulate matters, but not the total particulate
matters, in the different sampling points. In order to identify potential local
origin or long-range transport of the elements, the enrichment factor (EF) of the
elements in total particulate matter in different survey areas will be the focus of our
further research.

4. Conclusions

Characteristics of PM10 with an aerodynamic equivalent diameter less than
10 µm and PM2.5 with an aerodynamic equivalent diameter less than 2.5 µm in four
different areas, including Wu Ye Temple (core incense burners), Manjusri Temple
(a traffic hub), Yang Bai Lin Village (a residential district), and Nan Shan Temple
(located in a primitive forest district), were determined at Mount Wutai, Shanxi,
China, a Buddhist scenic spot. To the best of our knowledge, this study is the first to
present the characteristics of PM10 and PM2.5 in a Buddhist scenic spot. It was found
that the daily average concentrations of PM10 and PM2.5 were 17.40–161.45 µg/m3

and 1.43–59.20 µg/m3, respectively. The number ratio of PM2.5 to PM10 was 65.0% at
the Wu Ye Temple sampling point, and was 37.1%–42.5% at the other three sampling
points. The particulates in Wu Ye Temple were mainly characterized by spherical,
rod-like, and irregular soot aggregates (PM10) and spherical particles of dust (PM2.5).
Manjusri Temple and Yang Bai Lin Village predominantly exhibited irregular soil
mineral particulate matter (PM10), and amorphous ultrafine soot particulate matter
(PM2.5). It is concluded that soot particles with high content of C, O, and N in PM10

or with high content of O, Si, and Ca in PM2.5, and soil dust particles with high
content of O, Si, Ca, and Mg elements in PM10 and PM2.5 are present at Mount Wutai.
The findings in this study have great significance in developing measures to control
atmospheric pollution at Mount Wutai scenic spot.
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Analysis of PAHs Associated with
Particulate Matter PM2.5 in Two Places at the
City of Cuernavaca, Morelos, México
Hugo Saldarriaga-Noreña, Rebecca López-Márquez, Mario Murillo-Tovar,
Leonel Hernández-Mena, Efrén Ospina-Noreña, Enrique Sánchez-Salinas,
Stefan Waliszewski and Silvia Montiel-Palma

Abstract: This study was carried out between January and February 2013, at two sites
in the city of Cuernavaca, México, using low-volume equipment. Fifteen Polycyclic
aromatic hydrocarbons (PAHs), were identified by gas chromatography coupled
with mass spectrometry. The total average concentration observed for PAHs was
24.0 ng·m−3, with the high molecular weight compounds being the most abundant.
The estimated equivalent concentration for Benzo (a) P (BaPE) was 4.05 ng·m−3.
Diagnostic ratios together with the principal components analysis (PCA) allowed for
establishing coal burning and vehicle emissions as being the main sources of these
compounds in the area. The PAHs used to calculate this index account for 51% of the
15 PAHs identified, which probably involves a risk to the exposed population.

Reprinted from Atmosphere. Cite as: Saldarriaga-Noreña, H.; López-Márquez, R.;
Murillo-Tovar, M.; Hernández-Mena, L.; Ospina-Noreña, E.; Sánchez-Salinas, E.;
Waliszewski, S.; Montiel-Palma, S. Analysis of PAHs Associated with Particulate
Matter PM2.5 in Two Places at the City of Cuernavaca, Morelos, México. Atmosphere
2015, 6, 1259–1270.

1. Introduction

Polycyclic aromatic hydrocarbons (PAHs) are one of the most studied families
of organic compounds present in the atmosphere, given their proven negative effects
on health and persistence in the environment. Different PAHs, specifically those with
high molecular weight, which predominate in the particulate phase of atmospheric
aerosols, have shown to be carcinogenic [1].

It is also known that PAHs accumulated in particles are mainly associated with
fine particulate matter (PM2.5). These fine particles are better able to penetrate the
respiratory system, which increases their potential health effects [2,3].

PAHs are produced by incomplete combustion and pyrolysis of fossil fuels such
as oil and coal, and from other organic materials from natural and anthropogenic
sources [4–6], including vehicle emissions, wood burning, waste incineration, coke
production, and metal production [7–9].

Their concentrations in ambient air are lower in rural than in urban and suburban
areas. Moreover, they can have different profiles depending on the geographical
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location, the type of sources and the dominant atmospheric characteristics [10].
To identify possible sources of these compounds, diagnostic ratios were used.
However, these should be used with caution, because sometimes the discrimination
between these compounds is difficult, taking into account the reactivity of some of
the PAHs with species such as NOx, O3, etc. [11].

For the city of Cuernavaca, there is little information on the chemical
characterization of PM2.5, specifically in determining PAHs. Therefore, the present
study has as its main objective to determine ambient levels of these compounds
and their possible sources. The results will serve as a basis for mitigation programs
of air pollution and/or generation of regulatory standards for the environmental
authorities responsible for monitoring of air quality.

2. Results and Discussion

2.1. Wind Trajectories

During the study period, the winds came mainly from the southeast of the
state (66%), which probably suggests that part of air pollutants identified in
the Autonomous University of State of Morelos (in the north) had its origin in
the industrial zone of the city (located to the south) and the downtown area of the
city. However, other possible sources could be the emissions from the Popocatepetl
volcano, located to the south east of the State (Figure 1).Atmosphere 2015, 6 1261 
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Figure 1. Behavior of wind trajectories in Cuernavaca during January and February
2013. Source: 18◦55′N, 99◦13′W, heights: 1000, 2000 and 3000 m above mean sea
level (a.m.s.l.).
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2.2. Concentration of PAHs

PAHs with 2 and 3 aromatic rings (Acen, Ace, Flu, Phe and Ant) showed the
lowest levels of concentration at both sites, whereas those with 4–6 rings (Flt, Pyr, BaA,
Chr, BbF, BkF, BaP, IP, DBahA, BghiP) were the most abundant. This suggests that
the combustion of gasoline constitutes one of the main sources of these compounds
in the study area, which is consistent with that observed by Zielinska et al. 2004 [12].

At the downtown site the average total PAHs concentration was 22.57 ng·m−3

(Σ15 PAHs), while that at the CIQ site was 25.43 ng·m−3 (Σ15 PAHs), indicating
that there were no statistically significant differences in the concentration of this
family of compounds between sites (p < 0.05). Such behavior suggests relatively
stable atmospheric conditions or similar emission sources in the study area (Table 1).
Also the proximity of the University Campus to the México-Cuernavaca highway,
probably is affecting the concentration of PAHs in this area, as well as transportation
from the southern part of the city, such as was seen in the wind field.

2.3. Comparison with Other Studies

Comparisons with other studies, were carried out using the average between
the two study sites. The average total concentration in Cuernavaca (24.0 ng·m−3, Σ15
PAHs) was similar to that reported in Taichung, China (22.29 ng·m−3, Σ15 PAHs) [13]
and in Seoul, Korea (26.14 ng·m−3, Σ14 PAHs) [14]. It was lower than that reported
for Nanjing (62.58 ng·m−3, Σ15 PAHs) [6] and Jinzhou, China (190.86 ng·m−3, Σ13
PAHs) [15]. All these places have the characteristic of being large urban areas with
high vehicular activity. However, the average total concentration was higher than
that reported in Atlanta, USA (1.52 ng·m−3, Σ15 PAHs) [16], Wanqingsha, Hong
Kong (19.3 ng·m−3, Σ17 PAHs) [17] Porto, Portugal (13.3 ng·m−3, Σ15 PAHs) [18]
and Mount Taishan, China (7.05 ng·m−3 Σ15 PAHs) [19]. These results are consistent
with the type of industrial and/or vehicular activities, which occur in this urban area.

2.4. Possible Sources of PAHs in Cuernavaca

2.4.1. Diagnostic Ratios

Given the variability in the concentration of PAHs emitted into the atmosphere,
often diagnostic ratios between them are used in order to estimate the possible
sources [20]. However, they should be used with caution, if one considers, for
example, reactivity with some of the PAH species such as NOx, O3, etc. [9].

Diagnostic ratios used in this study, were calculated and reported by various
authors, which established ranges or values indicating possible sources of origin of
polycyclic aromatic hydrocarbons (Table 2).
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Table 1. Average concentration of PAHs associated with particulate matter PM2.5

in two places of the city of Cuernavaca, Morelos during the winter season of
2013 (ng·m−3).

– CIQ GB (Downtown)
Media Min Max SD Median Media Min Max SD Median

Acen 0.81 0.72 0.90 0.06 0.80 1.29 0.67 6.17 1.62 0.82
Ace 0.96 0.79 1.25 0.16 0.94 0.93 0.63 1.46 0.23 0.89
Flu 0.95 0.77 1.09 0.12 0.98 0.94 0.72 1.15 0.14 0.99
Phe 1.27 1.00 1.45 0.14 1.34 1.18 0.79 1.46 0.25 1.23
Ant 1.07 0.87 1.24 0.10 1.10 1.14 0.77 1.64 0.24 1.15
Flt 1.73 1.07 2.76 0.51 1.61 1.24 0.63 1.69 0.34 1.32
Pyr 1.39 0.99 1.82 0.24 1.45 1.22 0.63 1.56 0.32 1.29
BaA 1.57 1.17 2.11 0.26 1.57 1.33 0.77 1.79 0.30 1.32
Chr 1.54 0.99 2.04 0.27 1.55 1.39 0.69 1.78 0.36 1.44
BbF 2.68 1.83 3.49 0.49 2.73 2.36 1.04 3.34 0.77 2.53
BkF 2.75 1.82 3.58 0.46 2.78 2.45 1.17 3.32 0.74 2.52
BaP 2.63 1.53 3.54 0.50 2.55 2.27 0.93 3.13 0.73 2.47
IP 2.14 1.56 2.81 0.35 2.14 1.70 0.89 2.56 0.56 1.64

DBahA 1.68 1.11 2.16 0.26 1.72 1.46 0.92 2.00 0.32 1.56
BghiP 2.25 1.57 3.36 0.50 2.16 1.68 0.53 3.13 0.83 1.72
Total

(ΣHAP) 25.43 – – – – 22.57 – – – –

n = 11; Min: minimum value; Max: maximal value; SD: standard deviation.

Table 2. Diagnostic ratios.

Diagnostic Ratios Gasoline
Engines

Diesel
Engines Coal Wood

Combustion This Study

Flt/ (Flt + Pyr) [21,22] 0.40–0.50 0.40–0.50 >0.50 >0.50 0.42
IP/( IP + BghiP) [21,23–25] 0.18 0.37–0.70 0.56 0.62 0.50
Phe/ ( Phe + Ant) [23,26] 0.50 0.65 0.76 – 0.52

IP/ BghiP [27,28] 0.22 0.50 1.30 – 1.05

The ratio Flt/(Flt + Pyr) was between 0.40 and 0.50, suggesting that the study
area is influenced by emissions from gasoline and diesel [21,22]. Meanwhile the
IP/(IP + BghiP) ratio obtained in this study was 0.5. Some previous studies
that were done in other places have reported values between 0.18 and 0.40
corresponding to vehicle emissions, 0.56 corresponding to coal burning and 0.62
to wood combustion [21–25], indicating that in the study area coal burning is
an important source. The Phe/(Ant + Phe) ratio was also estimated, giving
a value of 0.52. This value is associated with vehicle emissions, specifically
gasoline [23,26]. Meanwhile the IP/BghiP (1.05) ratio indicated coal burning as
a major source in this zone [27,28]. These results are congruent with the dimensions,
anthropogenic activities and population density of the Cuernavaca city. Recently,
Ortíz-Hernández et al. [29] performed an emissions inventory, this study suggests
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vehicle emissions, coal burning and forest activities as the principal sources of
greenhouse gases in this region.

2.5. Principal Component Analysis

A principal component analysis (PCA) with varimax rotation was performed to
determine the possible sources of these compounds in the city of Cuernavaca. The
principal components (PC) were selected with eigenvalues greater than 1.0. In total 3
PC were extracted. The PC1 explained 75.6% of the total variance. In this component
the compounds loads were similar. Although the BaA, Chr and BaP stand out slightly,
these compounds are considered as markers of pyrogenic sources (combustion of
oil and coal) [30]. While the PC2 represented 8.5% of the remaining variance, the
compounds with the greatest burden in this component were BkF, IP and BghiP,
which are associated with vehicle emissions [30,31]. Meanwhile, the PC3 explained
7.0%, and the greatest burden was provided by Ace and Flu, considered as indicators
of coke production (Table 3).

The results show that the study area is being specifically affected by emissions
from gasoline and diesel.

The combined results of the PCA and diagnostic ratios suggests that vehicle
emissions and coal combustion are probably the main sources of PAHs associated
with the PM2.5 in the study area.

Table 3. Principal Component Analysis for Cuernavaca.

– PC1 PC2 PC3

Eigenvalues 11.30 1.30 1.10
% Variance accumulated 75.60 84.10 91.10

Acen 0.23 0.15 −0.05
Ace 0.17 −0.24 0.66
Flu 0.25 0.17 −0.14
Phe 0.26 0.10 −0.31
Ant 0.26 −0.26 −0.15
Flt 0.24 0.04 0.41
Pyr 0.27 0.14 0.27
BaA 0.28 0.06 0.20
Chr 0.29 0.12 0.02
BbF 0.27 0.16 −0.02
BkF 0.26 0.37 −0.19
BaP 0.29 0.12 −0.13
IP 0.27 0.29 0.05

DBahA 0.27 −0.06 −0.27
BghiP 0.26 0.28 −0.11
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2.6. Evaluation of Health Risk

The value obtained for the BaPE in this study was 4.05 ng·m−3. This value
is lower than that reported for Nanging, China, (7.1 ng·m−3) [6] and Zonguldak,
Turkey (14.1 ng·m−3) [32]. However, it was higher than that found in Hamilton,
Canada (0.84 ng·m−3) [33] and in Florence, Italy (0.92 ng·m−3) [34]. The compounds
used to calculate BaPE (BaA, BaP, BbF, BkF, IP, DBah) represent 51% of the PAHs
identified in Cuernavaca, which constitutes a risk factor for the exposed population,
taking into account the high degree of penetration in the respiratory system that
have the PM2.5 particles.

3. Experimental Section

3.1. Sampling Sites

The study was conducted at two sites in the city of Cuernavaca. The first
one is located in the downtown of the city (Government Building, GB), which is
characterized by high commercial and vehicular activity. The second is located north
of the city, at the Autonomous University of State of Morelos Campus ((Center of
Chemical Research, CIQ), for its acronym in Spanish). This location is characterized
as being surrounded by mountains, having a great variety of vegetation, and being
influenced by the Mexico-Cuernavaca highway. The city has a total area of 207.5 km2

and a population of 338,620 inhabitants. During the study period, the average
temperature was 23.1 ◦C (minimum 9.6 ºC, maximum 26.7 ºC), the relative humidity
was 36.2% and the average wind speed was 5.3 m·s−1 (Figure 2).

The particles were collected on quartz filters of 47 mm diameter and in a pore
size of 2.0 µm, baked to 180 ºC for at least 24 h to remove adsorbed organics,
after which they were transferred to a chamber with relative humidity of <40%
at 20–23 ◦C for another 24 h for conditioning. Afterward, the filters with particles
were equilibrated in the chamber for an additional 24 h. Low volume equipment
(Mini-Vol) were used at a constant flow of 5.0 L·min−1, equipped with impactors
for PM10 and PM2.5. Sampling was carried out in periods of 24 h (12:00–12:00), from
January 25 to 28 February 2013, every two days. In total, 11 samples were collected
for each site. After sampling, the filters were refrigerated (4 ◦C) until extraction.

3.2. Wind Trajectories

To determine the behavior of winds in the study area, HYSPLIT4 model
trajectories obtained from the NOAA (National Oceanic and Atmospheric
Administration) were used. The trajectories were made for the entire study
period [35].
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Figure 2. Sampling sites at the city of Cuernavaca, Morelos.

3.3. Extraction of Organic Matter

Sampled filters were extracted using 10 mL of dichloromethane (Burdick &
Jackson, HPLC grade) in an ultrasound bath (Branson 3210) for 30 min. This
procedure was performed twice. The Erlenmeyer flasks in which the filters were
introduced, were fitted with cooled condensers with water at 10 ◦C. The extracts were
filtered through a polytetrafluoroethylene (PTFE) membrane (0.22 µm, Millipore),
and then concentrated on a rotary evaporator (Buchi R-3) to about 1.0 mL and stored
under refrigeration until analysis.

3.4. Quality Control of the Analytical Method

Field blanks (glass fiber filters) were performed once a week. Field blanks were
stored in Petri dishes and returned to the laboratory until analysis. Further, blanks of
laboratory material were used to discard the presence of analytes of interest during
each one of the stages. The efficiency of the extraction methodology was evaluated by
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the enrichment of sampled filters with airborne particles with a solution containing
16 PAHs:

Acenaphthylene (Acen), Acenaphthene (Ace), Fluorene (Flu), Phenanthrene
(Phe), Anthracene (Ant), Fluoranthene (Flt), Pyrene (Pyr), Benzo[a]Anthracene
(BaA), Chrysene (Chr), Benzo[b]Fluoranthene (BbF), Benzo[k]Fluoranthene (BkF),
Benzo[a]Pyrene (BaP), Indeno[1,2,3-cd]Pyrene (IP), Dibenzo[a,h]Anthracene (DBahA)
and Benzo[g,h,i]Perylene (BghiP), at a concentration of 250 parts per billion (ppb).
The amount recovered for each compound was compared to the amount added to
calculate the recoveries. Once the percent recovery was determined on the enriched
filters, the repeatability was calculated by estimating the coefficient of variation
(% CV). The recoveries ranged from 60% to 90%, for Fluorene and IP, respectively.
The repeatability in terms of % CV was less than 10%, which is consistent with the
variation (30%) set by the United States Environmental Protection Agency [36], for
these samples.

Instrumental detection limits were performed based on a weight regression,
proposed by Miller and Miller 2002 [37]; these ranged between 16.71 and
61.70 ng·mL−1 for BghiP and BaP, respectively (Table 4). The concentrations of
the compounds in ambient air were corrected using the recovery percentages.

Table 4. Detection limits ng·mL−1.

Compound LOD

Acen 33.62
Ace 32.20
Flu 31.19
Phe 35.17
Ant 37.30
Flt 46.85
Pyr 50.00
BaA 26.00
Chr 44.00
BbF 26.04
BkF 22.50
BaP 61.70
IP 59.22

DahA 44.30
BghiP 16.71

LOD: limit of detection.

3.5. Instrumental Analysis

The extracts obtained were concentrated under a gentle stream of nitrogen
to near dryness and subsequently resuspended with 150 µL of dichloromethane
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in an insert injection. To this volume, 50 µL of a solution containing 6 PAH-d
(internal standard) were added to a final volume of 200 µL (naphthalene-d8,
acenaphthene-d10, phenanthrene-d10, pyrene-d10, chrysene-d12 and perylene-d12)
(Chemservice West Chester, PA), at a final concentration of 2500 ppb of
internal standard.

The chromatographic analysis was performed on an Agilent Technologies,
Model 6890 gas chromatograph (GC) coupled to a mass spectrometer (MS) 5973N
with quadrupole mass filter. The separation of the compounds was carried out on a
capillary column (J & W Scientific, USA) with an internal diameter of 0.25 mm with
5% phenyl stationary phase and 95% dimethyl polysiloxane and a film thickness
of 0.25 µm. The oven temperature program was as follows: 60 ◦C for 10 min at a
gradient of 5 ◦C per minute to 300 ◦C for 10 min. The injector temperature was
300 ◦C in the splitless mode (purge time 30 sec) and the injection volume of 2.0 µL.
Helium was used as carrier gas at a flow of 1.0 mL·min−1. The MS was operated
in the electron impact (70 eV) mode and the temperature of the ion source and the
quadrupole filter were 230 ◦C and 150 ◦C, respectively.

The mass-charge ratios (m/z) monitored were: Acenaphthylene (Acen, 152),
Acenaphthene (Ace, 153), Fluoranthene (Flt, 202), Pyrene (Pyr, 202), Benzo[a]Anthracene
(BaA, 228), Chrysene (Chr, 228), Benzo[a]Pyrene (BaP, 252), Benzo[b]Fluoranthene
(BbF, 252), Benzo[k]Fluoranthene (BkF, 252), Indeno[1,2,3-cd]Pyrene (IP, 276),
Dibenzo[a,h]Anthracene (DahA, 278), Benzo[g,h,i]Perylene (BghiP, 276).
Multicomponent calibration curves were made for all PAHs in a concentration
range of 12.5 to 1600 ng·mL−1 (r > 0.99, p < 0.001).

3.6. Evaluation of Health Risk

BaP is considered one of the most powerful mutagens, in many cases is used as a
general indicator of PAHs and regarded by the World Health Organization (WHO) as
a good index for whole PAH carcinogenicity. However, BaP it degrades easily in the
presence of sunlight and some oxidants [38,39]. For this reason, BaP concentration
alone does not give a good indication of the hazard presented by all the PAHs,
and the PAHs’ carcinogenic character, could be underestimated under determined
conditions if only this compound is taken as the representative of carcinogenicity.

Therefore, an equivalent index for BaP (BaPE), was created with the objective of
allowing a better estimation of the carcinogenic potential of PAHs associated with
atmospheric particles. The concentration of BaPE for each PAH, was calculated by
multiplying their concentration by its corresponding toxic equivalent factor (TEF),
which represents the relative carcinogenic potency of the corresponding PAH [40]:

BaPE = BaA × 0.06 + BF × 0.07 + BaP + DBahA × 0.6 + IP × 0.08 (1)
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where BF includes all the isomers of benzofluoranthene. The BaPE index tries to
parameterize the health risk for human health related to ambient PAH exposure, and
was calculated by multiplying the concentrations of each carcinogenic congener with
its carcinogenic factor obtained by laboratory studies.

3.7. Statistical Analysis

The statistical analysis, including Kruskal-Wallis test, correlation analysis and
principal component analysis (PCA), were realized using STATGRAPHICS program
(Statistical Graphics Corp.).

4. Conclusions

The most abundant PAHs were those of high molecular weight, suggesting
that in this area the combustion processes significantly contribute to atmospheric
emissions. The diagnostic ratios and PCA revealed that coal burning and vehicle
emissions are the main source of PAHs in the studied sites. The value obtained
for the BaPE suggests a risk to the population, taking into account the degree of
penetration of the PM2.5. It is important to mention that this result must be taken with
caution, because the study was performed just for one month in the winter season,
what suggests longer sampling periods in this urban zone for a better estimation
of the risk.

The results obtained reflect the deterioration in air quality that is happening
in the urban area of Cuernavaca as a result of high population growth, vehicle fleet
growth and development in the industrial park that this region has experienced in
recent years. This suggests that establishing strategies oriented to the reduction of
atmospheric emissions is required, including the modernization of road transport
and implementation of mass transportation systems, among other strategies.
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Inland Concentrations of Cl2 and ClNO2 in
Southeast Texas Suggest Chlorine Chemistry
Significantly Contributes to
Atmospheric Reactivity
Cameron B. Faxon, Jeffrey K. Bean and Lea Hildebrandt Ruiz

Abstract: Measurements of molecular chlorine (Cl2), nitryl chloride (ClNO2), and
dinitrogen pentoxide (N2O5) were taken as part of the DISCOVER-AQ Texas
2013 campaign with a High Resolution Time-of-Flight Chemical Ionization Mass
Spectrometer (HR-ToF-CIMS) using iodide (I-) as a reagent ion. ClNO2 concentrations
exceeding 50 ppt were regularly detected with peak concentrations typically
occurring between 7:00 a.m. and 10:00 am. Hourly averaged Cl2 concentrations
peaked daily between 3:00 p.m. and 4:00 p.m., with a 29-day average of 0.9 ± 0.3
(1σ) ppt. A day-time Cl2 source of up to 35 ppt·h−1 is required to explain these
observations, corresponding to a maximum chlorine radical (Cl•) production rate of
70 ppt·h−1. Modeling of the Cl2 source suggests that it can enhance daily maximum
O3 and RO2

• concentrations by 8%–10% and 28%–50%, respectively. Modeling of
observed ClNO2 assuming a well-mixed nocturnal boundary layer indicates O3 and
RO2

• enhancements of up to 2.1% and 38%, respectively, with a maximum impact in
the early morning. These enhancements affect the formation of secondary organic
aerosol and compliance with air quality standards for ozone and particulate matter.

Reprinted from Atmosphere. Cite as: Faxon, C.B.; Bean, J.K.; Ruiz, L.H. Inland
Concentrations of Cl2 and ClNO2 in Southeast Texas Suggest Chlorine Chemistry
Significantly Contributes to Atmospheric Reactivity. Atmosphere 2015, 6, 1487–1506.

1. Introduction

Research over the past several decades has shown that the presence of reactive
gas phase chlorine species, particularly chlorine radicals (Cl•), can contribute
significantly to atmospheric reactivity [1–7]. High concentrations of Cl• can lead to
increased rates of Volatile Organic Compound (VOC) oxidation [8–13] and enhanced
rates of O3 production in the troposphere [1,3,7,14–16]. Photochemical sources of Cl•

include Cl2 and HOCl [17], which are the primary forms of anthropogenic chlorine
emissions [7,18,19]. Chlorine radicals, once produced, can participate in reactions
with VOCs to produce alkyl radicals. These reactions typically proceed via hydrogen
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abstraction as shown in Reaction (R1), where R represents a generic VOC, and R•

represents the resulting alkyl radical [17,20].

Cl• + RH→ R• + HCl. (R1)

Previous studies have reported field observations of elevated tropospheric Cl2
at various locations across North America. Many of these observations were made
near coastal areas, and maximum observed concentrations range from 20 ppt to
250 ppt [21–24]. Additionally, concentrations of up to 400 ppt Cl2 were observed in
the Arctic marine boundary layer in Barrow, Alaska [25]. Cl2 source strengths on the
order of 10–100 ppt Cl2·h−1 are required to explain such concentrations due to the
rapid photolysis of Cl2 [22,23,25].

Anthropogenic sources [1,26], aqueous reaction pathways [27,28] and naturally
occurring heterogeneous or surface reaction routes of Cl2 production [25,29,30] have
been proposed to explain these observations. Previous experiments have observed
that Cl2 production from irradiated mixtures of O3 and particulate chloride proceeds
at a rate that is too rapid to be explained unless heterogeneous chemistry is active [30].
Numerous mechanisms have been proposed to explain the exact pathway for the
heterogeneous formation of Cl2. For example, the reaction of gas phase O3 at the
particle surface has been suggested [31,32].
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Other work suggests that the reaction of hydroxyl radicals (OH•) at the particle
surface more accurately depicts the chemistry active during heterogeneous Cl2
production [30,33,34], where the formation of a surface complex between particulate
Cl− and gas phase OH• was suggested as the rate limiting step, as is shown in
Reactions (R3) and (R4).

OH(g) + Cl−(aq) → OH••Cl− (R3)

2OH••Cl− → Cl2(g) + 2OH−(aq) (R4)

Regardless of the exact mechanism, the presence of a heterogeneous route for
significant Cl2 production from particulate chloride has implications for air quality
through the production of O3 [16] and particulate matter.

Heterogeneous production of gas phase ClNO2 from particulate chloride has
also been shown to occur and can lead to the generation of Cl• in the presence
of sunlight [35–38]. ClNO2 chemistry also decreases the loss of reactive nitrogen
via N2O5 deposition by producing a photolytic form of reactive nitrogen that is
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reintroduced into the gas phase [39–42]. Heterogeneous routes for the production of
Cl2 from particulate chloride have also been shown to exist [30,42–44].

Observations [24,37,45–47], modeling work [39–42] and laboratory
studies [36–38,48–52] in the recent past have identified heterogeneous ClNO2

formation as a major route for the production of reactive gas phase chlorine. The
mechanism of ClNO2 production is initiated by the reactive uptake of N2O5 on
chloride-containing aerosol particles, as seen in Reaction (R5). This reaction competes
with the heterogeneous hydrolysis of N2O5 (Reaction (R6)), which produces HNO3.

N2O5(g) + HCl(aq) → HNO3 (g) + ClNO2 (R5)

N2O5(g) + H2O(l) → 2 HNO3 (aq) (R6)

This results in relatively unreactive particulate chloride being transformed into
reactive gas phase chlorine. The ClNO2 produced by the mechanism in Reaction (5)
is photolytic and will decompose to produce gas phase NO2 and Cl• [17].

Aside from coastal [24,37,53,54] and oceanic [35] observations, several studies
have recently reported significant ClNO2 concentration in inland and mid-continental
regions [45–47,55]. Previous measurements and modeling work have indicated that
ppb-level concentrations of ClNO2 are present in Houston, TX, USA and along the
coast near the Houston Ship Channel [37,40,41]. The measurements reported here
provide further insight into the formation and concentrations of Cl2 and ClNO2 at an
inland location in southeast Texas and their implications to atmospheric reactivity.

2. Results and Discussion

The data presented in this work were collected during the DISCOVER-AQ
2013 campaign [56] in Houston, TX, USA for the period of 1 September 2013–1
October 2013. The data were obtained at an air quality monitoring ground site in
Conroe, TX, USA (30.350278◦N, 95.425000◦W) situated next to the Lone Star Executive
Airport in Montgomery county. The site is located approximately 60 km north
northwest from the Houston urban center and approximately 125 km northwest of the
nearest coastline. The gas phase species Cl2, N2O5 and ClNO2 were measured using
an iodide High Resolution Time-of-Flight Chemical Ionization mass Spectrometer
(HR-ToF-CIMS) and were identified by adduct ions Cl2I−, N2O5I−, and ClNO2I−,
respectively. The concentration and bulk composition of particulate matter smaller
than 1 µm in diameter (PM1) was measured using an Aerosol Chemical Speciation
Monitor (ACSM, Aerodyne Research) [57]. Particle size distributions were measured
using a Scanning Electrical Mobility System (SEMS, Brechtel Manufacturing).

Observations over the entire month of September 2013 revealed average peak
concentrations of Cl2, ClNO2, and N2O5 of 1.6, 25, and 1.5 ppt, respectively.
The highest concentrations of chlorine species were detected during the period
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of 11–20 September, and this time period is the focus of the following analysis.
During this period, daily peak concentrations of Cl2, ClNO2, and N2O5 frequently
exceeded 2 ppt, 60 ppt, and 20 ppt, respectively. Average nocturnal (8 p.m.–2 a.m.)
concentrations of N2O5 were approximately 5 ppt. ClNO2 morning (5 a.m.–11 a.m.)
and nocturnal concentrations averaged 24 and 21 ppt, respectively. Cl2 typically
peaked in the afternoon, and Figure 1 shows the time series for 11–20 September.Atmosphere 2015, 6 1490 
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Figure 1. Time series of Cl2 (10-min averages) at the Conroe, Texas measurement
site from 11–21 September.

N2O5 exhibited peak nocturnal concentrations exceeding 20 ppt on the nights
between 11–13 September. However, concentrations on most other nights rarely
exceeded 2 ppt, even when increases in ClNO2 concentrations were observed
during the same time periods. Concentration time series of N2O5 and ClNO2 from
11–21 September are shown in Figure 2. The implications of these observations are
discussed further in the following sections.

2.1. Cl2 Measurements

Concentrations of Cl2 typically peaked in the afternoon at concentrations
ranging 1–10 ppt. During the afternoon hours (12:00–6:00 p.m.) on many days,
Cl2 concentrations remained above 1–2 ppt. On most days, Cl2 peaked between
3:00 p.m. and 4:00 p.m. (Figure 1). Figure 3 shows the diurnal pattern of Cl2
concentrations between 11–21 September.
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Figure 2. Time series of 10-min average ClNO2 and N2O5 concentrations at the
Conroe, Texas site from 11–21 September. Two distinct patterns were observed with
respect to N2O5 and ClNO2. Inset (a) shows a time period (9/13) when ClNO2 and
N2O5 concentrations correlated. Inset (b) shows a time period (9/16) when little
N2O5 concentrations remained below the detection limit despite elevated ClNO2

concentrations. A time series of the ClNO2 photolysis rate is shown in grey, and
vertical lines represent sunrise.

These observed concentrations are slightly lower than concentrations observed
in previous studies [22–24,58], and significantly lower than concentrations that have
been detected in the arctic marine boundary layer [24,25]. However, the higher
concentrations of Cl2 in these previous studies would be expected since they were
taken in coastal areas, in close proximity to a large sea salt source. Although the
Cl2 concentrations reported here are relatively low compared to other studies, the
observation of a sustained concentration in spite of the rapid day-time photolysis
of Cl2 suggests a significant source of Cl2 is present. For example, the average
Cl2 concentration between 2:00 p.m. and 2:30 p.m. on 18 September was 3.8 ppt.
The calculated photolysis rate constant for this same period, using the coordinates
of the measurement site, was 2.5 × 10−3 s−1. This implies an approximate Cl2
photolysis rate of 35 ppt Cl2·h−1 for a mid-day Cl2 concentration of 4 ppt Cl2;
calculated 30-min average photolysis rates between 10:00 a.m. and 4:00 p.m. ranged
from 7–35 ppt Cl2·h−1. Considering that concentrations on 18 September steadily
increased from 10:00 a.m. and peaked at 2:00 p.m., this suggests that a minimum
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source strength of approximately 10–30 ppt·h−1 during the mid-day is necessary to
explain the observations. This is similar in strength to sources suggested by previous
studies to explain Cl2 observations elsewhere [22,23].
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Figure 3. Diurnal pattern of Cl2 concentrations observed from 11–21 September.
Concentrations were typically elevated in the mid to late afternoon, with a lower
enhancement late at night due to late night peaks such as the night of 12 and
13 September. Boxes indicate 25th and 75th percentiles, and whiskers indicate 10th
and 90th percentiles.

Similar daytime Cl2 concentrations were observed for several other days during
the campaign (Figure 1), suggesting that a similar source was present during those
times as well. Such a Cl2 source could potentially lead to the enhanced oxidation
of CH4 and other VOCs [23,25,58], and therefore enhanced formation of secondary
organic aerosol. Additionally, enhanced O3 production can result from the presence
of a Cl• source [1,33]. The implications of this are discussed further in Section 2.4.

On several occasions (13–15 September, for example), increases in Cl2 were
observed late at night or in the early morning, coinciding with increases in ClNO2.
No significant anthropogenic emissions of gas phase Cl2 were known to be present
in the area at the time. It is possible that the source of Cl2 in these situations was the
same as ClNO2 since N2O5 has been shown to oxidize directly to Cl2 when particles
are acidic [43]. Recent measurements in inland regions suggest that soil deflation
could possibly play a larger role as a particulate chloride source than previously

161



assumed [59–61]. Considering the diurnal pattern of Cl2, with peak concentrations
occurring in the mid-afternoon, it is more likely that Cl2 is produced inland. Gas
phase Cl2 transported from the coast would be degraded by photolysis by the time
it reaches the measurement site, which could take several hours. Additionally, the
heterogeneous production of reactive chlorine is thought to be driven by O3 or OH•,
species which peak during the mid-day. The timing of peak Cl2 concentrations thus
suggest a heterogeneous mechanism as a possible source of observed Cl2.

2.2. ClNO2 and N2O5 Measurements

For the month of September, 2013, ClNO2 was frequently detected at
concentrations exceeding 50 ppt (approximately 40% of the days in the month).
Observations for the period spanning 11–21 September are shown in Figure 2.
Although the timing of peak ClNO2 concentration varied between days (e.g.,
Figure 2a compared to Figure 2b), the typical pattern was a peak ClNO2 concentration
between 25–60 ppt occurring between 7:00–10:00 a.m. Daily 1-hour maximum
concentrations averaged 24 ppt over the course of the month. On several days,
however, ClNO2 concentrations peaked at night between 23:00–24:00, reaching
concentrations over 100 ppt by midnight. Examples of such episodes can be seen
in Figure 2 on the nights of 13 and 14 September. Observations of N2O5 were also
made, and during periods when the concentration was high (11–13 September),
N2O5 correlated well with ClNO2. However, there were many days (e.g., 14–21
September) during which elevated concentrations of ClNO2 were observed while
N2O5 remained low or was below the detection limit, perhaps suggesting that ClNO2

production was limited by N2O5 on these days.
Observed concentrations of ClNO2 were lower than previous measurements

made in coastal areas. During the Texas Air Quality Study II (TexAQS II), ClNO2

concentrations reaching 1200 ppt were detected in the Houston Ship Channel [37].
At another coastal location, in Los Angeles, CA, concentrations up to 1500 ppt
were detected off the California coast in the Los Angeles region [24]. The lower
magnitude of ClNO2 concentrations reported here is likely due to the fact that
measurements were taken further inland (~125 km from the coast) and therefore
further from a sea salt chloride source. However, the ClNO2 concentrations observed
in Conroe, TX, USA, are also lower than recent observations much further from
the coast. For example, ClNO2 concentrations of up to 800 ppt and 450 ppt were
detected at Kohler Mesa, CO (~1400 km from coast) [46] and Hessen, Germany
(~380 km from coast) [45], respectively. The most likely explanation for these
observations is that an inland source of chloride was present at these locations, and
more recent work [59] suggest the presence of a significant soil source for chloride
in Colorado. In this study, the measurements are consistent with the influence
of a moderate particulate chloride source, and the observation that N2O5 was
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never present in the absence of ClNO2 suggests that heterogeneous production was
limited by N2O5 availability. The concentrations reported here are within the range
predicted by previous modeling studies of ClNO2 production in the region [39,40,42].
Concentrations of this magnitude were predicted to result in an enhancement of O3

production up to several ppb [42].
On nights when ClNO2 and N2O5 correlated well, the concentrations typically

peaked around midnight (Figure 2a). However, when elevated ClNO2 was present in
the absence of N2O5, the concentrations typically peaked in the early to mid-morning
(Figure 2b). Figure 4 shows a diurnal pattern of ClNO2 and PM2.5 surface area (as
measured by the SEMS). Within the diurnal cycle of ClNO2 at the measurement
site, two distinct patterns of ClNO2 concentrations are clearly visible. One pattern
peaks early in the morning between 8 and 9 a.m., shortly after sunrise. In the other,
late night ClNO2 peaks are observed around midnight, coinciding with peak N2O5

concentrations (11–13 September). The peak 1-h average particulate surface area
also occurs around the time of peak ClNO2 concentrations in the early mornings,
suggesting that conditions are favorable for the heterogeneous production of ClNO2

from N2O5 in air masses that are advected to the site in the early mornings.
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Figure 4. Diurnal cycle of ClNO2 concentrations, showing two distinct patterns
that are present during the campaign: (1) an early morning peak concentrations
where ClNO2 is advected to the site, and (2) late night peak concentrations, when
ClNO2 and N2O5 concentrations correlate significantly, suggesting more local
inland production of ClNO2.

Analysis of ACSM data collected during DISCOVER-AQ suggests high
concentrations of particulate organic nitrates [62], which are formed either from
photo-oxidation of hydrocarbons in the presence of NOx or from the reactions of
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hydrocarbons with NO3 radicals. Nitrate radical chemistry acts as a NOy sink,
reducing the formation of N2O5 and therefore ClNO2 and could be responsible for
relatively low N2O5 concentrations observed throughout most of the campaign.

2.3. Air Source Regions and Back Trajectories

On several days during the campaign, differences in the correlation of ClNO2

and N2O5 concentrations and the timing of ClNO2 peak concentrations suggest
possible differences in the production and transport of ClNO2. To investigate this
difference further, HYSPLIT back trajectories were calculated for each case [63].
Starting height was set to 70 m, the end point of the back trajectories was set to the
coordinates of the Conroe field site, and the end time was set to the time of maximum
observed ClNO2 concentration on each night. The model was used to generate a
new back trajectory every two hours from the start time for a total of six 24-h back
trajectories for each time period. Figure 5 shows a comparison of calculated back
trajectories for the 13th and 16th of September.
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Figure 5. A comparison of HYSPLIT back trajectories for the days shown in the
insets of Figure 2. Left: Back trajectories for the morning of 13 September 2013.
The back trajectories ending at the time of peak ClNO2 concentrations (10–11 p.m.)
show air that originated inland near the TX-LA border 24 hours prior. Right: Back
trajectories for the morning of 16 September 2013. The back trajectory at the time of
peak ClNO2 concentration (7–8 a.m.) indicates that the air mass originated in the
Gulf of Mexico 24 hours prior, passing between the Houston, TX region and the
LA-TX border.
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One major difference between the two back trajectories is the amount of time
that the air mass spent over land or over sea prior to arriving at the site. For example,
air that was sampled at the site on 15–16 September originated in the Gulf of Mexico,
resulting in a lower residence time over industrialized regions relative to the air
sampled on the night of 12–13 September. Observations on the night of the 15th
of September indicated very low N2O5. Elevated morning-time concentrations of
ClNO2 in these scenarios (e.g., 15–17 September) most likely resulted from transport
of ClNO2 to the measurement site from the Gulf Coast. ClNO2 concentrations of
up to 1.2 ppb were previously detected along the coast [37] where HYSPLIT back
trajectories indicate the air originated on 16 September (Figure 5). The lack of a
corresponding increase in N2O5 concentrations during these early morning episodes
also suggests that the ClNO2 observed at these times is produced elsewhere. The total
amount of ClNO2 transported to the site on these mornings was probably limited
by N2O5 availability since SEMS data indicate that the highest measured particulate
surface area concentrations were observed during these times (Figure 4).

In contrast to the early morning peak concentrations, the air that was sampled
on the night of 12 September originated inland, and the majority of its path was over
land. On the night of 12 September, it might be expected that the observed air mass
had been exposed to additional inland NOx sources that would explain the higher
N2O5 concentration relative to the night of 15–16 September.

On several occasions, ClNO2 was found to be elevated in the afternoon during
daylight hours. Examples of this include the afternoons of 12, 13 and 17 September.
Back trajectories for the afternoon hours on these days indicate that air transported
to the site originated along the Gulf coast. On the afternoon of 12 September between
the hours of 1 and 5 p.m., incoming air originated along the gulf coast 18 hours prior
to arriving at the site. The back trajectories for 13 and 17 September indicate that the
air masses originated from the same region, frequently crossing the region between
Lake Charles, LA and Houston, TX. The amount of ClNO2 that would need to be
produced in the transported air can be estimated. For example, ClNO2 concentrations
on the afternoons of 12 and 13 September were approximately 10–15 ppt. An air mass
arriving at 2 p.m. would have been exposed to daylight for approximately 7 hours.
Taking the average observed photolysis rate of ClNO2 between 7 a.m. and 2 p.m. for
these dates, this corresponds to an average ClNO2 photolysis rate of 2.8 × 10−4 s−1.
This suggests that approximately 1–2 ppb of ClNO2 would need to be produced in
the incoming air masses during transport to the site in order for concentrations on the
order of 10 ppt to be observed. Previous measurements and modeling predictions in
this region indicate that elevated concentrations of ClNO2 can reach concentrations
of this magnitude [37,39,40,42].

Back trajectories in the afternoons when Cl2 concentrations were typically
elevated indicate that air is transported directly from the Gulf of Mexico, often
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passing over the metropolitan area of Houston, TX, USA. For example, air sampled
at the site between 12–5 p.m. on the afternoon of 12, 13, 16 and 18 September
consistently originated from the Gulf of Mexico 12 to 18 hours before being sampled.
The transport of these air masses from the coast could suggest that long range sea
salt transport contributed as a source of heterogeneously produced Cl2 at the site.

2.4. Box Modeling Results

The contribution of observed Cl2 and ClNO2 to Cl• production and resulting
atmospheric reactivity were analyzed using ambient box modeling. The Statewide Air
Pollution Research Center (SAPRC) software was used in combination with an updated
version of the Carbon Bond 6 (CB6r2) chemical kinetics mechanism [64,65]. The CB6r2
mechanism was modified to include basic gas phase chlorine chemistry [65,66] in
addition to Cl2 and ClNO2 photolysis in a manner similar to Sarwar et al. [39].
A list of reactions that were added is provided in the supplementary material. The
photolysis rate of Cl2 was calculated internally to the mechanism for a latitude and
longitude matching the location of the measurement site. For the dates used in the
simulations, this resulted in a peak jCl2 of 2.8 × 10−2 s−1, occurring at 12:30 p.m.
Deposition was not included and boundary layer height was fixed for the duration
of the model run.

Conditions on 18 September were modeled in order to assess the effects of Cl2
on atmospheric reactivity. Although this day did not have the highest concentration
of Cl2 observed throughout the campaign (Figure 1), sustained concentrations over
2 ppt were observed for the entire period between 12:00–6 p.m., suggesting a
continuous source of Cl2 was present. Emissions of Cl2 were added to the model
so that the observed Cl2 concentration profile was replicated in the simulations.
On this day, relative humidity was 98% at 6:00 a.m., dropping to a minimum of
43% by 2:00 p.m., and temperature rose from 294 K at 6:00 am to 308 K at 2:00 p.m.
Initial concentrations included 0.4 ppt Cl2, 8 ppb NO2, and 10 ppb O3, consistent
with early morning observations at the site on 18 September. Using these initial
conditions and meteorological inputs, the production of OH radicals was calculated
Equation (1), and day-time OH production ranged 106–107 molecules·cm−3 s−1.
A typical urban VOC mixture [67] was included in simulations at a concentration of
20 ppbC. Four scenarios were simulated: (1) no Cl2 and no VOCs, (2) including Cl2
emissions, no VOCs, (3) no Cl2 emissions with 20 ppbC VOCs and (4) including Cl2
emissions and 20ppbC VOCs. Cl• production was calculated from the photolysis of
measured Cl2 concentrations Equation (2); an average emissions rate of 15 ppt·h−1

between 8:00 a.m.–6:00 p.m. was found to be necessary to replicate the observed
concentrations. A comparison of modeled OH• and Cl• production rates and
concentrations are shown in Figure 6.

166



Atmosphere 2015, 6 1496 

 

 

kinetics mechanism [64,65]. The CB6r2 mechanism was modified to include basic gas phase chlorine 

chemistry [65,66] in addition to Cl2 and ClNO2 photolysis in a manner similar to Sarwar et al. [39]. A 

list of reactions that were added is provided in the supplementary material. The photolysis rate of Cl2 

was calculated internally to the mechanism for a latitude and longitude matching the location of the 
measurement site. For the dates used in the simulations, this resulted in a peak ݆஼௟మof 2.8 × 10−2 s−1, 

occurring at 12:30 p.m. Deposition was not included and boundary layer height was fixed for the duration 

of the model run. 

Conditions on 18 September were modeled in order to assess the effects of Cl2 on atmospheric 

reactivity. Although this day did not have the highest concentration of Cl2 observed throughout the 

campaign (Figure 1), sustained concentrations over 2 ppt were observed for the entire period between 

12:00–6 p.m., suggesting a continuous source of Cl2 was present. Emissions of Cl2 were added to the 

model so that the observed Cl2 concentration profile was replicated in the simulations. On this day, 

relative humidity was 98% at 6:00 a.m., dropping to a minimum of 43% by 2:00 p.m., and temperature 

rose from 294 K at 6:00 am to 308 K at 2:00 p.m. Initial concentrations included 0.4 ppt Cl2, 8 ppb NO2, and 

10 ppb O3, consistent with early morning observations at the site on 18 September. Using these initial 

conditions and meteorological inputs, the production of OH radicals was calculated Equation (1), and  

day-time OH production ranged 106–107 molecules·cm−3 s−1. A typical urban VOC mixture [67] was 

included in simulations at a concentration of 20 ppbC. Four scenarios were simulated: (1) no Cl2 and no 

VOCs, (2) including Cl2 emissions, no VOCs, (3) no Cl2 emissions with 20 ppbC VOCs and (4) including 

Cl2 emissions and 20ppbC VOCs. Cl• production was calculated from the photolysis of measured Cl2 

concentrations Equation (2); an average emissions rate of 15 ppt·h−1 between 8:00 a.m.–6:00 p.m. was found 

to be necessary to replicate the observed concentrations. A comparison of modeled OH• and Cl• 

production rates and concentrations are shown in Figure 6. 

 

Figure 6. Production of OH and Cl radicals in a box modeling simulations for the conditions 

on 18 September 2013. The inset shows calculated concentrations of OH and Cl radicals in 

molecules·cm−3·s−1. 

2.8x10
-3

2.6

2.4

2.2

2.0

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0.0

J
C

l2  (s
-1)

6:00 AM 9:00 AM 12:00 PM 3:00 PM 6:00 PM 9:00 PM 12:00 AM

Time (September 18, 2013)

1.4x10
7

1.3

1.2

1.1

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.0

P
O

H
• (

m
ol

e
cu

le
 c

m
-3

 s
-1

)

5.0x10
5

4.5

4.0

3.5

3.0

2.5

2.0

1.5

1.0

0.5

0.0

P
C

l•  (m
olecule

 cm
-3 s

-1)

 POH•

 PCl•

 JCl2

PCl•

POH•

5.0x10
6

4.0

3.0

2.0

1.0

0.0

[O
H

]

12:00 PM

1.0x10
5

0.8

0.6

0.4

0.2

0.0

[C
l]

 [OH•]
 [Cl•]

Figure 6. Production of OH and Cl radicals in a box modeling simulations for the
conditions on 18 September 2013. The inset shows calculated concentrations of OH
and Cl radicals in molecules·cm−3·s−1.

Although Cl• production rates and concentrations are approximately 1–2 orders
of magnitude lower than those of OH•, the calculated concentrations are significant
when the relative reactivity of the two radicals is taken into account. The rate
constants for the reactions of Cl• with many VOCs is significantly (up to 100 times)
faster than the corresponding reactions of OH• [9–11,68,69]. Thus, Cl• concentrations
on the order of 105 molecules·cm−3 s−1 represent a significant radical source
with respect to the oxidation of VOCs. For example, taking the maximum Cl•

concentration (8.5 × 104 molecules·cm−3) and the corresponding OH• concentration
at the same time (3.6 ×106 molecules·cm−3), the rate constant for the reaction of
Cl• and OH• with CH4 at 298 K are approximately 1.0 × 10−13 and 6.4 × 10−15

cm3 molecules−1 s−1, respectively. Assuming a CH4 concentration of 1700 ppb,
this corresponds to rates of reaction with CH4 for Cl• and OH• of 3 × 105 and
8× 105 molecules·cm−3 s−1, respectively. These rates of reaction indicate that the Cl•

from observed concentrations of Cl2 could significantly contribute to atmospheric
reactivity with respect to VOC oxidation. It is also important that Cl2 and Cl• peak
in the mid to late afternoon when OH• production begins to wane.

Measured O3 concentrations on the morning of 18 September were low with
concentrations reaching around 5 ppb at 6:00 a.m. Simulations under-predicted
day-time O3 concentrations by over 25% compared to measurements. Transport of
O3 to the site in the afternoon (which is not included in this box modeling simulation)
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likely leads to higher observed O3 concentrations. O3 production was found to be
enhanced by Cl2. The addition of Cl2 without VOC (model scenario 1 vs. 2) increased
maximum modeled O3 concentration between 8:00 a.m.–6:00 p.m. by 10% (1 ppb)
and RO2

• concentration by up to 50% (1.1 ppt). The addition of Cl2 in the presence of
VOC (model scenario 3 vs. 4) increased the maximum day-time O3 concentration by
8% (2 ppb) and RO2

• concentration by 28% (10 ppt). These results are summarized
in Table 1.

Conditions on the morning of 13 September (scenario 5 and 6) and 16 September
(scenarios 7 and 8) were modeled in order to assess the effects of ClNO2 on
atmospheric reactivity. Relative humidity and temperature in the model were set to
approximate conditions present at the Conroe site. The simulation start time was set
to midnight in order to capture the changes in radical production between nocturnal
and early morning conditions. Model inputs for 13 September also included initial
concentrations of 35 ppb O3 and 20 ppb NOx (consistent with measurements), as well
as 20 ppbC VOC. A base case model run was performed without ClNO2 (scenario 5)
and compared to the model run with 40 ppt initial ClNO2 (scenario 6). Model inputs
for 16 September included initial concentrations of 15 ppb O3 and 10 ppb NOx

(consistent with measurements), as well as 20 ppbC VOC. A base case with no ClNO2

(scenario 7) was compared to a separate model run (scenario 8), where initial ClNO2

concentrations were set to 0, and ClNO2 emissions were added to gradually increase
the total amount of ClNO2 from 0 to 50 ppt between 6–8 a.m. (Figure 2b).

A comparison of the radical production rates of OH• and Cl• resulting from
measured ClNO2, O3 and H2O concentrations is shown in Figure 7. Although Cl•

production reaches a peak rate that is approximately 2 orders of magnitude lower
than peak OH• production, its production in the early morning increases atmospheric
reactivity during a time when OH• concentrations are low. Concentrations of Cl•

peak in the very early morning (Figure 7 inset), approximately two hours before
OH• concentrations begin to increase. Using the peak modeled Cl• concentration
(2.5 × 104 molecules·cm−3 and an approximate OH• concentration from the same
time period (1.5 × 106 molecules·cm−3), the reaction rates with 1700 ppb CH4 are
similar at 1.1 × 105 and 4.1 × 105 molecules·cm−3 s−1 for Cl• and OH•, respectively.

The inclusion of 40 ppt ClNO2 enhanced O3 and RO2
• concentrations between

7:00 a.m.–3:00 p.m. by a maximum of 6.5% and 0.4%, respectively, when compared
to a simulation with no ClNO2 (scenarios 5 and 6 in Table 1). For simulations
on the morning of 16 September, which included emissions of 50 ppt ClNO2 in
the early morning, similar enhancements in O3 and RO2

• concentrations were
observed: in the presence of 20 ppbC VOC, O3 and RO2 concentrations were
enhanced by 11.5% and 1.0%, respectively, when compared to a base case simulation
without ClNO2 (scenarios 7 and 8 in Table 1). In the absence of VOCs the addition
of ClNO2 did not significantly increase O3 or RO2

• concentrations (not listed in
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Table 1). The increases in RO2
• exemplify how ClNO2 at the observed concentrations

can contribute significantly to atmospheric reactivity, particularly in the morning.
A summary of these modeling results and the results of Cl2 simulations are listed in
Table 1.Atmosphere 2015, 6 1498 
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Figure 7. OH• production resulting from the photolysis of O3 compared to Cl•

production from observed concentrations of ClNO2 on the morning of 13 September
2013. The inset shows a comparison of modeled Cl• and OH• radical concentrations
(molecules·cm−3) during the same time period, assuming an initial ClNO2

concentration of 40 ppt (model scenario 6).

Table 1. Summary of Modeling Results.

Scenario Chlorine
Species Comparison [VOC]

(ppbC) ∆[O3]max (%) ∆[RO2
•]max (%)

1 –
1

0
10 502 Cl2 0

3 –
2

20
8 284 Cl2 20

5 –
3

20
6 0.46 ClNO2 20

7 –
4

20
12 18 ClNO2 20
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3. Experimental Section

The area surrounding the air-quality monitoring station at Conroe, TX is
primarily affected by pollution in the outflow of air from Houston, which hosts
significant energy and petrochemical industries in addition to a large urban
population. The regional atmospheric chemistry is also influenced by marine air
from the Gulf of Mexico. The site itself is located in the middle of a field adjacent to
the airport, with a gravel parking lot nearby and bordered by trees approximately
200 m to the North.

A permanent Texas Commission on Environmental Quality (TCEQ) ambient
measurement station exists at this site and provided continuous meteorological data
(wind speed, wind direction, temperature and relative humidity) for the duration
of the campaign. NOx and O3 monitors were also present at the TCEQ site. During
DISCOVER-AQ a temporary ground site was set up adjacent to the permanent
station. Chlorine species were detected using a High Resolution Time-of-Flight
Chemical Ionization Mass Spectrometer (HR-ToF-CIMS, henceforth referred to as
CIMS) [70–73], which was operated in negative ionization mode utilizing the iodide
reagent ion. Similar CIMS techniques have been used in previous studies for the
detection of ClNO2, N2O5 and Cl2 [24,35,37,45–47,74,75], and other studies have
described in detail the operation and application of the Aerodyne CIMS. Species
reported here that were detected with the iodide CIMS included ClNO2, Cl2 and
N2O5; the ions monitored for these species were IClNO2

−, ICl2−, and IN2O5
−.

A sample flow of 2 LPM was introduced into the instrument through a 1
4 ” outer

diameter perfluoroalkoxy (PFA) Teflon®sample line connected to the stainless steel
inlet by a 1

4 ” to 10 mm stainless steel Swagelok union. The sample flow then passed
into the ion-molecule reaction (IMR) chamber of the instrument, where it was mixed
with a reagent ion flow of 2 LPM. Ionization in the IMR took place at a pressure of
200 mbar and temperature of 34◦C (controlled by an IMR heater). I(H2O)n

− reagent
ions were generated by passing a flow of ultra-high purity (UHP) N2 over a methyl
iodide (CH3I, Sigma Aldrich, 99%) permeation tube. The N2 flow first passed through
purified water (Milli-Q, model Advantage-A10) upstream of the CH3I permeation
tube in order to provide the humidity necessary for sufficient production of H2OI−

ions. This also helped to stabilize the relative humidity within the IMR and resulting
variations in sensitivity that have been noted for iodide chemical ionization [35,72].
Inside of the inlet, the sample flow then passed through 44.5 mm of the 10 mm outer
diameter stainless steel tubing before passing through a critical orifice into the IMR.
After mixing in the IMR the combined reagent and sample flow passed through
two quadrupoles before entering the Time-of-Flight (ToF) mass analyzer. During
the entire measurement period, the ToF was operated in V mode, providing higher
sensitivity but lower resolution than W mode.
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In order to test for measurement artifacts a flow of ultra-high purity (UHP) N2

was periodically introduced into the sampling inlet. This flushing of the sampling line
resulted in a rapid drop to background levels in the signals for Cl2, N2O5 and ClNO2,
suggesting that adsorption and subsequent desorption of these species from the inlet
line walls was not a significant source of measurement artifacts. When the sampling
commenced afterwards ion signals returned rapidly to ambient levels, suggestive of
a high transmission efficiency. No explicit tests were performed to assess the N2O5

transmission efficiency in the field introducing uncertainty in the quantification of
N2O5 which could be lost irreversibly to the inlet walls. The N2O5 concentrations
in this study are reported assuming that transmission efficiency was equivalent to
that observed during calibrations. We estimate that this introduces a measurement
uncertainty of 20%, a conservative estimate compared to previous work [76] which
cited a ± 7% accuracy for N2O5 measured using a different instrument.

Equations (1) and (2) were used to calculate the production of Cl• and OH•

consistent with box modeling simulation results. The production of OH• was
calculated from the reactions of O(1D) with H2O, N2, and O2 (Equation (1)), in a
manner similar to a previous observational study [45]. The rate of O3 photolysis was
used to calculate the rate of O(1D) generation, and additional details on the derivation
of Equation (1) are described in the supplementary material. The production of Cl•

proceeded directly from the photolysis of Cl2 (Equation (2)).

POH = 2J(O3) [O3] kH2O [H2O] / (kH2O [H2O] + kN2 [N2] + kO2 [O2]) (1)

PCl = 2 × jCl2 [Cl2] (2)

Additional simulations were performed to assess the impact of observed ClNO2

concentrations on Cl• production and atmospheric reactivity, and Equation (3) was
used to quantify the production of Cl• from ClNO2.

PCl = jClNO2 [ClNO2] (3)

4. Conclusions

During the month of September 2013, concentrations of Cl2 and ClNO2 regularly
reached or exceeded 2 ppt and 60 ppt, respectively, at an inland monitoring site in
Southeast Texas. The concurrent presence or absence of N2O5 at the site depended
on the source of the sampled air, and longer paths over land corresponded to higher
concentrations of N2O5. Peak ClNO2 concentrations in the early mornings when little
to no N2O5 was present on some days suggest that the production and transport of
ClNO2 from a non-local source is occurring. Contemporaneous measurements of PM
surface area suggest conditions favorable to heterogeneous conversion of N2O5 in
the advected air masses on these mornings. The presence of Cl2 and ClNO2 at the site

171



are significant due to their role as Cl• sources. Although Cl2 concentrations are lower
in magnitude, the fact that Cl2 concentrations consistently peak in the afternoon
when photolysis rates are highest suggests a Cl2 source of approximately 30 ppt·h−1

Cl2. Box modeling simulations suggest that such concentrations can contribute to
enhanced O3 and RO2

• production during the day. The source of ClNO2 is likely
the result of reactions between anthropogenic NOx sources and particulate chloride
originating along the Gulf Coast, and the reported values are within the range of
previous model predictions in the region. Assuming that the surface measurements
made in the early morning are representative of the entire nocturnal boundary layer,
ClNO2 was also found to contribute to Cl• production and atmospheric reactivity,
particularly in the early morning before significant OH• production begins. Overall,
the results suggest that Cl2 and ClNO2 affect atmospheric reactivity and can impact
the formation of ozone and secondary organic aerosol. In a region where attainment
of the National Ambient Air Quality Standard for ozone has been an issue in the
past decades, quantifying the effects of reactive chlorine chemistry is important for
assuring future attainment.
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CCN Properties of Organic Aerosol
Collected Below and within Marine
Stratocumulus Clouds near
Monterey, California
Akua Asa-Awuku, Armin Sorooshian, Richard C. Flagan, John H. Seinfeld and
Athanasios Nenes

Abstract: The composition of aerosol from cloud droplets differs from that below
cloud. Its implications for the Cloud Condensation Nuclei (CCN) activity are the
focus of this study. Water-soluble organic matter from below cloud, and cloud
droplet residuals off the coast of Monterey, California were collected; offline chemical
composition, CCN activity and surface tension measurements coupled with Köhler
Theory Analysis are used to infer the molar volume and surfactant characteristics of
organics in both samples. Based on the surface tension depression of the samples,
it is unlikely that the aerosol contains strong surfactants. The activation kinetics
for all samples examined are consistent with rapid (NH4)2SO4 calibration aerosol.
This is consistent with our current understanding of droplet kinetics for ambient
CCN. However, the carbonaceous material in cloud drop residuals is far more
hygroscopic than in sub-cloud aerosol, suggestive of the impact of cloud chemistry
on the hygroscopic properties of organic matter.
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1. Introduction

It is well established that organic compounds (especially water-soluble organic
compounds, WSOC) are ubiquitous in marine aerosol; they can interact with water
and affect aerosol hygroscopicity, droplet surface tension, and Cloud Condensation
Nuclei (CCN) activity [1–6]. As a result, marine aerosol organic matter can affect
cloud droplet number concentration as much as 15% [7–10] and may exert a
climatically important impact on clouds.

Organic compounds, depending on their source, are classified as “primary”
and “secondary”. Primary organic marine aerosol (POMA) can include high
molecular-weight compounds transferred onto sea-salt aerosol from the surfactant-rich
surface ocean during the bubble-bursting process [9]. The presence of POMA
is mostly attributed to biological activity, and its concentration varies with
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season [9,11,12]. POMA can exhibit low hygroscopic growth factors but maintain
high CCN activity [13] or vice versa [14]. Secondary organic marine aerosol (SOMA)
can be produced during cloud processing [15–19]; perhaps the most studied
chemical pathway for SOMA is glyoxylic acid oxidation [20] via several aqueous
phase intermediates [21–23]. Continental biogenic emissions can also contribute to
organic mass in marine clouds at high altitudes [24]. Anthropogenic emissions can
substantially contribute to marine organics; for example, particulate emissions from
ships are composed roughly of up to 10% carbon [25,26], in the form of sparingly
soluble poly-aromatic hydrocarbons, ketones and quinones (PAHs, PAKs, and PAQs,
respectively [13,27]). “Ship tracks” are a natural laboratory for studying aerosol
indirect effects, as clouds with uniform dynamics, are exposed to a strong gradient
in emissions concentrations and often exhibit droplet number, effective radius and
drizzle rates responses that are consistent with local emission rates [28–32].

In this study, marine aerosol samples influenced by ship emissions are
collected in-situ (in and out of cloudy regions) and studied for their cloud-droplet
formation properties. Given the complexity of the water-soluble organic fraction,
characterization is done by measuring the size-resolved CCN activity of the material,
surface tension depression and using Köhler Theory Analysis (KTA) [33–35] to infer
the thermodynamic properties (average molar volume, surfactant tension depression)
of the organic fraction and its potential impact on droplet growth rate kinetics.
These properties are then related to the influence of primary emissions and in-cloud
oxidation processes on the CCN activity of the organic compounds.

2. Experimental Methods

2.1. Aerosol Sampling and Chemical Composition

The samples analyzed in this study were obtained during the Marine
Stratus/Stratocumulus Experiments (MASE) that took place near the coast of
Monterey, California, from July to August 2005. The airborne platform used the
Center for Interdisciplinary Remotely-Piloted Aircraft Studies (CIRPAS) Twin Otter
that sampled boundary layer air over 13 flights. A full description of the aerosol and
cloud instrument payload aboard the plane during the MASE campaign can be found
in Lu et al. [36]. Six of thirteen flights encountered strong, localized perturbations in
aerosol concentration, size, and composition consistent with ship emissions. The data
presented here were sampled on 13 July in the vicinity of ship tracks. An overview of
airborne studies conducted in this region has been summarized by Coggon et al. [18].

Two sample types were collected aboard the aircraft in this study: cloud droplet
residuals (CR) from evaporated cloud droplets, and sub-cloud (SC) aerosol sampled
below cloud (and occasionally in clear-sky conditions). CR samples were collected
with a counter-flow virtual impactor (CVI) [37,38], in which cloud droplets with
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diameter greater than 5 µm were inertially separated from interstitial (unactivated)
aerosol and evaporated before collection. Analysis of cloud droplet residuals with
this approach has been instrumental in understanding the origin of CCN in ambient
clouds [18].

Table 1. Concentrations of Water Soluble Organic Carbon (WSOC) and
ions (mg·L−1 sample), and, α (mN·m−1·K−1) and β (L·mg−1) parameters of
the Szyszkowski–Langmuir surface tension model * [45] fits for the aerosol
samples analyzed.

Property Cloud Residuals (CR) Sub-Cloud (SC)

WSOC 220 ± 14 202 ± 7
Ca2+ 3.10 2.75
Mg2+ 0.07 0.58
Na+ 21.07 20.90
Cl− 25.30 22.61

NH4
+ 21.00 36.38

NO3
− 16.12 17.30

SO4
2− 35.30 87.85

Oxalate 3.61 4.22
α 8.99 × 10−4 2.91 × 10−3

β 3.84 × 10−2 1.63 × 10−2

* Szyszkowski–Langmuir Equation (1): σ = σw − αTln (1 + βc).

A Brechtel Manufacturing Inc. Particle-Into-Liquid sampler (PILS; [20]) was
used to collect the water-soluble fraction of SC and CR by exposing the aerosol
to supersaturated steam and growing them into droplets that are subsequently
collected by inertial impaction. The liquid stream was then collected in vials over
3.5 to 5 min each. The chemical composition of the ionic species in each sample
was measured with a dual Ion Chromatography (IC) system (ICS-2000 with 25 µL
sample loop, Dionex Inc.); the IC detection limit of aerosol species is less than
0.1 µg·m−3 for inorganic ions (Na+, NH4

+, K+, Mg2+, Ca2+, Cl−, NO3
−, NO2

−, and
SO4

2−) and less than 0.01 µg·m−3 air for the organic acid ions (dicarboxylic acids
C2–C9, acetic, formic, pyruvic, glyoxylic, maleic, malic, methacrylic, benzoic, and
methanesulfonic acids). The WSOC content was also measured off-line with a Total
Organic Carbon (TOC) Analyzer (Sievers Model 800 Turbo, Boulder, CO) (Table 1).
The contents of the vials were subsequently analyzed for their CCN activity and
surfactant characteristics (Sections 2.2–2.4). The aerosol samples analyzed in the
study were obtained on 13 July (when the highest organic acid concentrations were
reported) from within and below cloud (cloud base and cloud top were measured at
101 and 450 m altitude, respectively) [36]. During this flight, the aircraft focused on

181



sampling air in the vicinity of ship tracks. Backward trajectories calculated using the
NOAA HYSPLIT (HYbrid Single-Particle Lagrangian Integrated Trajectory) model
(http://www.arl.noaa.gov/ready/hysplit4.html) indicate that the air mass on the
13 July originated from the North Pacific; the vertical profile indicates that the aerosol
masses sampled on 13 July originated from the free troposphere before descending
into the marine boundary layer (Figure 1).
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Figure 1. NOAA HYSPLIT (HYbrid Single-Particle Lagrangian Integrated Trajectory) 
Model Back Trajectories for air masses sampled aboard the Twin Otter on 13 July 2005.

2.2. CCN Activity of Soluble Material Collected

The aqueous contents of the PILS vials were atomized with a Collison-type atomizer (Figure 2) 
operated at 5 psig pressure. The atomized aerosol was then dried through two silica gel diffusional 
dryers, charged by a Kr-85 bipolar charger, and classified with a Differential Mobility Analyzer 
(DMA 3081) (Figure 2). The classified monodisperse aerosol was then split and passed through a TSI 
3025A Condensation Particle Counter (CPC) to measure aerosol number concentration (CN); the other 
stream was sampled by a Droplet Measurement Technologies Continuous-Flow Streamwise Thermal 
Gradient CCN Counter (CFSTGC) [39–41]. Given the limited amount of sample, size-resolved CCN 
activity and growth kinetics measurements were obtained using scanning mobility CCN Analysis 
(SMCA) [42]. The SMCA process couples CFSTGC measurements with a scanning mobility particle 
sizer (SMPS). An inversion procedure was used to compute the ratio of CCN to CN as a function of 
aerosol size as the SMPS scans from 10 and 250 nm dry mobility diameter for a fixed supersaturation, s.
The data were fit to a sigmoidal function, corrected for diffusion and multiple charges in the 

Figure 1. NOAA HYSPLIT (HYbrid Single-Particle Lagrangian Integrated
Trajectory) Model Back Trajectories for air masses sampled aboard the Twin Otter
on 13 July 2005.

2.2. CCN Activity of Soluble Material Collected

The aqueous contents of the PILS vials were atomized with a Collison-type
atomizer (Figure 2) operated at 5 psig pressure. The atomized aerosol was then dried
through two silica gel diffusional dryers, charged by a Kr-85 bipolar charger, and
classified with a Differential Mobility Analyzer (DMA 3081) (Figure 2). The classified
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monodisperse aerosol was then split and passed through a TSI 3025A Condensation
Particle Counter (CPC) to measure aerosol number concentration (CN); the other
stream was sampled by a Droplet Measurement Technologies Continuous-Flow
Streamwise Thermal Gradient CCN Counter (CFSTGC) [39–41]. Given the limited
amount of sample, size-resolved CCN activity and growth kinetics measurements
were obtained using scanning mobility CCN Analysis (SMCA) [42]. The SMCA
process couples CFSTGC measurements with a scanning mobility particle sizer
(SMPS). An inversion procedure was used to compute the ratio of CCN to CN as a
function of aerosol size as the SMPS scans from 10 and 250 nm dry mobility diameter
for a fixed supersaturation, s. The data were fit to a sigmoidal function, corrected
for diffusion and multiple charges in the DMA [42]; the particle dry diameter size, d,
for which 50% of the particles activated into droplets, represents the dry diameter of
the particle with critical supersaturation, sc, equal to the instrument supersaturation.
The activation experiments were repeated (a minimum of four times) for each s level,
which varied from 0.2% to 1.2%. The compositional data, aerosol surfactant behavior,
and the dependence of d with respect to sc, were used to infer the molar volume and
surfactant characteristics of the organic fraction with Köhler Theory Analysis [33–35,43]
(Section 3). The CFSTGC was calibrated using (NH4)2SO4 (density = 1.77 g·cm−3,
and molar mass of 132 g·mol−1) generated with the same experimental setup, and
operating the DMA with a sheath:aerosol flow-rate ratio of 10:1; d for ammonium
sulfate was then related to critical supersaturation by applying classical Köhler theory,
using an effective van’t Hoff factor of 2.5 [41,44]. The constant van’t Hoff value is
an approximation that can be improved with the use of the Pitzer Method. Multiple
calibrations of the instrument were performed over the period of measurements, and
each supersaturation was within 10% of the average.

2.3. Surface Tension Measurements

A CAM 200 pendant drop goniometer was used to measure bulk surface
tension, σ, of the original samples and prescribed dilutions of them, following
the approach of [33,35]. The instrument uses 5–6 mL of sample to form a drop at
the end of a needle. The optical goniometer captures ~100 images of the droplet
and computes droplet surface tension through application of the Young–Laplace
equation; the standard deviations for σs/a are <0.05 mN·m−1 for a given sample at
one concentration. The measurements were then fit to the Szyskowski–Langmuir
equation [45]:

σ=σw − αTln(1 + βc) (1)

where α, β are optimally fitted constants, T is temperature, σw is the surface tension
of pure water and c is the dissolved carbon concentration (mg·C·L−1). Each pendant
drop was suspended 60 s before surface tension was measured, in order to allow
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organics in the bulk to equilibrate with the droplet surface layer [46]. Table 1 provides
a summary of the α and β parameters for all samples considered. Bulk measurements
are known to not represent the droplet activation regime. Thus parameters derived
from bulk measurements (Table 1) are applied to inferred droplet concentrations at
activation [33–35,47].
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activity of samples analyzed in this study.
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Figure 2. Experimental setup for characterizing size-resolved Cloud Condensation
Nuclei activity of samples analyzed in this study.

2.4. Droplet Size Measurements of Activated CCN

The optical particle counter used for detection of CCN concentrations also
provides the size of the activated droplets; thus the SMCA procedure can determine
the size of activated CCN with known dry diameter at the exit of the CFSTGC.
We adopt the method of Threshold Droplet Growth Analysis (TDGA) (e.g., but
not limited to [39,48,49]) to detect the possible presence of droplets growing
more slowly than calibration (NH4)2SO4 aerosol [50]. If present then, a coupled
measurement modeling approach can be used to infer the effective water vapor
uptake coefficient [14,51]. TDGA compares the Dp of CCN with sc equal to the
instrument saturation (i.e., CCN with a dry diameter equal to the cutoff diameter, d)
against the wet diameter, Dp,(NH4)2SO4 of CCN with identical sc, but composed
of (NH4)2SO4. If the presence of organics does not delay droplet growth, Dp

~Dp,(NH4)2SO4 (e.g., [34,52]). Supersaturation depression is observed at high CCN
concentration and can affect droplet size [53]. Thus both CCN measurement and
analysis should account for CCN concentrations.
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3. Analytical Theory

3.1. Köhler Theory

Köhler Theory Analysis (KTA) [33] can be used to infer the average molar
volume (molecular weight, Mj, over density ρj) of the organic fraction, j, of CCN.
It has been shown to work well for low molecular weight species, such as those
presented here. Using measurements of sc versus d to determine the Fitted CCN
Activity parameter (FCA), ω = scd−1.5, KTA infers the average molar volume of the

WSOC,
Mj
ρj

[33,43],

Mj

ρj
=

ε jνj

256
27

(
Mw
ρw

)2 ( 1
RT

)3
σ3ω−2 −∑i 6=j

ρi
Mi

εiνi

(2)

where Mw, ρw are the molecular weight and density of water, respectively, R is the
universal gas constant, T is the ambient temperature, σ is the droplet surface tension
at the point of activation, ε is the volume fraction, and ν is the effective van’t Hoff
factor. Subscripts I and j refer to the inorganic and organic components, respectively.
εk is related to the mass fraction, mk, of solute k (k being either of i or j) as:

εk =
mk/ρk

∑i 6=j mi/ρi + mj/ρj
(3)

Two measures of molar volume uncertainty are used: (i) the standard deviation

of all the
Mj
ρj

inferences (Equation (2)), and, (ii) estimates determined from, ∆
Mj
ρj

=√
∑
x
(Φx∆x)2 , where ∆x is the uncertainty of each of the measured parameters x,

(i.e., any of σ, ω, εi, εj, νi, and νj) and Φx is the sensitivity of molar volume to x,

Φx = ∂
∂x

(
Mo
ρo

)
, using the formulas of [33,34,43]. The maximum of both estimates is

the reported uncertainty of
Mj
ρj

. KTA has been shown to constrain molecular weight
estimates for laboratory aerosol (having organic mass fraction between 20 and 50%)
with an average error of 20% [33], 40% for complex biomass burning aerosol [43],
30% for secondary organic matter [35], and to within 25% for primary marine organic
matter [34].

3.2. Inferring Surface Tension

The low concentration of WSOC in the PILS samples limits the determination
(using direct measurements) of their surface tension depression for CCN-relevant
concentrations. However, if CCN activity data are available for mixtures of WSOC

and a salt (e.g., (NH4)2SO4), KTA can be used to concurrently infer
Mj
ρj

and σ using

185



an iterative procedure [34]. If enough salt is present in the sample, the contribution
of organic solute to sc is small, and an iterative procedure is not required; the effect of
the organic on CCN activity amounts to its impact on surface tension, and can then
be inferred as [35],

σ = σw

(
sc

s∗c

) 2
3

(4)

where sc is the measured critical supersaturation, and sc
* is the predicted value (from

Köhler theory). Assuming σ = σw, the surface tension of pure water computed at the
average CFSTGC column temperature [35], then

s∗c =
2
3

(
4Mwσw

RTρw

) 3
2
(

Mwd3

ρw
∑

i

εiνiρi
Mi

)−1
2

(5)

where “i” denotes all inorganic solutes present in the aerosol. Each surface
tension inference is then related to the WSOC concentration at the critical diameter
(Equation (6) of [34], and fit to the Szyskowski–Langmuir adsorption isotherm
(Equation (1)). The partitioning of the surfactant from the bulk to the droplet
monolayer should be considered. This method of inferring surface tension depression
has been shown to work well for dissolved organic matter isolated from seawater [34].
Thus in the case of marine POMA, where the surfactant may partition mostly to
the surface, partitioning effects are less important than bulk properties and why
Moore et al. [34] were able to achieve good closure.

4. Results and Discussion

4.1. Surface Tension

For the low WSOC concentrations measured in the PILS samples, organics have
minimal effect on surface tension (Figure 3). Hence, Equation (4) is used to infer
σ at carbon concentrations relevant for CCN activation (roughly 1000 mg·C·L−1).
WSOC from biomass burning aerosol and marine aerosol have been shown to contain
strong surfactants that depress surface tension by 25%–42% [43,47,54,55] at similar
concentration. The inferred σ values for both SC and CR aerosol (Figure 3) exhibit
weak surface tension depression (−∆σ/σ ' 5%) at concentrations >1000 mg·C·L−1.
The surface tension depression results are similar to results from dissolved organic
marine matter [34]. Both CR and SC samples were influenced by ship emissions,
SOMA, and POMA and contained soluble organics. The solubility of the organics
is unknown, however the potential effects of limited solubility on CCN activity
for SC samples may be outweighed by significant depression in surface tension at
the droplet surface (Figure 3). Finding the average organic molar mass from KTA

186



will help constrain if the SC and CR samples indeed have different organic aerosol
compositions that affect aerosol solubility and surfactant properties.
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surface (Figure 3). Finding the average organic molar mass from KTA will help constrain if the SC 
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surfactant properties.

Figure 3. Surface tension depression as a function of dissolved carbon concentration. 
Measurements (closed symbols) and Inferred values (open symbols) of the CR (blue 
triangles) and SC aerosol (green squares) are shown as data points. For comparison, curves 
are added with data from freshly emitted biomass burning aerosol (solid black; [43], marine 
organic aerosol (grey dash-dot; [54]) and dissolved marine organic matter (solid red; [34]).

4.2. CCN Activity

Figures 4 and 5 show the critical supersaturation, sc, as a function of dry diameter, d, for aerosol 
atomized from both CR and SC samples. The data for (NH4)2SO4 aerosol have been added for 
comparison. Data for (NH4)2SO4 are consistent with the expectation that the aerosol is highly CCN 
active, lies to the left of both CR and SC data sets, and behaves as classical Kohler CCN without 
surface tension depression. The activation slope of particles composed of soluble and insoluble 
material should exhibit a sc that scales with d−1.5 (e.g., (NH4)2SO4 data in Figure 4). At low 
supersaturations (sc ≤ 0.6%), the WSOC concentration at the point of activation was low 
(<1000 mg·C·L−1) and surface tension depression was small (Figure 3), hence sc ~ d−1.5 for both 
samples, and KTA is applied for this region of the CCN spectrum. The CR sample contained material 
that was less hygroscopic than sulfate, but more hygroscopic than in the SC sample (i.e., for a given s, 
the d of the CR is greater than SC, Figure 4). SC and CR activation curves converge at high s, likely 
because the WSOC concentration is high enough to notably decrease surface depression, more for 
organics in SC than for CR (Figure 3). The difference in CCN activity is consistent with studies to date 
(e.g., [16,56]), showing that hygroscopic components tend to be incorporated in cloud droplets where
their less hygroscopic counterparts prefer to remain in the interstitial air. It is also noted that the CR 

Figure 3. Surface tension depression as a function of dissolved carbon concentration.
Measurements (closed symbols) and Inferred values (open symbols) of the CR (blue
triangles) and SC aerosol (green squares) are shown as data points. For comparison,
curves are added with data from freshly emitted biomass burning aerosol (solid
black; [43], marine organic aerosol (grey dash-dot; [54]) and dissolved marine
organic matter (solid red; [34]).

4.2. CCN Activity

Figures 4 and 5 show the critical supersaturation, sc, as a function of dry
diameter, d, for aerosol atomized from both CR and SC samples. The data for
(NH4)2SO4 aerosol have been added for comparison. Data for (NH4)2SO4 are
consistent with the expectation that the aerosol is highly CCN active, lies to the
left of both CR and SC data sets, and behaves as classical Kohler CCN without
surface tension depression. The activation slope of particles composed of soluble
and insoluble material should exhibit a sc that scales with d−1.5 (e.g., (NH4)2SO4 data
in Figure 4). At low supersaturations (sc ≤ 0.6%), the WSOC concentration at the
point of activation was low (<1000 mg·C·L−1) and surface tension depression was
small (Figure 3), hence sc ~d−1.5 for both samples, and KTA is applied for this region
of the CCN spectrum. The CR sample contained material that was less hygroscopic
than sulfate, but more hygroscopic than in the SC sample (i.e., for a given s, the d of
the CR is greater than SC, Figure 4). SC and CR activation curves converge at high s,
likely because the WSOC concentration is high enough to notably decrease surface
depression, more for organics in SC than for CR (Figure 3). The difference in CCN
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activity is consistent with studies to date (e.g., [16,56]), showing that hygroscopic
components tend to be incorporated in cloud droplets where their less hygroscopic
counterparts prefer to remain in the interstitial air. It is also noted that the CR
samples excluded droplets <5 µm diameter thus the excluded smaller droplets may
potentially contain less hygroscopic materials.
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samples excluded droplets <5 μm diameter thus the excluded smaller droplets may potentially contain 
less hygroscopic materials.

Figure 4. CCN activity of SC and CR samples. (NH4)2SO4 (solid black line) is added for 
comparison. The CCN activity curve exponents for (NH4)2SO4, CR, and SC are −1.51, 
−1.66, and −1.35, respectively.

Figure 5. CCN activity of MASE samples with the addition of (NH4)2SO4. Salt contents 
are expressed in terms of mass fraction. (a) Cloud Residuals and (b) Sub-Cloud samples.

4.3. Inferred Molar Volumes and Uncertainties

Application of KTA requires the input of the organic mass concentration, morganic, which is 
obtained by dividing the WSOC carbon concentration (Table 1) by the carbon-to-organic mass ratio, 
C/OC. In this study, C/OC ≈ 0.27 is applied, the value for oxalic acid (C2H6O4, 90 g·moL−1), the most 
abundant organic acid measured in our samples (Table 1). C/OC ≈ 0.27 is very close to 0.29, the value 
for dissolved primary organic marine matter and marine coarse mode aerosol [34,54]. Here we expect 
it to apply to the whole sample. The van’t Hoff factor for the organic fraction is assumed to be unity. 
The presence of organics from ship emissions are assumed to introduce little variability to the organic 
mass fractions estimated. The ionic composition taken from the chemical analysis of the PILS vials is
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added for comparison. The CCN activity curve exponents for (NH4)2SO4, CR, and
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4.3. Inferred Molar Volumes and Uncertainties

Application of KTA requires the input of the organic mass concentration, morganic,
which is obtained by dividing the WSOC carbon concentration (Table 1) by the
carbon-to-organic mass ratio, C/OC. In this study, C/OC≈ 0.27 is applied, the value for
oxalic acid (C2H6O4, 90 g·moL−1), the most abundant organic acid measured in our
samples (Table 1). C/OC ≈ 0.27 is very close to 0.29, the value for dissolved primary
organic marine matter and marine coarse mode aerosol [34,54]. Here we expect it to
apply to the whole sample. The van’t Hoff factor for the organic fraction is assumed
to be unity. The presence of organics from ship emissions are assumed to introduce
little variability to the organic mass fractions estimated. The ionic composition
taken from the chemical analysis of the PILS vials is then converted into a mixture
of inorganic salts and organics with the ISORROPIA II aerosol thermodynamic
equilibrium model [57]. Lu et al. [36] find the composition of aerosol sampled to be
bimodal, composed of ammonium bisulfate and sea-salt; when samples are mixed in
the PILS, chloride depletion is both expected and observed in the samples (Table 2).
The results of the KTA analysis for each sample are summarized in Tables 3 and 4.
Assuming an organic density of 1.4 g·cm−3 [35,58], the SC sample has a high inferred
molecular weight (Mj = 2413± 536 g·mol−1; Table 4), possibly long-chained aliphatic
compounds within primary organic matter transferred to the aerosol from bubble
bursting at the seawater surface [16,34,54,59,60]. The marine nature of the SC sample
is further supported by its inferred surface tension depression (Figure 3, which is
remarkably consistent with dissolved organic matter [34]. The average molecular
weight inferred for CR aerosol is substantially less (143 ± 25 g·mol−1; Table 3),
consistent with the presence of low molecular weight carboxylic acids (i.e., C2–C9

mono and dicarboxylic acids) measured in cloud-processed marine aerosol [15].
Water-soluble oxidation products from ship VOC emissions can also contribute to
the WSOC, although the information at hand is not sufficient to conclusively show
this. As in previous KTA studies (e.g., [33]), inferred average molar volume is subject
to an estimated 30% error; the greatest source of uncertainty stems from the FCA
parameter (Tables 3 and 4). The low depression in surface tension (Figure 3) suggests
that the molecular weight distribution in the WSOC may not contain compounds
characteristic of HULIS (300–750 g·mol−1) [43,47], but instead can be described by the
superposition of two “modes”, one from SOMA (low molecular weight compounds),
and one from POMA (higher molecular weight compounds). For the SC sample,
we assume that the SOMA is primarily composed of oxalic acid (90 g·mol−1, the
predominant compound identified in the PILS samples and constitutes 0.6% of the
organic mass, Table 1), and the remaining mass (99.4%) is POMA characteristic
of Redfield-type molecules, (CHO2)106(NH3)16H3PO4, 3444 g·mol−1 [61,62]. With
this assumed two-component model composition, the average Mj in SC is equal to
2852 g·mol−1, and consistent (to within uncertainty) with the inferred KTA value
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(Table 4). Similarly, if most of the organic in the CR aerosol is a mixture of ship
emissions and oxalate, and that the POMA mode is consistent with phenathrene
(178 g·mol−1 and 99.6% of the organic mass), and SOMA with oxalic acid (90 g·mol−1

and 0.4% of the organic mass, Table 1), the average molar mass for the organic
distribution yields 177 g·mol−1, a value within 25% of our KTA estimate.

Table 2. Mass fraction (%) of constituents in the aerosol samples considered in
this study. Composition of the inorganic fraction was obtained by an aerosol
thermodynamic equilibrium model (ISORROPIA-II), using the ionic composition
of Table 1.

Cloud Residuals (CR) Sub-Cloud (SC)

Organic 88.3 82
NH4 3.4 3.6
NaCl 0.6 0

(NH4)2SO4 0.0 5.1
NaNO3 2.3 0.0

NH4NO3 0.0 2.4
Na2SO4 4.1 7.0
CaSO4 1.1 0.0

Table 3. Köhler Theory Analysis for Cloud-Residual (CR) samples.

Property x (units) Average Value of x Uncertainty ∆x Sensitivity, Φx
(m3·mol−1·x−1)

Mj
ρj

Contribution
(%)

σ (N·m−1) 6.89 × 10−2 1.38 × 10−3 3.83 × 10−3 5.72
ω (m1.5) 6.80 × 10−2 5.53 × 10−15 2.59 × 109 12.42
νNH4Cl 2 0.5 6.43 × 10−6 3.49
νNaCl 2 0.5 1.54 × 10−6 0.83

νNaNO3 2 0.5 4.18 × 10−6 2.27
νNa2SO4 3 - - -
νorganic 1 0.20 4.39 × 10−5 9.52
εNaNO3 0.05 - - -
εNa2SO4 0.07 - - -
εNH4Cl 0.10 1.95 × 10−3 8.50 × 10−4 0.80
εorganic 0.88 6.36 × 10−3 4.10 × 10−3 2.82
ρNH4Cl 1.53 - - -
ρNaCl 2.16 - - -

ρNaNO3 2.3 - - -
ρNa2SO4 2.68 - - -
ρorganic 1.4 - - -
ρaerosol 1.59 - - -
MJ/ρJ

(cm3·mol−1)
1.60 × 10−4 17.5% - -

MJ (g·mol−1) 143 25 - -
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Table 4. Köhler Theory Analysis for Sub-Cloud (SC) samples.

Property x (units) Average Value of x Uncertainty ∆x Sensitivity, Φx
(m3·mol−1·x−1)

Mj
ρj

Contribution
(%)

σ (N·m−1) 6.58 × 10−2 1.32 × 10−3 1.97 × 10−3 8.37
ω (m1.5) 8.75 × 10−14 4.43 × 10−15 9.89 × 109 14.13
νNH4Cl 2 0.5 6.35 × 10−5 10.24

ν(NH4)2SO4 2.5 0.5 3.74 × 10−6 0.60
νNH4 NO3 2 0.5 2.82 × 10−6 0.45
νNa2SO4 3 - - -
νorganic 1 0.20 7.21 × 10−5 4.65

εNH4 NO3 0.06 - - -
εNa2SO4 0.10 - - -
εNH4Cl 0.09 1.95 × 10−3 4.21 × 10−3 2.64

ε(NH4)2SO4 0.12 2.03 × 10−3 4.10 × 10−3 2.69
εorganic 0.82 6.36 × 10−3 4.63 × 10−3 9.50
ρNH4Cl 1.53 - - -

ρ(NH4)2SO4 1.77 - - -
ρNH4 NO3 1.73 - - -
ρNa2SO4 2.68 - - -
MJ/ρJ

(cm3·mol−1)
1.72 × 10−3 22.2% - -

MJ (g·mol−1) 2413 536 - -

4.4. The Effect of Organics on Droplet Growth Kinetics

Figure 6 illustrates the OPC droplet size measurements for all supersaturations
and samples considered. The flow rate within the instrument was maintained at
0.5 L·min−1 and the sheath to aerosol flow rate ratio was 10:1 to so that particles have
the same residence time in the CFSTGC. Similar to the WSOC droplet data presented
in [34,35,52,63], almost all of the growth droplet data lie within the measurement
uncertainty and are in agreement with (NH4)2SO4 calibration aerosol. According to
TDGA, the water uptake coefficient is similar to that of the water uptake coefficient
of (NH4)2SO4 (αc ~(NH4)2SO4). Given that the water uptake coefficient, (NH4)2SO4
~0.2 [50,51], this suggest that the WSOC would not slow down activation kinetics
of CCN compared to (NH4)2SO4. This is consistent with the analysis of CCN data
collected from a wide range of environments [51]. The WSOC does not appreciably
impact droplet growth kinetics (or the effective water vapor mass transfer coefficient)
as aerosol particles produced from the SC and CR grow like (NH4)2SO4.
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Figure 6 illustrates the OPC droplet size measurements for all supersaturations and samples 
considered. The flow rate within the instrument was maintained at 0.5 L·min−1 and the sheath to 
aerosol flow rate ratio was 10:1 to so that particles have the same residence time in the CFSTGC. 
Similar to the WSOC droplet data presented in [34,35,52,63], almost all of the growth droplet data lie 
within the measurement uncertainty and are in agreement with (NH4)2SO4 calibration aerosol.
According to TDGA, the water uptake coefficient is similar to that of the water uptake coefficient of 
(NH4)2SO4 Given that the .(c ~ (NH4)2SO4ߙ) water uptake coefficient, (NH4)2SO4 ~ 0.2 [50,51], this suggest 
that the WSOC would not slow down activation kinetics of CCN compared to (NH4)2SO4. This is 
consistent with the analysis of CCN data collected from a wide range of environments [51]. The 
WSOC does not appreciably impact droplet growth kinetics (or the effective water vapor mass transfer 
coefficient) as aerosol particles produced from the SC and CR grow like (NH4)2SO4.

Figure 6. Size of activated CCN generated from the cloud residual samples (CR, solid 
symbols), sub-cloud samples (SC, open symbols) and (NH4)2SO4 (solid black line). 
Droplet sizes are presented for CCN with sc equal to the instrument supersaturation.

5. Summary and Implications 

CCN activity, chemical composition and droplet growth measurements coupled with Köhler Theory 
Analysis are used to characterize the cloud droplet formation potential of water-soluble organic matter 
collected from cloud droplet (CR) residuals and sub-cloud (SC) aerosol during the MASE 2005 
campaign over the eastern Pacific Ocean off the coast of California. The organics within CR samples
were found to be more hygroscopic than in the SC sample, most likely from the enhanced levels of 
soluble organic acids (e.g., oxalic) formed during cloud processing. Both the direct and inferred 
surface tension measurements show neither sample contained strong surfactants; in fact, surface 
tension depression is consistent with the effect from primary marine organic matter.

Inferred average molecular weights of both CR and SC samples are consistent with a bimodal 
molecular weight distribution; one composed of oxalic acid (produced through glyoxylic oxidation or 
the oxidative decay of larger diacids in cloud droplets [15]) with primary organic matter (SC sample), 

Figure 6. Size of activated CCN generated from the cloud residual samples
(CR, solid symbols), sub-cloud samples (SC, open symbols) and (NH4)2SO4

(solid black line). Droplet sizes are presented for CCN with sc equal to the
instrument supersaturation.

5. Summary and Implications

CCN activity, chemical composition and droplet growth measurements coupled
with Köhler Theory Analysis are used to characterize the cloud droplet formation
potential of water-soluble organic matter collected from cloud droplet (CR) residuals
and sub-cloud (SC) aerosol during the MASE 2005 campaign over the eastern Pacific
Ocean off the coast of California. The organics within CR samples were found to be
more hygroscopic than in the SC sample, most likely from the enhanced levels of
soluble organic acids (e.g., oxalic) formed during cloud processing. Both the direct
and inferred surface tension measurements show neither sample contained strong
surfactants; in fact, surface tension depression is consistent with the effect from
primary marine organic matter.

Inferred average molecular weights of both CR and SC samples are consistent
with a bimodal molecular weight distribution; one composed of oxalic acid (produced
through glyoxylic oxidation or the oxidative decay of larger diacids in cloud
droplets [15]) with primary organic matter (SC sample), or, organics from ship
emissions (CR sample). These results are consistent with recently published
work [18,64] that shows SOMA as a significant contributor to CCN activity in
marine regions. Finally, all samples display similar droplet growth kinetics to CCN
composed of (NH4)2SO4, suggesting that water-soluble organics do not significantly
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impact the growth rate of CCN. Hence, CCN activity of the organics affects CCN
activity through their contribution of solute from SOMA and possibly a slight surface
tension depression from POMA. In both cases, increasing the size of CCN will also
have a major impact, which is not shown here.
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The Influence of Sandstorms and
Long-Range Transport on Polycyclic
Aromatic Hydrocarbons (PAHs) in PM2.5
in the High-Altitude Atmosphere of
Southern China
Minmin Yang, Yan Wang, Qiang Liu, Aijun Ding and Yuhua Li

Abstract: PM2.5 (Particulate Matter 2.5) samples were collected at Mount Heng
and analyzed for polycyclic aromatic hydrocarbons (PAHs). During sampling,
a sandstorm from northern China struck Mount Heng and resulted in a mean PM2.5

concentration of 150.61 µg/m3, which greatly exceeded the concentration measured
under normal conditions (no sandstorm: 58.50 µg/m3). The average mass of PAHs
in PM2.5 was 30.70 µg/g, which was much lower than in the non-sandstorm samples
(80.80 µg/g). Therefore, the sandstorm increased particle levels but decreased
PAH concentrations due to dilution and turbulence. During the sandstorm, the
concentrations of 4- and 5-ring PAHs were below their detection limits, and 6-ring
PAHs were the most abundant. Under normal conditions, the concentrations of 2-,
3- and 6-ring PAHs were higher, and 4- and 5-ring PAHs were lower relative to the
other sampling sites. In general, the PAH contamination was low to medium at
Mount Heng. Higher LMW (low molecular weight) concentrations were primarily
linked to meteorological conditions, and higher HMW (high molecular weight)
concentrations primarily resulted from long-range transport. Analysis of diagnostic
ratios indicated that PM2.5 PAHs had been emitted during the combustion of coal,
wood or petroleum. The transport characteristics and origins of the PAHs were
investigated using backwards Lagrangian particle dispersion modeling. Under
normal conditions, the “footprint” retroplumes and potential source contributions of
PAHs for the highest and lowest concentrations indicated that local sources had little
effect. In contrast, long-range transport played a vital role in the levels of PM2.5 and
PAHs in the high-altitude atmosphere.
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1. Introduction

Haze pollution in China has occurred frequently in recent decades, with a
vital contribution from PM2.5 (Particulate Matter 2.5). Sandstorms also frequently
occur in China, resulting in serious air pollution. PM2.5 and PAHs (polycyclic
aromatic hydrocarbons) have become the focus of governments and researchers.
Many studies have been conducted on PAHs and PM2.5 in the suburban and urban
atmosphere; however, very few studies have evaluated the PAH concentrations
associated with PM2.5 at high altitudes in China. Further studies of the PAH
concentration distributions and sources in PM2.5 were conducted in this research.
Furthermore, the influence of long-range transport on PAH concentrations in the
atmosphere of a heavily polluted area is also discussed.

Regarding PM2.5 pollution, the standard established by the U.S. Environmental
Protection Agency (US EPA) has been progressively tightened and is currently set at
35 µg/m3 for a 24-h period, with an annual average of 12 µg/m3. PM2.5 originates
from both natural and anthropogenic sources, which can directly emit particles
or emit precursor gases that subsequently form particles in the atmosphere [1].
PM2.5 can reduce visibility because its particle diameter is near the wavelength
of light, in addition to exerting climate and human health effects, particularly in
the form of respiratory system disease due to its diverse chemical composition.
Furthermore, PM2.5 is a carrier for toxic pollutants, such as PAHs or polychlorinated
biphenyls (PCBs). PM2.5 particles have a lifespan of days to weeks and can be
transported over distances of thousands of kilometers due to their small size [2].
Therefore, it is important to study the distribution of PM2.5 concentrations and their
emission sources.

PAHs, especially those associated with fine particles (PM2.5), are mutagenic and
carcinogenic [3]. During incomplete combustion or the pyrolysis of organic materials
such as wood, fossil fuels and coal, PAHs, a group of semi-volatile compounds, are
formed. In terms of environmental effects, PAHs can also inhibit growth of diatoms
and even affect the global carbon cycle [4,5]. In terms of human health, PAHs,
especially those with high molecular weight, are associated with several pathologies
and may cause acute health effects, adverse birth outcomes or higher levels of risk
for lung cancer [3,6,7]. In China, the limit for the daily average concentration of
BaP in ambient air is 0.01 µg/m3. In the 1970s, the US EPA designated 16 PAHs as
priority pollutants. In particular, high molecular weight (HMW) PAHs (MW ≥ 202)
with 4–6 aromatic rings frequently result from combustion [8]. In addition, PAHs
can disperse regionally and travel to remote places through long-range atmospheric
transport; the influence of this process is analyzed in this study. PAHs are primarily
emitted from anthropogenic sources, including petrogenic and pyrogenic sources [9].
Petrogenic sources are introduced to the atmosphere through oil spills of crude and
refined petroleum, and pyrogenic sources are released through the combustion of
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coal, petroleum or biomass [9–11]. The major sources in China are biofuel burning,
domestic coal combustion, and industrial emissions [12]. Therefore, it is important
to analyze the concentrations, distributions and potential emission sources of PAHs
associated with PM2.5, particularly in the atmosphere, to effectively control air
pollution caused by PM2.5.

Most studies on PAHs have been conducted in low-lying urban or rural areas
around the world [13–15]. However, few studies have described PAH concentrations
in PM2.5, especially concerning sandstorms and long-range transport at high
mountain sites far from ground-level pollution sources. Areas such as Mount Heng
(the sampling site in this study), particularly for those located in the free troposphere
of heavily polluted areas, are unique environments for investigating PM2.5 PAH
concentrations. Although high mountain sites are usually considered the most
pristine continental areas [16], they may receive significant amounts of PAHs from
the deposition of particulates after long-range atmospheric transport [17,18]. The
particulate (PM2.5) samples were collected at the summit of Mount Heng (1269 m asl),
located in the transition region between the boundary layer and free troposphere. The
concentrations and distributions of chemical compounds at high mountain sites can
provide valuable information regarding the long-range transport and accumulation
of such pollutants. The objectives of this study were to determine the PM2.5 and
particulate PAHs levels and to identify potential emission sources of PAHs and PM2.5

at Mount Heng during the spring of 2009.

2. Materials and Methods

2.1. Sampling

PM2.5 samples were collected at the top of Mount Heng (27.3◦N, 112.7◦E)
continuously every day from March to May of 2009, except on rainy or very foggy
days. Mount Heng is located in the Hunan province of southern China and is
approximately 500 km from the East China Sea and South China Sea. Sampling
was conducted at the Mount Heng Meteorological Station, which is located at an
elevation of 1269 m asl near Zhurong Peak, located within the free troposphere
as shown in Figure 1. Measurements were performed in 2009 on the roof of a
small house that is part of the meteorological observatory. The local climate is
characterized by distinct seasons and influenced by air masses that originate from
various directions. Although Mount Heng is less developed than coastal cities in
China, it has experienced rapid industrialization and urbanization in the last two
decades [19]. Furthermore, its high elevation and geographic location are suitable
for studying the long-range transport of pollutants.

A medium-volume PM air sampler (TH150A, Tianhong, Wuhan) with a
PM2.5-selective inlet was used for ambient sample collection at a calibrated flow
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rate of 100 mL/min. PM2.5 particles were collected on quartz fiber filters (90 mm in
diameter) that had been pre-baked in a muffle furnace for 24 h at 600 ◦C to minimize
the concentration in the blank. Then, the quartz fiber filters were stored in a constant
temperature and humidity incubator (WS 150 III) at 25 ◦C and a relative humidity of
50% for 48 h before weighing.

A sandstorm in northern China struck Mount Heng on 25 April 2009 (25-1:
8:30–20:15 and 25-2: 21:00–8:05 the next day) and 26 April 2009 (26-1: 8:30–12:30,
26-2:12:50–16:30, 26-3: 16:50–20:40 and 26-4: 20:50–8:40 the next day). During this
time, six of the particulate samples were collected. As shown in Figure 1b, when
the sandstorm occurred on 25 and 26 April 2009, the UV (ultraviolet) aerosol index
increased. However, this index was lower when no sandstorm occurred on 19 and
20 May 2009 (Figure 1a).
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Figure 1. Sampling locations and UV (ultraviolet) aerosol index under normal
conditions (a) and during the sandstorm (b).

2.2. Analytical Techniques

After field sampling, all filters were immediately sealed in aluminum foil and
stored in a freezer at −20 ◦C before analysis. Next, the compounds collected on
the quartz fiber filters were extracted in an accelerated solvent extractor (ASE 3000,
Dionex) using a solvent mixture of acetone and n-hexane (v/v = 1:1) at an extraction
temperature of 100 ◦C for 5 min. Perylene-D12 was added to the samples as a
surrogate before extraction to estimate the extraction efficiency and losses during the
sample extraction and concentration steps. The extracts were rotary evaporated to a
volume of approximately 10 mL before concentrating in a concentrator (N-EVAP 112)
to approximately 1 mL. Finally, each extract was diluted with 1 mL of n-hexane
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and spiked with phenanthrene-d10 as an internal standard for analysis by gas
chromatography/mass spectrometry (GC/MS).

Sixteen priority PAH species listed by the US EPA were quantified using GC/MS
(QP2010, SHIMADZU) with a capillary GC column (30 m × 0.25 mm × 0.25 µm,
DB-5 ms). The ion source, injector and interface temperatures were 200.0, 300.0
and 250.0 ◦C, respectively. The column oven temperature was initially 45.0 ◦C for
1.0 min before increasing to 130.0 ◦C at a rate of 45.0 ◦C /min, to 240.0 ◦C at a rate of
7.0 ◦C /min and to 320.0 ◦C at a rate of 12.0 ◦C /min, which was then held for 8.0 min.
The analytical method was based on US EPA Method 8270 [20]. Sixteen PAHs were
measured and quantified. Although naphthalene is on this list, its levels are affected
by many factors, and it was not investigated in this study due to its high volatility
in particles and its presence in the ambient air and carrier gas. Therefore, only
the sums of the other 15 PAHs were analyzed, as in many previous studies [21,22].
The fifteen priority PAH species are acenaphthene (Ace), acenaphthylene (Acy),
fluorene (Flu), phenanthrene (PhA), anthracene (AnT), fluoranthene (FluA), pyrene
(Pyr), benz (a) anthracene (BaA), chrysene (Chr), benzo (b) fluoranthene (BbF), benzo
(k) fluoranthene (BkF), benzo (a) pyrene (BaP), indeno (1,2,3-cd) pyrene (InP), dibenz
(a,h) anthracene (DbA) and benzo (g,h,i) perylene (BP).

2.3. Quality Assurance and Control

The analyses were performed in accordance with the technical specifications of
the US EPA. Data were acquired in single-ion monitoring mode (SIM) and quantified
using the internal standard method. For qualitative analysis, compounds were
matched using the retention times and ion mass fragments of standard mixtures of
PAHs from the National Institute of Standards and Technology (NIST). Calibration
curves were created based on the response factors of certain PAH species in the
standard solution versus phenanthrene-d10, the internal standard used to quantify
the individual PAH species. A standard mixture of 16 PAHs was diluted to
six concentrations and analyzed by GC/MS using the same procedure. The mean
extraction recoveries for the PM2.5 surrogates varied from 83.3 to 100.3%. The field
and laboratory blanks were treated in parallel with the particulate matter samples
during sampling, storage and chemical analysis. The blank levels were subtracted to
obtain the reported PAH concentrations in the PM2.5.

2.4. Modeling Tools and Methodology

In this study, a Lagrangian dispersion model, the hybrid single-particle
Lagrangian integrated trajectory (HYSPLIT) model, was used to simulate transport
and dispersion [23]. The positions of the particles were calculated based on the
mean wind and turbulence transport components after their release at a receptor for
backward runs [24]. Detailed information regarding this model was presented
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by Draxler and Hess [23] and Draxler [25]. This model was used to conduct
hourly backward simulations of particle dispersion to calculate the potential source
contributions (PSCs) of PM2.5 (i.e., the sources that contribute to the simulated mixing
ratios at the receptor) based on the methods used by various authors [24,26–28].
In addition, PM2.5 was the carrier of the PAHs detected in this study and was emitted
from the same potential sources. Here, the word “potential” indicates that this
calculation was based on transport alone [29] and that the generation of secondary
organic aerosols was not considered as a factor during transport. We calculated the
residence time at an altitude of 0–100 m to obtain a “footprint” of the retroplume of
the released air particles, which represented the probability distribution or residence
time of a simulated air mass based on the method developed by Stohl et al. [29,30].
The gridded contributions of PM2.5 (i.e., the PSCs) to an observed air mass were
calculated by multiplying the emission rate by the footprint retroplume with an
emissions inventory [24] at a spatial resolution of 0.1◦ latitude and 0.1◦ longitude.
The LPDM (Lagrangian Particle Dispersion Model) was developed on a horizontal
grid of 0.1◦ × 0.1◦ (latitude and longitude) and was fully capable of representing the
regional transport of air pollutants to the Mount Heng region. An updated PM2.5

emissions inventory (INTEX_B; 2006) was used to calculate the PSCs of PM2.5 [31] at
a horizontal resolution of 0.2◦ × 0.2◦ (latitude and longitude) over China. Emissions
may not significantly vary from year to year, and the same inventory was applied
in this study. Details regarding the application of the LPDM were presented by
Ding et al. [24].

3. Results and Discussion

3.1. PM2.5 and PAH Concentrations and Distributions at Mount Heng

Figure 2 shows the daily PM2.5 levels measured at Mount Heng during the spring
of 2009. When the sandstorm struck Mount Heng on 25 and 26 April 2009, the PM2.5

concentration ranged from 86.65 to 212.66 µg/m3 with a mean concentration of
156.61 µg/m3. In the absence of a sandstorm, the PM2.5 concentration ranged
from 32.69 µg/m3 to 92.50 µg/m3 with a mean of 58.50 µg/m3. The average mass
concentrations measured at Mount Heng were greater than those measured at Mount
Tai, with a mean concentration of 42.24 µg/m3 in the autumn-winter of 2008 [22].
When the sandstorm struck Mount Heng, the PM2.5 concentration rapidly increased,
indicating that the sandstorm largely affected the air quality.
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Figure 2. PM2.5 and total daily PAH levels measured at Mount Heng.

Table 1. Concentrations of the individual polycyclic aromatic hydrocarbons
(PAHs) during the sandstorm (25 and 26 April 2009) and under normal conditions
(no sandstorm) (µg/g).

PAH
Sandstorm No Sandstorm

Max Min Average Stdev Max Min Average Stdev

Ace 1.9 1.14 1.52 0.3 2.39 0.3 1.14 0.58
Acy 6.46 2.18 3.99 1.49 34.91 1.32 5.2 5.65
Flu 4.82 1.49 2.72 1.26 30.04 0.67 4.58 4.81

PhA 9.85 3.42 5.35 2.33 31.69 1.52 9.59 6.46
AnT 3.16 0.82 2.05 1 8.12 0.82 2.24 1.48
FluA 5.87 1.68 3.54 1.47 71.21 ND 9.74 14.44
Pyr 5.06 1.22 2.65 1.35 61.91 ND 8.17 11.85
BaA ND ND ND ND 31.08 ND 3.48 6.95
Chr ND ND ND ND 57.07 ND 5.42 10.34
BbF 3.6 ND 1.19 1.84 82.76 ND 9.14 15.66
BkF 3.14 ND 0.79 1.32 22.67 ND 4.64 5.21
BaP 3.89 ND 1.21 1.88 27.6 ND 4.76 6.21
InP 2.47 ND 0.68 1.09 37.65 ND 4.71 7.55

DbA ND ND ND ND 12.96 ND 1.06 2.3
BP 6.6 3.7 5.02 0.99 54.01 ND 6.92 10.2

SUM 56.83 15.64 30.7 16.31 566.08 4.63 80.8 109.7

ND: not detected.
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The mass concentrations of the individual PAH species under the influence of the
sandstorm at Mount Heng are shown in Table 1. When the sandstorm struck Mount
Heng, the total PAH mass concentrations in PM2.5 ranged from 15.64 to 56.83 µg/g
with a mean concentration of 30.70 µg/g. In addition, PhA was the predominant
compound (5.35 µg/g), followed by BP, Acy and Pyr, which contributed nearly
60% to the total concentration during the sandstorm. Under normal conditions,
the total PAH mass concentration ranged from 4.63 to 566.08 µg/g with a mean
of approximately 80.15 µg/g; this variation is large and resulted from the varying
meteorological conditions and emissions sources during the sampling campaign.
The most abundant PAH species observed were FluA, PhA, BbF, and Pyr, which
accounted for nearly 50% of the total.

Figure 3 compares the published data on PAH concentrations in PM2.5 with the
values observed at Mount Heng. The volume concentrations of the total PAHs in
PM2.5 were comparable under sandstorm (4.70 ng/m3) and normal (4.50 ng/m3)
conditions, as shown in the top left corner of Figure 3. The total PAH concentrations
at Mount Heng were much greater than those reported in southwestern urban
Atlanta [3] and were generally lower than those reported at Mount Tai [22] in northern
China and in the city of Beijing [15]. However, these values were comparable to the
mean concentrations reported in Hong Kong [32]. In this study, PAHs with 2–6 rings
were measured. Figure 3 shows that the concentrations of the 2- and 3-ring PAHs
were generally higher at Mount Heng than at Mount Tai [22], except for FluA. The
6-ring PAH concentrations were comparable to the values reported at Mount Tai [22]
and were much higher than those in Hong Kong [32] and Atlanta [3] under normal
(no sandstorm) conditions. The concentrations of 4- and 5-ring PAHs were lower
than those at the other sites, except Atlanta. In this study, 2–6 ring PAHs displayed
the same distributions during the sandstorm as the 2-, 3- and 6-ring PAHs, which had
greater concentrations. However, the 4- and 5-ring PAHs had lower concentrations
than at the other sampling sites, and the overall PAH contamination at Mount Heng
was low to medium.

In terms of mass concentrations, PAHs with three and six rings were the
predominant compounds, accounting for 51.5% of the total under normal conditions
and 66.8% during the sandstorm. In contrast, the mass concentrations of PAHs
were generally lower during the sandstorm, as shown in Figure 2. The potentially
carcinogenic PAHs, particularly BaA, BbF, BkF, BaP, InP and DbA (four and five rings)
(according to the International Agency for Research on Cancer (IARC), were present
at high concentrations and accounted for 12.0% of the total at Mount Heng.
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As shown in Figure 2, the mass concentrations of PAHs were generally lower
during the sandstorm. When the sandstorm struck the site on 25 and 26 April 2009,
the PM2.5 volume concentrations were much greater, whereas the total PAHs were
present at lower mass concentrations. Six samples were collected at various times,
and the concentration profiles of the 15 PAH species and the corresponding PM2.5

levels and ring distributions are shown in Figure 3. The average daily concentrations
of the individual PAH species were all higher on 26 April than on 25 April 2009,
except for BaA, Chr, BbF, BkF, BaP, InP and DbA, which were below the detection limit.
The concentration of Acy was greater during the night than during the day, whereas
the total PAHs were present at comparable levels. Acy is generally emitted from
cement [33], diesel vehicle emissions [34,35] and combustion sources [36]. As shown
in Figure 3, the concentrations of the 2-ring PAHs were greater during the night
than during the day. On 26 April 2009, four particle samples were collected, and
the concentrations of PhA and Flu were higher in the particulate sample collected
between 12:50 and 16:34. PhA primarily results from incomplete combustion and
the pyrolysis of fuels [34], and Flu results from diesel and gasoline vehicle emissions,
general combustion, industrial oil burning and coal combustion [33–35]. These
sources are consistent with the findings presented in the third section. During
nighttime, the 2-ring PAH concentrations were higher and equaled those on
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25 April 2009. Therefore, we can conclude that the 2-ring PAH concentrations
increased due to their volatility when the temperature fell at night. Furthermore,
PAHs with five aromatic rings were not detected on 26 April 2009, but contributed
16.08% and 12.97% of the total on 25 April 2009.

During the sandstorm, BaA, Chr and DbA were not detected in the samples, as
shown in Table 1. In general, BaA originates from the steel industry [33], and Chr
primarily originates from gasoline vehicle emissions [34,35] and industrial oil
burning [33,35]. Thus, the steel industry and gasoline-powered vehicles potentially
did not contribute to the PAH concentrations under sandstorm conditions, which is
supported by the diagnostic ratio analysis of PAHs in the third section.

3.2. Diagnostic Ratio Analysis of PAHs

As indicated above, emission sources were estimated based on specific
pollutants, and diagnostic ratios were analyzed to clarify their dominant sources.
Due to high volatility of 2–3-ring PAHs, only 4–6-ring PAHs were used for source
identification in this study. Linear regression analyses were conducted between
various aromatic PAH concentrations to estimate their emission sources, as shown
in Figure 4. Based on Figure 4a,b, the concentrations of 4-, 5- and 6-ring PAHs were
strongly correlated with each other (R2 = 0.97, 0.97 and 0.93, respectively). These
good correlations indicate that HMW (4-, 5- and 6-ring) PAHs could be emitted from
sources that are similar and distinct from those of the 2-ring PAHs. Portions of the
PAHs with three and four aromatic rings resulted from similar emissions sources
with a similar transport pathway.Atmosphere 2015, 6 1641 
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Figure 4. (a) Relationships between the 4-ring PAH concentrations and those of
5- and 6-ring PAHs; (b) relationship between the concentrations of the 5- and
6-ring PAHs.
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The concentrations of certain individual marker PAHs and their ratios have
been widely used as indicators to identify PAH sources [8,22,37–41]. Common
diagnostic ratios of LMW (low molecular weight, 2-3-ring PAHs)/HMW (4-6-ring
PAHs), BaA/(BaA + Chr) and InP/(InP + BP) were calculated in this study for source
evaluation. LMW/HMW ratios of less than 1.0 indicate pyrogenic sources that
include incomplete combustion of fossil fuels or wood [42–44], and LMW/HMW
ratios greater than 1.0 (indicating petrogenic sources) include refined oil or petroleum
products [44]. In this study, the LMW/HMW ratios ranged from 0.45 to 8.93, which
implies that pyrogenic and petrogenic sources contributed to the contamination at
the site. PAH isomer pairs with similar molecular weights are further investigated
to distinguish between petrogenic and pyrogenic sources. The LMW/HMW ratios
were plotted against the BaA/(BaA + Chr) and InP/(InP + BP) ratios to identify the
emission sources affecting Mount Heng, as shown in Figure 5. The BaA/(BaA + Chr)
ratio has been used to indicate dominant fossil fuel emissions sources [15]. Petroleum
combustion dominates PAH profiles when the BaA/(BaA + Chr) ratio is less
than 0.2, a ratio between 0.20 and 0.35 results from a mixture of petroleum and coal
combustions, and a ratio higher than 0.35 primarily result from coal combustion [8,44].
In this study, according to Figure 5a, most of the ratios are concentrated near 0.35,
indicating that the dominant source was petroleum or coal combustion. The BaA
and Chr concentrations were below the detection limit; thus, their ratios were not
analyzed during the sandstorm. Furthermore, InP/(InP + BP) ratios smaller than
0.2 suggest a petroleum source, and this ratio ranged from 0.2 to 0.5, indicative
of petroleum combustion; if this ratio is greater than 0.5, combustion of biomass,
including grass, wood and coal, is inferred [8,45]. At Mount Heng, the main sources
were petroleum combustion (according to Figure 5b).

The PAH compositional ratios presented above indicate that the dominant PAH
sources affecting Mount Heng were coal, wood and petroleum combustion. As
indicated in the correlation analysis, PAHs with 4, 5 and 6 rings were emitted from
the same sources based on the correlation analysis, and the ratios of (BaA + Chr) and
InP/(InP + BP) confirmed that these PAHs primarily resulted from the combustion
of petroleum. No large differences were attributed to the sandstorm.
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Figure 5. The ratios of LMW/HMW PAHs versus the ratios of BaA/(BaA + Chr)
(a) and InP/(InP + BP) (b) in PM2.5 for source identification.

3.3. Implications of Long-Range Transport for Air Pollution

A ratio analysis was used to estimate the ages of the air masses. Generally, BaA
is degraded more easily and rapidly than its isomer Chr during transport due to
the higher reactivity of the former species [21,46–48]. The ratios of more-reactive
to less-reactive PAHs can be used to estimate whether an air mass is fresh or
aged [21]. A higher ratio (>0.7) indicates that the air mass underwent relatively little
photochemical processing and that the major pollutants were from local emissions,
whereas a lower ratio suggests that the PAHs were primarily from long-range
transport. The ratios of BaA/Chr were calculated in this study. During the sandstorm,
the BaA and Chr concentrations were below the detection limit, which suggests that
the air masses were relatively aged. Under normal (no sandstorm) conditions, most
of the ratios were below 0.70. Therefore, the sampled air masses primarily resulted
from remote emissions sources.

Pollutants emitted from distant regions in the free troposphere can travel
long distances and strongly influence variations in pollutant concentrations [49].
Under normal conditions, the PAH concentrations varied greatly, and several
special samples were analyzed to determine their LMW (∑2–3 ring) and HMW
(∑4–6 ring) PAH concentrations. The backward trajectories of the air masses
were calculated using an online version of the HYSPLIT (Hybrid Single Particle
Lagrangian Integrated Trajectory) model from the NOAA (National Oceanic and
Atmospheric Administration) Resources Laboratory, as shown in Figure A1. The
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total concentrations of the LMW and HMW PAHs in the PM2.5 were calculated.
The concentrations of the LMW PAHs were 4–8 times greater than those of the
HMW PAHs on 21, 31, 15 and 11 May and 9 April 2009. In particular, the 2-ring
PAH concentrations were higher and accounted for 52.6% of the total PAHs on
9 April 2009. The concentrations of the HMW PAHs were approximately equal to
the concentrations of the LMW PAHs on 19 and 20 March 2009, 20 and 22 April
2009 and 5 May 2009. The concentrations of the LMW PAHs were approximately
50% of the HMW PAHs on 27 April and 3, 4 and 9 May 2009, These variations
were potentially caused by differences in sources and air mass transport. On
9 April 2009, the particle samples were collected before a rainstorm, and the air
masses were traveling from the sea to the east. The samples collected between 11 May
and 15 May 2009 were collected before rainy or foggy weather. Therefore, the higher
LMW PAH concentrations on these days were potentially linked to the meteorological
conditions. The air masses associated with higher HMW concentrations primarily
traveled from eastern coastal cities (e.g., Shanghai, Shandong, and Guangdong
Province), including two of China’s main industrial regions in southern China, one
centered in Shanghai and the other centered near Guangzhou. Thus, the higher
HMW concentrations resulted from the transport of pollutants to the site, and
the air mass that traveled from the south on 9 May 2009 had been impacted by
a non-ferrous metal smelting plant in Hunan Province, which also contributed to the
higher concentrations. The LMW concentrations were approximately equal to (or
slightly higher than) the HMW concentrations and originated from three sources near
coastal areas. On 4 May 2009, the total PAH concentrations were the highest, with
the corresponding air masses originating in Shanghai three days earlier. In addition,
many nearby factories also contributed to the PAH concentrations. Most of the PAH
species collected on 4 May 2009 had undergone little photochemical processing,
which explains their higher total concentrations. The LMW PAH concentrations were
all higher than the HMW PAH concentrations during the sandstorm.

Based on the observed ratios (BaA/Chr), the PAH concentrations were primarily
affected by emissions located far from the site and by some local sources. Figure 6a–h
show the footprint retroplumes (residence times) and PSCs of the PM2.5 samples
collected on 25 and 26 April 2009. In the simulation, particle transport was simulated
backwards in time over a 72-hour period.

The residence times at an altitude of 100 m were calculated to obtain the
“footprint” retroplumes of released air particles in Figure 6a–f during the sandstorm,
which represent the distribution of probability or the residence time of a simulated air
mass [29,30]. The longer residence time (red and yellow colors in the figure) indicates
a higher probability of influence on the sampling site. In addition, PM2.5 was the
primary vehicle for PAHs and was assumed to originate from the same sources
discussed in this study. The air masses all originated in northern China and carried
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the pollutants to the site during the sandstorm. The nighttime samples collected
on 26 April 2009 (Figure 6h) displayed the lowest probability influence from the
surroundings. The PM2.5 concentrations in the samples on 26 April 2009 (12:50–16:30)
were lower than those in the other samples collected during the sandstorm (as shown
in Figure 2), which is consistent with the results of the residence time.
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Figure 6. Illustrations of three-day backward retroplumes and potential source contributions 

(PSCs) during the sandstorm. (a–f) Map of the “footprint” (i.e., 100 m) retroplume 
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The residence times at an altitude of 100 m were calculated to obtain the “footprint” retroplumes of 

released air particles in Figure 6a–f during the sandstorm, which represent the distribution of probability 

Figure 6. Illustrations of three-day backward retroplumes and potential source
contributions (PSCs) during the sandstorm. (a–f) Map of the “footprint” (i.e., 100 m)
retroplume (residence time) and (g–h) maps of the PSCs of PM2.5 (PAHs) at
Mount Heng.

In addition, the PSCs of the PAHs were also calculated (Figure 6g–h) in this
study. Air pollutants from northern China, including eastern Mongolia, could be
transported to Mount Heng within three days, and significant source contributions
in several regions were present along the route on 26 April 2009, including central
eastern Hunan Province, northwestern Jiangxi Province and the nearby Shandong
and Shanxi Provinces in northern China (Figure 6g). In addition, high emission
source contributions on 26 April 2009 (Figure 6h) occurred along a similar route
with a smaller area and lower concentrations in these regions. The emission sources
were primarily in northeastern Hunan Province. Therefore, the PM2.5 concentrations
were higher on 25 April than on 26 April 2009 based on the PSC of the PM2.5. The
average measured concentration of PM2.5 was 180.49 µg/m3 on 25 April 2009, which
was greater than the concentration of 144.67 µg/m3 on 26 April 2009. This finding
is consistent with the PSC results. In addition, the total PAH concentrations were
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higher on 25 April 2009, and most of the individual PAH concentrations were higher
on 25 April than on 26 April 2009.
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Figure 7. Illustrations of three-day backward retroplumes and the potential source
contributions (PSCs) of higher PAH levels. (a–f) Map of the “footprint” (i.e., 100 m)
retroplume (residence time) and (g–h) maps of the PSCs of PM2.5 (PAHs) at
Mount Heng.

The highest total PAH concentrations were measured on 4 May, 27 April, 3 May,
9 April, and 21 April 2009 and the lowest on 15 May, 30 April, 23 April, 31 May and
21 May 2009 in the absence of sandstorm conditions, as shown in Figure 2. Their
“footprint” retroplumes (residence times) of released air particles and the PSCs of the
PM2.5 (PAHs) are shown in Figures 7 and 8. The air masses associated with higher
concentrations evidently all originated east of the site and passed over urban areas,
particularly the air mass of 4 May 2009, which is shown as a large yellow area and
extends across Jiangxi Province from west to east. Therefore, the total concentration
was the highest on 4 May 2009 (as shown in Figure 2), which is consistent with the
simulation results. The influences of emissions from the coastal cities of eastern
China were able to reach the site within three days, and the dominant pollutants
traveled from eastern Hunan Province and western Jiangxi Province, as indicated by
Figure 7a–h. The large amounts of pollution emitted from the coastal cities of eastern
China were carried to the site via atmospheric transport and resulted in higher PM2.5

(PAH) concentrations. In contrast, to demonstrate the influences of the transport of
lower concentrations, their “footprint” retroplumes (residence times) of released air
particles and the PSCs of PM2.5 (PAHs) are shown in Figure 8a–h. The air masses
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associated with the two lowest concentrations all originated from the ocean to the
south, and their corresponding areas depicted in red and yellow are clearly smaller,
which indicates that almost no pollutants were carried to this site. The paths of
the last three air masses (31 and 21 May, 22 April 2009) originated from near the
site, which indicates that the pollutants were primarily from local emissions sources.
Their concentrations were lower than those of the other samples. Therefore, the air
masses originating from the ocean and carrying few pollutants resulted in lower
PM2.5 (PAHs) concentrations, and the local emission sources contributed little to the
pollutant concentrations. The pollutants from long-range transport contributed more
to the site.Atmosphere 2015, 6 1645 
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Figure 8. Illustrations of three-day backward retroplumes and potential source
contributions (PSCs) of lower PAH levels. (a–f) Map of the “footprint” (i.e., 100 m)
retroplume (residence time) and (g–h) maps of the PSCs of PM2.5 (PAHs) at
Mount Heng.

Regardless of the presence of the sandstorm, the combination of backward
simulation dispersion via the PSCs of the PM2.5 (PAHs) revealed the importance of
transport for the pollutant concentrations. During the sandstorm, the air masses all
originated from northern China, and the distribution of the PSCs affected the PM2.5

(PAHs) concentrations. Under normal (no sandstorm) conditions, the air masses
associated with higher or lower concentrations originated from the same respective
directions, and their variations in route resulted in higher or lower concentrations.
The higher and lower concentrations demonstrate that the atmospheric transport
significantly influenced the pollutant concentrations at Mount Heng.
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4. Conclusions

A study of PAHs in PM2.5 was conducted in northern China between March
and May in 2009. A sandstorm from northern China struck Mount Heng on 25 and
26 April 2009 during the sampling campaign, and the sandstorm greatly affected the
PM2.5 and particulate PAH concentrations. During the sandstorm, the PM2.5 levels
rapidly increased to 156.61 µg/m3, whereas before or after the sandstorm, the normal
value was 58.50 µg/m3. The mean mass concentration of the PAHs in PM2.5 was
30.70 µg/g, and those of BaA, Chr and DbA were below the detection limits during
the sandstorm. Overall, PhA, BP, Acy and Pyr were the predominant compounds,
which together accounted for approximately 60% of the total PAH concentration. The
mass PAH concentration at Mount Heng varied greatly around a mean of 80.15 µg/g,
and the most abundant compounds were FluA, PhA, BbF and Pyr, which accounted
for nearly 50% of the total under normal (no sandstorm) conditions. The individual
PAH species were present at low to medium concentrations at Mount Heng. The
4- and 5-ring PAH concentrations were lower at Mount Heng than at the other sites
during the sandstorm. In addition, the 3- and 6-ring PAHs were the most abundant,
accounting for 66.8% of the total PAH concentration during the sandstorm and
51.5% under normal conditions. Under normal conditions, special samples were
selected for analysis of the LMW and HMW PAH concentrations. Higher LMW
PAH concentrations were linked to meteorological conditions, and the higher HMW
concentrations were primarily affected by the transport of pollutants.

Linear regression analyses were performed between the total PAH
concentrations and the corresponding PM2.5 levels, and no clear relationship existed
between these values. The relationships among the various-ring PAH concentrations
suggested that 4-, 5- and 6-ring PAHs were potentially emitted from a similar
source. The ratios of LMW/HMW, BaA/(BaA + Chr) and InP/(InP + BP) were
used to identify the emissions sources, and indicated that the PAHs had primarily
been emitted from the combustion of wood, coal or petroleum. The isomer pair of
BaA/Chr suggested that most of the air masses collected at Mount Heng resulted
from long-range transport. The combination of “footprint” retroplumes of released
air particles (residence time) and the PSCs of the PM2.5 (PAHs) with higher and
lower concentrations indicated that local emission sources had little effect on the
PAH concentrations (i.e., the concentrations in the air masses that were primarily
collected from local sources were much lower) and that long-range transport played
a vital role in the pollutant concentrations at Mount Heng under normal conditions.
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Appendix A.

In this appendix, concentrations of HMW (4-6 ring) and LMW (2-6 ring) PAHs
were compared and the backward trajectories of the air masses collected were
presented in Figure A1. The HYSPLIT model was used to calculate backward
trajectories for each day. The air masses were categorized into three categories
based on concentrations. Figure A1a presented the backward trajectories that the
concentrations of LMW PAHs were much higher than those of HMW and the
backward trajectories that concentrations of HMW PAHs were approximately equal
to the concentrations of LMW PAHs were presented in Figure A1b. Backward
trajectories of HMW PAH concentrations smaller than the LMW PAH concentrations
were shown in Figure A1c. The aim of this section is to indicate that the potential
influence on concentrations of HMW and LMW PAHs respectively, including
meteorological conditions and long range transport.
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categories based on concentrations. Figure A1a presented the backward trajectories that the concentrations 

of LMW PAHs were much higher than those of HMW and the backward trajectories that concentrations of 

HMW PAHs were approximately equal to the concentrations of LMW PAHs were presented in Figure A1b. 

Backward trajectories of HMW PAH concentrations smaller than the LMW PAH concentrations were 

shown in Figure A1c. The aim of this section is to indicate that the potential influence on concentrations 

of HMW and LMW PAHs respectively, including meteorological conditions and long range transport. 

 

Figure A1. Cont. Figure A1. Cont.
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Figure A1. The backward trajectories of the selected air masses based on the LMW and 

HMW PAH concentrations, (a) LMW » HMW, (b) LMW ≈ HMW, (c) LMW « HMW. 
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Effect of Nearby Forest Fires on Ground
Level Ozone Concentrations in
Santiago, Chile
María A. Rubio, Eduardo Lissi, Ernesto Gramsch and René D. Garreaud

Abstract: On 4 and 8 January 2014, at the height of the austral summer, intense
wildfires in forests and dry pastures occurred in the Melipilla sector, located about
70 km to the southwest of Santiago, the Chilean capital, affecting more than 6 million
inhabitants. Low level winds transported the forest fire plume towards Santiago
causing a striking decrease in visibility and a marked increase in the concentration
of both primary (PM10 and CO) and secondary (Ozone) pollutants in the urban
atmosphere. In particular, ozone maximum concentrations in the Santiago basin
reached hourly averages well above 80 ppb, the national air quality standard. This
ozone increase took place at the three sampling sites considered in the present
study. These large values can be explained in terms of high NOx concentrations and
NO2/NO ratios in biomass burning emissions.

Reprinted from Atmosphere. Cite as: Rubio, M.A.; Lissi, E.; Gramsch, E.;
Garreaud, R.D. Effect of Nearby Forest Fires on Ground Level Ozone Concentrations
in Santiago, Chile. Atmosphere 2015, 6, 1926–1938.

1. Introduction

Air plumes originating in forest fires are rich in primary pollutants such as
particles, carbon monoxide (CO), non-methane volatile organic compounds (VOCs),
and nitrogen oxides (NOx) [1–3] Photochemical transformations of those air masses
can produce secondary pollutants, including ozone [4], that are transported over
large distances [1,3,5–9]. These plumes can also affect nearby cities leading to ground
level concentrations that largely surpass air quality standards [8,10,11]. Nevertheless,
there are few evaluations regarding ozone behavior in large cities exposed to polluted
masses transported from nearby forest fires [3,8,11,12] Results range from moderate
decreases at Arizona and Central Texas, US, and western Mexico, when the cities are
located less than 400 km from fire [12], to large increases as in the city of Edmonton,
Canada, when the city is located 300 km from the fire [11]. On the other hand,
measurements in Mexico City (MCMA) did not demonstrate significant differences in
ground level ozone concentrations in periods with active fires [13]. Evaluation of the
effect of nearby wild fires on the concentration of pollutants in the air at ground level
of large cities is particularly complex due to the mixing of local emissions with the
fire derived polluted plumes [14]. Interestingly, it has been reported that in western
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U.S, the ozone was significantly correlated with forest fires in the surrounding
5˝ ˆ 5˝ and 10˝ ˆ 10˝ grids, but not with wild fires in the nearest 1˝ ˆ 1˝ region
(110 ˆ 110 km, approximately), reflecting a subtle balance between ozone production
and destruction in NOx rich environments [15].

Santiago, the Chilean capital, is a large city (with just over 6 million
inhabitants, accounting for 40% of the national population with a density of
393 inhabitants per km2) located at a subtropical latitude (33˝S), about 100 km
from the Pacific coast and just to the east of the Andes cordillera (Figure 1). It features
a semi-arid climate with annual mean precipitation of 310 mm, almost exclusively
concentrated in winter months [16]. During the dry summer months (November
to March), the city is exposed to relatively high concentrations of secondary
oxidants [17,18], particularly in its east side where 35% of the summer days surpassed
the ozone national safety standard of 60 ppbv for an 8 h mobile running average or
80 ppbv for one hour [19,20].
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Figure 1. Topographic map of central Chile. Gray shading in m ASL; also indicated
the 300, 1200 and 2400 m above sea level (ASL) topographic contours (black lines).
Yellow lines outline main cities, red dots indicate the location of the MACAM (Air
Quality Monitoring Program in Santiago Metropolitan Area) stations Cerrillos,
Parque O’Higgins and Las Condes. The blue thick arrow indicates the predominant
low-level winds from the SW during summer afternoon (adapted from [21], see
also Figure 3).
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During 4 and 8 January 2014, two sizable forest fires took place in the
Melipilla sector located about 70 km from downtown Santiago. These fires covered
approximately 15 km2 of a Mediterranean landscape characterized by a mixture
of pasture, open woodland and shrubland, including some Eucalyptus and Acacia
caven trees [22,23]. The dominant vegetation and the changes introduced in recent
years have been discussed by Schulz et al. [23]. The pre-Columbian vegetation
of Central Chile is dominated by pastures and Acacia caven shrubland that have
been replaced by vineyard and exotic trees such Pinus radiata and Eucalyptus globulus.
These fires produced a noticeable increase in visible particles in the urban atmosphere
of Santiago. In this short contribution, we present a critical discussion of ozone and
other pollutants’ behavior during those days. Given the possible effect of the large
amounts of oxidants in the urban air on Santiago’s inhabitants [24–26], we analyze
the ozone concentrations and discuss the possible reasons for the extremely high
values found in different areas of Santiago’s basin.

2. Observations and Methods

Meteorological data (air temperature, relative humidity, incoming solar radiation
and wind direction and speed) in the central part of Santiago (near downtown) was
obtained from two automatic weather stations (USACH and DGF-UCh) recording
15 min averages. Station USACH (33.45˝S, 70.68˝W, 528 m. above sea level (ASL)) is
a Novalynx Corp. Station, model 110-WS-16. Station DGF-UCh (33.46˝S, 70.66˝W,
542 m. ASL) includes a standard Campbell Scientific AWS and a laser ceilometer
(model VAISALA CL-31) retrieving backscatter reflectivity profiles from the surface
up to 6 km above ground level every 30 s. The laser reflectivity has been related with
the aerosol loading in the mixed layer [27]. One-minute average wind speed and
wind direction at 10 m above the ground were also available from station El Paico
(33.72˝S, 71.02˝W, 312 m. ASL), operated by the National Weather Service (DMC).
Station El Paico is located in the Maipo valley connecting the Melipilla sector (where
the fires took place) with Santiago.

Ozone, NO2, NO, PM10, PM2.5 and CO concentrations at ground level were
obtained from the Air Quality Monitoring Program in Santiago Metropolitan Area
(MACAM-2) operated by the Environmental Ministry (SINCA, 2014) [28]. Specifically,
hourly average values were gathered from three sampling stations located in
Santiago (Figure 1): Cerrillos (CERR) in the west side of the city, (33.49˝S; 70.71˝W;
528 m. ASL); Parque O’Higgins (POH) in downtown (33.46˝S, 70.66˝W, 562 m. ASL)
and Las Condes (LC) at the North East side of the city (33.37˝S, 70.52˝W; 811 m. ASL).
The map in Figure 1 also shows the location of Melipilla, the small town around
which the forest fires took place in January 2014.

In all the stations, ozone was measured using a Thermo UV-Photometric ozone
analyzer, model 49i (measuring range: 0–0.5 ppm). NO-NO2-NOX were measured
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using a Thermo chemiluminsescent gas analyzer, model 42i (measuring range
0.05–100 ppm with a detection limit of 0.40 ppb). CO was analyzed using a Thermo
CO Analyzer, model 40i (measuring range 0–50 mg/m3 with a detection limit of
4.0 ppm). PM10 was measured using a PM10 Monitor TEOM 1405 (measuring range
of 0–1,000,000 µg/m3. PM2.5 was measured using a MET-ONE BAM-1020 monitor
(measuring range of 0.1–10 µg/m3, with a detection limit ď1.0 µg/m3.

3. Results and Discussion

3.1. Meteorological Aspects

Ground level concentrations of primary and secondary pollutants in the
proximity of wildfires strongly depend on the direction and intensity of the low-level
flow. As evident in the satellite imageries given in Figure 2, the forest fires in the
Melipilla sector released a considerable amount of pollutants (ash, particulate matter,
gasses) that were transported to Santiago by the southwesterly low-level flow that
regularly develops during the afternoon in summer months (Figure 3) [21]. On both
4 and 8 January 2014, the near-surface wind speed at El Paico reached about 10 m/s
by noon (not shown). Thus, the fire plume that originated during the morning hours
took less than 3 h to reach the city of Santiago, located about 70 km upwind of the
Melipilla sector. The arrival of the polluted plume produced a striking reduction
in visibility, readily evident for the general population (especially for the case of
4 January), as illustrated by the time-height diagram of the backscatter reflectivity
from the laser ceilometer at DGF-UCh (Figure 4). The reflectivity, indicative of
the aerosol loading in the mixed layer [27], exhibits a sharp increase around 2 PM,
4 January, encompassing the first 500 m above ground level. The marked increase in
aerosol loading was accompanied by a simultaneous stalling of the air temperature
(that often maximize around 4 PM) and a reduction of the global solar radiation
relative to the previous day (when very similar synoptic conditions prevailed), which
integrated over the course of the afternoon represents a deficit of about 15% of the
insolation for a typical clear sky day in Santiago.
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Figure 2. Corrected reflectance (True Color) scenes from MODIS for 4 and 8 January 2014, over 

central Chile (same region as in Figure 1). The plume of the forest fires in the Melipilla sector (red 

circle) reaching Santiago (yellow polygon) is evident in all the images. The left column shows images  

from the AQUA satellite at about 11 a.m., the right column shows images from the TERRA satellite at 
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Figure 2. Corrected reflectance (True Color) scenes from MODIS for 4 and 8 January
2014, over central Chile (same region as in Figure 1). The plume of the forest fires
in the Melipilla sector (red circle) reaching Santiago (yellow polygon) is evident in
all the images. The left column shows images from the AQUA satellite at about
11 a.m., the right column shows images from the TERRA satellite at about 3 p.m.
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from low to high. Middle panel: Air temperature 4 January (solid red line) and the previous day (3 

January, blue line). Lower panel: Global solar radiation reaching the surface at Santiago for 3 January 

(blue line) and 4 January (red line). 

3.2. Impacts on Primary Pollutants 

The arrival of the forest fire plumes in Santiago markedly increased the concentration of 

pollutants measured at ground level relative to non-fire days, as illustrated by the time series of MP10 

in CERR and LC (Figure 5). A similar behavior is observed for different pollutants in the three 
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PM10 and O3 during days with active fires in the Melipilla sector and the average daily maximum for 

non-fire days during summer (days from 2011, 2012 and 2013). Note that the presence of active fires 

in Melipilla increased nearly three times the maximum CO concentration in Santiago relative to the 

background reference values. Similar differences were obtained in fires near to Cordoba city 

(Argentina) in a scenario with characteristics similar to those of Santiago [29]. 
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Figure 4. Upper panel: Time-height diagram of the backscatter reflectivity from a
laser ceilometer (VAISALA CL-31) located at Santiago downtown during 4 January
2014 (active fire). The reflectivity has been related with the aerosol loading in the
mixed layer [27] which is qualitatively indicated here from low to high. Middle
panel: Air temperature 4 January (solid red line) and the previous day (3 January,
blue line). Lower panel: Global solar radiation reaching the surface at Santiago for
3 January (blue line) and 4 January (red line).
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3.2. Impacts on Primary Pollutants

The arrival of the forest fire plumes in Santiago markedly increased the
concentration of pollutants measured at ground level relative to non-fire days, as
illustrated by the time series of MP10 in CERR and LC (Figure 5). A similar behavior
is observed for different pollutants in the three sampling sites summarized in Table 1.
This table shows the maximum daily concentrations of CO, PM10 and O3 during days
with active fires in the Melipilla sector and the average daily maximum for non-fire
days during summer (days from 2011, 2012 and 2013). Note that the presence of
active fires in Melipilla increased nearly three times the maximum CO concentration
in Santiago relative to the background reference values. Similar differences were
obtained in fires near to Cordoba city (Argentina) in a scenario with characteristics
similar to those of Santiago [29].
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Figure 5. PM10 time profile measured in Cerrillos and las Condes from 1–14 January 2014. 
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Figure 6. Comparison of data obtained in days with active fires (4 January 2014 and 8 January 2014) 

(▪,•) and the average of background data for days without fires during January 2014 (∗). 

Figure 5. PM10 time profile measured in Cerrillos and las Condes from 1 to
14 January 2014.

The occurrence of nearby wildfires also changed the diurnal cycle of the
pollutants. In absence of fires, the highest CO and PM10 concentrations in POH
and CERR occur during the morning rush hours (7:00–8:00 a.m.) consistent with
the elevated emissions from mobile sources in that period, while the maximum
concentrations at LC occur around 11:00 a.m., as expected for air masses transported
from downtown (Figure 6). In contrast, during days with active wildfires, the
maximum CO and PM10 levels were attained between 15:00 and 16:00, irrespective
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of the sampling location, suggesting the dominant role of the transport processes
(Figure 6).
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Figure 6. Comparison of data obtained in days with active fires (4 January 2014
and 8 January 2014) (‚,‚) and the average of background data for days without fires
during January 2014 (˚).

Table 1. Historical average maximum values (January days from years 2011, 2012
and 2013) and maximum values in days with active fires (4 January 2014 and
8 January 2014).

Site Day CO (ppmv) PM10 (µg¨ m´3) O3 (ppbv)

Cerrillos

Historical
Average 0.61 ˘ 0.09 116 ˘ 19 45.1 ˘ 4.7

4 January 2014 1.84 493 127
8 January 2014 2.26 888 92

Parque
O´higgins

Historical
Average 0.50 ˘ 0.24 83.8 ˘ 22.4 43.4 ˘ 20.0

4 January 2014 1.46 433 133
8 January 2014 1.55 493 91

Las Condes

Historical
Average 0.57 ˘ 0.18 109 ˘ 32 76 ˘ 17

4 January 2014 1.39 331 142
8 January 2014 2.13 493 105
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3.3. Ozone in Wildfire Days

Ozone concentrations were also considerably enhanced during the upwind
forest fires. Since ozone concentrations depend upon the sampling place and
the maximum daily temperature [30–32] the data are plotted as a function of the
air temperature in Santiago at each location (Figure 7). This figure shows that
nearby fires significantly contributed to the high ozone concentration all over the
Santiago basin. The values obtained when fires were active are well outside the
95% confidence limit of the data obtained using the historical background reference
days. The contribution of nearby fires to ozone urban levels can be estimated from
the difference between measured values and those expected from the maximum
daily temperature [33] included in Table 2. The extra urban ozone associated to
Melipilla’s wildfires went up to 65 ppb, amounting to a 100% increase. This is a
value considerably larger than those reported elsewhere [3]. Furthermore, ozone
concentration during wildfire days consistently surpassed the 80 ppb limit in the
three locations considered, a level considered harmful for humans, animals and
vegetation [34,35] even during photochemically inactive seasons [8].
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Figure 7. Lineal relationship between Ozone maximum one hour average and daily maximum 

temperature. (□) with Confidence band and Prediction band (95%). Measurements in days with 

nearby fires (▪). 

Figure 7. Lineal relationship between Ozone maximum one hour average and
daily maximum temperature. (˝) with Confidence band and Prediction band (95%).
Measurements in days with nearby fires (‚).
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Similar to the evolution of other pollutants, ozone maximum concentrations took
place during the late afternoon of the days with wildfire in Melipilla, approximately
two hours later than in background reference days (Figure 8). Notably, at these times,
there is a noticeable increase in NO2 concentrations in the aging plume (Figure 9)
that can push up the ground level ozone concentration as discussed below.
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Figure 8. Ozone time profiles in background reference days (∗) and days with active fires in Melipilla 

region (○) (•). 
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Figure 9. NO2 daily profile, reference background days (□) and days with active wildfires in Melipilla 

region. (▪), (•). 

 

 

Figure 8. Ozone time profiles in background reference days (˚) and days with
active fires in Melipilla region (#) (‚).

Table 2. Contribution of Melipilla’s fires to ozone maximum concentration in
Santiago’s atmosphere (ground level).

Sites Fire
Day

Calculated
(ppbv)

Measured
(ppbv)

Difference
(ppbv)

Las Condes 4 100.19 142.15 41.96
8 74.20 104.7 30.5

ParqueO’higgins 4 67.66 132.8 65.14
8 42.40 90.55 48.15

Cerrillos 4 66.10 126.83 60.73
8 36.95 92.32 55.37

230



Atmosphere 2015, 6, 6, page–page 

8 

Similar to the evolution of other pollutants, ozone maximum concentrations took place during 

the late afternoon of the days with wildfire in Melipilla, approximately two hours later than in 

background reference days (Figure 8). Notably, at these times, there is a noticeable increase in NO2 

concentrations in the aging plume (Figure 9) that can push up the ground level ozone concentration 

as discussed below. 

00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

30

60

90

120

150
00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

30

60

90

120

150
00:00 04:00 08:00 12:00 16:00 20:00 24:00

0

30

60

90

120

150

O
z
o

n
e

, 
p

p
b

v Cerrillos

O
z
o

n
e

, 
p

p
b

v POH

O
z
o

n
e

, 
p

p
b

v Las Condes

 

Figure 8. Ozone time profiles in background reference days (∗) and days with active fires in Melipilla 

region (○) (•). 

00:00 06:00 12:00 18:00 24:00

0

20

40

60

00:00 06:00 12:00 18:00 24:00

0

20

40

60

N
O

2
 , 

p
p

b
v

hours

POH

Hours

Cerr

 

Figure 9. NO2 daily profile, reference background days (□) and days with active wildfires in Melipilla 

region. (▪), (•). 

 

 

Figure 9. NO2 daily profile, reference background days (˝) and days with active
wildfires in Melipilla region. (‚), (‚).

4. Discussion

Ozone concentration in the traveling plume increases with ageing but decreases
with dilution. The interplay of these two factors can increase or decrease the
concentrations of the oxidants with the fire to receptor distance [15], and the ozone
concentration in the plumes is depleted as often as it is enhanced [36]. Furthermore,
it could be expected that, due to back reflection of solar radiation by the increased
amounts of particles (Figure 4), formation of ozone in the plume originating from
wildfires could be reduced, particularly at ground level. However, the data obtained
in this work and in previous studies [8] show a clear increase in ozone concentrations
in plumes from wildfires and at ground level in nearby cities [11].This increase can
be related to:

(i) An increase in the rate of the chemical ozone production [3].
(ii) High emissions of ozone precursors, such as VOCs and NOx [4,37–39].

(iii) A reduced rate of ozone capture due to closure of plants stomata [2].
(iv) PAN decomposition as a late source of NO2 [4]. PAN is rapidly formed in

smoke plumes, with ca. 40% if the initial emitted NOX being converted to
PAN in the first few hours after emission, contributing to downwind ozone
formation [36].
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(v) Significant emissions of formaldehyde [37] and HONO [40–42] relevant sources
of hydroxyl radicals in Santiago´s atmosphere [18].

Point (i) and point (iii) should not be enough to explain the large differences
observed. Since, Melipilla fires involve dry pastures, acacia caven and some eucalyptus
globulus with very low ozone capture rates.

NO2 arising from PAN decomposition can be an important promoter of high
ozone levels in aged plumes [4,36] but its contribution to ozone levels in cities
nearby the wildfire is unlikely, given the high NOx emission rates. In fact, the
“direct” emission of NO2 from wildfires has been estimated to have a NO2/CO ratio
of 0.005 ˘ 0.002 mol/mol [37]. NOx emissions are determined by the amount of
nitrogen present in the fuel [43] and is emitted both at the flaming and smoldering
stages [43,44].

Regarding the role of precursors (NOx, VOCS, formaldehyde and HONO), it has
to be considered that daytime ozone steady state concentrations near to wildfires can
be considered to be approximately given by Leighton’s relationship:

rO3sss “ pJNO2{kNOq prNO2s{rNOsq (1)

where JNO2 is the NO2 photolysis constant and kNO is specific rate constant of NO
plus O3 reaction. The role of the precursors in the Los Angeles type photochemical
smog is to transform NO (the main primary NOx emitted by mobile sources) into
NO2 allowing an increase in ozone concentrations. Emission NO2/NOx ratios
in biomass burning are, for a variety of fuels, in the 0.1–0.3 range [40,45]. These
values are larger than those arising from vehicles, the most important NOx source
in large cities [46]. During the year 2006 at the monitoring station in Wuppertal
(Germany), an annual average NO2/NOx emission ratio of 0.12 ˘ 0.01 was reported
by Kurtenbach et al., [47]. The same group reported, from a traffic tunnel study in
1997, a much smaller emission ratio (0.04 ˘ 0.01). Similarly, in mainly ozone free
road tunnels in Hong Kong, an NO2/NOx ratio smaller than 0.02 was reported [48].

The relatively high NO2/NOx emitted in biomass burning implies that high
ozone concentrations could be achieved independently of precursor emissions since
they are no longer necessary to photochemically generate large [NO2]/[NO] ratios
and, hence, high ozone concentrations. In agreement with these considerations,
at the morning rush hour of days with active fires, the ratio NO2/NO in Cerrillos
was 35 and 7.5, values much higher than those measured in background reference
days (3.5 and 1.4, respectively). NOx directly measured upon the flames contains
approximately 10% of NO2 [43] suggesting that NO emission is the dominant process.
However, in the fire and in the plume, local NO concentrations are very high and,
at the current high temperatures, oxidation of NO to NO2 can be a fast process that
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increases the NO2/NOx ratio during the plume travel from the fire locus to the city
(about 4–6 h), Figure 9.

The effect of the fire-derived plume upon urban ozone is complex due to
incorporation of local emissions to contaminated air masses. This incorporation
is not straightforward and sometimes is difficult to establish [29] and modeling has
been minimally successful [14,49–51]. However, this incorporation of contaminants
in the travelling plume does not seem to be relevant in the present scenario. The
reported data show that ozone values measured in Cerrillos are very similar to those
found at POH. If the location of Cerrillos at the entrance of the plume to Santiago’s
basin is considered, it can be concluded that the urban ozone is mostly explained in
terms of the chemistry taking place during the transfer from the fire to the city and is
minimally influenced by local emissions. In this regard, it is interesting to note that
on normal days the maximum ozone in the city occurs about six hours after the rush
hours. This delay time is of the same order of magnitude as that necessary to bring
to the city the air masses charged with wildfire emissions. Interestingly, the presence
of the plume decreases the difference between LC and the other stations (Table 2)
that generally present smaller ozone concentrations.

5. Conclusions

Major forest fires in the Melipilla sector in central Chile increased ozone
concentrations in the urban atmosphere of Santiago, reaching values higher than
80 ppb (the national one hour average limit). This increase took place at the three
sampling sites considered and is explained in terms of a large NO2/NO ratio in
biomass burning emissions, the age of the plume reaching Santiago, and the high
initial concentrations of ozone precursors, such as NOx, VOCs and OH‚ radical
sources, such as formaldehyde and HONO, present in the urban atmosphere.
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Frequency and Character of Extreme Aerosol
Events in the Southwestern United States:
A Case Study Analysis in Arizona
David H. Lopez, Michael R. Rabbani, Ewan Crosbie, Aishwarya Raman,
Avelino F. Arellano Jr. and Armin Sorooshian

Abstract: This study uses more than a decade’s worth of data across Arizona to
characterize the spatiotemporal distribution, frequency, and source of extreme aerosol
events, defined as when the concentration of a species on a particular day exceeds
that of the average plus two standard deviations for that given month. Depending
on which of eight sites studied, between 5% and 7% of the total days exhibited an
extreme aerosol event due to either extreme levels of PM10, PM2.5, and/or fine soil.
Grand Canyon exhibited the most extreme event days (120, i.e., 7% of its total days).
Fine soil is the pollutant type that most frequently impacted multiple sites at once
at an extreme level. PM10, PM2.5, fine soil, non-Asian dust, and Elemental Carbon
extreme events occurred most frequently in August. Nearly all Asian dust extreme
events occurred between March and June. Extreme Elemental Carbon events have
decreased as a function of time with statistical significance, while other pollutant
categories did not show any significant change. Extreme events were most frequent
for the various pollutant categories on either Wednesday or Thursday, but there was
no statistically significant difference in the number of events on any particular day
or on weekends versus weekdays.

Reprinted from Atmosphere. Cite as: Lopez, D.H.; Rabbani, M.R.; Crosbie, E.;
Raman, A.; Arellano, A.F., Jr.; Sorooshian, A. Frequency and Character of Extreme
Aerosol Events in the Southwestern United States: A Case Study Analysis in Arizona.
Atmosphere 2016, 7, 1.

1. Introduction

Severe aerosol pollution events pose a major threat to society due to significant
reductions in visibility and air quality, in addition to adverse impacts on public
health and daily operations. Fine particulate matter (PM2.5) is linked to various
health impacts regardless of whether there is chronic or acute exposure, with effects
ranging from lung cancer to cardiovascular disease [1,2]. Extreme pollution events
are thought to be especially important with regard to annual acute mortality [3],
in addition to leading to temporary shutdown of daily activities such as school
and work in parts of the world [4]. Semi-arid and arid regions are particularly
vulnerable to such events due to dust emissions, and this is especially dramatic
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during haboob events [5–7]. In recent decades, the Southwestern United States
(Southwest) has experienced significant population growth, land use change, and
is moving towards a more arid regime with higher temperatures, less precipitation,
and lower soil moisture [8]. These changes promote increased dust emissions [9,10]
and wildfires [11,12], with a rapidly growing population left vulnerable to the effects
of the emissions. These issues coupled to the impact of dust and wildfire emissions on
the hydrologic cycle and snowpack behavior at higher altitudes in the Southwest [9,13]
warrants an examination of extreme aerosol events.

An ideal location to study extreme aerosol events is Arizona, which represents
a state in the Southwest that is impacted by both dust and wildfires, in addition to
having one of the fastest growing populations in the United States that is prone to the
effects of poor air quality. The absolute population growth between 2000 and 2009, in
Tucson and Phoenix, the two largest cities in Arizona, rank as the 33rd and 4th largest
in the United States, respectively (U.S. Census Bureau, 2009). Sources of wind-blown
dust impacting this and other Southwest states include naturally un-vegetated or
anthropogenically disturbed soil surfaces, such as dry lakes (“playas”), dry washes,
gravel pits, construction sites, oil and gas development sites, fields (after harvest),
and long-range transport of Asian dust [14–20].

Aside from the ubiquity of dust in the Southwest, the greater Western United
States is becoming increasingly vulnerable to the effects of wildfires owing to both a
warmer climate and fire-control strategies over past decades resulting in conditions
that promote larger and more frequent fires [11,21]. Depending on the fuel type and
burning conditions, biomass burning leads to extensive emissions of various gaseous
(e.g., nitrogen oxides (NOx), ozone (O3), carbon monoxide (CO), Volatile Organic
Compounds (VOCs)) and particulate species (e.g., Elemental Carbon (EC), Organic
Carbon (OC), inorganics), but also soil emissions due to lofting of soil in areas of
turbulent mixing surrounding flames [22–24].

The goal of this study is to examine long-term data (2001—2014) from the EPA
IMPROVE network across Arizona to characterize the frequency, spatial range, and
origin of extreme aerosol events. The following questions are addressed: (i) what is
the frequency of extreme aerosol events across Arizona and how many are due to
EC-enriched air masses, Asian dust, non-Asian dust, or some other source? (ii) how
frequently do these events occur at all or subsets of the study sites on the same day?
and (iii) how are these events distributed between months of the year, days of the
week, and inter-annually?

239



2. Experimental Methods

2.1. EPA IMPROVE

This study utilizes aerosol composition data from the Interagency Monitoring
of Protected Visual Environments (IMPROVE) network [25]. IMPROVE aerosol
monitoring stations are located primarily in National Parks and Wilderness Areas
and collect ambient aerosol on filters over a period of 24 h every third day. Samples
are analyzed for ions, metals, Organic Carbon (OC) and Elemental Carbon (EC).
Among the elemental measurements, X-Ray Fluorescence (XRF) is used for Fe and
heavier elements while Particle-Induced X-Ray Emission (PIXE) is used for elements
Na to Mn. Fine soil concentrations reported in this study are calculated using the
following equation [25]:

Fine Soil pµg ¨m´3q “ 2.2rAls ` 2.49rSis ` 1.63rCas ` 2.42rFes ` 1.94rTis (1)

with regard to this equation, the components and their contributions were
previously confirmed in comparisons of local re-suspended soils and ambient
particles in the Western United States [25]. As this study is concerned with extreme
concentrations of fine soil, it is expected that this equation can successfully capture
all soil-rich air masses regardless of whether minor variations exist in the factors
used in Equation (1). Species mass concentrations discussed in this study are from
the fine fraction of aerosols (PM2.5). Sampling protocols and additional details are
provided elsewhere [26].

In this study, we use data from eight sites in Arizona (see map in Figure 1) and
over time spans ranging from as early as data were possible starting in January 2001
until August 2014 (Table 1). Three of the eight sites are impacted more significantly
by urban emissions owing to their closer proximity to populated cities; the Phoenix
site is centrally located in the metropolitan area of the most populated city in Arizona,
while Saguaro National Monument and Saguaro West are separated by ~50 km and
are on the east and west sides, respectively, of Tucson, which is the second largest city.
Chiricahua National Monument is a high-altitude site that is in a remote vegetated
area with the nearest major urban area being Tucson (~150 km to the west). Nearby
aerosol sources include the Willcox Playa and the Apache Power Plant, which are
~45 km to the west. This site is the closest to the Chihuahuan Desert. Tonto is ~90 km
to the east/northeast of Phoenix and Queen Valley is ~60 km to the east of Phoenix,
and thus these two sites are vulnerable to emissions transported from Phoenix. Organ
Pipe is near the border of the United States and Mexico and is vulnerable to dust
emissions and anthropogenic emissions from the nearby town of Sonoita, Mexico
(~10,000 inhabitants). Grand Canyon is in a remote site in Northern Arizona and is
removed from anthropogenic emissions.
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Table 1. Summary of IMPROVE sites and date ranges over which data are analyzed.

Site Name Latitude (˝) Longitude (˝) Altitude (m) Date Range

Chiricahua (Chi) 32.0994 ´109.389 1554 January 2001–August 2014
Grand Canyon (GC) 35.9731 ´111.9841 2267 January 2001–August 2014

Organ Pipe (OP) 31.9506 ´112.8016 504 December 2002–August
2014

Phoenix (Ph) 33.5038 ´112.096 342 April 2001–August 2014
Queen Valley (QV) 33.2939 ´111.2858 661 April 2001–August 2014
Saguaro NM (SNM) 32.1746 ´110.737 941 April 2001–August 2014
Saguaro West (SW) 32.2486 ´111.2178 714 October 2001–August 2014
Tonto (Ton) 33.6548 ´111.1068 775 January 2001–August 2014
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Figure 1. Spatial map of the eight EPA IMPROVE stations examined in Arizona
overlaid on a four year average (2005–2008) of OMI ultraviolet aerosol index data,
which includes influence from light-absorbing aerosol constituents, such as dust
and smoke.

2.2. NAAPS Aerosol Model

Simulation data providing information about long-range dust transport
are obtained from the Navy Aerosol Analysis and Prediction system (NAAPS;
http://www.nrlmry.navy.mil/aerosol_web/). NAAPS relies on global meteorological
fields from the Navy Operational Global Atmospheric Prediction System
(NOGAPS) [27,28] analyses and provides output at a spatial resolution of 1˝ ˆ 1˝,
at six hour intervals, and with 24 vertical levels reaching 100 mb [29]. NAAPS has
been used extensively to study intercontinental transport of dust to North America
e.g., [18,29–32]. Sources of dust are defined in NAAPS using the USGS Land Cover
Characteristics Database, which was created with Advanced Very High Resolution
Radiometer (AVHRR) data. TOMS aerosol index data was used to further refine dust
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source regions. Dust emission occurs when the friction velocity exceeds a threshold
value (value depending on land type) and when the surface moisture and snow depth
are lower than a critical value (0.3 and 0.4 cm, respectively). The model operationally
assimilates remotely-sensed aerosol optical depth (AOD) data from MODIS [33].

2.3. Satellite Data

Ultraviolet aerosol index (UV AI) data are obtained from the Ozone Monitoring
Instrument (OMI). Data were obtained at a resolution 1˝ ˆ 1.25˝ using a minimum
threshold value of 0.5 [34]. The UV AI parameter serves as a proxy for absorbing
aerosol particles [35], which are predominantly comprised of smoke and dust.
Figure 1 shows a spatial map of a four-year average of OMI data to provide a
backdrop of where light-absorbing aerosol particles (primarily dust in study region)
are most abundant relative to where the eight IMPROVE stations are located.

2.4. Criteria for Events

In past work, criteria to define an extreme aerosol event have included the use
of a cutoff threshold of a parameter value (i.e., average ˘ i ˆ standard deviation,
with i starting at 1 and increasing; e.g., [36]) or when parameter values were below
and above specific quantile values (e.g., 3). Here we take a similar approach to
define an extreme event for specific aerosol parameters (e.g., PM2.5, PM10, and
fine soil) as when the measured concentration on a given day at any of the eight
sites exceeds the average concentration plus two times the standard deviation for
the month in which the event occurred over the time range of data used for that
particular site. This criterion leads to concentrations that exceed the 90th percentile
of mass concentrations in each category. The choice of this criterion reflects a balance
between removing sensitivity to month-dependent factors and being sufficiently
strict to isolate only a few cases that were the most polluted. The conclusions of this
study, especially the number of extreme days in the various categories presented,
are sensitive to the criteria definition. The numerical threshold criteria values
(i.e., average + 2 ˆ standard deviation) for each site and month are shown in Table S1
(Supplementary Material).

Those events with extreme fine soil concentrations are referred to hereafter as
extreme dust events. However, it is noted that extreme PM10 events that did not
reach extreme fine soil levels could have also been due to dust that was concentrated
in coarse aerosol (Dp ě 2.5 µm). Extreme fine soil events are further classified as
having influence from Asia or not using output from the NAAPS model to validate
long-range transport to the study region. The criteria for Asian dust was to observe
a clear aerosol plume being advected from Asia to Arizona with multiple repeated
NAAPS output plots as depicted in Figure S1 of the Supplement. It is cautioned that
this classification scheme using NAAPS has limitations in that (i) the dust transport
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results are driven by a model rather than fully by observations, and (ii) the relative
influence of Asian dust versus local sources is uncertain. Thus, although the term
“Asian dust” is used subsequently, this is not meant to indicate that the fine soil
measurement is fully due to long-range transport of dust from Asia. A suite of
previous studies discussing source attribution of aerosol to long-range transport
from Asia to North America have relied on NAAPS. For example, Cottle et al. [31]
used NAAPS with HYSPLIT back-trajectories, and sunphotometer and lidar data to
show that springtime dust plumes from Asia reached North America. Wu et al. [32],
more recently, used NAAPS and remotely-sensed data from CALIPSO to study a
trans-Pacific Asian dust event and its impact on the east coast of the United States.
McKendry et al. [30] relied on the internal consistency between NAAPS and variety
of other tools such as another global chemical model (GEOS-Chem) and surface
and satellite observations to trace large dust plumes to their sources in areas, such
as North Africa. The consistency between NAAPS and the other aforementioned
resources provides confidence in the former for the purposes of source attribution of
dust to Asia.

A category termed “High EC” is defined as when both PM2.5 and EC exhibit
extreme levels. These events likely stem from anthropogenic sources and biomass
burning events owing to the high levels of EC (as compared to other emission sources)
and predominantly accumulation mode particles in wildfires [37]. Events that do not
qualify as being extreme fine soil or High EC events are considered as “Other”.

It is cautioned that the number of extreme events reported between 2001 and
2014 represents an underestimate since data is used only up through August 2014
and only starts in January 2001 for three sites with the most delayed start time being
for Organ Pipe in December 2002.

3. Results and Discussion

3.1. Frequency and Categorization of Events

Of the total number of days when data were available in the time ranges in
Table 1 (i.e., 1431–1664 depending on site), between 76 and 120 total days were
characterized by some type of extreme event (i.e., PM10, PM2.5, and/or fine soil)
depending on the site (Table 2). This number of days of extreme events corresponds
to between 5% and 7% of the total days examined. Grand Canyon exhibited the most
extreme event days (120, i.e., 7% of its total days), which is coincident with it being
one of the most recognized tourism spots in the Southwest.

Relative to the total days with extreme PM2.5 levels, Grand Canyon exhibited
the highest percentage in the High EC category (47% versus 13%–25% for other sites).
Of the total number of days with extreme fine soil (54–69 days depending on the
site), the number of these events being linked to Asian dust ranged from 19% to 29%

243



(i.e., 10–20 days). The total number of days with extreme events classified as Other
(i.e., not High EC or fine soil events) ranged from 17 to 30 days, which represents
between 21% and 33% of the total extreme days depending on the site. The fact that
the highest percentage of Other days were at Phoenix (31%) and Saguaro West (33%),
the most urban-impacted sites among those studied, suggests that anthropogenic
pollution, including anthropogenic dust, contributes to these events. Queen Valley
also reached 31%, reflective of possible impact from transported pollution from the
major nearby urban center Phoenix. Between 7 and 22 days in the Other category
also registered extreme values of Coarse Mass (CM = PM10 – PM2.5), supporting the
possibility of influence from locally generated dust.

To gain a sense of the spatial extent of pollution registering as extreme events,
Table 3 shows how many sites experienced an extreme event for a specific pollutant
category on the same day. Locally produced aerosol would not be expected to impact
multiple sites at an extreme level as compared to a transported plume such as from
Asia. Grand Canyon is farther removed from the other seven sites that are clustered
closer in Southern Arizona, and, thus, Grand Canyon exhibits the highest number of
days where an extreme event only impacted that site. Computed as a percentage of
all extreme days registered for a particular pollutant type, Grand Canyon was the
only site impacted out of 65%, 64%, 51%, 100%, and 84% of its extreme events for
PM10, PM2.5, fine soil, High EC, and Other, respectively. The categories with the least
number of extreme events impacting five or more sites were High EC (0 days for
all sites) and Other (0–1 day depending on site). This result is thought to be due to
locally generated pollution from either (i) some combination of biomass burning and
anthropogenic activity (for High EC) or (ii) dust (for Other) that was not regional in
nature. Fine soil events conversely impacted five or more sites on between 13 and 23
days, accounting for between 16% and 38% of all fine soil extreme events, depending
on the site. Therefore, for the study region, fine soil is the pollutant type that most
successfully impacts multiple sites at once at an extreme level.

The region-wide average for the PM2.5:PM10 ratio was 0.37, 0.35, and 0.23
for non-Asian dust, Asian dust, and Other-CM, respectively. Unexpectedly,
the ratios for non-Asian dust events exceeded those for Asian dust events
for half the sites (i.e., Chiricahua, Phoenix, Saguaro National Monument,
Saguaro West). Also of interest is that non-Asian dust event averages for
PM2.5:PM10 were well above 0.35 at the two sites in Tucson, Arizona (Saguaro
National Monument = 0.57 ˘ 0.36; Saguaro West = 0.46 ˘ 0.26). A plausible
explanation for these unexpected results is interference of background anthropogenic
emissions at these urban-impacted sites in Tucson (Saguaro National Monument
and Saguaro West), in addition to Phoenix which exhibited an average ratio of 0.35.
The same explanation can be applied to the Fe:Ca results, which do not show a clear
reduction in value for Asian dust events as compared to the more locally-relevant
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pollution categories for Chiricahua, Saguaro National Monument, and Saguaro
West. However, the region-wide average for Fe:Ca was lowest for Asian dust (0.88),
followed by non-Asian dust (0.96), and Other-CM (1.03). The values were generally
low and close to the threshold value applied by past work to classify dust as purely
Asian dust. These results suggest that caution should be exercised with the use of
such ratios to distinguish between dust sources owing to mixing between distant
and local sources.

Due to the nature of Asian dust pollution being more geographically widespread
than other forms of pollution, this category registered the highest frequency of its
events impacting ě5 sites. Depending on the site, 30%–57% of extreme Asian dust
events (i.e., 3–8 days) impacted ě5 sites.

It is of interest to compare the Asian dust extreme event data to criteria used
previously to distinguish Asian dust events in the study region, including mass
concentration ratios of both Fe:Ca and PM2.5:PM10. Previous work showed that
Fe:Ca ratios below 1 are considered to be 100% Asian dust and values above 2
are 100% local dust [38]. A threshold ratio value of 0.35 for PM2.5:PM10 has been
applied in other work to remove contamination of non-local dust sources in the study
region [39]. This ratio generally increases with dust plume age and, thus, values
higher than 0.35 are assumed to be contaminated with sources such as transported
Asian dust. Values between 0.15 and 0.26 are associated with soil dust emissions from
human activities according to the EPA [39]. Table 4 examines statistics associated
with the two aforementioned ratios for non-Asian dust, Asian dust, and also the
subset of Other extreme events that also had extreme values of CM (PM10–PM2.5).
The latter are presumed to be due to locally generated dust.

Table 2. Statistics associated with the number of days with extreme events observed
in the date range shown in Table 1 for each site. (NAAPS global data were
unavailable for the following dates in 2001 that are omitted from categorization
into Asian and non-Asian dust: *16 October 2001, 26 August 2001, 9 November
2001; **16 October 2001, 31 October 2001, 21 November 2001; ***16 October 2001,
9 November 2001; ****9 November 2001). Values in the Total category represent
days with any type of extreme event (i.e., PM10, PM2.5, fine soil).

Site Name
Total Days

Data
Available

Extreme Event Types

Total PM10 PM2.5
Fine
Soil

High
EC

Non-Asian
Dust

Asian
Dust Other

Chiricahua * 1664 89 61 56 54 14 41 10 23
Grand Canyon 1664 120 82 64 69 30 49 20 25
Organ Pipe 1431 76 45 55 54 7 41 13 17
Phoenix ** 1628 98 54 58 63 9 50 10 30
Queen Valley *** 1628 98 65 60 60 9 43 15 30
Saguaro NM *** 1628 85 49 56 56 8 40 14 23
Saguaro West **** 1563 91 56 55 55 10 44 10 30
Tonto *** 1664 103 67 65 67 12 47 18 25
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3.2. “Other” Events

The Other category was investigated in more detail to gain insight about the
source of these extreme events (Table 5). Between 47% and 84% of the Other
events exhibited extreme PM10 levels, which is suggestive of the presence of
locally-generated coarse matter (i.e., dust) since fine soil levels did not reach extreme
levels. To gain confidence in this reasoning, the percent frequency of extreme CM
days was calculated and is similar to the percent frequency of extreme PM10 days
(i.e., within two days) with the exception of Grand Canyon and Phoenix, which had
nine and seven fewer extreme CM days as compared to PM10, respectively. Since
the ratio of extreme CM:Other days ranges from 41% (Organ Pipe) to as high as
74% (Chiricahua), with the average among all sites being 56%, locally generated CM
(i.e., dust) accounted for a significant amount of the Other events.

PM2.5 levels reached extreme levels in 30%–76% of the Other extreme events,
with Organ Pipe being the only site with a higher percentage for PM2.5 being extreme
versus PM10. The PM2.5 constituents only reached extreme levels in an average of
10% (OC), 11% (K), 17% (nitrate), and 22% (sulfate) of the Other events. Among
these four PM2.5 constituents, sulfate reached extreme levels in 48% and 35% of the
Other events in Tonto and Organ Pipe, respectively, which were the highest values
among all species and sites. This is likely due to anthropogenic emissions near
those two sites such as from smelting [40–42]. Between 0% and 28% of Other events
exhibited extreme levels of nitrate, OC, and potassium, which are all associated
with wintertime pollution and fine soil emissions. These relatively low percentages
for PM2.5 constituents are consistent with the majority of the Other events being
due to CM.

Table 5. Percentage frequency summary (represented as fractions; i.e., 0.1 = 10%) of
how many of the Other events at each site exhibited extreme levels of PM10, PM2.5,
coarse mass (CM = PM10 - PM2.5) and individual PM2.5 constituents (potassium,
organic carbon, nitrate, sulfate).

Species Chiricahua
(N = 23)

Grand Canyon
(N = 25)

Organ Pipe
(N = 17)

Phoenix
(N = 30)

Queen Valley
(N = 30)

Saguaro NM
(N = 23)

Tonto
(N = 25)

PM10 0.78 0.84 0.47 0.70 0.63 0.65 0.73
PM2.5 0.30 0.52 0.76 0.50 0.43 0.43 0.30
CM 0.74 0.48 0.41 0.47 0.63 0.57 0.73
K 0.09 0.24 0.12 0.17 0.10 0.09 0.03

OC 0.04 0.04 0.12 0.23 0.13 0.00 0.07
NO3

´ 0.13 0.20 0.18 0.17 0.10 0.17 0.10
SO4

2´ 0.17 0.08 0.35 0.07 0.20 0.26 0.13

3.3. Temporal Nature of Events

Figure 2 displays the monthly distribution of cumulative (i.e., summed for all
years and sites) extreme events broken into the various pollutant categories. The
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month of August experienced the highest number of extreme events in the study
region for PM10, PM2.5, fine soil, non-Asian dust, High EC, and Other (also had an
equal peak in June). In contrast to all other pollutant categories, Asian dust events
mainly occurred in the spring months of March–June (41 out of 42 days, i.e., 98%)
with only one event in February. The Other category exhibited a relatively constant
amount in each month (12–16 days). Unlike PM10, PM2.5 exhibited a secondary
mode in the winter month of January, driven mostly by High EC and Other events,
suggestive of the importance of anthropogenic emissions and biomass burning, and
secondary production of aerosol species that are favorably produced in wintertime
conditions such as ammonium nitrate.

Figure 3 represents the interannual distribution of extreme events for different
pollutant categories. It is cautioned that the time range with full years of data at all
eight sites is from 2003 to 2013 (refer to Table 1 for data time ranges for each site).
All categories exhibited the most events in either 2002 or 2003 with the exception
of Asian dust which reached 10 events in 2007 and followed a distinctly different
temporal pattern than all other categories due to its distant source. An interesting
feature of Figure 3 is the cyclical pattern of there being a peak every few years for
PM10, PM2.5, fine soil, non-Asian dust, and Other, specifically in the years 2002–2003,
2006–2007, 2009, and 2011–2012. It is unclear with the dataset as to what explains
these recurring peaks, and future work is warranted, with a longer term record, to
identify what an explanation could be for these features in the data.

Atmosphere 2016, 7, 0001                9/13 

soil, non-Asian dust, and Other, specifically in the years 2002–2003, 2006–2007, 2009, and 2011–2012. 

It is unclear with the dataset as to what explains these recurring peaks, and future work is warranted, 

with a longer term record, to identify what an explanation could be for these features in the data. 

 

Figure 2. Monthly distribution of extreme events (cumulative for all years and sites) for different 

pollution categories. 

 

Figure 3. Time series of total extreme events as a function of year for different pollution categories.  

It is cautioned that the time range with full years of data at all eight sites is from 2003 to 2013 (refer to 

Table 1 for data time ranges for each site). 

  

35

30

25

20

15

10

5

0

#
 E

x
tr

e
m

e
 D

a
y
s

121110987654321

Month

 PM10  PM2.5

 Fine Soil  High EC
 Non-Asian Dust
 Asian Dust  Other

Figure 2. Monthly distribution of extreme events (cumulative for all years and
sites) for different pollution categories.
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Figure 3. Time series of total extreme events as a function of year for different
pollution categories. It is cautioned that the time range with full years of data at all
eight sites is from 2003 to 2013 (refer to Table 1 for data time ranges for each site).

A simple linear regression was used to obtain the best-fit line for each pollutant
type in Figure 3 using data between 2003 and 2013 when data were available for
all sites for full years. Most all slopes were negative except for the Other category,
which was only barely positive. The slopes, reported in units of number of events per
year, and p values (in parenthesis) are as follows: PM10 = ´0.19 (0.80), PM2.5 = ´1.13
(0.23), fine soil = ´0.95 (0.29), High EC = ´0.83 (0.03), non-Asian dust = ´0.85 (0.25),
Asian dust = ´0.11 (0.76), Other = 0.03 (0.97). The only statistically significant trend
at 95% confidence was for the High EC category. This is thought to be due to reduced
anthropogenic emissions since other work for the study region examining 2005–2009
has shown that the fastest rate of decline in EC levels was in Phoenix [43], which is
the most populated area. Another study analyzing IMPROVE data between 1990 and
2004 across the United States, including the Southwest, showed that there has been
a ~25% reduction in EC attributed mostly to emissions controls, with the reduction
being most dramatic in the winter as compared to summer [44].

The distribution of extreme events across days of the week is of interest for a few
reasons. For example, EC rooted in anthropogenic emissions is thought to lead to
higher concentrations around Thursday with minimum values on the weekend [44],
and thus examining the frequency of High EC events as a function of the day of
the week could help determine if the source of these events is anthropogenic in
nature versus biomass burning. When normalized by total number of days on either
the weekend (Saturday-Sunday) or weekday (Monday-Friday), High EC events
occurred more frequently during weekdays (13.2 versus 10.5). All other categories
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exhibited more events during weekdays too. No air pollutant category exhibited a
statistically significant difference in the number of events (normalized by number
of either weekend or weekday days) on either the weekend or weekdays (or on any
specific day) using a chi-square statistical test at the 95% confidence level. The day
of the week with the most extreme events for the various pollutant categories was
either Wednesday or Thursday.

Table 6. Day of week distribution of extreme events combining data from all eight
sites over the entire time duration of the study. The number of extreme events
on weekends and weekdays are shown with the values in parenthesis being the
normalized values relative to the total number of weekend (2) and weekday (5)
days. The day of the week with the most and least events are also shown with
values in parenthesis being the actual number of occurrences on that particular day.

– Total PM10 PM2.5
Fine
Soil

High
EC

Non-Asian
Dust

Asian
Dust Other

Weekend
(Saturday–Sunday)

57
(28.5) 65 (32.5) 60 (30) 21

(10.5) 52 (26) 9 (4.5) 44 (22) 57
(28.5)

Weekday
(Monday–Friday)

201
(40.2)

208
(41.6) 197 (39.4) 66

(13.2)
162

(32.4) 33 (6.6) 122
(24.4)

201
(40.2)

Day With Most
Events W (53) Th (55) W/Th

(50/50) Th (19) Th (42) W (11) W (35) W (53)

Day with Least
Events Tu (23) Tu (25) Tu (21) M/F

(11) Tu (19) Tu (1) Tu (11) Tu (23)

4. Conclusions

The study examined long-term aerosol data for the Arizona region to describe
the frequency and character of extreme aerosol events. The results are as follows in
order of the questions raised at the end of Section 1:

(i) Between 5% and 7% of the total days (i.e., 1431–1664 depending on site)
examined at the various sites exhibited an extreme aerosol event due to either
extreme levels of PM10, PM2.5, and/or fine soil. Grand Canyon exhibited the
most extreme event days (120, i.e., 7% of its total days), which is coincident
with it being one of the most recognized tourism spots in the Southwest.
Relative to the total number of extreme days, Grand Canyon exhibited the
highest percentage in the High EC category (47% versus 13%–25% for other
sites). “Other” events accounted for between 2% and 33% of the total
extreme days, with most of these being associated with extreme PM10 levels
(i.e., locally-generated dust). Of the total number of days with extreme fine soil
(54–69 days depending on the site), the number of these events being linked to
Asian dust, based on NAAPS analysis, ranged from 19% to 29% (i.e., 10–20 days).
The analysis highlighted the complexity of using NAAPS and various mass
concentration ratios to distinguish between transported and local dust owing
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to likely mixing effects, especially in urban-impacted areas, such as Tucson
and Phoenix.

(ii) Fine soil is the pollutant type that most frequently impacted multiple sites
simultaneously on the same day at an extreme level. Five or more sites reached
extreme fine soil levels on the same day for 16%–38% of all possible fine soil
extreme events depending on the site. Within the fine soil category, Asian dust
events impacted five or more sites between 30% and 57% of the time when they
occurred. The pollutant categories with the least number of extreme events
impacting five or more sites on the same day were High EC (0 days for all sites)
and Other (0–1 day depending on site) due to locally generated emissions that
were not regional in nature. Grand Canyon exhibited the highest number of
days where an extreme event only impacted that site since it is farther removed
from the other seven sites that are clustered closer in Southern Arizona.

(iii) Most pollutant categories (PM10, PM2.5, fine soil, non-Asian dust, High EC,
Other) exhibited the highest number of extreme events in August. The Asian
dust category was unique in its monthly pattern with its events occurring in
the spring months of March–June (41 out of 42 days, i.e., 98%) with only one
event in February. Unlike the other pollutant categories, High EC was the
only one to show a statistically significant change in frequency of occurrence
between 2003 and 2013. While extreme events were most frequent for the
various pollutant categories on either Wednesday or Thursday, there was no
statistically significant difference in the number of events on any particular day
or on weekend days versus weekdays.

Supplementary Materials: The following are available online at http://www.mdpi.com/
2073-4433/7/1/1/s1

Table S1: Summary of criteria concentrations for PM10, PM2.5, fine soil, and elemental
carbon (EC) as a function of month for eight EPA IMPROVE sites in Arizona.

Figure S1: Case examples demonstrating how NAAPS was used as a tool to identify
which extreme fine soil events qualified as Asian dust events. The examples
below are for extreme fine soil events occurring on 15 May 2003, 12 April
2007, and 5 June 2008, which qualified as extreme events at four, six, and
five sites, respectively.
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Abstract: Wind erosion, transport and deposition of windblown dust from
anthropogenic sources, such as mine tailings impoundments, can have significant
effects on the surrounding environment. The lack of vegetation and the
vertical protrusion of the mine tailings above the neighboring terrain make
the tailings susceptible to wind erosion. Modeling the erosion, transport and
deposition of particulate matter from mine tailings is a challenge for many reasons,
including heterogeneity of the soil surface, vegetative canopy coverage, dynamic
meteorological conditions and topographic influences. In this work, a previously
developed Deposition Forecasting Model (DFM) that is specifically designed to
model the transport of particulate matter from mine tailings impoundments is
verified using dust collection and topsoil measurements. The DFM is initialized
using data from an operational Weather Research and Forecasting (WRF) model.
The forecast deposition patterns are compared to dust collected by inverted-disc
samplers and determined through gravimetric, chemical composition and lead
isotopic analysis. The DFM is capable of predicting dust deposition patterns from
the tailings impoundment to the surrounding area. The methodology and approach
employed in this work can be generalized to other contaminated sites from which
dust transport to the local environment can be assessed as a potential route for
human exposure.

Reprinted from Atmosphere. Cite as: Stovern, M.; Guzmán, H.; Rine, K.P.; Felix, O.;
King, M.; Ela, W.P.; Betterton, E.A.; Sáez, A.E. Windblown Dust Deposition
Forecasting and Spread of Contamination around Mine Tailings. Atmosphere 2016,
7, 16.

1. Introduction

Wind erosion, transport and deposition of particulate matter from contaminated
sites may have significant effects on the surrounding environment, especially in arid
and semi-arid regions, which are especially susceptible to erosion because of the dry
climate and lack of vegetation. Wind erosion occurs on a variety of spatial scales from
very large dust storms that can travel thousands of kilometers in the atmosphere [1]
to small local sources whose impact is regionally confined. Some of the human health
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concerns associated with elevated concentrations of particulate matter include fungi
and bacteria transport [2] and respiratory stress and cardiovascular disease [3]. Local
sources of windblown dust such as dry lake beds, plowed fields and mine tailings
can regularly produce windblown particulate matter [4,5]. In semi-arid mining
regions, such as the US Southwest, mine tailings impoundments can be a significant
anthropogenic local source of windblown particulate matter [4].

Modeling wind erosion, transport and deposition of particulate matter from
mine tailings impoundments on scales of a few kilometers is challenging. Typical
regulatory models, such as CALPUFF and AERMOD, have difficulty simulating aerosol
transport in topographically complex regions on such small scales. Recent advancements
in computational capabilities have made Computational Fluid Dynamic (CFD)
modeling a viable approach for simulating the erosion and transport of aerosols
but minimal research has been done on the modeling of wind erosion and aerosol
transport from mine tailings impoundments. Previous studies that have investigated
wind erosion of tailings impoundments through the use of CFD modeling [6–9]
focused on the erosion process and not the transport and deposition of the windblown
particulate matter. In a previous work [10], we utilized a CFD model to simulate
wind erosion of a tailings impoundment in a topographically complex region, in
order to understand the mechanisms that influence deposition.

The prediction of transport and deposition of windblown dust from mine tailings
impoundments is vital in determining the exposure risks in neighboring communities.
In a previous work [11] we developed a windblown dust Deposition Forecasting
Model (DFM) that was designed to be used in conjunction with operational weather
models to forecast deposition of windblown particulate matter for the Iron King Mine
(IK) and Humboldt smelter tailings impoundments in Dewey-Humboldt, Arizona.
The DFM is a hybrid model that uses both empirical relations derived from direct
observations and physical model simulations of aerosol trajectories. The IK and
Humboldt smelter tailings impoundments are part of a US Environmental Protection
Agency Superfund site that has elevated concentrations of toxic species such as lead
and arsenic [12].

In this work, we assess predictions of the DFM by validating the deposition
forecasts against a variety of field measurements at the mine site and surrounding
areas, including: (i) spatially distributed measurements of dust deposition;
(ii) metals composition; and (iii) lead isotope analysis. The spatially distributed
measurements of dust deposition were collected using inverted-disc samplers during
two month-long field sampling campaigns in April and June 2014. The sampling
periods were selected to coincide with spring and early summer, which represent the
windy season in southern Arizona. Dust collected during the sampling campaigns
was analyzed for total weight, chemical composition and lead isotopes and directly
compared to forecasted deposition patterns generated by the DFM. We hypothesize
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that forecast spatial deposition patterns generated by the DFM will agree with
arsenic and lead tracers captured by the inverted-disc samplers, which will help
in establishing routes of contaminant exposure in local communities. In addition,
we investigate how topsoil measurements of arsenic and lead performed in this
work based on techniques developed in a previous work [13] correlate with the
dust sampler contaminant concentrations and isotopic signatures, which serves to
quantify the spread of contamination from the mine tailings site.

2. Methodology

2.1. Site Description

The Iron King Mine Tailings and Humboldt Smelter Superfund area is located in
central Arizona in the vicinity of Dewey-Humboldt (Figure 1). The smelter produced
lead, gold, silver, zinc and copper in the period 1906–1969. The area was classified
as a Superfund site by the US EPA in 2008 [12] after it was discovered that it is
contaminated with lead and arsenic.

The region is classified as semiarid with an annual rainfall of about 480 mm.
The vegetation is Pinyon Juniper woodlands with limited desert grasses and other
bushes [14]. Most of the land adjacent to the northern, western and southern edges of
the tailings and mine operations property is publicly owned state trust and grazing
land. Arizona State Highway 69 separates the mine tailings area from the town of
Dewey-Humboldt, which has an elevation of 1396 m.

The tailings impoundment consists of two areas: the main tailings impoundment
with a total aerial extent of 96,000 m2 and the lower tailings region located directly
adjacent to the main tailings impoundment with a total aerial extent of 84,000 m2.
The tailings impoundment is devoid of vegetation except where a phytostabilization
project is attempting to reestablish native vegetation. The revegetation project has
been in progress since May 2010 and is confined to an area of 7200 m2 on top
of the tailings [15]. The surface of the impoundment is made up of 34.7% sand,
44.8% silt, and 20.4% clay and has patches of reddish coloration attributed to iron
minerals, mostly ferrihydrite [15]. This type of tailings material composition is highly
skewed towards the fine particle size range with 65.2% being silt size (<50 µm). The
tailings are typically covered by crusted soil with patchy efflorescence that usually
forms following rain events. The crust can be broken up and results in very fine
powdery material that is easily eroded by the wind. The average arsenic and lead
concentrations measured in bulk samples of the mine tailing material are about 0.12%
and 0.10% by mass, respectively.
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Figure 1. Google Earth visible satellite image of the Iron King Mine tailings
impoundment and the town of Dewey-Humboldt (March 2014). The locations of
the inverted-disc samplers are denoted by yellow pins (image from Google Earth).

A suite of meteorological and dust monitoring instruments was installed on
the tailings impoundment in 2009. The setup consists of two eddy flux towers,
equipped with six DUSTTRAK dust monitors for PM27 (particulate matter with an
aerodynamic diameter less than 27 µm,) anemometers, wind vanes, thermometers
and hygrometers. In addition, a Micro-Orifice Uniform-Deposit Impactor (MOUDI)
was deployed to measure size fractionated distribution of aeolian dust from
April 2013 to January 2014. Four month-long MOUDI samples were collected during
this period. The MOUDI (MSP Corp) has eleven stages that collect particles with
aerodynamic cut point diameters of: 18-µm, 9.9-µm, 6.2-µm, 3.1-µm, 1.8-µm, 1-µm,
0.55-µm, 0.32-µm, 0.18-µm, 0.1-µm, 0.054-µm and ultrafine particles collected on
an “after filter”. The MOUDI was located along the northern edge of the tailings
impoundment with the inlet located 1 m above ground level. Observations collected
by the DUSTTRAK and the MOUDI were used to generate empirical relations
between dust concentration (discriminated by particle size), wind speed at 10-m
height and relative humidity. These correlations were employed in the calculation
of dust fluxes in the DFM [11]. In addition, the meteorological observations are
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used to determine systematic biases between observed conditions and operational
WRF forecasts.

2.2. Deposition Forecasting Model Description

The DFM predicts the deposition of PM27 generated by windblown dust from the
Iron King tailings impoundment. This size range has been chosen since it corresponds
with the measurements made by the DUSTTRAK dust monitors. The hybrid model
utilizes both empirically derived relations and particle transport simulations. Details
of model development and validation are presented elsewhere [11].

The nearly two years (2012–2013) of meteorological and dust monitoring data
collected from the eddy flux towers were used to derive empirical relationships
between meteorological conditions and windblown dust generation. These empirical
relations include the effects of wind speed and relative humidity on airborne dust,
particle size fractionation and the vertical profile of dust concentration measured
on the tailings and wind speed effects on wind direction. Here, we will summarize
the empirical correlations presented in our previous work [11]. We correlated dust
concentrations in the atmosphere over the tailings surface to obtain

Cdust “ A1A2UB (1)

where Cdust is the mass concentration (µg/m3) of dust in the atmosphere at a specific
height and for a specific particle size range, U is the 10-m height wind speed, A1 and
B are constants that are fitted to measurements for each specific height and particle
size range (see [11] for values and details), and A2 is a function of atmospheric
relative humidity, empirically found to be:

A2 “

$

’

&

’

%

1 f or RH ď 25%
p50´ pRH´ 25qq{50 f or 25% ă RH ď 75%

0 f or RH ą 75%
(2)

where RH is relative humidity (%). Concentrations, wind speeds and relative
humidities in these empirical equations correspond to 1-h averages.

The DFM forecasts a dust emission flux from the tailings as proportional to the
integral of the concentration given by Equation (1) over height. The flux is assumed
to be uniform over the whole surface area of tailings (95,000 m2).

The DFM forecasts deposition in three particle size ranges. The size ranges are
defined by particles that have aerodynamic diameters (Dp) that fall within: 27 µm >
Dp > 18 µm (coarse), 18 µm > Dp > 3.1 µm (medium), and Dp < 3.1 µm (fine). The
size ranges were determined by MOUDI and DUSTTRAK observation capabilities:
The coarse range represents the difference between DUSTTRAK and total MOUDI
mass measured in a given event (that is, for the same amount of air treated). The
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medium and fine ranges were obtained by adding the mass of collected sample in
corresponding stages in the MOUDI. The cut point (3.1 µm) was selected based on
the fact that, on average, total mass collected by the MOUDI above and below that
particle size was approximately the same. In addition, the same size ranges were
used in deriving the empirical relationships between meteorological conditions and
wind erosion flux within the DFM model [11].

The DFM also includes the effect that topography has on aerosol deposition.
Stovern et al. [10] simulated windblown transport of fugitive aerosols from the
Iron King Mine tailings using computational fluid dynamics. They found that
windblown dust preferentially deposits in regions of topographic upslope relative to
the mean flow. Due to the complex topography of the site, these effects are included
in the model.

The DFM results for each forecast period (see Section 3) are produced for
three particle size ranges and are modelled on a spatial grid that is approximately
25 km2 in area with 10.3 m spatial resolution. These simulations include the
effects that a convectively turbulent boundary layer has on particle trajectories.
Simulation area includes all of the Iron King tailings and most of the adjacent town
of Dewey-Humboldt. The model is initialized using the 48-h forecasts from an
operational version of the WRF model produced by the department of Atmospheric
Sciences at the University of Arizona.

2.3. WRF Model Forecasts

The WRF model is configured with two nested grids. The inner grid covers the
entire state of Arizona, portions of Southeastern California, Western New Mexico
and Northern Mexico. The outer grid covers from Northern Nevada to the tip of
the Baja California peninsula, and from Western Texas to portions of the Eastern
Pacific Ocean. The inner and outer domains have horizontal resolutions of 1.8-km
and 5.4-km, respectively. Model forecasts are produced daily at 12Z and 6Z, using
both Global Forecast System (GFS) and North American Mesoscale Forecast System
(NAM) initializations. Each forecast run is 48 h long at 1-h intervals. The DFM was
initialized using the WRF forecast conditions predicted 28–39 h in advance.

We used the daily 12Z GFS WRF runs during the periods 21 April to 22 May
and 11 June to 9 July 2014 to tabulate the horizontal components of the 10-m height
winds, 2-m specific humidity, the 2-m height temperature and the surface pressure
for each hour between 9 A.M. and 9 P.M. We then calculated the wind speed and
wind direction and relative humidity for each hourly interval by averaging the five
nearest-neighbor WRF grid points at the tailings location, which was used to initialize
the deposition forecasting model.

WRF model forecasts and observed meteorological conditions on the tailings
were compared to test for systematic biases over a period of 163 days (June 2012
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to August 2013). This period coincides with the same observing period used to
determine the empirical relations used in the creation of the deposition forecasting
model [11]. As described later, forecast and observed wind speed and relative
humidity were corrected for systematic bias. Results will be summarized in
Section 3.1. To calculate directional bias we first calculated the residual for each
model and observation pair which fall within the range of ´180 to +180 degrees.
A positive residual indicates counter-clockwise rotation between the WRF model
and observed wind direction and vice versa. A perfectly nonbiased data set would
produce an average residual of zero.

2.4. Dust Deposition Sampling

Inverted-disc samplers have been used in dust deposition experiments,
including aeolian deposition near an eroding source field [16] and dry deposition of
polychlorinated organics [17]. The collection efficiencies of inverted-disc samplers
have been studied extensively [18–22] and are dependent on wind speed and particle
diameter. However, there appears to be general consensus that the collection
efficiency falls within the range of 5%–40% for all grain sizes [21]. For this study,
collection efficiency is unimportant because we base our comparisons on relative
deposition amounts (Section 3.3.2). Hall and Waters [19] showed that an inverted-disc
sampler has a significantly higher blowout wind speed than both the flat disc
and the British Standard deposit gauge. This reduces resuspension and loss of
particulate matter.

The plastic discs (Frisbees) were purchased from discountmugs.com. They have
a diameter of 233 mm and a depth of 25 mm. The discs were glued to the lids of high
density polyethylene 500-mL sample bottles (Thermo Scientific) using Loctite plastic
bonder. An 8.5 mm hole was drilled through the disc into the bottle. The samplers
were mounted on iron stakes and placed 1 m above the ground.

A set of 20 inverted-disc samplers was placed around the Iron King tailings
impoundment and surrounding area. The disc samplers were placed along
three transects to measure deposition in the northward, eastward and southward
directions, starting from the main tailings and extending up to 1 km away. A majority
of the samplers were located north of the main tailings, along the dominant wind
direction (Figure 1). There is significant topographic variation north of the tailings,
which is used for testing the effect that topography has on dust deposition.

2.5. Soil Sampling

Soil samples were taken during a single sampling campaign in 2014 at different
distances from the mine tailings to assess the extent of contamination. A total of nine
soil samples were collected with the first sampling point located on the mine tailings
and eight more sampling points in a straight line NE transect, which corresponds
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to the prevailing wind direction. Samples at different depths were taken in order
to obtain a vertical profile of the contamination at the following depth intervals:
0–3 mm, 3–6 mm, 6–9 mm and finally 100 mm. Details of the sampling technique are
provided elsewhere [13]. Final samples at each site and depth were a composite of
three different samples. The composite samples were dried for 10 h at a temperature
of 110 ˝C and then sieved through a 0.84 mm sieve to discard coarser fractions.
Distances from the tailings to the sampling points along the NE transect were 13 m,
70 m, 130 m, 355 m, 1100 m, 1128 m, 1150 m and 5032 m.

2.6. Sample Analysis

In the field, deionized water was used to flush all the dust captured on the
inverted-disc samplers into the attached 500 mL bottle. The bottles were unscrewed
and capped for transportation to the laboratory where each sample was partially
dried in the 500 mL bottle in an oven (60 ˝C) and then transferred into a pre-weighed
50 mL glass vial. The vial samples were then completely dried and sieved to remove
particles >500 µm. The samples were then weighed using a Mettler AE100 balance
(˘0.1 mg). The sample masses were normalized to the area of the disc, which yields
the mass deposition per unit area for each sample location. The handling of MOUDI
samples has been described in detail elsewhere [4].

Both inverted-disc and soil samples were prepared for metal and lead isotopes
analysis by extraction with 15 mL of aqua regia (1.03 M HNO3/2.23 M HCl, trace-metal
grade) with sonication at 80 ˝C for 60 min. Aliquots of 1.2 mL of solution were
extracted and diluted to 4 mL with deionized water before the analysis. Due to the
relatively low concentrations of lead in some of the samples, the lead isotope analysis
samples were concentrated on a hot plate [13]. An ICP-MS (Agilent 7700X with an
Octopole Reaction System) was used to analyze for metal concentrations and lead
isotopic composition. MiliQ water, 0.669 HCl (Fisher, trace-metal grade) and 0.309 M
HNO3 (EMD, Omnitrace) were used to create the certified calibration standards from
Accustandard. In addition to each sample, the National Institute of Standards and
Technology (NIST) standard reference material (SRM 1643e trace elements in water)
was also analyzed. We used the same operating condition for the analysis of both
elemental concentrations and the lead isotopic ratios. NIST SRM 981 (Lead isotopic
standard) was used for validation and calibration and the analytical precision of lead
isotopic ratios was under 0.5% [13].

3. Results

3.1. WRF Model Verification

Biases in the 24-h WRF forecast of wind speed, wind direction and relative
humidity are determined by direct comparison to in situ observations. The forecast
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of relative humidity showed good agreement with the observations (Figure 2). The
results show that the WRF model slightly under predicts the observed relative
humidity, which may be caused by precipitation events that the WRF model failed to
forecast since potential dust mitigation due to remnant soil moisture from past rain
events are not included in the model. To adjust for this slight bias in our calculations,
the model-predicted relative humidity is multiplied by a correction factor of 1/0.97,
product of a least-squared error fit of the parity plot in Figure 2.

The forecast and observed hourly averaged wind speeds are also correlated
but with a high degree of scatter (Figure 3A). The results show that the WRF
forecast winds are systematically lower than those observed (slope < 1). The low R2

value is indicative of the difficulties when comparing model forecasts using 1.8-km
grid spacing to point observations where boundary layer mechanics and surface
roughness play an important role. The frequency distribution of the model forecast
and the observed wind speeds, Figure 3B, shows that over multiple hourly periods
the distributions are very similar. The model-predicted wind speed is corrected in
our calculations by multiplying by 1/0.84, which is the fitted slope of the parity plot
(Figure 3A).

The histogram of the hourly wind direction residuals is shown in Figure 4. The
histogram was generated using 10 degree bins from ´180˝ to 180˝. The histogram
is shifted to the right of zero, which means the model-predicted wind direction
is systematically biased counter clockwise from the observed. By adding 14.7˝ of
clockwise rotation to the forecast wind direction (first moment of the histogram) we
account for the apparent bias between model forecast and observed conditions.Atmosphere 2016, 7, 16 7 of 20 
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Figure 2. Comparison of hourly averaged observed relative humidity and WRF
model forecast predictions for the period of 29 May 2012 to 4 August 2013. A linear fit
yields a slope of 0.97 with R2 = 0.59.
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Figure 3. (A) Direct comparison of hourly averaged 10-m height observed wind
speed and WRF model predictions for the period of 29 May 2012 to 4 August 2013.
A linear fit yields a slope of 0.84 with R2 = 0.23; (B) Frequency distribution of hourly
averaged 10-m height observed wind speed and WRF model predictions for the
same period.

3.2. Deposition Model Predictions

The DFM simulations were initialized using the corrected WRF model forecasts.
Figure 5 shows deposition patterns predicted by the DFM for the fine (PM3.1),
medium (PM18–PM3.1), coarse (PM27–PM18) and total suspended fine particulate
(PM27) for the period 21 April to 22 May 2014. A majority of the deposition
occurs in the northward direction, which is the prevailing wind direction for the
period. However, there is significant predicted deposition in the southeastward
and southwestward directions, which was a result of several synoptic scale troughs
that shifted the daytime wind direction. One of these troughs was accompanied by
precipitation on 27 April 2014. The WRF model predicted the strong wind speeds
associated with the trough but failed to accurately forecast the precipitation that was
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observed at the site. The increased soil moisture caused by the precipitation greatly
reduces windblown erosion. Hence, the deposition in the southwesterly direction is
thought to be significantly overestimated.Atmosphere 2016, 7, 16 8 of 20 
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Figure 4. Histogram of residuals of measured wind direction (1-h averages) and
WRF model predictions for the period of 29 May 2012 to 4 August 2013. The
displaced maximum is at +14.7˝, which indicates a counter clockwise bias in the
model results.

The maximum coarse particle deposition was mainly constrained to the
immediate vicinity of the tailings due to their large size and fast settling times,
which do not allow for long distance transport. The fine particles have a much
smaller terminal velocity and are transported much further downwind. Particles of
3-µm size have a maximum deposition location that is about three hundred meters
from the tailings in the northward direction. Smaller particles may travel longer
distances. There are slight variations in the deposition patterns caused by the impact
of topography of the surrounding region.

The resulting DFM simulations for the sampling period 11 June to 9 July 2014
can be seen in Figure 6. Compared to the May sampling period, the forecast weather
conditions at the site were consistent with predominantly southerly winds that
caused almost all the deposition to be in the northward direction.
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Figure 5. Maps of predicted dust deposition around the IK mine tailings for three
size fractions and PM27 predicted by the DFM for the forecast period 21 April to
22 May 2014. Particle size ranges: (A) PM3.1; (B) PM3.1–PM18; (C) PM18–PM27;
(D) PM27. The tailings impoundment is outlined in black. The grid points are
spaced by 10.3 m and the domain has a total horizontal extent of 34.47639˝ to
34.52380˝ latitude and ´112.27639˝ to ´112.22491˝ longitude. Calculated dust
deposition corresponds to dust emitted from the mine tailings.

3.3. Inverted Disc and Soil Sampling Results

3.3.1. Mass Analysis

Inverted-disc sampling occurred during the sampling periods 21 April to
22 May 2014; and 11 June to 9 July 2014. Table 1 shows the deposition fluxes (mass
deposited per unit time and sampler surface area) for each disc sampler during both
periods and the corresponding model predicted PM27 deposition. It is important to
point out that the model developed here predicts deposition of dust generated on
the mine tailings and not total deposition, since the region has multiple potential
dust sources. It is clear from the data in Table 1 that the model under predicts total
deposition, as expected.

267



Atmosphere 2016, 7, 16 9 of 20 

 

 
Figure 5. Maps of predicted dust deposition around the IK mine tailings for three size fractions and 
PM27 predicted by the DFM for the forecast period 21 April to 22 May 2014. Particle size ranges:  
(A) PM3.1; (B) PM3.1–PM18; (C) PM18–PM27; (D) PM27. The tailings impoundment is outlined in black. The 
grid points are spaced by 10.3 m and the domain has a total horizontal extent of 34.47639° to 34.52380° 
latitude and −112.27639° to −112.22491° longitude. Calculated dust deposition corresponds to dust emitted 
from the mine tailings. 

 

Figure 6. Maps of predicted dust deposition around the IK mine tailings for three size fractions and 
PM27 predicted by the DFM for the forecast period 11 June to 9 July 2014. Particle size ranges:  
(A) PM3.1; (B) PM3.1–PM18; (C) PM18–PM27; (D) PM27. The tailings impoundment is outline in black. The 
grid points are spaced by 10.3 m and the domain has a total horizontal extent of 34.47639° to 34.52380° 
latitude and −112.27639° to −112.22491° longitude. Calculated dust deposition corresponds to dust 
emitted from the mine tailings. 

Figure 6. Maps of predicted dust deposition around the IK mine tailings for three
size fractions and PM27 predicted by the DFM for the forecast period 11 June
to 9 July 2014. Particle size ranges: (A) PM3.1; (B) PM3.1–PM18; (C) PM18–PM27;
(D) PM27. The tailings impoundment is outline in black. The grid points are spaced
by 10.3 m and the domain has a total horizontal extent of 34.47639˝ to 34.52380˝

latitude and ´112.27639˝ to ´112.22491˝ longitude. Calculated dust deposition
corresponds to dust emitted from the mine tailings.

The highest deposition fluxes were measured at location N (Figure 1) for the
May sampling period and location B for the June sampling period. Sample N is
located adjacent to the highway while sample B is located on the main tailings
impoundment. Because roadways are well documented as production source of
atmospheric aerosols, it follows that we would expect larger amounts of deposition
to be captured with the N sampler.

The observed deposition flux for the two sampling periods is within an order
of magnitude of the forecast deposition fluxes. The peak forecast deposition flux is
approximately half of that measured using the samplers. However, the model forecast
deposition fluxes drops dramatically for samplers located far from the tailings source
(i.e., samplers F, M and N) while the total mass of dust measured by the samplers
remains similar no matter their location. It is important to consider the fact that
wind erosion occurs from a variety of sources within the region and each deposition
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sampler is collecting dust from all of them not just aerosols resulting from the tailings,
although the exposed, elevated tailings are thought to be an important contributor.

Table 1. Measured dust (PM27) mass deposition fluxes in inverted-disc samplers.

Location
4/21 to 5/22 Observed

Deposition
(mg/m2/day)

4/21 to 5/22 Predicted
Deposition

(mg/m2/day)

6/11 to 7/09 Observed
Deposition

(mg/m2/day)

6/11 to 7/09 Predicted
Deposition

(mg/m2/day)

A 15.6 7.69 17.0 4.48
B 24.2 7.96 37.1 6.11
C 6.9 6.04 26.1 4.66
D 26.0 1.82 29.7 1.36
E 9.4 4.48 12.1 0.53
F 14.2 2.45 10.6 0.27
G 12.3 8.11 8.5 8.21
H 18.2 8.75 8.1 8.67
I 10.1 7.39 12.6 7.02
J 16.2 7.76 9.0 7.54
K 30.0 5.47 17.3 5.16
L 16.3 5.45 15.5 5.15
M 16.0 1.06 N/A N/A
N 32.5 1.16 6.4 0.68

AA N/A N/A 12.0 7.77
BB N/A N/A 8.7 7.43
CC N/A N/A 11.0 4.81

As mentioned, the deposition forecasting model only simulates the transport of
windblown particulate matter from the tailing impoundment and for particles with
an aerodynamic diameter ď27 µm. Comparing forecasts of PM27 to bulk deposition
samples has inherent errors caused by the potential of the samplers to collect larger
particles and skewing the mass fluxes. In order to minimize these issues certain steps
were taken to reduce the impact of large particles. The inverted-disc samplers were
shown in wind tunnel tests to have the highest collection efficiency, up to 60%, for
particles with diameter 10 to 31 µm. Their collection efficiency significantly drops for
particles up to 89-µm [21]. The samplers were placed at 1-m height to minimize the
capture of large saltating particles. Additionally, mass fractions of dust measured
by the MOUDI at 1-m height [11] were 30.1%, 30.0%, and 39.9% for the >18-µm,
18 to 3.1-µm and <3.1-µm size fractions. The large percentage of mass observed
in the smaller size fractions gives us confidence that the inverted-disc samplers
are not significantly affected by larger particles and their results are reasonable
approximations of PM27 aerosol deposition.

Additional errors in the forecast depositions can arise from the DFM dependency
on the WRF wind speed forecast. The WRF model provides us with the highest
resolution weather forecasts of the region but it is still susceptible to errors including
those experienced during short term high wind events. The compounding factors of
multiple dust sources, DFM forecast of PM27 and errors in the WRF forecast makes
the under estimated DFM deposition fluxes measured by the inverted-disc samplers
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reasonable, Table 1. Through the use of elemental analysis we can partition the
captured dust and determine the relative influence the tailings have on each sampler
and the relative spatial distributions.

3.3.2. Lead and Arsenic Analysis

The tailings and surrounding soil have significantly elevated arsenic and lead
concentrations when compared to the natural surroundings [14]. This is illustrated
by the results in Figure 7, where topsoil concentrations of lead and arsenic are shown
as a function of distance from the tailings along a NE transect. Significant arsenic
and lead contamination extend at least to 1 km from the tailings, while the 5 km site
exhibits relatively low concentrations, which could correspond to background levels
in the region (around 10 ppm for both arsenic and lead).
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Figure 7. Arsenic and lead concentrations in topsoil (0–3 mm depth) samples at
different distances from the mine tailings following a NE transect. Error bars show
standard deviation of triplicate samples at the same location.

The arsenic and lead concentrations measured in inverted-disc samplers are
presented in Table 2. Figures 8 and 9 show the DFM predictions of average deposition
fluxes for the May and June sample periods. A way to assess the results is to
compare transects of relative observed concentrations of As and Pb with forecast
deposition of PM27. Three transects are evaluated in the southwestward, eastward
and northward directions. The relative Pb and As concentration transects are
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calculated by normalizing each sampler to the average concentration measured
by inverted-disc samplers A and B located on the tailings pile. Equation (1) shows
the normalization process for a sample concentration (Csample) where CA and CB

are the concentrations measured at samplers A and B, respectively. Transects of the
DFM PM27 are normalized by the forecast deposition at the location of sampler B
(34.50087˝ latitude and ´112.25305˝ longitude). All distances of the sample locations
are calculated from sample point B.

Csample norm “
Csample

pCA ` Cbq {2
(3)

The southward transect is generated using the normalized samples A and B, E
(366-m downwind) and F (538-m downwind). The eastward transect was generated
using the normalized samples A and B, C (377-m downwind), D (657-m downwind)
and N (786-m downwind). For the June sample period, the northward transect
was generated by first averaging the sample concentrations collected at different
downwind ranges, which included the AA samples (~205-m downwind), I, J, and
BB samples (~300-m downwind) and the K, L and CC samples (~379-m downwind).
The sample averaged concentrations at tailings, 205-m, 300-m and 379-m downwind
were then normalized and used to generate the northward transect.

Table 2. Measured total As and Pb concentrations measured in the dust collected
by the inverted-disc samplers. Locations are shown in Figure 1.

Location 4/21 to 5/22 Period Pb
(ppm)

6/11 to 7/09 Period Pb
(ppm)

6/11 to 7/09 Period As
(ppm)

A 332 903 1826
B 981 1743 3856
C 317 1037 1406
D 454 775 1389
E 130 317 132
F 39.3 71.2 46.4
G 506 1614 1311
H 482 838 588
I 217 435 586
J 218 383 504
K 234 342 465
L 292 439 649
M 41.9 N/A N/A
N 41.2 138 156

AA N/A 384 449
BB N/A 453 595
CC N/A 302 435
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Figure 8. Map of PM27 deposition predicted by the DFM for the forecast period 21 April to 22 May 
2014. The color scale represents the natural log of the deposition flux. The tailings impoundment is 
outlined in black and the locations of the inverted-disc samplers are indicated. The grid points are 
spaced by 10.3-m and the domain has a total horizontal extent of 34.49142° to 34.51452° latitude and 
−112.26247° to −112.23939° longitude. 

 
Figure 9. Map of PM27 deposition predicted by the DFM for the forecast period 11 June to 9 July 2014. 
The color scale represents the natural log of deposition. The tailings impoundment is outlined in black 
and the location and sample label of the inverted-disc samplers are indicated. The grid points are 
spaced by 10.3-m and the domain has a total horizontal extent of 34.49142° to 34.51452° latitude and 
−112.26247° to −112.23939° longitude. 

For the May sampling period we first averaged the sample concentrations of I and J (~300-m 
downwind) and K and L (~379-m downwind). The northward transect was then generated using the 

Figure 8. Map of PM27 deposition predicted by the DFM for the forecast period
21 April to 22 May 2014. The color scale represents the natural log of the deposition
flux. The tailings impoundment is outlined in black and the locations of the
inverted-disc samplers are indicated. The grid points are spaced by 10.3-m and
the domain has a total horizontal extent of 34.49142˝ to 34.51452˝ latitude and
´112.26247˝ to ´112.23939˝ longitude.
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Figure 9. Map of PM27 deposition predicted by the DFM for the forecast period
11 June to 9 July 2014. The color scale represents the natural log of deposition. The
tailings impoundment is outlined in black and the location and sample label of
the inverted-disc samplers are indicated. The grid points are spaced by 10.3-m
and the domain has a total horizontal extent of 34.49142˝ to 34.51452˝ latitude and
´112.26247˝ to ´112.23939˝ longitude.
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For the May sampling period we first averaged the sample concentrations of I
and J (~300-m downwind) and K and L (~379-m downwind). The northward transect
was then generated using the normalized samples A and B, H (205-m downwind),
300-m downwind average, 379-m downwind average, and M (1027-m downwind).

Results for the southward, eastward and northward cross sections for the May
and June sample periods can be seen in Figure 10. The southward cross sections
of the model-predicted fractional reduction in deposition follow similar trends to
the observed fractional reduction of As and Pb concentrations measured in the
inverted-disc samplers. For the May sampling period, the forecast overestimated
the relative amount of deposition located at the sample locations E and F. This was
most likely caused by strong northeasterly winds associated with a synoptic scale
weather system. This weather system produced precipitation in the region, which
the WRF model failed to predict. The erroneous WRF weather forecast yielded an
overestimation of windblown dust transport in the southwestward direction. For
June, the DFM model accurately forecasts the relative reduction in As and Pb at the
E and F sample locations.

The eastward transect shows that the model-predicted fractional reduction
in deposition was similar to the observed fractional reduction of As and Pb
concentrations for both the May and June sampling periods for samplers C and
N. However, the DFM underestimated the fractional reduction sampler D for both
monthly sampling periods (Table 1). Sampler D is located just 10-m from the eastern
edge of the lower tailings area and approximately 4-m lower in elevation. This
proximity and lower elevation of sampler D to the lower tailings area increased the
likelihood of eroded particles to gravitationally settle into this sampler. Table 1 shows
that sampler D had systematically large deposition fluxes measured during both
sample periods. Size distributions of the collected dust could not be determined due
to the lack of total material captured by the sampler. The increased likelihood of
capturing tailing material most likely skewed the fractional As and Pb deposition
measured by the sampler.

The northward transect shows a similar downwind pattern of reduction in the
fractional As and Pb concentration (Figure 10). The DFM overestimates the fractional
reductions of Pb for the May sampling period and both As and Pb for the June
sampling period. However, the DFM was significantly better estimating the relative
reduction of As and Pb for the May sampling period when compared to June. For
the May sampling period the DFM accurately predicted the fractional reduction in
Pb concentrations for sampler M located approximately 1-km north of the tailings.
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Figure 10. Comparison of relative decreases in arsenic (blue dashed lines) and lead
(blue solid lines) mass concentrations measured by the samplers versus the relative
decreases of deposition flux forecast by the DFM (red lines) for the southward
(A) eastward (B) and northward (C) cross sections for the 21 April to 22 May 2014
sample period and the southward (D) eastward (E) and northward (F) cross sections
for the 11 June to 9 July 2014 sample periods.

The highest concentrations of both As and Pb were measured by the
inverted-disc samplers located on the tailings (A and B). In comparison, the DFM
model predicts that the highest amount of tailing dust deposition should occur
approximately 150 m north of sample point B. However the inverted-disc samplers
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show significant reduction in relative As and Pb between the tailings (A and B) and
the points located about 205-m north (H and AA).

The DFM includes topographic slopes when calculating deposition rates to the
surface. Using computational fluid dynamics modeling, Stovern et al. [10] showed
that the slope of the ground significantly impacts deposition in this topographically
complex region. The inverted-disc samplers were strategically placed in locations
that were sloped for the northward transect. The samples located at 205-m, 300-m
and 379-m were in down-sloping, up-sloping and down-sloping regions, respectively.
The slope of the ground at 205-m, 300-m and 379-m is ´5.7˝, +15.1˝, and ´22.3˝

respectively with a slope length of 50 m. Thus, we would expect that the samples
collected at 300 m should have systematically more deposition than the samplers
at 379-m. However, we appear to see the opposite occurring in the May sampling
period and relatively equal amounts of deposition in the June sampling period. One
reason why the effects of topographic slope are not evident in the deposition patterns
may be due to changes in surface roughness between the sampler locations at 300-m
and 379-m. The samplers located on the up-sloping terrain at 300 m are surrounded
by very sparse vegetation, usually less than a meter in height with large barren
patches of soil. On the other hand, the samplers located in the down sloping region at
379-m are surrounded by significantly more vegetation including shrubs, bushes and
trees that are typically 2–3 m in height. The model, however, uses a constant surface
roughness of 0.1-m. Large surface roughness and obstructing objects capture airborne
dust in two ways, it removes momentum from the mean flow slowing transport
of airborne particulates allowing them to gravitationally settle, as well as directly
capturing airborne dust through direct contact and impaction of the airborne dust.
This severe change in surface roughness may explain the counterintuitive results
from the samplers. Another possible reason might be the high natural variability in
deposition may overwhelm the topographic effect.

3.3.3. Lead Isotope Analysis

Figures 11 and 12 show the lead isotopic ratios for the dust collected on
the inverted-disc samplers for the May and June sampling periods, respectively.
Dust samples A and B located on the tailings themselves have the same isotopic
composition as the bulk tailings sample, implying the airborne lead captured in the
samplers originated exclusively from the tailings, as expected.

Samples with lower isotopic ratios are the consequence of mixing between the
tailings source and regional background. For the May sampling period, the samples
that have the lowest isotope ratio are F and N. Sample F is the most southern sample
located approximately 300-m from the southern edge of the tailings while N the
eastern most sample is located approximately 150-m from the eastern-most edge of
the lower tailings area. The small contribution of tailings lead measured in these
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samplers matches the monthly wind patterns that predominantly transported dust
northward, away from the samplers. Samples M and E also have a significantly
lower isotopic ratios than the tailing samples. It is interesting to note that sample E
which is located only about 200 m from the southern edge of the tailings has the same
fractional contribution of tailings lead as the sampler located 1 km north, as expected
from the prevailing winds. Also, the source of lead captured by the inverted-disc
sampler N, located along AZ highway 69 which separates the Iron King tailings and
the town of Dewey-Humboldt, had a smaller tailings contribution than the sampler
located 1 km north of the tailings.
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Figure 11. Lead isotopic ratios 208Pb/206Pb and 207Pb/206Pb for each inverted-disc
sampler and a bulk sample of tailings material for the 21 April to 22 May 2014
sampling period. The letters represent the inverted-disc sample locations from
Figure 1. Tailings (surrounded by a black circle), represent “fingerprint” ratios of
the source. The background sample (BG, surrounded by a red circle) corresponds
to topsoil (0–3 mm) collected 5 km from the source and represents the natural Pb
isotopic “fingerprint” of the region. Error bars represent standard deviations from
triplicate samples. Additionally included is the growth curve (solid line) adapted
from Chen et al. [23], that represents changes in lead isotopic composition with
time due to radiogenic production from isotopes of uranium and thorium, which
encompasses all possible Earth samples.

For the June sampling period, the lead isotopic signatures were significantly
closer to the tailings bulk sample when compared to the May sampling period. The
samples with the lowest isotopic ratios included samples F, N and E. Sample F had
the lowest lead contribution from the tailings, this matches the results from the May
sampling period. However, more of the lead measured in sample F was sourced
from the tailings compared to May. For the eastern most sampler, N and southern
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sampler E, the isotopic ratios were closer to the tailings signature as well, while still
maintaining the lowest isotopic ratios of all the June samplers.
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Figure 12. Lead isotopic ratios 208Pb/206Pb and 207Pb/206Pb for each inverted-disc
sampler and a sample of tailings topsoil for the 11 June to 9 July 2014 sampling
period. The letters represent the inverted-disc sample locations from Figure 1.
Tailings (surrounded by a black circle), represent “fingerprint” ratios of the source.
The background sample (BG, surrounded by a red circle), corresponds to topsoil
(0–3 mm) collected 5 km from the source and represents the natural Pb isotopic
“fingerprint” of the region. Error bars represent standard deviations from triplicate
samples. Additionally included is the growth curve (solid line) adapted from
Chen et al. [23].

It is interesting to note that the June samplers had significantly higher lead
concentrations and isotopic ratios when compared to May. This was caused by a
precipitation event that occurred on April 27. This precipitation event significantly
increased the tailings moisture content, minimizing wind erosion and reducing
windblown lead deposition for the May sample period. In the June sample period the
tailings had not received precipitation in over a month which significantly increasing
the erosion potential, which resulted in more tailings sourced lead deposition causing
the increase in lead concentrations and also shifting isotopic fingerprints closer to
the tailings isotopic signature. This shows that local weather patterns including
predominant wind directions and precipitation have a significant effect on the
deposition of windblown dust from the Iron King tailings impoundment.

The lead isotope ratios can be used to calculate the contribution of deposited
dust that originates in the tailings. Assuming only two different lead sources (tailings
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and background), the calculated fractional Pb tailings contribution was defined here
as the ratio between the difference in the 207/206 ratio between the samples and
the background, divided by the difference between the tailings and the background.
Results are plotted as a function of predicted dust deposition fluxes in Figure 13, for
the two different sampling periods. Despite the scatter, a clear increasing relation
is obtained between the proportion of dust originating in the tailings and the total
deposition flux of tailings materials predicted by the model.

Lead isotopic ratios for the soil samples at different levels collected along the NE
transect (Figure 7) are shown in Figure 14. Samples located 130 m from the tailings
were collected in up-sloped terrain and their lead signatures are close to the tailings,
indicating that the relatively high concentrations of lead (Figure 7) are a consequence
of dust transport from the tailings. At this distance, results from the DFM model also
point to a high deposition of tailings dust (Figure 10). It is interesting to point out
that even at a depth of 100 mm, lead isotope analysis points to the tailings as main
contributor of the metal in the soil. At longer distances from the tailing (1150 m),
topsoil and 100-mm depth soil have significantly different signatures, with deep
soil reflecting a higher contribution from the 5-km background. The sampling point
located 13 m from the tailing has the same lead isotope ratios as the tailing topsoil,
as expected, but isotopic ratios decrease monotonically with distance towards the
background site located 5 km from the tailings.
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Figure 13. Calculated tailings contribution of deposited lead in inverted-disc
samplers as a function of the model-predicted dust deposition flux for the
two different sampling periods in 2014. Tailings contribution (1 for tailings,
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Figures 11 and 12.
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Figure 14. Lead isotopic ratios for soil samples at different distances from the mine
tailings (indicated). Numbers in parentheses represent the depth of the sample in
mm. Error bars represent standard deviations from triplicate samples. Additionally
included is the growth curve (solid line) adapted from Chen et al. [23].

4. Conclusions

The DFM is designed to utilize weather forecasts to predict the deposition
of fugitive PM27 dust originating from the Iron King tailings impoundment. By
comparing the DFM predicted PM27 deposition to arsenic and lead tracers collected
by the inverted-disc samplers, it has been shown that the DFM captures trends
on spatial variations of the deposition patterns in the surrounding region up to
1 km distance from the tailings. The effects of topography on deposition still need
adjustment due to the complex variations of surface roughness within the region. In
addition, the difficulties associated in directly quantifying PM27 deposition using
inverted-disc samplers leaves room for additional investigation into the absolute
deposition quantities provided by the DFM. However, combining the deposition
patterns generated by the DFM and the known concentrations of arsenic and lead
in tailing dust we can provide relative estimates of arsenic and lead deposition
rates near the tailings impoundment. These estimates of deposition should improve
the characterization of potential health impacts caused by windblown transport
from the tailings. The methodology employed in this work can be generalized to
other contaminated sites from which dust transport to surrounding communities
can be assessed in terms of a potential route for human exposure. Dust emission
quantification relied on weather forecasting and empirical relations for emitted
dust fluxes while transport and deposition were predicted by following particle
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trajectories in the forecast wind field. This approach led to a model that can be used
to forecast the rate of transport and deposition of contaminants from the tailings to
the local environment.
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Decreasing Aerosol Loading in the North
American Monsoon Region
Aishwarya Raman, Avelino F. Arellano Jr. and Armin Sorooshian

Abstract: We examine the spatio-temporal variability of aerosol loading in the recent
decade (2005–2014) over the North American Monsoon (NAM) region. Emerging
patterns are characterized using aerosol optical depth (AOD) retrievals from the
NASA Terra/Moderate Resolution Imaging Spectroradiometer (MODIS) instrument
along with a suite of satellite retrievals of atmospheric and land-surface properties.
We selected 20 aerosol hotspots and classified them into fire, anthropogenic,
dust, and NAM alley clusters based on the dominant driver influencing aerosol
variability. We then analyzed multivariate statistics of associated anomalies during
pre-, monsoon, and post-monsoon periods. Our results show a decrease in aerosol
loading for the entire NAM region, confirming previous reports of a declining AOD
trend over the continental United States. This is evident during pre-monsoon and
monsoon for fire and anthropogenic clusters, which are associated with a decrease
in the lower and upper quartile of fire counts and carbon monoxide, respectively.
The overall pattern is obfuscated in the NAM alley, especially during monsoon
and post-monsoon seasons. While the NAM alley is mostly affected by monsoon
precipitation, the frequent occurrence of dust storms in the area modulates this trend.
We find that aerosol loading in the dust cluster is associated with observed vegetation
index and has only slightly decreased in the recent decade.

Reprinted from Atmosphere. Cite as: Raman, A.; Arellano, A.F., Jr.; Sorooshian, A.
Decreasing Aerosol Loading in the North American Monsoon Region. Atmosphere
2016, 7, 24.

1. Introduction

Aerosols play a critical role in global and regional climate, monsoonal circulation,
hydrological cycle, air quality, and public health (e.g., [1–4]). Such is the case for
aerosols in the semi-arid regions of North America. There is growing concern about
aerosols in the North American monsoon (NAM) region as studies have shown (and
projected) a warmer and drier southwest United States [5], leading to increased
wildfire risks and occurrence of dust storms ([6–8], and references therein). Studies
have also reported the ability of aerosols in modifying NAM precipitation through
direct or indirect effects [9–11] and epidemiological outbreaks from pollution [12].
While there has been increased attention in recent decades directed to aerosols in the
Asian monsoon region [2,3,13,14], limited studies have examined local-to-regional
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characteristics and trends of aerosols in the NAM region, precluding our ability to
accurately predict its response to projections of changes in environmental conditions.

NAM is a notable feature in the atmospheric circulation over North America. It is
characterized by a shift in the circulation pattern due to warmer land surfaces in the
southwestern United States and northwestern Mexico during May and June, resulting
in an upper-level anti-cyclone over western Mexico and a pronounced increase in
precipitation from convective storms over these regions (including western Texas)
during July and August. Although the NAM location is centered at the Sierra Madre
Occidental in Mexico, its influence on monsoon precipitation extends widely into
the areas of Arizona and New Mexico. In fact, NAM provides 70% of the annual
precipitation in the region [15]. We refer the reader to several studies [16–18] on
further details of its spatial extent and the underlying meteorological processes. For
this study, we define the NAM region to include: northern Mexico, Arizona, southern
California (SoCal), New Mexico, and western Texas. In terms of aerosols, the NAM
region exhibits distinct spatio-temporal patterns due to diversity in aerosol sources
and sinks during its pre-monsoon (PRM: May–June), monsoon (MON: July–August),
and post-monsoon (POM: September–October) phases. During May and June, the
warmer and drier conditions result in fires in vegetated areas of NAM. Large dust
events typically occur in the desert areas (and abandoned agricultural fields) during
MON as a result of mesoscale convective storms. NAM is not only characterized
by natural aerosols (dust and fire) but also by anthropogenic aerosols [19,20]. This
region in fact has the top five most polluted cities for particulate matter [21]. In terms
of aerosol removal, NAM experiences significant rainfall events between July and
August that are quite distinct across the year for this semi-arid environment.

Past studies of aerosol trends in the United States (US) have mainly focused
on the entire North American continent or the eastern US (e.g., [22,23]). For
example, a recent study [24] examined the decadal trend (2000–2009) of aerosol
optical depth (AOD) in the US based on NASA Terra Moderate Resolution Imaging
Spectroradiometer (MODIS) and from Advanced Very high Resolution Radiometer
(AVHRR) aerosol retrievals along with simulations from the Goddard Chemistry
Aerosol Radiation and Transport (GOCART) model as part of a global model/data
trend analyses. They found a significant decrease in AOD [24], which they attributed
to the reductions in anthropogenic (combustion-related) emissions. This finding is
consistent with an earlier model study [25] using the Model of Atmospheric Transport
and Chemistry and the Dust Entrainment and Deposition models that reported a
significant decline of the AOD trend from anthropogenic aerosol sources over the
period 1980–2006. This study also revealed that the long-term trends in natural
aerosol sources over the US were not significant for the given time period. Thus,
more local-to-regional studies are needed as competing sources can obscure the
reported global/regional trend [24].
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Over the southwest US, a climatology of aerosol loading in several areas
across the state of Arizona using a suite of aerosol ground-based measurements
(e.g., Interagency Monitoring of PROtected Visual Environments or IMPROVE),
remotely-sensed aerosol products (e.g., MODIS), as well as model output from
GOCART, showed a significant range in spatio-temporal variations of aerosols within
the state, depending on the proximity of the measurement site to the dominant
drivers (e.g., dust, rural activities, urban pollution, etc.) [19]. Recently, another study
in this region noted that AOD has increased by 19% over Tucson, Arizona, in the
last 35 years based on two sets of AOD (400–900 nm) measurements over Tucson
(i.e., 1975–1977 versus 2010–2012) [26]. They postulated that the increase might have
been contributed by urbanization and the near tripling of population in the city.
These studies highlight the importance of examining the aerosol variations across
the southwestern US in detail, given mixtures of drivers on aerosol loading across
the region and its unique environmental conditions (including complex topography)
relative to the southeast US. In light of decadal records of remotely-sensed retrievals
of atmospheric composition, precipitation, and land-surface properties, there is also
a unique opportunity to conduct a multivariate analysis for a more comprehensive
and consistent picture of aerosol trends in the region.

In this study, we focus on assessing the spatio-temporal trends in aerosol loading
across the NAM region by examining several aerosol hotpots and their associated
trends during pre-monsoon (PRM), monsoon (MON), and post-monsoon (POM)
seasons over the recent decade. In particular, we aim to: (1) analyze the trends
in MODIS AOD from 2005–2014 over areas characterized by a dominant source
or sink (i.e., fire, anthropogenic, dust, and a region affected by monsoon rainfall);
(2) elucidate controlling factors of these trends using correlative information from
Tropical Rainfall Measuring Mission (TRMM) precipitation products (on aerosol
removal), MODIS vegetation index (on dust aerosols), fire products (on fire aerosols),
and CO from Measurement of Pollution in The Troposphere (MOPITT) instrument
(on anthropogenic aerosols).

2. Methodology

2.1. Satellite Products

All satellite datasets were downloaded through NASA GIOVANNI web portal
developed by Goddard Earth Sciences Data and Information Science Center (GES
DISC) [27]. These datasets are monthly averages and were regridded to 1˝ ˆ 1˝ to
match the MODIS spatial resolution. A brief description of each data is given below,
together with Table 1 which summarizes relevant information about the datasets.
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Table 1. Analysis datasets.

Instrument and Dataset Resolution Relevance to Study
(Main Product Reference)

NASA Terra and Aqua L3 MODIS
Aerosol Optical Depth (AOD) 550 nm 1˝ ˆ 1˝ aerosol loading

(Levy et al., 2007 [29])

NASA Terra L3 MODIS Fire Radiative
Power (FRP) and fire counts 1˝ ˆ 1˝ fire sources

(Wooster et al., 2005 [36])

NASA Terra L3 MODIS Normalized
Vegetation Index (NDVI) 0.05˝ ˆ 0.05˝ biogenic and dust sources

(Lunetta et al., 2006 [38])

NASA OMI L2G UV Aerosol
Index (AI) 354 nm 0.25˝ ˆ 0.25˝ aerosol cluster identification

(Torres et al., 2007 [39])

NASA MOPITT L3 TIR/NIR
Total Column CO 1˝ ˆ 1˝ combustion sources

(Deeter et al., 2012 [41])

NASA TRMM Best Estimate
Precipitation Rate (BEPR) 0.25˝ ˆ 0.25˝ aerosol removal

(Huffman et al., 2007 [40])

UMBC Anthropogenic Biomes
V2 (2000) (ecotope.org) 0.083˝ ˆ 0.083˝ aerosol cluster identification

(Ellis et al., 2010 [45])

NASA SEDAC Global Rural Urban
Mapping Project version 1 (GRUMPv1)
Population Density
(sedac.ciesin.columbia.edu)

1 km ˆ 1 km aerosol cluster identification
(Balk et al., 2009 [43])

2.1.1. MODIS

The MODIS instrument is an imaging spectroradiometer on board two
polar orbiting satellites, NASA EOS/Terra (Febraury 2000—present) and NASA
EOS/Aqua (June 2002—present). It provides global coverage every one to two
days with an equatorial overpass time around ~10:30 am (descending) for Terra and
~1:30 pm (ascending) for Aqua. MODIS acquires data in 36 spectral bands from 0.41
to 14 µm. It has a swath of 2330 km at cross-track and 10 km at nadir [28].

Aerosol Optical Depth (AOD). We use the Level 3 (gridded) MODIS 1˝ ˆ 1˝

Collection 5.1 (M3 mean_mean) AOD retrievals at 550 nm for both Terra and Aqua
(MOD08_M3_V051) ([28] and references therein; [29,30]) to investigate trends of
aerosol loading across the period 2005–2014. The Level 2 (swath) version of these
retrievals are produced using three spectral wavelengths (470, 650, 2100 nm) and two
algorithms (“dark target” for dark/vegetated surfaces and “deep blue” for bright
surfaces such as the desert). The main aerosol product at 550 nm is derived by
matching the reflectance values at different channels to the atmospheric properties
using a look-up table. These retrievals have been widely used in the studies pertinent
to the spatio-temporal variability of aerosols ([31,32] and references therein). We
note, however, that evaluation against AERONET in-situ measurements of Collection
5.1 AOD products as derived using the “dark target” algorithm show overestimation
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of AOD [29,30]. We use the dark target for this study since the Collection 5.1 AOD
retrievals using the “deep blue” algorithm were not available after December 2007
due to polarization issues in the sensor [33]. Our initial comparison of AOD between
“deep blue” (from Collection 6) and “dark target” over the NAM region shows
similarity in spatio-temporal patterns with “deep blue” AOD values (on average)
being less by 0.1. We further note that previous studies report a shift from high
to low bias of AOD from the Terra satellite after 2004 due to the degradation of
Terra/MODIS’s optical response [29]. Further information about these products is
discussed in detail in [29,34].

Fire. We use Terra/MODIS monthly mean and cloud-corrected Fire Radiative
Power (FRP in units of million watts) along with MODIS fire counts (FC, counts
m´2 day´1) at 1˝ ˆ 1˝ resolution (MODIS Active Fire Product version 005 MOD14CM1)
to indicate fires in the region. MODIS identifies a candidate pixel as being affected by
fires if the 4 µm brightness temperature and the difference between 4 µm and 11 µm
brightness temperature depart substantially from non-fire pixels. The estimated
accuracy of FRP from MODIS is 15% [35,36].

Normalized Difference Vegetation Index (NDVI). Aerosol loading in regions
dominated by dust aerosols highly depend on the landcover characteristics
(e.g., large-scale vegetation reduces dust lofting) (e.g., [37]). We use the information
from NDVI to indicate potential dust mobilization in the region. MODIS/Terra
provides cloud-free composites of NDVI obtained using corrected surface reflectances
in visible and near infrared channels. Here, we use MODIS/Terra Level 3 monthly
mean NDVI at 0.05 degree (MOD13C2) [38]. This product is based on the spatial and
temporal averages of 16 day 1 km NDVI retrievals.

2.1.2. Ozone Monitoring Instrument (OMI) Ultraviolet Aerosol Index (UV AI)

OMI, which is on board the NASA EOS-Aura satellite, uses backscattered UV
radiation measured at two wavelengths (354 and 388 nm) to derive UV AI. OMI
has a local equator crossing time at ~1:45 pm. OMI has an advantage of being more
sensitive to atmospheric aerosol loading since the reflectance of most terrestrial
surfaces are low at UV wavelengths [39]. We use the Level 2G OMI UV AI retrievals
at 354 nm mainly to identify aerosol hotspots in the region and partly to supplement
MODIS AOD for aerosol loading trend analysis. The parent resolution of the product
is 0.25˝ ˆ 0.25˝. Due to its higher spatial resolution compared to MODIS, OMI AI is
more useful in identifying localized high aerosol loading across our domain. Also,
OMI UV AI is more sensitive to smoke and dust compared to MODIS AOD.

2.1.3. Tropical Rainfall Measuring Mission (TRMM) Precipitation Rate

We use the monthly mean gridded “best estimate precipitation rate” (BEPR)
product obtained from TRMM multi-satellite precpitation analyses (3B43 Version 7)
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to understand the potential impact of rainfall on the aerosol loading in the NAM
region. TRMM best estimate precipitation rate dataset is a combination of data
from rain gauge stations and satellite sensors providing precipitation estimates [40].
The spatial resolution of this product is 0.25˝ ˆ 0.25˝.

2.1.4. Measurements of Pollution in the Troposphere (MOPITT)
Carbon Monoxide (CO)

The MOPITT instrument is a gas correlation radiometer also onboard the NASA
EOS/Terra satellite. We use MOPITT Level 3 gridded (1˝ ˆ 1˝) monthly total
column multispectral (2.3 and 4.7 µm) CO retrievals [41,42] to indicate fire and/or
anthropogenic aerosols in the region. As a product of incomplete combustion, CO is
a useful tracer of fire and anthropogenic pollution. We can therefore distinguish
between fire and anthropogenic aerosol signatures using the combination of MOPITT
and MODIS fire products. This is further facilitated by enhanced sensitivity of
MOPITT CO multispectral retrievals (thermal+near-infrared) to CO in the lowermost
troposphere [41].

2.2. Ancillary Datasets

We use data on population density from Global Rural-Urban Mapping project
version 1 (GRUMP V1 2000), which is provided by Socio Economic Data and
Application Center (SEDAC) [43,44], to identify populated areas in the region.
The data is available at 30 arc-second resolution. Along with GRUMP, we also
use the anthropogenic biomes version 2 for year 2000 (also downloaded from
SEDAC) to identify urban and rural areas in the region. Anthropogenic biomes
or anthromes provide useful information on the alterations to the global ecosystem
and biotic communities by human population [45,46]. The anthrome product has
21 anthropogenic biomes with the following six major classes: dense settlements,
villages, croplands, rangelands, forested and wildlands (see Figure 1C for the
different anthromes in NAM).

2.3. Data Analysis

Aerosol hotspots and clusters. We have selected a region of study bounded
between the coordinates (120.5˝W, 95.5˝W) and (22.5˝N, 37.5˝N). We use the monthly
decadal mean from OMI AI, along with population density and anthromes, to identify
20 aerosol hotspots in the NAM region. First, we find the climatological maximum
in OMI UV AI across all six months (May to October) for each grid cell in the NAM
domain. The corresponding month at which the maximum occurs for a grid cell is
also identified (see Figure 1a,b). Second, we determine if a grid cell is an aerosol
hotspot based on the following criteria: (1) grid value of OMI UV AI is greater
than a high aerosol loading threshold value set here as AI of 1.0; (2) population
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density is higher than the neighboring grid cells; (3) grid cell is unique in terms of
anthropogenic biome classification, topography, and/or meteorology (see Table 2).
For example, although a lot of grid cells in the northwestern Mexico area satisfy the
first criteria, we chose only those high aerosol cells which (a) may be affected by
monsoon; (b) represent a relatively populated area that can be impacted by high
aerosol loading; and (c) have distinct topographic features or anthrome classification.
Our goal is to find aerosol hotspots representative of different aerosol environments.
OMI UV AI is particularly useful for this purpose as it can locate smaller areas with
high aerosol loading that cannot be easily detected using MODIS AOD. We note also
that OMI UV AI has higher sensitivity to absorbing aerosols (e.g., black carbon and
dust). Once a hotspot is identified, we re-grid OMI AI (using simple averaging) to
match the 1˝ ˆ 1˝ resolution of the MODIS AOD that we are using for this study.
We define the hotspot region to include the nearest grid cells surrounding the hotspot
grid cell that has climatological maximum within˘2 standard deviations of the value
of the hotspot grid cell. Finally, we group the hotspot regions into four main aerosol
clusters, where each cluster exhibits a distinct characteristic of aerosol variability
within the NAM region. Our four clusters include: dust, NAM alley, fire, and
anthropogenic (see Figure 1 and Table 2 for locations of these hotspot regions).
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biome categories (11–12 are urban, 21–26 are villages, 31–35 are croplands, 41–43 are rangelands, 

51–52 are forests, and 61–63 are considered wildlands). Superimposed on all three plots are the 

locations of 20 hotspot regions (colored circles) with the color fill indicating the aerosol cluster they 

belong to (red: fire, yellow: dust, blue: NAM alley, and black: anthro). 

Table 2. Hotspot sites and associated aerosol cluster information. 

Site No.  Site Name Latitude (deg N) Longitude (deg W) Aerosol Cluster 

1 Mt. Whitney, CA 36.557 118.50 Fire 

2 Charleston Peak, CA 36.29 115.69 Fire 

3 Tucson, AZ 32.22 110.93 NAM alley 

4 Baja, CA  30.98 115.38 NAM alley 

5 Phoenix, AZ 33.45 112.08 NAM alley 

Figure 1. Maps of hotspot regions and aerosol clusters in NAM region. The three
panels represent (a) the OMI UV AI climatological maximum across 2005–2014;
(b) the month of climatological maximum; and (c) the anthropogenic biomes where
different numbers on the colorbar indicate biome categories (11–12 are urban,
21–26 are villages, 31–35 are croplands, 41–43 are rangelands, 51–52 are forests, and
61–63 are considered wildlands). Superimposed on all three plots are the locations
of 20 hotspot regions (colored circles) with the color fill indicating the aerosol cluster
they belong to (red: fire, yellow: dust, blue: NAM alley, and black: anthro).

Anomalies. We start our analysis by first calculating the decadal monthly mean
across 2005–2014 and the corresponding monthly standardized anomalies for each
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year of OMI UV AI, MODIS AOD, MODIS fire counts and FRP, MODIS NDVI,
MOPITT CO, and TRMM precipitation rate. These are calculated as follows:
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˘

in each
1˝ ˆ 1˝ grid (n) in our domain for a particular month (m) (May to October) of a given
year (y). The standardized anomaly

´

x1m,n,y

¯

is calculated as the difference between
xm,n,y and xm,n normalized by the 10-year standard deviation pσm,nq. Positive
(negative) anomalies for each grid indicate values higher (lower) than its mean.
We standardized the anomalies to facilitate comparison with quantities having
different units (similar to [25]).

Table 2. Hotspot sites and associated aerosol cluster information.

Site No. Site Name Latitude (deg N) Longitude (deg W) Aerosol Cluster

1 Mt. Whitney, CA 36.557 118.50 Fire
2 Charleston Peak, CA 36.29 115.69 Fire
3 Tucson, AZ 32.22 110.93 NAM alley
4 Baja, CA 30.98 115.38 NAM alley
5 Phoenix, AZ 33.45 112.08 NAM alley
6 Yuma, AZ 32.69 114.63 Dust
7 LA County, CA 34.35 118.37 Anthro
8 Bakersfield, CA 35.37 119.02 Anthro
9 Prescott, AZ 34.54 112.46 Fire
10 Petrified Forest, AZ 34.41 110.65 NAM alley
11 White Mountain, NM 33.41 105.74 Fire
12 Farmington, NM 36.73 108.22 Dust
13 Albuquerque, NM 35.01 106.61 Dust
14 Ejido El Vergel, Mex 31.20 106.59 Dust
15 Chihuahuan Desert, Mex 29.52 105.48 Dust
16 Hermosillo, Mex 29.07 110.97 NAM alley
17 Sierra Madre Occidental, Mex 25.96 107.53 NAM alley
18 Sierra Madre Oriental, Mex 26.12 103.10 Dust
19 Houston, TX 29.74 95.36 Anthro
20 Waco, TX 31.55 97.15 Dust

3. Results and Discussion

In this section, we present our results on the spatial variability in aerosol loading
and decadal trends of the changes in aerosol loading over different aerosol clusters
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in the NAM region. The temporal trend is examined for the period 2005–2014.
We express these changes as standardized anomalies to account for the variability
in aerosol loading. We can interpret these anomalies to represent local rather than
regional to global changes. This attempts to minimize the influence of the changes in
aerosol loading due to background or transported aerosols in the region. Our analysis
focuses on intra-seasonal periods corresponding to pre-monsoon, monsoon, and
post-monsoon phases since the aerosol patterns vary within the monsoon season.
The overall trend is further elucidated by specific trends exhibited by each cluster
(fire, anthropogenic, NAM alley, and dust). We note, however, that the only aerosol
dataset that shows statistically significant decadal trends in aerosol anomalies is
Terra/MODIS AOD. Other aerosol datasets, such as Aqua/MODIS and Aura/OMI
which both have local overpass times in the early afternoon, show considerable
interannual variations of aerosol anomalies with trends (not shown) that are not
statistically significant. The inability of Aqua/MODIS and Aura/OMI to exhibit
significant trends can be associated with its large variability possibly due to sampling
issues, especially on observing aerosols at times when their abundance is most
sensitive to cloud formation, boundary layer mixing, and convection in the region
(e.g., [39]). The use of a longer period should provide sufficient samples for decadal
trend analysis. For this study, however, we focus on the trends as can be inferred
from Terra/MODIS.

3.1. Spatial Variability

The decadal mean AODs pxAod q for PRM, MON, and POM are shown in
Figure 2. Three regions with the highest AOD patterns are apparent in these
plots. The first region lies in northern California and Nevada bounded between
36˝N and 38˝N, and 118˝W and 115˝W. This region is mostly dominated by fires,
especially during PRM and POM. Also, the fire cluster in this region shows the
maximum mean AOD and maximum variability during PRM (Table 3). The second
maxima in aerosol loading is seen in the southwestern Arizona and northern Mexico
regions (30˝N, 33˝N, and 108˝W, 41˝N, 109˝W). This region has been identified as
an important source of dust by other studies (e.g., [19]). This region is characterized
by haboob-type dust storms during MON and frontal dust storms during POM.
The third source region is found between 25˝N and 31˝N, and 105˝W and 107˝W.
This includes the Chihuahuan desert and Sierra Madre Oriental mountains. In all the
three source regions, aerosol loading peaks in PRM and MON and decreases in POM
(Table 3). In addition to these source regions, a minor region of activity, centered
on LA county (34.35˝N and 118.37˝W), is also observed. While this region is noted
for its anthropogenic pollution, recent investigations have suggested the mixing
of anthropogenic and biomass burning pollution in Southern California regions
(e.g., [47]).
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Figure 2. Maps of decadal mean (2005–2014) AOD from Terra-MODIS. The three
panels represent (a) mean AOD during PRM; (b) MON; and (c) POM.

Table 3. Decadal mean and standard deviation of AOD for cluster regions.

Cluster Season Mean pxAod q Standard Deviation (σAOD )

PRM 0.23 0.12
Fire MON 0.21 0.10

POM 0.15 0.09
PRM 0.19 0.08

NAM alley MON 0.18 0.09
POM 0.11 0.07
PRM 0.23 0.11

Dust MON 0.23 0.11
POM 0.16 0.08
PRM 0.13 0.02

anthro MON 0.14 0.02
POM 0.10 0.01

We also estimated the spatial correlation for these source regions by correlating
AOD anomalies over a few selected places with AOD over the rest of the domain.
The spatial patterns in correlation coefficients vary with season and cluster (Figure 3).
The places selected in these source regions are: (1) Charleston peak (fire); (2) Tucson
(NAM alley); (3) Hermosillo (dust); (4) Bakersfield (anthropogenic). Plots of
correlation coefficients for these places are shown in Figure 3. For example, the
peak of the regions of high correlation in AOD anomalies around Charleston is
highest during PRM and decreases in MON and POM. In the case of Tucson and
Hermosillo, regions of high correlation extend further into Mexico during MON
and the higher correlations follow the monsoon track. We notice that, in the case of
Bakersfield, regions of higher correlation extend into northern California in all the
seasons. This suggests the potential similarity in frequency or magnitude of sources
in between these regions. We also show spatial correlation matrices between selected
aerosol hotspots (identified in Figure 1) in the supplementary material (Figure S1).
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Figure 3. Correlation coefficient of AOD anomalies during PRM, MON, and POM.
The panels (a–c) correspond to spatial correlation of all the grid points with respect
to Charleston peak; (d–f) Tucson; (g–i) Hermosillo; (j–l) Bakersfield.

3.2. Overall Aerosol Trend

We show in Figure 4 the yearly statistics of anomalies (x1aodq across the entire
land region (region as shown in Figure 1) during PRM, MON, and POM. The statistics
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are summarized here using box plots where the top, central, and bottom edges of the
box correspond to the 75th (q3), 50th (median), and 25th (q1) percentiles, respectively,
while the whiskers correspond to ˘1.5 of the interquartile range (IQR “ q3 ´ q1).
The interannual variability in these AOD anomalies during all seasons mostly arises
from natural aerosol sources such as dust and fires. We explain this further in the
following sections for different aerosol clusters. The median of the anomalies during
the latter part of the decade (2010–2014) is generally negative (and lower) compared
to the earlier part of the decade (2005–2009), which is generally positive (and higher)
(Figure 4). This is most evident for the monsoon season. This is also the case for
the interquartile range, where a shrinking of the spread in x1aod is observed in the
latter part of the decade. Although there appears to be an oscillating pattern across
the decade, there is a clear decreasing trend in the median and spread pointing to
relatively lower aerosol loading and variability in recent years. Here, we estimate
the linear trends of x1aod to be ´0.14 for PRM, ´0.12 for MON, and ´0.15 for POM.
In other words, the yearly average decrease in x1aod is greater than 10% for PRM,
MON and POM, with larger decreases during PRM and POM.
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Figure 4. Box plots of yearly Terra/MODIS AOD standardized anomaly over the
entire NAM region for the years 2005–2014. PRM (May–June), MON (July–August),
and POM (September–October) periods are indicated in red, blue, and black.
Whiskers represent 1.5 (IQR) above/below the upper/lower quartiles.

3.3. Aerosol Trends Across Clusters

We can further examine this decadal change by looking at the trends in the
aerosol hotspot clusters. We expect more enhanced signatures of aerosol changes
at these hotspot sites. In Figure 5 we show the decadal variations in x1aod within
fire, dust, NAM alley, and anthro clusters. We also summarize our estimates of
linear trends in Table 4. The interannual variability of x1aod is more pronounced in
the fire, dust, and NAM alley, which are mostly driven by natural sources/sinks,
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than in the anthro cluster. This is expected as the “natural” aerosol clusters are
mainly influenced by periodic atmospheric variations such as droughts and El Nino
Southern Oscillation (ENSO) [48–50]. The fire and dust clusters, in particular, exhibit
this periodic pattern, which can be linked to larger sources of aerosols (organic and
black carbon in fires) under more arid and warmer conditions (PRM and POM).
We also find a more pronounced decreasing trend (>20%) in all clusters during PRM
relative to the overall trend (>10%). However, during MON, the difference is less
pronounced, except for the anthro cluster, which is consistently >20% and appears
to not be influenced by the monsoon. Except for the NAM alley cluster during the
monsoon season, all the linear trends are significant at the 95% confidence interval
(see Table 4).

The maximum decrease in x1aod can be seen in the fire cluster (27%) followed
by anthro (25%). We also see a larger difference in x1aod statistics between the early
and latter part of the decade in these two clusters. We see a more positive x1aod in
2005–2009 and a more negative x1aod in 2010–2014 for all three periods (PRM, MON,
and POM). This decrease is most evident in the anthro cluster, which shows an
increase until 2007 and then a continuous drop (both median and spread) after 2007,
regardless of the monsoon season. This is consistent with the findings of [24] and [25]
(albeit from a different study period) of a decreasing trend in aerosol loading which
they attributed to a decreasing trend in anthropogenic aerosols. Further, a recent
study on extreme events in the southwestern US also pointed out a decrease in
extreme elemental carbon events between 2003 and 2013 [51], which compliments the
decreasing trend in AOD anomalies in the NAM region. Our results show that the
x1aod trend for the entire NAM region is mainly tied to aerosol hotspots driven mostly
by anthropogenic sources that have become weaker in recent years. This is also
supported (not shown here) by the decreasing trend in combustion-related aerosol
emissions based on recent emission inventories (e.g., [52]) and surface measurements
of particulate matter ([53]).

Table 4. Linear trends in Terra/MODIS AOD anomalies for different aerosol clusters.

Clusters PRM (n = 10) MON (n = 10) POM (n = 10)

Fire ´0.27 (0.0002) ´0.19 (0.02) ´0.21 (0.01)
NAM alley ´0.21(0.01) ´0.15 (0.11) ´0.13 (0.06)
Dust ´0.21 (0.007) ´0.17 (0.03) ´0.17 (0.02)
Anthro ´0.25 (0.0007) ´0.21 (0.009) ´0.22 (0.0001)
entire domain ´0.14 (0.02) ´0.12 (0.07) ´0.15 (0.01)

Note: values in the brackets refer to the p-value for the trends.
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Figure 5. Similar to Figure 4 but for (a) fire; (b) NAM alley; (c) dust; and (d)
anthro clusters.

In the NAM alley and dust cluster, we see a very similar trend, especially during
PRM. This trend, however, is lower than in the fire and anthro clusters. Differences
in the trends between NAM alley and dust clusters can be seen during MON and
POM, where the trend in x1aod in the dust cluster is relatively higher than in the NAM
alley (see Table 4). The oscillating pattern (as seen in [54]) is also less pronounced
in the NAM alley than in the dust cluster. This difference can be attributed to an
apparent modulation of x1aod in the NAM alley cluster by more frequent occurrences
of convective dust storms or haboobs in this region than in the dust cluster. These
storms are typically produced from isolated thunderstorms that merge to form cold
pools during monsoon season. These cold pools result in severe downburst winds
that lift massive quantities of dust off the surface ([8] and references therein). Based
on the storm event database [55] over Arizona, we find that, although the trends
in haboob-type dust storms across this study period are not statistically significant,
there appears to be an increase in the frequency of dust storms over Arizona in most
recent years, especially during the monsoon period. Despite the increase in rainfall
(aerosol removal) during this period (which is common to both NAM alley and dust,
albeit with a slight shift in timing), we infer that the increase in dust sources in the
NAM alley obscures the decrease in the trend as seen in the dust cluster.

3.4. Multivariate Correlations

As noted earlier, we use a suite of satellite products (see Table 1) to corroborate
the trends that we found in NAM and aerosol clusters. We present here the

295



correlations between x1aod and the following anomalies across different aerosol
clusters and monsoon periods: Aqua/MODIS AOD (x1aod_aqua), Aura/OMI AI (x1aiq,
Terra/MODIS FRP (x1f rp), FC (x1f c), and NDVI (x1ndvi), Terra/MOPITT CO (x1co), and
TRMM BEPR (x1rain). These quantities provide unique first-order information on
aerosol source/sink types. We note that the trends in x1aod can be influenced by several
confounding factors other than those mentioned here, such as trans-Pacific transport
of aerosols [56,57], mixing of aerosol emissions from within North America, removal
efficiency, injection height, and frequency of emissions. Although we expect that
the actual relationship between x1aod and these quantities may be nonlinear, we only
examine the linear component of this relationship as a first-order approximation.
More robust and quantitiative assessments of aerosol trends including source
attribution require modeling of aerosol sources, transport, and sinks, which is beyond
the scope of this study. We note, however, that our analysis can be made useful to
show observational constraints of these trends.
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Our results are presented in Figure 6. The correlation coefficient indicates how closely the 

changes in aerosol loading mirror the changes in these quantities. Here, we focus our analysis on 

large and significant correlations between anomalies. While high correlation between 𝑥𝑎𝑜𝑑
′  and 

𝑥𝑎𝑜𝑑_𝑎𝑞𝑢𝑎
′  is expected, we find a lesser correlation in the dust cluster (Figure 6b,e). This may be due 

Figure 6. Anomaly correlation matrices between different aerosol-related quantities.
The plots show correlation only during months that show significant correlation
between the variables. The standardized anomalies considered here are the
following: (1) Terra/MODIS AOD; (2) Aqua/MODIS AOD; (3) Aura/OMI UV AI;
(4) Terra/MODIS FRP (in MW); (5) Terra/MODIS fire counts; (6) Terra/MOPITT CO
(in ppbv); (7) Terra/MODIS NDVI; and (8) TRMM precipitation rate (in mm/day).
Positive correlations are shown only if they are greater than 0.3 and significant
at 90% confidence. Negative correlations are shown if they are significant at 90%
confidence. The plots correspond to (a) fire cluster in May; (b) dust cluster in July;
(c) anthro cluster in July; (d) NAM alley cluster in July; (e) dust cluster in September;
and (f) anthro cluster in October.
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Our results are presented in Figure 6. The correlation coefficient indicates how
closely the changes in aerosol loading mirror the changes in these quantities. Here,
we focus our analysis on large and significant correlations between anomalies. While
high correlation between x1aod and x1aod_aqua is expected, we find a lesser correlation
in the dust cluster (Figure 6b,e). This may be due to differences in retrievals of
aerosols in Terra and Aqua. In the fire cluster, however, x1aod_aqua is correlated with
x1f c and x1ndvi (>0.5) in May (see Figure 6a). This is also seen from the decrease in the
fire counts during June for the period 2005–2014 (Figure S2). The high correlation
implies that most of the anomalies in aerosol loading in this cluster are directly tied
to fire aerosols. As the fuel available from biomass increases, the probability of fires
also increases, especially when the region tends to get drier in the period. This is
usually the case for the summer fires in California [58]. There is also high correlation
between x1f c and x1f rp and to a lesser extent between x1ai and x1co which may indicate
higher organic (and black) carbon aerosol emissions during mixtures of intense/less
intense (flaming/smoldering) fires. This is fairly consistent with the previous studies
that suggest that the interannual variability in natural AOD across the US is due
to the variability of organic carbon emissions from droughts and biomass burning
events [24,50]. However, this result needs to be supported by surface measurements
and other datasets.

During MON, correlations in the NAM alley cluster show a strong positive
relationship between x1aod, x1rain, and x1aod_aqua (July: Figure 6b,d) which is not
apparent in the dust cluster. This implies that the anomalies in aerosol loading
and precipitation rates are moving in the same direction in the NAM alley cluster
during the monsoon season. Although, in general, we expect negative correlation
between x1rain and x1aod, this result suggests that the dust sources, especially from dust
storms during the monsoon period, offset the aerosol removal due to rain. This can
be contrasted with the dust cluster in September (Figure 6e) where there is a strong
negative correlation between x1rain, x1ndvi (see Figure S3 for time series of NDVI) and
x1aod, implying the stronger influence of precipitation in the absence of dust storms
(and lesser vegetation) (e.g., [59,60]) and despite potentially more intense fires in
this region (i.e., negative correlation between x1co, x1f c and x1f rp, positive correlation
between x1aod and x1f rp, and between x1f rp and x1ai implies more intense flaming
fires—less CO, high FRP at lower fire counts, and high black carbon (e.g., [61]).

In the anthro cluster during July, we find strong positive correlations between
x1aod, x1aod_aqua and x1co, x1rain and a negative correlation between x1aod and x1ai (Figure 6c).
Although UV AI has been noted for its sensitivity to both dust and black carbon (BC)
aerosols, previous studies have also indicated that UV AI is more sensitive to dust
aerosols than smoke or BC [19]. In the absence of a positive correlation with fire
indicators (FRP and FC), it is evident that anomalies in aerosol loading in the anthro
cluster are directly related to anthropogenic combustion. A positive correlation
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between x1rain and x1aod in MON (Figure 6c) and POM (Figure 6f) explains, to some
extent, the lesser impact of precipitation to x1aod in the anthro cluster. This indicates
that this region is mostly driven by anthropogenic (x1coq and biogenic (x1ndvi) aerosol
sources than precipitation (aerosol sinks) in October.

3.5. AOD Sensitivity

Here, we examine the difference in standardized anomalies between the
maximum within the early (2005–2009) and latter parts of the decade (2010–2014).
This is shown in Figure 7 for selected clusters and years with distinct sensitivities.
We focus on contrasting the local maximum between these two segments of the
decadal period to support the trend and correlation analysis previously discussed.
Together, they provide information on the main factors of change in aerosol loading
for different clusters. In Figure 7a we show the sensitivity of x1aod to x1f c in the fire
cluster, suggesting a similar shift in x1aod and x1f c from positive to negative anomalies
in the latter part of the decade (2010–2014) for all monsoon periods (also see Figure S2).
This is consistent with the strong correlation between x1aod_aqua and x1f c shown in
Figure 7. Although the largest decrease in x1f c occurs in PRM, the maximum local
sensitivity (steeper slope) in x1f c with x1aod is observed during POM (i.e., large change
in fire counts is tied with smaller change in AOD). This reveals that AOD is more
associated with smoldering fire aerosols (more emissions) during POM than in PRM.
This is also indicated in Figure 7d where x1co shifts from a negative to positive anomaly
during POM and shows high sensitivity with x1aod. However, the apparent decrease
in fire counts shown in Figure 7a cannot be directly linked to a decrease in intensity
or frequency of fires since this scatterplot is only a snapshot of this change.

During MON and POM in the NAM alley cluster, the x1aod decrease is associated
with an increase in x1rain (Figure 7b and Figure S4). This sensitivity is mostly
influenced by data in August (for MON) rather than July where dust storms may
modulate this relationship (as we have seen in Figure 6d). Similarly, we find the
decrease in x1aod is associated with the decrease in x1ndvi, with the highest sensitivity
during POM in the dust cluster. The small change in AOD despite a large change in
NDVI points to confounding factors such as fires, aerosol transport, and atmospheric
moisture during POM in this region.

Finally, in the anthro cluster, we see a consistent shift in x1aod and x1co from
positive to negative anomalies across the monsoon season (Figure 7e and Figure S5).
This is very consistent with the trend and correlation results for this cluster.
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As noted already, the UV AI product is useful in aerosol hotspot identification because of its 

finer spatial resolution. Although UV AI did not show significant trends, previous studies have 

demonstrated the capability of UV AI in capturing smoke and dust aerosols. We present in Figure 8 

the scatterplot between 𝑥𝑎𝑖
′  and 𝑥𝑎𝑜𝑑

′  during MON to demonstrate the utility of UV AI for periods 

exhibiting large AOD variability. The different symbols represent different clusters with the smaller 

sizes indicating the last local maxima value in the time segment 2010–2014, and larger sizes 

indicating the first local maxima values in the time segment 2005–2010. Although these two 

Figure 7. Scatterplots of standardized anomalies for selected clusters and monsoon
periods. The filled circles represent local maxima values, with the larger and smaller
circles corresponding to local maxima within 2005–2009 and 2010–2014, respectively.
The colors represent different periods (red for PRM, blue for MON and black for
POM). The different plots correspond to AOD anomalies versus (a) fire counts for
fire cluster; (b) precipitation for NAM alley cluster; (c) NDVI for dust cluster; (d) CO
for fire cluster; and (e) CO for anthro cluster.

3.6. Comparison between OMI UV AI and MODIS AOD during MON

As noted already, the UV AI product is useful in aerosol hotspot identification
because of its finer spatial resolution. Although UV AI did not show significant
trends, previous studies have demonstrated the capability of UV AI in capturing
smoke and dust aerosols. We present in Figure 8 the scatterplot between x1ai and
x1aod during MON to demonstrate the utility of UV AI for periods exhibiting large
AOD variability. The different symbols represent different clusters with the smaller
sizes indicating the last local maxima value in the time segment 2010–2014, and
larger sizes indicating the first local maxima values in the time segment 2005–2010.
Although these two quantities cannot be directly compared in terms of magnitude
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(hence the standardized anomalies), we expect these variables to move in the same
direction. In contrast, x1ai and x1aod show an inverse relationship during MON in all
the source regions. One possible reason for the apparent increase in x1ai during MON
(and POM) could again be the difference in equatorial crossing times of the satellites.
Convection builds up in the morning and winds increase in intensity in the afternoon
over these regions during the monsoon season. Therefore, windblown dust captured
by Aura/OMI UV AI is not seen in Terra/MODIS AOD. Other potential reasons
for the discrepancies between Terra/AOD and OMI UV AI are differences in spatial
resolution, sampling differences due to overpass times, retrieval characteristics and
sensitivities (OMI UV AI retrieval is sensitive to black carbon and dust) (e.g., [62]
and references therein). However, the results in Figure 8 show that OMI UV AI can
provide additional constraints on aerosols in this region where mixed (confounding)
processes are involved, making it challenging to infer aerosol trends. Future studies,
based on the emission database and particulate matter concentrations, are required in
the NAM region to provide a deeper understanding of the discrepancies in between
these products.
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Figure 8. AOD versus UV AI standardized anomalies during the monsoon period
(July–August). As in Figure 7, the larger (smaller) size symbols correspond to local
maximum within 2005–2009 (2010–2014).

4. Conclusions

We investigate the spatial and temporal variability of aerosol loading in the
NAM region using retrievals of AOD from Terra-MODIS for the years 2005–2014
during the monsoon season (May–October). We interpret the trends in AOD using
other correlative information such as NDVI, CO, rainfall rate and active fire products.
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The decadal average of AOD over the study area shows that the maximum aerosol
loading occurs during May and June (PRM) in active source regions. Major aerosol
source regions are northern California (fires), southwestern Arizona and northern
Mexico (dust), and southern California (anthropogenic). Monsoonal rainfall in
Arizona and Mexico acts as a major sink during this period.

We identified four aerosol clusters in the NAM region and selected 21 aerosol
hotspots in the entire study area. We conducted a series of statistical analyses for
these four cluster regions (fires, dust, NAM alley, and anthropogenic) and for three
periods of the monsoon season (pre-, monsoon, and post-monsoon). We correlated
the anomalies of AOD to fire counts and FRP (for fires), CO (for combustion), NDVI
(for dust) and precipitation rates (for aerosol removal) to explain the trends in aerosol
loading. Our results show a significant interannual variability in AOD anomalies in
fire, NAM alley and dust clusters which could be linked to climatic events. However,
these speculations warrant further analyses of climatic products. The temporal trends
in AOD anomaly exhibit a statistically significant decreasing trend in fire (19%–27%)
and anthropogenic clusters (17%–21%). The trends in the fire cluster can be attributed
to the decreasing trend in the fire counts. The decreasing trends in the NAM alley
(13%–21%) and dust clusters although statistically significant, are influenced by
compensating or nullifying processes such as haboobs, increased moisture during the
monsoon period, rainfall, etc. While rainfall removes aerosol in this region, processes
such as convective dust storm cause massive enhancements of dust loading.

In summary, this study highlights the need for augmenting and integrating
observing systems of aerosols (and correlative measurements) in this region with
high spatio-temporal resolution datasets. While anthropogenic aerosols show a
clear statistically significant decreasing trend, trends in natural aerosol clusters
such as dust and the NAM alley are still unclear due to the complex interplay
between sources and sinks in this region. A next step would be to corroborate these
results with surface observations of PM10 and PM2.5 and the emission database. We
would also like to note that we have not fully considered the associated biases of
the retrieval products, which is an important limitation of this study. We plan to
investigate these limitations in our future work using chemical transport models and
ground observations.

Supplementary Materials: The following are available online at http://www.mdpi.com/
2073-4433/7/2/24/s1.

Figure S1: Correlation matrices for AOD anomalies all the hotspots between the months
May–October. The hotspots considered here are: (1) Mt.Whitney, CA;
(2) Charleston Peak, CA; (3) Tucson, AZ; (4) Baja, CA; (5) Phoenix, AZ;
(6) Phoenix, AZ; (7) Yuma, AZ; (8) LA county, CA; (9) Bakersfield, CA;
(10) Prescott, AZ; (11) Petrified forest, AZ; (12) White mountain, NM; (13)
Farmington, NM; (14) Albuquerque, NM; (15) Ejido El Vergel, Mex; (16)
Chihuahuan Desert, Mex; (17) Hermosillo, Mex; (18) Sierra Madre Occidental,
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Mex; (19) Sierra Madre Oriental, Mex; (20) Houston, TX; (21) Waco, TX. The
panels correspond to (A) May; (B) June; (C) July; (D) August; (E) September;
(F) October.

Figure S2: Box plots of Terra/MODIS firecount standardized anomaly over the fire
cluster for the years 2005–2014 between the months May–October. Whiskers
represent 1.5 (IQR) above/below the upper/lower quartiles. The panels
correspond to (A) May; (B) June; (C) July; (D) August; (E) September;
(F) October.

Figure S3: Box plots of Terra/MODIS NDVI standardized anomaly over the dust
cluster for the years 2005–2014 between the months May–October. The
panels correspond to (A) May; (B) June; (C) July; (D) August; (E) September;
(F) October.

Figure S4: Box plots of TRMM rainfall rate standardized anomaly over the NAM alley
for the years 2005–2014 between the months May–October. The panels
correspond to (A) May; (B) June; (C) July; (D) August; (E) September;
(F) October.

Figure S5: Box plots of MOPITT CO standardized anomaly over the anthropogenic
cluster for the years 2005–2014 between the months May–October. The
panels correspond to (A) May; (B) June; (C) July; (D) August; (E) September;
(F) October.
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Characterization of Fine Particulate Matter
Emitted from the Resuspension of Road and
Pavement Dust in the Metropolitan Area of
São Paulo, Brazil
Ivan Gregorio Hetem and Maria de Fatima Andrade

Abstract: Many studies have been performed in order to characterize the sources of
airborne particles in the Metropolitan Area of São Paulo (MASP), in Brazil. Those
studies have been based on receptor modeling and most of the uncertainties in their
results are related to the emission profile of the resuspended road dust particles.
In this study, we analyzed the composition of resuspended road dust particles in
different environments: local streets, paved roads inside traffic tunnels, and high
traffic streets. We analyzed the samples to quantify the concentrations of trace
elements and black carbon. On the basis of that analysis, we developed emission
profiles of the resuspended road dust that are representative of the different types
of urban pavement in the MASP. This study is important given the international
efforts in improving emissions factors with local characteristics, mainly in South
America and other regions for which there is a lack of related information. This work
presents emission profiles derived from resuspended road dust samples that are
representative of the different types of urban pavement in the Metropolitan Area of
São Paulo.

Reprinted from Atmosphere. Cite as: Hetem, I.G.; de Fatima Andrade, M.
Characterization of Fine Particulate Matter Emitted from the Resuspension of Road
and Pavement Dust in the Metropolitan Area of São Paulo, Brazil. Atmosphere 2016,
7, 31.

1. Introduction

Airborne particles that originate specifically from vehicle emissions are known
to cause a variety of deleterious health effects, such as cardiorespiratory diseases
and intrauterine mortality [1,2]. The particles emitted by vehicles can originate from
exhaust and non-exhaust emissions. Non-exhaust particles comprise those generated
from brake and tire wear; road surface abrasion; and corrosion. The resuspended road
dust identified in the source apportionment of the atmospheric aerosol is composed
of particles originating from the abrasion of different pavements, including bare soil
and asphalt. In urban areas, road surfaces are contaminated by the deposition of
pollutants from anthropogenic sources, mainly vehicle emissions. The resuspension

307



of urban road dust affects not only the concentration of particulate matter (PM)
smaller than 10 microns (PM10) but also that of fine particles—those smaller than
2.5 microns (PM2.5). It has been estimated that urban road dust resuspension is
responsible for 8% of the total PM2.5 concentration in the Metropolitan Area of
São Paulo (MASP), in southeastern Brazil, [3]. Pant and Harrison [4] presented a
review of road traffic emissions of particulate matter. The authors concluded that road
traffic can make a significant contribution to airborne concentrations of particulate
matter, and that the particles arise not only from engine exhaust but also from the
abrasion of tires, of the road surface, and of brake components. The particles arising
from dust emissions can be classified as urban dust, which is comprised of soluble
inorganics, carbonaceous compounds, and inert species (including metals). Some
compounds derive from the composition of the soil itself, whereas others are derived
from the deposition on the soil of particles and gases emitted by anthropogenic
sources. Abbasi [5] performed experiments simulating different tires and driving
patterns, as well as testing the brake system, to determine the mass and composition
of the particles produced. Although most of those particles are in the coarse fraction
of particulate matter, the abrasion process can generate the fine fraction (PM2.5).
Studies performed in road tunnels in the MASP showed a large contribution of
metals that are not known to be emitted during the exhaust process: Ba, Cd, and Sb,
from brake wear [6]; and Zn, Sr, Co, and W from tire wear [7,8]. Studies have shown
that a significant proportion of the coarse fraction of particulate matter is road dust
produced by the vehicles traveling over paved or unpaved roads [9].

In the MASP, there has long been a need to quantify the contributions that vehicle
emissions make to the total concentration of particulate matter, differentiating between
that coming from exhaust and that generated by the mechanical process of road dust
resuspension. It has been a challenge to determine the contribution of each of these
sources to the PM2.5 concentration using trace-elements because of the difficulty in
finding element characteristics of one specific source. Determining the contribution
that vehicle emissions make to the concentration of particles in the atmosphere of the
MASP has been the theme of many studies. Many authors have evaluated the role that
urban sources play in determining the concentration of pollutants, mainly particulate
matter. In studies applying multivariate analysis, specifically factor analysis, Ynoue
and Andrade [10] and Sanchez-Ccoyllo et al. [11], considering the elements Fe, Al, Si,
and Ti as tracers of road dust, found that the proportion of resuspended road dust
in the PM2.5 varied from 15% to 25%. These trace elements are also emitted by other
processes, such as the mechanical action of tires on road surfaces, evaporation, and
fuel combustion. To distinguish between particles derived from exhaust and those
derived from mechanical abrasion, we analyzed samples of urban road dust from
inside and just outside road tunnels. These analyses were performed in the context of
a more comprehensive project that had the objective of evaluating the emission factors
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of gaseous and particulate emissions by vehicles. In that project, the emission factors
of pollutants were determined using measurements taken inside and outside road
tunnels. Tunnel measurements were taken in order to characterize the true nature of
the vehicle fleet in the MASP. In one tunnel study, Pérez-Martínez et al. [12] showed
that the emission factors of regulated pollutants were higher than those presented in
official reports (CETESB, 2014). The authors compared their data with those of analyses
performed under the same conditions in 2004 [11,13]. The CO and nitrogen oxide
(NOx) emission factors reported by Pérez-Martínez et al. [12] for light-duty vehicles in
2011 were both significantly (2.2 times) lower than those reported by Martins et al. [13]
for light-duty vehicles in 2004, whereas they were five times and 2.5 times lower
for CO and NOx, respectively, from heavy-duty vehicles. Analyzing the number
and mass size distribution of particles, Pérez-Martínez et al. [12] calculated the PM2.5

emission factor to be 20 mg/km for light-duty vehicles and 277 mg/km for heavy-duty
vehicles, showing the great contribution of diesel to the emission of fine particles.
The authors also showed that black carbon accounted for 40% of the PM2.5 diesel
emissions, compared with 50% in 2004 [13]. The decreases in the emission factors were
due to the implementation of a program for controlling vehicle emissions in Brazil.
Although the vehicle fleet in the MASP has increased from 4 million in 2004 to almost
8 million in 2011, total emissions have decreased [11–14]. Brito et al. [15] showed
that the burning of diesel by heavy-duty vehicles produced particles that were more
numerous and for which the mean geometric diameter was smaller than that reported
for particles produced by light-duty vehicles: the average particle count found for
light-duty vehicles was 73,000 cm´3 with an average diameter of 48 nm, compared
with 366,000 cm´3, with an average diameter of 39 nm, for heavy-duty vehicles.

Quantification of the contributions that road dust and vehicle emissions make
to the concentration of particulate matter is a major step in developing a road dust
profile for the urban area of the MASP. The objective is to distinguish, within the PM2.5

fraction, between the metals and black carbon that originate from the exhaust process
and those that originate from the resuspension of dust from paved roads. The same
approach was applied by [16], who presented an analysis of the enrichment factors
of atmospheric particulate pollutants at the roadside, calculating the contribution
that each different source made to the total particle concentration.

In this study, we attempted to provide emission profiles for road dust
contaminated by vehicle emissions in the MASP. We present the composition of
particles collected on a local street near an air quality monitoring station, as well
as inside and outside two road tunnels. These data are a rich resource for the
characterization of urban dust profiles that are highly influenced by vehicle emissions.
The road dust resuspension source profile will be used in receptor modeling studies
in the MASP and can also be a reference for other urban areas that are particularly
affected by vehicle emissions.
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2. Material and Methods

2.1. Sample Collection

Road dust samples were collected in bags at five different sites: inside and
just outside the Jânio Quadros road tunnel (JQ_i and JQ_o, respectively; 23˝351S,
46˝411W), where only light-duty and small diesel utility vehicles are allowed to travel;
inside and just outside the Rodoanel road tunnel (RA_i and RA_o, respectively;
23˝271S, 46˝471W), which is part of the beltway running outside the main area of the
city, with a significant contribution by heavy-duty vehicles, mainly trucks; and on a
local street, traveled by a mix of light- and heavy-duty vehicles, with a significant
contribution by buses, near the Institute of Astronomy, Geophysics, and Atmospheric
Sciences (IAG; 23˝331S, 46˝441W), which is on the main campus of the University of
São Paulo, within the MASP.

Light-duty vehicles consist of those running on gasohol, ethanol, or diesel, with
a gross weight of less than 3900 kg. In Brazil, most of the light-duty vehicles run on
gasohol and ethanol. Passenger cars are not allowed to use diesel as fuel. Heavy-duty
vehicles in Brazil consist of diesel vehicles with a gross weight of more than 3900 kg.
The collection of samples inside and outside tunnels was part of a project to determine
the emission factors of vehicles [12]. The JQ_i/JQ_o and RA_i/RA_o samples were
collected in May and June 2011, respectively. Table 1 provides details of the sampling
sites. Samples were collected by broom sweeping paved roads at five different spots,
10 m apart, collectively representing one site. The samples were collected in plastic
bags, totaling 200 g of material per site.

Table 1. Characteristics of the roadways sampled.

Characteristic JQ RA IAG

Location 23˝351S;
46˝411W

23˝27’S;
46˝471W

23˝331S;
46˝441W

LDVs per hour, mean 2356 1511 140
HDVs per hour, mean 18 634 32
Hierarchy Arterial Freeway Local

JQ, Jânio Quadros (road tunnel, inside and outside measurements); RA, Rodoanel
(road tunnel, inside and outside measurements); IAG, Institute of Astronomy,
Geophysics, and Atmospheric Sciences (local street); LDVs, light-duty vehicles; HDVs,
heavy-duty vehicles.

2.2. Sample Preparation

The samples were stored in bags at 4 ˝C until use, and the material in each bag
was manually sieved. The structure of the resuspension chamber and dichotomous
sampler are illustrated in Figure 1, together with the protocol for the procedure. After
being sieved, each sample was transferred to a resuspension chamber belonging to the
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São Paulo State Environmental Protection Agency. The chamber consists of a virtual
impactor (dichotomous sampler; Sierra-Andersen, Smyrna, GA, USA), coupled to a
stainless steel vat (Figure 1). The vat is cylindrical, with a diameter of 40 cm and a height
of 100 cm. The dichotomous sampler uses a PM10 inlet operating at 16.7 L/min to
provide the D50 particle size cutoff at 10 microns in diameter. The virtual impactor is
located after the inlet, and there are two separate flow controllers that maintain the fine
particle air flux at 15.0 L/min and the coarse particle air flux at 1.6 L/min.

We inserted 100 mg of the dust sample in the vat and then scattered it with
filtered laboratory compressed air. Using laboratory procedures, we determined
that, after 3 min of scattering, the volume within the vat was homogeneously filled
with the dust particles. The dust was collected on 37-mm Teflon-membrane filters.
Each filter was exposed to four resuspension cycles, and samples from each site were
collected on four filters, corresponding to one sample for each resuspension cycle.
Each filter sampled a total of 0.4 m3 of air. The elemental analysis was performed in
the fine mode fraction (PM2.5), which is the focus of this study.
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Figure 1. Structure of the resuspension chamber, including the dichotomous
sampler, and the procedure for collecting the material on the filters.

3. Analysis

The speciated emission inventory for road dust was constructed based on the
material deposited on the filters. Although the particles may be shattered, the
material deposited on the membrane filters retains the characteristics of the road dust
that were generated by the abrasion of tires and wind on the road at the sampling site.
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For the evaluation of the mass deposited on the filters, we submitted the samples
to gravimetric analysis using a balance with a resolution of 1 µg (Mettler-Toledo
MX-5). The filters were stored for 48 h in a temperature- and humidity-controlled
environment (24 ˝C; 40% relative humidity). To quantify the accumulated mass,
each filter was weighed before and after sampling. Measurements were corrected
by subtracting the fluctuation observed on a set of blank filters. Ten blank filters
were used for each set of samples. Concentrations of black carbon were evaluated
through reflectance analysis of each filter with a smoke stain reflectometer (model
43; Diffusion Systems Ltd., London, UK). In brief, the filters were exposed to known
amounts of visible light and a sensor registered the reflected fraction, thus inferring
the superficial concentration of light-absorbing material, which can be classified
as equivalent black carbon (BCe), as described by Bond et al. [17]. The material
deposited on the filters was also submitted to analysis in an energy-dispersive
X-ray fluorescence spectrometer (Epsilon 5; PANalytical, Almelo, The Netherlands).
The spectrometer has three-dimensional, polarizing geometry with a supercritical
water anode X-ray tube, up to 15 secondary targets as the polarizing scatterers.
Details of the methodology for analyzing the trace-elements using this setup were
described previously [15]. The typical detection limits for X-ray fluorescence analysis
can be found elsewhere [18].

Data Processing Analysis

The profiles, composed of the mean concentrations for each element and for
each sampling site, were defined as representing distinct sources. We then compared
those sources with each other by calculating the coefficient of divergence (COD).
The COD, as presented by [19], was defined as a measure of the data point spread
between the road dust resuspension data sets and was applied to help determine
whether any two profiles could be considered similar. The COD was calculated
through the use of the following expression:

CODjk “

d

1
p

p
ÿ

i“1

˜

xij ´ xik

xij ` xik

¸2

(1)

where j and k represent two source profiles; p is the number of investigated
components; and xij and xik represent the average mass concentrations of a compound
i for the profiles j and k, respectively. The sources j and k can be considered similar if
the CODjk is close to zero and significantly different if the CODjk is close to 1. In this
analysis, we considered the following compounds: BCe, Na, Mg, Al, Si, P, S, Cl, K,
Ca, Ti, V, Cr, Mn, Fe, Ni, Cu, Zn, Se, Br, Rb, Sr, Zr, Cd, Sb and Pb. Following the
example set by [20], we excluded elements that accounted for less than 0.001% of
the total mass, which resulted in the exclusion of As. According to those authors,
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a COD above the threshold of 0.3 indicates that the profiles were different from each
other, whereas COD values that were mostly lower than or near 0.3 indicate that the
profiles are mostly similar to each other and can be substituted for each other.

4. Results and Discussion

Table 2 shows the composition of the road dust samples collected from each
of the sampling sites according to their order of importance in explaining the mass
concentration. The trace elements Al2O3, SiO2, CaCO3, K2O, Fe2O3 and ZnO were
considered to be oxides and collectively accounted for an average of 60% of the total
mass, the main contributors being black carbon and the oxides Al, Si, Fe and Ca.
The tunnel profiles present some remarkable differences: at the JQ site, Fe was a
major contributor, accounting for 10% of the mass concentration; and at the RA site,
the contribution of BCe was ten times higher inside the tunnel than outside of it.

Some elements, such as Na and P, were not considered to be in the oxidized
state due to the uncertainties in the composition. The unexplained portion of the
mass was due to components not measured in the samples, mainly water and organic
compounds. In atmospheric samples, Ynoue and Andrade [10] demonstrated that
organic material accounted for approximately 50% of the mass and black carbon
(measured by optical reflectance) accounted for 30%, and they also showed that
sulfate is present in the form of (NH4)2SO4. Those authors showed that, within the
explained fraction, crustal elements were the most abundant species, and that oxides
of aluminum and silicon explained more than 10% and 20% of the mass, respectively.
The compounds BCe, Na, (NH4)2SO4, Cl, CuO, ZnO, As, Se, Br, Sb and Pb were more
abundant in samples from inside the tunnels, whereas MgO, Al2O3, SiO2, TiO and Rb
were more abundant in samples from outside of the tunnels, as well as in those from
the IAG site.

Compounds such as BCe and sulfur are characteristic of vehicle emissions in
São Paulo, mainly from heavy-duty vehicles. This is similar to the situation in
other parts of the world where policies to control diesel exhaust (mandatory use of
diesel particle filters, for instance) have not been implemented. Strict regulations
on diesel emissions, involving the mandatory use of retrofit systems, have been
put in place only in recent years. One important program to control pollutant
emissions from the light-duty fleet was the implementation of policies mandating
the use of three-way catalysts, although the catalysts may also produce ammonia
under reducing conditions. Typically, Cu and Zn are used as tracers of gasoline
and ethanol emissions, respectively. Silva et al., [21], analyzing PM10 collected from
ethanol and gasohol exhaust emissions in a dynamometer study performed with the
fuels consumed in São Paulo, found different groups of metal elements in gasohol
exhaust: Mn, Pt, Ni, Cu, Pb, Cr and Zn. Copper is added as an antioxidant, and Zn is
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associated with the use of additives and lubricants, as found also by Morawska and
Zhang [22].

Within the road tunnels, vehicle emissions are the dominant sources. Some
elements, such as Al, Si and Ti, are mostly associated with road dust composition.
Outside-tunnel samples were rich in those elements, because the outdoor pavement
is more likely to have a dust component, due to soil transport mechanisms, than
is the pavement within the tunnels. It is of note that diesel fuel contains Si and
emissions of Si are therefore also associated with the burning of diesel [23,24].

Table 2. Composition of the road dust as a percentage of the total mass of the
resuspended material collected on the Teflon filters in the resuspension chamber.

Compound IAG RA_i RA_o JQ_i JQ_o

BCe 1.96 ˘ 0.39 10.75 ˘ 4.3 1.52 ˘ 0.17 3.99 ˘ 1.99 1.04 ˘ 0.19
Al2O3 32.22 ˘ 6.44 19.27 ˘ 7.71 32.57 ˘ 3.58 13.99 ˘ 7 32.76 ˘ 5.9
SiO2 33.41 ˘ 6.68 12.53 ˘ 5.01 30.68 ˘ 3.37 19.52 ˘ 9.76 29.36 ˘ 5.29

Fe2O3 4.54 ˘ 0.91 3.76 ˘ 1.5 6.18 ˘ 0.68 9.74 ˘ 4.87 4.75 ˘ 0.85
K2O 2.15 ˘ 0.43 1.41 ˘ 0.56 1.78 ˘ 0.2 1.55 ˘ 0.78 1.32 ˘ 0.24

CaCO3 2.85 ˘ 0.57 6.27 ˘ 2.51 3.98 ˘ 0.44 8.78 ˘ 4.39 7.77 ˘ 1.4
MgO 2.34 ˘ 0.47 1.11 ˘ 0.44 2.23 ˘ 0.24 1.97 ˘ 0.98 2.29 ˘ 0.41

(NH4)2SO4 1.68 ˘ 0.34 10.99 ˘ 4.4 1.51 ˘ 0.17 6.77 ˘ 3.39 1.14 ˘ 0.21
Na 0.34 ˘ 0.07 0.73 ˘ 0.29 0.27 ˘ 0.03 0.7 ˘ 0.35 0.2 ˘ 0.04
TiO 0.61 ˘ 0.12 0.23 ˘ 0.09 0.57 ˘ 0.06 0.43 ˘ 0.22 0.65 ˘ 0.12
ZnO 0.11 ˘ 0.02 0.44 ˘ 0.18 0.2 ˘ 0.02 0.73 ˘ 0.36 0.13 ˘ 0.02

MnO2 0.07 ˘ 0.01 0.11 ˘ 0.05 0.12 ˘ 0.01 0.16 ˘ 0.08 0.06 ˘ 0.01
P 0.06 ˘ 0.01 0.26 ˘ 0.11 0.44 ˘ 0.05 0.14 ˘ 0.07 0.04 ˘ 0.01
Cl 0.06 ˘ 0.01 0.74 ˘ 0.3 0.19 ˘ 0.02 0.53 ˘ 0.27 0.02 ˘ 0.004

CuO 0.04 ˘ 0.01 0.23 ˘ 0.09 0.06 ˘ 0.01 0.28 ˘ 0.14 0.05 ˘ 0.01
V2O5 0.01 ˘ 0.002 -- 0.02 ˘ 0.002 0.02 ˘ 0.011 0.01 ˘ 0.002

Cr -- -- 0.05 ˘ 0.005 0.04 ˘ 0.018 0.03 ˘ 0.005
NiO 0.01 ˘ 0.002 0.04 ˘ 0.016 0.03 ˘ 0.004 0.01 ˘ 0.006 0.02 ˘ 0.003
Rb 0.01 ˘ 0.002 -- 0.01 ˘ 0.001 0.004 ˘ 0.002 0.01 ˘ 0.001
Sr 0.02 ˘ 0.004 0.02 ˘ 0.007 0.03 ˘ 0.004 0.06 ˘ 0.032 0.02 ˘ 0.004
Cd 0.01 ˘ 0.001 -- 0.01 ˘ 0.001 0.02 ˘ 0.011 0.01 ˘ 0.001
Sb 0.01 ˘ 0.003 0.08 ˘ 0.033 0.01 ˘ 0.001 0.1 ˘ 0.048 0.02 ˘ 0.004
Pb 0.03 ˘ 0.005 0.07 ˘ 0.028 0.01 ˘ 0.001 0.05 ˘ 0.026 0.01 ˘ 0.002
As 0.001 ˘ 0.0002 0.01 ˘ 0.0041 0.002 ˘ 0.0003 0.009 ˘ 0.0047 0.0004 ˘ 0.0001
Se 0.002 ˘ 0.0005 0.03 ˘ 0.01 -- 0.01 ˘ 0.01 0.003 ˘ 0.001
Br 0.001 ˘ 0.0003 0.005 ˘ 0.0021 0.001 ˘ 0.0001 0.005 ˘ 0.0027 0.002 ˘ 0.0003

Values are expressed as average ˘ standard deviation. JQ_i and JQ_o, respectively,
inside and outside the Jânio Quadros Tunnel (traveled primarily by light-duty and small,
diesel-powered utility vehicles); RA_i and RA_o, respectively, inside and outside the
Rodoanel Tunnel (traveled by a significant number of heavy-duty vehicles); and IAG,
Institute of Astronomy, Geophysics, and Atmospheric Sciences (local street traveled by
a mix of light- and heavy-duty vehicles).

The COD results, shown in Table 3, present another form of grouping to these
profiles. To define which groups could be considered similar and could be substitutes
for each other, being considered representative of the resuspended road dust, we used
the classification system devised by Kong et al. [20]. According to the COD values,
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the pairings between the IAG, JQ_o, and RA_o sites show that they are similar, even
though they were collected from roadways that were quite different (hierarchy-wise)
and in distinct areas of the MASP. This result is relevant, given that different sampling
sites show the same profile for pavement dust emission. Previous studies applying
principal component analysis to fine particle concentrations in various capital cities
in Brazil, including São Paulo [3], have shown that it is very difficult to distinguish
among road dust resuspension, vehicle exhaust, and the different urban sources. This
was the motivation to improve the knowledge of resuspended road dust in order to
subtract this source from the database before performing the receptor model analysis.

Table 3. Coefficient of divergence values for the different profiles analyzed,
considering a similarity threshold of 0.3, as proposed by Kong et al. [20].

Site RA_i RA_o JQ_i JQ_o

IAG 0.557 0.340 0.533 0.305
RA_i X 0.450 0.279 0.555
RA_o X X 0.414 0.321
JQ_i X X X 0.501

Profile pairings with a COD below (or near) 0.3 are similar, whereas pairings with
a COD above 0.3 are different. RA_i and RA_o, respectively, inside and outside the
Rodoanel Tunnel (traveled by a significant number of heavy-duty vehicles); JQ_i and
JQ_o, respectively, inside and outside the Jânio Quadros Tunnel (traveled primarily by
light-duty and small, diesel-powered utility vehicles); and IAG, Institute of Astronomy,
Geophysics, and Atmospheric Sciences (local street traveled by a mix of light- and
heavy-duty vehicles).

The pairing of the profiles from inside the tunnels (RA_i and JQ_i) also resulted
in COD values < 0.3, and those profiles are therefore also similar, despite the
differences shown in Table 2, and could represent the dust profile inside traffic tunnels
in São Paulo [19,20,25,26]. The pairings of the respective in- and outside-tunnel
profiles for both tunnels resulted in COD values > 0.3. The concentrations of
fine particles were higher in the in-tunnel samples than in the outside-tunnel
samples, which also differed in composition, despite being collected from roadways
traveled by the same types of vehicles. The profiles derived from in-tunnel samples
are different from those derived from outside-tunnel samples, including those
collected at the IAG site. The compounds presenting the highest contribution to
the mass concentration were black carbon, Ca and Pb. Pairings of the mismatched
profiles RA_o-JQ_i and RA_i-JQ_o resulted in COD values > 0.3, as did pairings
of the IAG profile with both in-tunnel profiles, emphasizing how distinct they are.
Considering the results obtained with the COD analysis, it was possible to establish
a representative profile for road dust resuspension by using the average values for
the JQ_o, RA_o and IAG samples, as presented in Table 4.
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In the samples collected from the three outside-tunnel sites, we observed high
contributions of the crustal elements Al2O3, SiO2, Fe2O3, K2O, CaCO3 and MgO (Table 4).
These compounds are also important tracers for tires, break wear and pavement abrasion
which are the main sources of road dust [8,9].

In future multivariate analyses, that profile will likely be used as a standard
road dust resuspension profile for the MASP. The contribution of BCe to that profile
was one order of magnitude less than was its contribution to the in-tunnel profile.
The profile encountered here was compared with data found for other urban sites
in the United States and Spain. In its emissions profile database (SPECIATE 4.0),
the United States Environmental Protection Agency (EPA) presented a composite
of five paved road dust profiles from the cities of San Antonio and Laredo, Texas
(BVPVRD01, BVPVRD02, BVPVRD03, BVPVRD04 and BVPVRD05). Amato et al. [27]
analyzed road dust at different sites in Spain and compiled a profile for an urban site
in the city of Seville. Table 4 compares the urban profile for the MASP (derived from
the present study), the EPA composite urban profile, and the urban profile for Seville.
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Table 4. Profile of resuspended road dust from the three outside-tunnel sites
evaluated in Brazil, together with comparable profiles for cities in Texas and for the
city of Seville, Spain.

Compound/Element

Urban Resuspended Road Dust Profiles

Brazil United States Spain

% of Total PM2.5 % of Total PM2.5 % of Total PM2.5

BCe 1.50 ˘ 0.16 2.54 ˘ 0.28 5.3 ˘ 2.1
Si 10.37 ˘ 1.72 19.13 ˘ 2.10 --
Al 8.61 ˘ 1.42 6.81 ˘ 0.75 2.1 ˘ 0.6
Fe 5.15 ˘ 0.82 2.63 ˘ 0.29 2.5 ˘ 0.5
Ca 2.81 ˘ 0.47 30.11 ˘ 3.30 11.2 ˘ 3.1
Mg 1.38 ˘ 0.23 0.54 ˘ 0.06 1.9 ˘ 1.3
K 1.32 ˘ 0.22 1.42 ˘ 0.16 0.7 ˘ 0.2
Ti 0.61 ˘ 0.10 0.31 ˘ 0.03 1.6 ˘ 0.3
S 0.35 ˘ 0.06 3.04 ˘ 0.33 0.4 ˘ 0.1

Na 0.27 ˘ 0.04 0.02 ˘ 0.002 0.3 ˘ 0.1
P 0.18 ˘ 0.02 0.28 ˘ 0.03 0.1 ˘ 0.0

Zn 0.14 ˘ 0.02 0.22 ˘ 0.02 1.3 ˘ 0.3
Mn 0.07 ˘ 0.01 0.05 ˘ 0.01 0.37 ˘ 0.13
Cu 0.04 ˘ 0.01 0.03 ˘ 0.003 0.77 ˘ 0.27
Cl 0.04 ˘ 0.005 0.15 ˘ 0.02 0.9 ˘ 1.5
Cr 0.03 ˘ 0.002 0.02 ˘ 0.002 0.145 ˘ 0.061
Sr 0.0254 ˘ 0.0040 0.1537 ˘ 0.0169 --
Pb 0.0158 ˘ 0.0027 -- --
Sb 0.0118 ˘ 0.0020 -- --
Ni 0.0113 ˘ 0.0016 0.0090 ˘ 0.0010 --
V 0.01 ˘ 0.001 0.02 ˘ 0.002 0.0057 ˘ 0.001

Values are expressed as average˘ standard deviation. Data for the United States (five sites
within the cities of San Antonio and Laredo, Texas) were obtained from the SPECIATE 4.0
emissions profile database of the United States Environmental Protection Agency. Data for
Spain (an urban site in the city of Seville) were obtained from Amato et al. [27].

Comparing the profiles obtained for the fine fraction of resuspended road dust
in urban areas, we can see that the MASP profile presents more aluminum and
iron and less calcium than do the profiles obtained in the United States and Spain.
The contributions of S, Na, P and Mg in the MASP were similar to those reported for
Spain, whereas the contributions of K, Mn, Zn and Cu were similar to those reported
for the United States. Although comparable for some species, the MASP sites had
their own characteristics, demonstrating the need to expand the current road dust
emission profiles. That would lead to better identification of this source and the
evaluation of its contribution to the concentration of fine particulate matter.

317



5. Conclusions

Here, we have presented the inorganic composition of the fine (PM2.5) fraction
of resuspended road dust. The road dust samples were collected from (inside and
outside) two tunnels and from one suburban street. The profiles defined here are
representative of the inorganic fraction of resuspended urban road dust in the MASP.
Our study was part of an initiative to provide more information regarding emission
profiles in cities in South America. These profiles are important to the estimation
of the sources responsible for particulate air pollution. We demonstrated that the
profiles inside the tunnels were different from those outside the tunnels, as well
as from that defined for the local street. We also found that the outside-tunnel
profiles were similar and can be substitutes for each other. Therefore, the average
profile for resuspended urban dust might be useful in quantifying the contribution
of other vehicle emissions, including exhaust emissions. The in-tunnel profiles will
improve the identification of this source of fine particulate matter. The profile found
here provides important information for the identification of compounds in the fine
fraction of particulate matter originating from the resuspension of road dust and
from vehicle exhaust. This profile can be used in receptor model studies to estimate
the impact that resuspended dust has on the fine particle mass concentration. Our
results can be valuable for studies analyzing the toxicity of the PM content of road
dust in urban areas that are especially affected by vehicle emissions.
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