
Civil and Military 
Airworthiness
Recent Developments and 
Challenges

Printed Edition of the Special Issue Published in Aerospace

www.mdpi.com/journal/aerospace

Kyriakos I. Kourousis
Edited by

Civil and M
ilitary Airw

orthiness   •   Kyriakos I. Kourousis



Civil and Military Airworthiness





Civil and Military Airworthiness

Recent Developments and Challenges

Special Issue Editor

Kyriakos I. Kourousis

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade



Special Issue Editor

Kyriakos I. Kourousis

School of Engineering,

University of Limerick

Ireland

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Aerospace

(ISSN 2226-4310) from 2018 to 2020 (available at: https://www.mdpi.com/journal/aerospace/

special issues/airworthiness).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Article Number,

Page Range.

ISBN 978-3-03928-915-8 (Hbk) 
ISBN 978-3-03928-916-5 (PDF)

c© 2020 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Special Issue Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Kyriakos I. Kourousis

Special Issue: Civil and Military Airworthiness: Recent Developments and Challenges
Reprinted from: Aerospace 2020, 7, 37, doi:10.3390/aerospace7040037 . . . . . . . . . . . . . . . . 1

Anna V. Chatzi

The Diagnosis of Communication and Trust in Aviation Maintenance (DiCTAM) Model
Reprinted from: Aerospace 2019, 6, 120, doi:10.3390/aerospace6110120 . . . . . . . . . . . . . . . . 3

Jonas Aust and Dirk Pons

Bowtie Methodology for Risk Analysis of Visual Borescope Inspection during Aircraft
Engine Maintenance
Reprinted from: Aerospace 2019, 6, 110, doi:10.3390/aerospace6100110 . . . . . . . . . . . . . . . . 29

Michail Bozoudis, Ilias Lappas and Angelos Kottas

Use of Cost-Adjusted Importance Measures for Aircraft System Maintenance Optimization
Reprinted from: Aerospace 2018, 5, 68, doi:10.3390/aerospace5030068 . . . . . . . . . . . . . . . . 59

Dimitrios Chionis and Nektarios Karanikas

Differences in Risk Perception Factors and Behaviours amongst and within Professionals
and Trainees in the Aviation Engineering Domain
Reprinted from: Aerospace 2018, 5, 62, doi:10.3390/aerospace5020062 . . . . . . . . . . . . . . . . 79

Anna V. Chatzi, Wayne Martin, Paul Bates and Patrick Murray

The Unexplored Link between Communication and Trust in Aviation Maintenance Practice
Reprinted from: Aerospace 2019, 6, 66, doi:10.3390/aerospace6060066 . . . . . . . . . . . . . . . . 104

Eranga Batuwangala, Jose Silva and Graham Wild

The Regulatory Framework for Safety Management Systems in Airworthiness Organisations
Reprinted from: Aerospace 2018, 5, 117, doi:10.3390/aerospace5040117 . . . . . . . . . . . . . . . . 122

Ting Dong and Nam H. Kim

Cost-Effectiveness of Structural Health Monitoring in Fuselage Maintenance of the Civil
Aviation Industry †

Reprinted from: Aerospace 2018, 5, 87, doi:10.3390/aerospace5030087 . . . . . . . . . . . . . . . . 136

Asma Tabassum, Roberto Sabatini and Alessandro Gardi

Probabilistic Safety Assessment for UAS Separation Assurance and Collision
Avoidance Systems
Reprinted from: Aerospace 2019, 6, 19, doi:10.3390/aerospace6020019 . . . . . . . . . . . . . . . . 160

Ilias Lappas and Michail Bozoudis

The Development of an Ordinary Least Squares Parametric Model to Estimate the Cost Per
Flying Hour of ‘Unknown’ Aircraft Types and a Comparative Application †

Reprinted from: Aerospace 2018, 5, 104, doi:10.3390/aerospace5040104 . . . . . . . . . . . . . . . . 180

Athanasios Iliopoulos, Rhys Jones, John Michopoulos, Nam Phan and R. K. Singh Raman

Crack Growth in a Range of Additively Manufactured Aerospace Structural Materials
Reprinted from: Aerospace 2018, 5, 118, doi:10.3390/aerospace5040118 . . . . . . . . . . . . . . . . 201

v



Vittorio Memmolo

Damage Localization in Composite Structures Using a Guided Waves Based Multi-Parameter
Approach
Reprinted from: Aerospace 2018, 5, 111, doi:10.3390/aerospace5040111 . . . . . . . . . . . . . . . . 220

Oliver Hirling and Florian Holzapfel

EASA’s “Open” Category for Military UAS: Opportunities and Limitations in the Field
of Airworthiness
Reprinted from: Aerospace 2018, 5, 70, doi:10.3390/aerospace5030070 . . . . . . . . . . . . . . . . 246

vi



About the Special Issue Editor

Kyriakos I. Kourousis is a tenured Senior Lecturer (Associate Professor) in the School of Engineering

of the University of Limerick in Ireland. He also serves as the Director of the undergraduate

and postgraduate airworthiness programs offered by the University of Limerick. Dr. Kourousis

holds a B.S. in Aeronautical Engineering from the Hellenic Air Force Academy, and a M.S. and

Ph.D. in solid mechanics and metal plasticity, both from the National Technical University of

Athens. Dr. Kourousis has 19 years of professional and research experience in the fields of metal

plasticity, metal additive manufacturing, and airworthiness, both as an Aeronautical Engineer Officer

(Major res.) and university faculty in Ireland and Australia. His professional background includes

12 years in the Hellenic Air Force as a maintenance officer, quality control and assurance manager,

and airworthiness manager for the Mirage 2000 fleet. Dr. Kourousis has led various research projects

funded by civil and defence companies and state organizations in defence airworthiness, aircraft

fatigue, metal plasticity, aviation training, and other areas. To date, he has authored a total of

90 scholarly journal papers, conference papers, and technical and engineering reports in the fields

of his research and professional expertise. He is a Chartered Engineer, registered with the United

Kingdom Engineering Council, and a Fellow of the Royal Aeronautical Society.

vii





aerospace

Editorial

Special Issue: Civil and Military Airworthiness:
Recent Developments and Challenges
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Received: 27 March 2020; Accepted: 31 March 2020; Published: 1 April 2020

Airworthiness, as a field, encompasses all those technical and non-technical activities required to
design, certify, produce, maintain and operate safely an aircraft throughout its lifespan. The evolving
technology, scientific and engineering methods and, most importantly, aviation regulation, offers new
opportunities and creates new challenges for the aviation industry.

This Special Issue assembles a diverse selection of research and review papers on topics of interest to
the modern industry practitioners and researchers. These topics span across the initial and continuing
airworthiness spectrum, discussing problems in the broader thematic areas of aircraft maintenance [1–7],
safety management [6,8], human factors [1,4,5], cost analysis [3,7,9], structures [7,10,11], risk assessment [2,4],
unmanned aerial vehicles [8,12] and regulations [6,12].

Reflecting on the list of targeted themes, communicated through the call for papers [13], I was
pleased to see that most have been covered in the Special Issue, as indicated with the italic format in
Table 1. I trust the readers will enjoy this variety of high-quality research and review papers.

Table 1. Coverage of Special Issue’s targeted theme areas, as indicated with the italic format.

Initial Airworthiness Continuing Airworthiness

Aircraft and aeronautical components testing
and certification

Safety and risk assessment in aircraft flight and
technical operations

Qualification and certification of new technologies, i.e.,
supersonic transport aircraft, electric and hybrid
propulsion aircraft, etc.

Reliability analysis of aircraft systems
and components

Certification of systems specific to military aircraft Continuing airworthiness management practice in civil
and military aviation

Qualification and certification of additively manufactured
metallic and non-metallic safe/non-safety-critical
aircraft parts

Development and optimization of aircraft
maintenance programmes

Advanced testing and computational techniques for
composite aircraft testing and certification

Development and optimization of military aircraft
structural integrity (ASI) management programmes

Reliability engineering methodologies and practice in
aircraft design and engineering changes

Effective and efficient inspection and sustainment
techniques for composite aircraft

Safety and risk assessment methodologies and practice in
aircraft development Human factors in aircraft maintenance and operations

Human factor considerations in aircraft design Safety management effectiveness in flight and
technical operations

Quality management and optimization in aircraft
maintenance organisations

Aircraft technical and non-technical cost analysis and
estimation techniques

Aerospace 2020, 7, 37; doi:10.3390/aerospace7040037 www.mdpi.com/journal/aerospace1
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Abstract: In this research paper a new conceptual model is introduced—the Diagnosis of
Communication and Trust in Aviation Maintenance (DiCTAM) model. The purpose of this model is
to recognise, measure and predict the relationship between communication and trust in the aviation
maintenance field. This model was formed by combining a conceptual cyclical process and two
established survey tools, adapted and incorporated in a single question set. The implementation
of each phase of the DiCTAM model is performed with the use of qualitative and quantitative
research methods. This includes the use of content analyses of accident/incident investigation
reports and training material, a survey and a hypothetical case study. The predictive functionality
of the DiCTAM model has been investigated through the hypothetical case study. The obtained
results indicate a positive relationship between communication and trust according to the aviation
maintenance employees’ perception and accidents/incidents reports, even though basic training
includes communication without direct mention of trust.

Keywords: aviation; communication; trust; aviation maintenance; prevention; human factors

1. Introduction

Communication can be defined as the transmission of information from one person to another,
while trust is the openness to another party, based on the concept of its reliability and competence [1].
Trust is associated with and can contribute to successful communication [2,3]. Thus, a minimum level
of trust should be present along with effective communication between two or more counterparts.
Past research has shown that effective communication techniques are part of employees’ initial
and recurrent training and are linked to their on-job safety-related practices [4]. Furthermore,
organisational commitment and employees’ level of organisational satisfaction is associated with
employees’ safety-related practices [5–9].

Both communication and trust are fundamental concepts that can influence safe practice in
aviation maintenance, especially in the regions exhibiting fast growth [10]. It is well recognised that
poor communication is a paramount human factor contributing to errors [11,12]. More specifically,
researchers have identified the gap in effective communication between maintenance staff, cabin
crew and flight crew, proposing some ways to mitigate this issue [13–16]. Some researchers have
acknowledged the need for error-free communication within aviation [14,16], while others have
identified poor communication to be an accident causal factor [17–19]. Tools have been developed to
proactively detect maintenance failures, such as the Maintenance Operations Safety Survey (MOSS),
in which communication and trust are major factors [20]. The relationship between trust and
communication, including initial trust levels, among technical staff, have not been adequately
investigated and further research could play an important role in aviation maintenance and the
advancement of aviation safety [21].

The recognition and measurement of perceptions around communication and trust has been
studied extensively in various industries. Various survey-based research tools has been used for that

Aerospace 2019, 6, 120; doi:10.3390/aerospace6110120 www.mdpi.com/journal/aerospace3
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purpose, including the Communication Satisfaction Questionnaire (CSQ) and the Trust Constructs and
Measures Questionnaire (TCMQ). These are briefly discussed in the following paragraphs.

The CSQ is a tool that was incepted in 1977 [22] and widely used since then in research projects
dealing with communication satisfaction in various industries [22–34]. The CSQ has been an efficient
tool to extract employees’ perceptions of the communication within their organisation [33,35,36]. This is
a 40-questions questionnaire, with items categorized in eight communicative themes (dimensions).
These dimensions vary from interpersonal communication (e.g., an employee’s evaluation of the
communication with his/her supervisor), to the organization-wide communication climate [32].
This construct has been found to have a test-retest reliability of 0.94 [22]. It has been characterised as
“arguably the best measure of communication satisfaction in the organizational arena” ([27], p.6) while
Rubin et al. ([34], p.116) agree that “The thoroughness of the construction of this satisfaction measure
is apparent. The strategies employed in this study are exemplary.”

The TCMQ has been developed by Li, Rong, & Thatcher [37] and it is in practice a synthesis of
various questionnaires developed and used in past research studies [38–44]. The studies performed
with the constituent questionnaires have yielded valid and reliable research data and findings, which
informed their adoption and adaption from Li et al. [37]. Moreover, the measurement model (reliability
scores, construct validity, convergent and discriminant validity) was found to produce statistically
significant results [37]. The measurement model results verified that the measurement scales adapted
by Li et al. [37] were valid and reliable in their study. Specifically, web capability and reliability were
found to be powerfully belief constituent in assessing trust in website. This outcome confirmed that the
Information Technology-specific scales, which were adopted by Li et al. [37] were valid in technology
trust measurement [37].

This paper introduces a conceptual model, built upon the CSQ and TCMQ tools, which aims to
explore and understand the relationship between trust and communication in aviation maintenance.
In particular, the objectives of the proposed model are summarised as following:

1. Detect the existence of communication and trust in aviation maintenance practice;
2. Recognise if communication and trust are covered in the aviation maintenance basic

training curriculum;
3. Detect and measure the perception of aviation maintenance employees on communication and

trust within their working environment;
4. Predict deviations in maintenance practice that can be attributed to communication and

trust preconditions.

2. Model Formulation

2.1. Model Foundation: Cyclical Process

The foundation of the proposed conceptual model is a four-phase cyclical process used for the
diagnosis of communication and trust issues in various facets of aviation maintenance. Each phase has
been chosen to align with the objectives of the model, as outlined in the Introduction section of this paper.
The cyclic process transforms the individual objectives of the model to a structured-interconnected
process, following a systems approach. Each phase’s tasks are provided below, with the cyclical process
illustrated schematically in Figure 1:

1. Phase 1: The two traits, communication and trust, are examined whether they exist or not in
aviation maintenance;

2. Phase 2: Aviation maintenance training material is examined to recognise if the aviation
maintenance employees are trained for communication and trust and consequently if they have
developed awareness and relevant good practices in their work;

3. Phase 3: The aviation maintenance sector is investigated for the detection and measurement of
the relation between the communication and trust;

4
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4. Phase 4: Having completed Phase 1, 2 and 3, with all information and data available, one can
predict any communication and trust precondition (positive associations), as a possible cause of
error in any already established or new maintenance procedure/process/task in the workplace.

Figure 1. The foundation cyclic process of the proposed conceptual model used.

2.2. Model Tool: Communication and Trust Question Set

In order to accomplish the tasks involved in each of the four phases and by extension the objectives
of the model, it is necessary to introduce a new tool. For this reason, a dual-use question set is
introduced, consisting primarily of the:

• Communication Satisfaction Questionnaire (CSQ) [22];
• Trust Constructs and Measures Questionnaire (TCMQ) [37].

Both the original CSQ and TCMQ [27,38] have been adapted to research communication and trust
in an aviation maintenance context. Details on the adaptation of the CSQ and TCMQ are provided
in a separate paper, currently under review [45]. These two questionnaires are complemented with
demographics and general questions’ sections. The complete set is denoted as the Communication and
Trust Question Set (CTQS) (Appendix A) and it is comprised of the following sections:

• Section A: Demographic information of the participants;
• Section B: General Questions;
• Sections C, D and E: Communication Satisfaction Questionnaire (Section E is limited to managers);
• Sections F and G: Trust Constructs and Measures Questionnaire (Section G is limited to managers).

The CTQS is common across all phases of the conceptual process (Figure 1) and it is used both as
a qualitative tool (having a recognition function) and a quantitative tool (having a diagnosis function).
In both cases, the CTQS questions serve either as survey questions for human participants or desk
research on primary/secondary data (i.e., when employing content analysis/case study methodologies).
For example, as a quantitative tool, the CTQS diagnosis function can be used to explore the perceptions
of aviation maintenance professionals about their work (Phase 3 shown in Figure 1). As a qualitative tool,
its recognition function can be used to conduct content analysis of accident and incident investigation
reports, audit reports and so forth (Phases 1 and 2 shown in Figure 1). Depending on the nature and
amount of the body of material available, a quantitative analysis of these data through this function

5
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is possible. The same approach can be followed for actual or hypothetical scenarios for prediction
purposes (Phase 4 shown in Figure 1).

The overall construct and functionalities of the CTQS are illustrated in Figure 2.

 

Figure 2. Multifunctional uses of the Communication and Trust Question Set (CTQS).

2.3. Complete Model: Diagnosis of Communication and Trust in Aviation Maintenance (DiCTAM)

The merging of the foundation cyclical process with the CTQS (described in Sections 2.1 and 2.2
correspondingly) constitutes the complete model, denoted as the Diagnosis of Communication and
Trust in Aviation Maintenance (DiCTAM) model. This is represented schematically in Figure 3, where
the different functionalities for each phase are also shown. The implementation of the model and the
results obtained is presented in the next section of this paper.

6
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Figure 3. The complete Diagnosis of Communication and Trust in Aviation Maintenance
(DiCTAM) model.

3. Results and Discussion

The implementation of the DiCTAM model is performed via a selection of different types of data
and cases, in order to present its features, operation and the results that can be obtained when used for
communication and trust analyses within an aviation maintenance context. Each section corresponds
to the phases of the model, discussing in detail in the findings.

3.1. Phase 1

The content analysis technique was used in Phase 1 of DiCTAM, chosen for its capability for a
thorough investigation of the existence of both communication and trust in real occurrences within
aviation maintenance. A selection of accident and incident investigation reports was performed by
applying criteria in relation to the language, origin and recency of the report. When applying these
criteria, accident and incident investigation authorities/bodies from Indonesia, Ireland, Australia,
Netherlands, UK, USA, India, Japan, Portugal and Hong Kong were shortlisted. Initial filtering of
the databases of these authorities/bodies was performed with the term ‘maintenance,’ producing
an extensive list of (100+) accidents/incidents. Thus, further shortlisting was necessary, in this case
performed by searching in the internet for incidents/accidents considered as ‘high profile’ (based on
their order of appearance in the google search engine results) and for reports containing substantial
information (in terms of volume and detail) on the maintenance related causal factors. This shortlisting
exercise identified the fifteen representative (for the purposes of this study) accidents/incidents selected
for the content analysis. It is noted that further investigation (involving a higher volume of reports)
would not add more to the scope of this analysis, as the reports selected were able to reveal the existence
of these two traits (communication and trust), reaching their saturation point [46].

Each report was manually scanned for the keywords ‘communication’ and ‘trust’ by the author as
a Subject Matter Expert (SME) (approved European Union Aviation Safety Agency (EASA) Part 147
maintenance training instructor in Human Factors). In the case that a keyword was found in the report
this was mentioned accordingly. From the previous keywords, the only found was ‘communication’
(‘trust’ was not found in any report). In this case, the items of the CTQS were used to identify
any underlying communication or trust factor. The CSQ items were used to identify underlying

7
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communication issues while the TCMQ items to locate trust issues. The preconditions for errors
identified were mapped against the questionnaire items, with a detailed justification provided.

The summarised results from the analysis of all (fifteen) accident and incident investigation reports
are presented in Appendix B. This table offers a quick view of the items of the CTQS identified in these
reports. Considering all data obtained from the content analysis (as summarised in Appendix B), it
is indicated that both trust and communication are detectable in the aviation maintenance sector. In
particular, trust and communication, as they are reported in the accident and incident investigation
reports, are identified as distinct preconditions in the vast majority (78%) of the distinct maintenance
errors. In six of the examined distinct maintenance errors (accounting to 14% of the total 42) trust only
can be identified as a precondition to maintenance error, while communication is identified in just four
distinct maintenance errors (corresponding to 8% of the errors analysed) (Table 1).

Table 1. Absolute number and percentage (%) of maintenance errors where trust, communication
and combination of both identified as preconditions within the accident and incident investigation
reports analysed.

Total Number of
Distinct Maintenance

Errors Analysed

Number of Distinct Maintenance Errors that Were Identified with
Precondition(s) of:

Trust Only Communication Only Trust and Communication

42
6 4 31

14% 8% 78%

Only 22% (out of the total forty-two errors analysed) included only one (communication or trust)
as an error precondition and not both. It is, however, noted that these numerical results are not
conclusive, as the investigation reports reflect the accident/incident investigators’ exposition of evidence.
This means that the investigators were not necessarily looking for ‘communication’ or ‘trust’ evidence;
therefore, both factors may have not been exhaustively investigated (and subsequently reported).

More specifically about trust, the two types that were investigated in this research were about
interpersonal trust and trust towards the company’s software used for aviation maintenance purposes.
The TCMQ, which includes all trust items, is divided into smaller groups of items, constructs. Each
group indicates specific attributes of trust. Therefore, the specific characteristics identified here were
trust towards colleagues’ competence, integrity and benevolence and trust towards the company
software’s capability. Regarding the communication satisfaction, there is a similar grouping of items,
depending on the theme of each item. Therefore, the groups of items, in relation to satisfaction,
are—with the organisation’s communication climate, with their superiors, with the organisation’s
integration, with the media quality, with the general organisational perspective and with the horizontal
informal communication. These are the wider groups of the CSQ items, that were initially introduced
by Downs and Hazen [22] and can describe categorically the specific issues with communication
satisfaction identified in the analysed reports. Nonetheless, the aim of the content analysis here is to
identify qualitatively the co-existence of these two factors as maintenance error preconditions.

3.2. Phase 2

For the implementation of Phase 2 of the DiCTAM, the data were obtained directly from
official/approved aviation maintenance training sources. It is noted that the Federal Aviation
Administration (FAA) does not include a distinct module of human factors training in its curriculum
(as presented in Appendix B to Part-147—General Curriculum Subjects). Therefore, it is the EASA,
Directorate General of Civil Aviation, Government of India (DGCA) and the Civil Aviation Safety
Authority of Australia (CASA), from which approved training material can be obtained for review.
All three regulatory authorities practically share the same curriculum for their maintenance human

8
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factors training; thus, the analysis is performed on the EASA Part-66 Category A and B Module 9
‘Human Factors’ curriculum (Table 2).

Aircraft maintenance training under the EASA framework is highly regulated with provisions of
consistency and high quality in the delivered course material by all approved maintenance training
organisations (commonly referred as EASA Part-147 organisations, reflecting the applicable regulatory
set). Two coursebooks were selected for the content analysis, as very few published and publicly
available EASA Part-66 Module 9 ‘Human Factors’ course material exists. These coursebooks were:

• Coursebook 1: ‘Module 9-Human Factors’ (by C. Strike), published in 2018 by Cardiff and Vale
College in the UK [47];

• Coursebook 2: ‘Human factors for A level Certification, module 9′ by N. Gold, published in 2015
by Aircraft Technical Book Company in the USA [48].

Table 2. Curriculum of the EASA [49] Part-66 Category A and B Module 9 ‘Human Factors’.

Chapter Title Content

9.1 General
The need to take human factors into account;
Incidents attributable to human factors/human error;
‘Murphy’s’ law.

9.2 Human Performance and
Limitations

Vision;
Hearing;
Information processing;
Attention and perception;
Memory;
Claustrophobia and physical access.

9.3 Social Psychology

Responsibility: individual and group;
Motivation and de-motivation;
Peer pressure;
‘Culture’ issues;
Team working;
Management, supervision and leadership.

9.4 Factors Affecting Performance

Fitness/health;
Stress: domestic and work related;
Time pressure and deadlines;
Workload: overload and underload;
Sleep and fatigue, shift work;
Alcohol, medication, drug abuse.

9.5 Physical Environment

Noise and fumes;
Illumination;
Climate and temperature;
Motion and vibration;
Working environment.

9.6 Tasks

Physical work;
Repetitive tasks;
Visual inspection;
Complex systems.

9.7 Communication

Within and between teams;
Work logging and recording;
Keeping up to date, currency;
Dissemination of information.

9.8 Human Error

Error models and theories;
Types of error in maintenance tasks;
Implications of errors (i.e., accidents);
Avoiding and managing errors.

9.9 Hazards in the Workplace Recognising and avoiding hazards;
Dealing with emergencies.

9
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The first examination of these coursebooks determined that both followed the EASA curriculum,
as expected. Furthermore, the content of both books was found to cover the curriculum in a similar
way, having a comparable structure and content. Therefore, these two coursebooks were the adequate
required body of material for using the content analysis technique in Phase 2 of DiCTAM.

The EASA curriculum and the two coursebooks were examined manually by the author as a
SME, to locate the words ‘communication’ and ‘trust’. The EASA Part-66 Module 9 ‘Human Factors’
curriculum covers only the chapters and subchapters of the material approved to be taught. In the
curriculum, the word ‘trust’ is not used while the word ‘communication’ is solely used in chapter
seven (Communication) one time in the title of the chapter. The next step was to scan the two EASA
Part-66 Module 9 coursebooks for the same words. The results were as follows:

• In Coursebook 1 [47], the word count in Chapter Seven—Communication, for the word
‘communication’ is 52, while for the word ‘trust’ is 0. It is noted that in the whole Chapter
Seven—Communication, there is no reference to trust, even though communication is analysed
and different communication techniques are presented there.

• In Coursebook 2 [48], the word count in Sub-module 07, Communication, for the word
‘communication’ is 63 while for the word ‘trust’ is 1. Trust towards a message sender is referred
one time, in the communication chapter, as a precondition in the effective receipt of a message.

The summary of findings in the curriculum and the coursebooks are shown in Table 3.

Table 3. Word count of ‘communication’ and ‘trust’ in the European Union Aviation Safety Agency
(EASA) Part-66 Module 9 curriculum and the two coursebooks.

EASA Part 66 Module 9 ‘Human Factors’
Curriculum and Training Material Examined

Word Count

Communication Trust

Curriculum 1 0

Coursebook 1 52 0

Coursebook 2 63 1

The second stage of this examination continued into the in-depth analysis to identify any concealed
elements of communication and trust into the twelve elements of the Dirty Dozen tool. A better
understanding of human factors has become imperative within aviation and several models and
systems have been introduced and implemented in the continuous attempt to predict and reduce
human error. In aviation maintenance, there are twelve factors identified as the principal preconditions
or conditions, that contribute to human error, widely known as the Dupont’s Dirty Dozen [17,18,50–53].
These elements are dissimilar in nature and appear either on personal, group or organizational
performance levels [54]. Communication is among these 12 most frequent causes of human error.
These twelve factors are:

1. Lack of communication;
2. Complacency;
3. Lack of knowledge;
4. Distractions;
5. Lack of teamwork;
6. Fatigue;
7. Lack of resources;
8. Pressure;
9. Lack of assertiveness;
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10. Stress;
11. Lack of awareness;
12. Norms.

The Dirty Dozen is one of the most used human factors typologies in aviation maintenance, as it
is still used in training and accident and human error analysis in aviation worldwide [18,50–52,55].
These 12 factors are of different nature and quantifiability; nevertheless, each one of them represents
a causal failure in the user’s judgement and as such, they are treated either individually or in
homogeneous groups [52]. In particular, the results of this analysis were obtained by the mapping of
the twelve elements of the Dirty Dozen with the use of the CTQS. All Dirty Dozen elements refer to the
total population of the aviation maintenance professionals; therefore, all levels of management are
included (Sections E and G of the CTQS which are only for supervisors/managers). Ten factors appear
to have either the communication or trust elements concealed into their meaning. Two of them, the
lack of communication and lack of teamwork, appear to have both communication and trust concealed.
For illustrative purposes, the overall mapping of the CTQS items against the Dirty Dozen elements are
provided in Appendix C.

The third stage included the manual tabulation of the elements of the Dirty Dozen against the
EASA Part-66 Module 9 ‘Human Factors’ course material. This tabulation (using the mapping of the
CTQS items against the Dirty Dozen elements) revealed the concealed elements of communication and
trust in Coursebook 1 and 2. The summary of the findings is presented in Table 4. From this analysis, it
stems that both coursebooks include all factors of the Dirty Dozen and consequently include indirectly
and concealed both communication and trust elements in their content.

Considering all data from the content analysis (presented in Table 3) it stems that trust is not
considered to be covered sufficiently in the aviation maintenance human factors basic training. In
particular, the EASA curriculum has no mention of trust, neither as a separate chapter nor in any other
chapters (and most importantly in the communication chapter). In the two examined coursebooks’
chapters covering communication, there was only one mention to trust. Therefore, there is neither direct
mention nor further explanation/discussion on trust. However, with the assistance of the mapping of
the Dirty Dozen factors with the items of CTQS, concealed communication and trust elements were
identified into the material of the two coursebooks. The direct absence of the trust factor in the training
material may be partially covered by these concealed elements, although this has limited pedagogic
value and effectiveness.
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Table 4. Dirty Dozen elements found in the examined EASA Part-66 Module 9 ‘Human Factors’
coursebooks in relation to communication and trust elements.

Coursebook Dirty Dozen Element Included
in the Coursebook

Preconditions Identified Based
on the Dirty Dozen Mapping

Communication Trust

Coursebook 1
(Strike, 2018)

1. Lack of Communication X X

2. Complacency X

3. Lack of knowledge X

4. Distraction X

5. Lack of teamwork X X

6. Fatigue X

7. Lack of resources X

8. Pressure X

9. Lack of assertiveness X

10. Stress X

11. Lack of awareness X

12. Norms X

Coursebook 2
(Gold, 2015)

1. Lack of Communication X X

2. Complacency X

3. Lack of knowledge X

4. Distraction X

5. Lack of teamwork X X

6. Fatigue X

7. Lack of resources X

8. Pressure X

9. Lack of assertiveness X

10. Stress X

11. Lack of awareness X

12. Norms X

3.3. Phase 3

In Phase 3 of the DiCTAM model the association among three factors was explored: communication
satisfaction, interpersonal trust and trust towards maintenance software used by aviation maintenance
companies. To serve this purpose, the CTQS was distributed to diverse set of aviation maintenance
professionals working in civil and military organisations. The participants were sent an invitation to
participate online (on the web-based tool Limesurvey) through emails. Over the two phases for the
recruitment of participants, 501 aviation maintenance professionals were contacted and 259 answered
fully to the questionnaire. A quantitative analysis was performed on the data collected, to identify
possible interrelations between the three factors examined. For this analysis, a correlational research
design was used to prevent any suggestion in any causal relationship among them. For the purposes
of this research design, the specific statistical methods used were—Cronbach’s alpha, descriptive
statistics, correlations between variables, t-tests and analyses of variance (ANOVA) and Harman’s one
factor, with the help of Statistical Package for Social Sciences (SPSS) Statistics 25.0.0. Further details are
provided in a separate paper currently under review [45].

12



Aerospace 2019, 6, 120

The survey results indicated, for managers and subordinates as well as for all employees, that a
substantial proportion of their communication satisfaction was explained by their levels of interpersonal
trust, giving statistically significant results. Differences in the communication satisfaction and software
trust between military and civil aviation maintenance company employees were also observed. The
results of civil aviation employees exhibit higher mean scores than that of military for all three factors.
Overall, communication satisfaction was found to have a stronger association with interpersonal trust
than with software trust. The mean scores of communication satisfaction and interpersonal trust
increased across various levels of experience, with the differences between less and more experienced
employees being statistically significant. An interesting finding of this research is that aviation
maintenance professionals have relatively high levels of trust and communication satisfaction at the
start of their current employment. This finding is also consistent with the initial trust levels theory,
examined in the past for other industries. The descriptive statistics indicated that the participants of
this survey came from many different geographical areas in small numbers. This can limit the results
of this survey to be generalised to the global aviation maintenance professionals’ population [45].

3.4. Phase 4

Following the confirmation of the positive association among those three aspects of the two traits
(communication satisfaction, interpersonal trust and software trust), in Phase 4 of the DiCTAM model
prediction is attempted. Prediction can form different hypothetical occurrences (possible events and
scenarios) by using the survey’s results as a guide and can, therefore, contribute to the process of the
examination of the two traits. More specifically, Phase 4 includes hypothetical scenarios about possible
aviation maintenance deviations that can take place in real life with the use of the case study method.
For this purpose, the case study presented next is selected to present the operation of the DiCTAM
model, as well as exemplifying its use. A well-known case has been selected, that of the engine fan cowl
door losses experienced in the Airbus A320 family fleet in worldwide level [56]. The method of the case
study is considered to be suitable method to examine hypothetical scenarios. A suitable application for
the prediction exercise is deemed the use of the Fan Cowl Doors (FCDs) maintenance occurrences (after
the implementation of the new procedures, provisioned by the latest EASA Airworthiness Directives
(ADs)) [56]. The case study methodology assists in the holistic examination of these hypothetical
occurrences to unveil concealed elements and identify or even predict future trends or patterns [57].

At this stage the aim is to examine these hypothetical scenarios for the identification of
communication and trust elements and then, based on these findings, to predict the possibility
of occurrence of each scenario. Seven scenarios, as they were introduced and discussed by
Kourousis et al. [56], are examined below for the identification of trust and communication elements.
Each scenario is scrutinised against the items of the CTQS by the author as SME, for the identification
of a question set’s items within the scenario. The seven scenarios are divided in two broader groups,
those which are occurring from two different situations:

• The technician retrieves the FCD key from the designated storage area in the cockpit and inserts a
logbook entry for the opening/closing of the FCD (Scenarios 1, 2 and 3), presented in Section 3.4.1;

• The technician does not find the FCD key in the designated storage area in the cockpit (Scenarios 4,
5, 6 and 7), presented Section 3.4.2.

3.4.1. FCD Key in Designated Area

Scenario 1

The technician leaves the maintenance task (in the area enclosed by the FCD) for the end of the
failure troubleshooting. He/she performs the maintenance task at the end of his/her shift. However,
he/she does not dedicate adequate time for the maintenance task, as he/she inadvertently prioritised
the FCD task [return of the key, closure of the logbook entry (‘FCD closed’)], in an effort to avoid the
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FCD is not left open. This poor practice may result in reduced maintenance quality, under stressful or
very time constrained situations, since FCD-related tasks are added to the existing workload.

Trust factor identified: Maintenance personnel failed to dedicate the time required for this task,
risking the quality of this work. This indicates that the maintenance personnel deviated from an
expected good practice in their duties. Specifically, by using the CTQS, the following three items are
identified in this failure:

F2—My colleagues perform their duties very well,
F3—Overall, my colleagues are capable and proficient technical staff,
F5—My colleagues act in the best interest of the project.

Items F2 and F3 correspond to the ‘construct of trust in colleagues’ competence’ category while
item F5 in the ‘construct of trust in colleagues’ benevolence’ category.

Possible Prevention Measures: Putting more focus on time management techniques and
requesting assistance from peer-workers/team leader in stressful/time-pressing situations.

Scenario 2

The technician performs the maintenance task straight away but leaves the key return and logbook
entry closure for later. Since these steps were left for a later time, the technician either forgets completely
to return the key/close the logbook entry or gets distracted near that time, having the same result. As a
consequence, the aircraft release to service can be delayed, since the involved personnel (flight crew,
technical staff) will have to locate the missing key and complete the FCD sign-off in the logbook.

Communication factor identified: Not performing a proper handover, makes the ideal
preconditions for errors. This deviation from accurate reporting can result in lack of effective
communication between colleagues and can prevent from the proper actions taken to mitigate the
errors. Therefore, the communication problems identified here are in relation to items:

D19—The amount of communication was not about right,
D2—The organisation’s communication motivates and stimulates an enthusiasm for meeting its goals,
C3—Information about organisational policies and goals,
D8—Personnel receive in time the information needed to do their job,
D6—The organisation’s communications are interesting and helpful,
D17—Issues whether the attitudes towards communication in the organisation are healthy,
C7—Information about departmental policies and goals,
D15—Meetings are well organised,
D12—Communication with colleagues within the organisation is accurate and free flowing,
D3—Supervisor listens and pays attention to personnel,
D6—The organisation’s communications are interesting and helpful.

Possible Prevention Measures: A dual sign off practice would offer the opportunity for a
confirmation check and reduce the possibility of misses and errors.

Scenario 3

The technician does not perform the maintenance task and has to pass it over to the next shift.
Since these steps were left for the next shift, he/she either forgets to return the key/close the logbook
entry or gets distracted to do that. In case that the shift handover is not performed properly, the FCD
tasks are not completed. As a consequence, similarly to Scenario 2, the aircraft release to service can be
delayed, since the missing key has to be located and the logbook signed off.

Communication factor identified: As with Scenario 2, not performing a proper handover, makes
the ideal precondition for errors. This deviation from accurate reporting can result in lack of effective
communication between colleagues and can prevent from the proper actions taken to mitigate the
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errors. Therefore, the communication problems identified here are in relation to items: D19, D2, C3,
D8, D6, D17, C7, D15, D12, D3 and D6.

Possible Prevention Measures: As with Scenario 2, the dual sign off practice can mitigate this
issue. Moreover, a thorough (verbal and written) shift handover would be helpful in avoiding
communication gaps in relation to the FCD tasks (reducing the possibility for misses and errors).

3.4.2. FCD Missing from Designated Area

Scenario 4

The technician attempts to find the FCD key. He/she prioritises this task over the maintenance
task itself. In the case that he/she finds the key, the amount of time spent on the search does not allow
him/her to focus on the maintenance task, thus this is not performed adequately.

Trust factor identified: Similar to Scenario 1, maintenance personnel failed to dedicate the time
required for this task, risking the quality of this work. This indicates that the maintenance personnel
deviated from an expected good practice in their duties. Specifically, following three items are identified
in this failure: F2, F3 and F5.

Possible Prevention Measures: Similarly, to Scenario 1, it would be beneficial if better time
management techniques were practiced, as well as if the technician requested assistance.

Scenario 5

The technician attempts to find the FCD key, prioritising the search over the maintenance task
(same as in Scenario 4). He/she does not manage to find the key, leaving the maintenance task
unaccomplished. In the case that the technician is forgetful or distracted, he/she will not report the
missing key, causing more delay, as other personnel in later time will repeat the search process.

Communication factor identified: As with Scenarios 2 and 3, not performing a proper handover,
makes the ideal precondition for errors. This deviation from accurate reporting can result in lack of
effective communication between colleagues and can prevent from the proper actions taken to mitigate
the errors. Therefore, the communication problems identified here are in relation to items: D19, D2, C3,
D8, D6, D17, C7, D15, D12, D3 and D6.

Possible Prevention Measures: Similar to other scenarios, the dual sign off in conjunction with a
robust handover process could mitigate this miss.

Scenario 6

The technician attempts to find the FCD key, prioritising the search over the maintenance task
(same as in Scenarios 4 and 5). He/she does not manage to find the key, therefore deciding to use
his/her own key or the spare key as per the organisation’s ‘norm and fills in the logbook entry (‘open
FCD’). After completing the maintenance task, the technician is forgetful/omits or gets distracted and
does not report the missing key. As with Scenario 5, this may cause a delay in the future. Moreover,
using his/her own key means that this may not have the ‘remove before flight’ flag attached, increasing
the probability of leaving the cowl door open (since this modified visual cue will be missing).

Trust factor identified: Maintenance personnel deliberately chooses to use own key, opposite
to the company’s policies, which might not include the dedicated visual cue. This indicates that the
maintenance personnel deviated from an expected good practice in their duties. Specifically, by using
the CTQS, the following four items are identified in this failure:

F2—My colleagues perform their duties very well,
F3—Overall, my colleagues are capable and proficient technical staff,
F4—In general, my colleagues are knowledgeable about our organization,
F5—My colleagues act in the best interest of the project.

15



Aerospace 2019, 6, 120

Items F2, F3 and F4 fall in the construct of trust in colleagues’ competence while item F5 falls in
the construct of trust in colleagues’ benevolence.

Communication factor identified: As with Scenarios 2, 3 and 5, not performing a proper handover,
makes the ideal precondition for errors. This deviation from accurate reporting can result in lack of
effective communication between colleagues and can prevent from the proper actions taken to mitigate
the errors. Therefore, the communication problems identified here are in relation to items: D19, D2, C3,
D8, D6, D17, C7, D15, D12, D3 and D6.

Possible Prevention Measures: Similar to previous scenarios, the dual sign off in conjunction
with a robust handover process could mitigate this. In addition, a change in the organisational culture
would be necessary to abolish unsafe practices in relation to established ‘norms’ outside the standard
policies and procedures.

Scenario 7

The technician does not have the required time or attitude to attempt to find the missing key,
thus he/she decides not to perform the assigned maintenance task and, for example, to move onto a
different task. He/she forgets about the missing FCD key or gets distracted and does not report that.
This shall cause delay in the work of the personnel who are then assigned to the maintenance task in
the FCD-accessed area (as they will have to search for the missing key).

Communication factor identified: As with Scenarios 2, 3, 5 and 6, not performing a proper
handover, makes the ideal precondition for errors. This deviation from accurate reporting can result in
lack of effective communication between colleagues and can prevent from the proper actions taken to
mitigate the errors. Therefore, the communication problems identified here are in relation to items:
D19, D2, C3, D8, D6, D17, C7, D15, D12, D3 and D6.

Possible Prevention Measures: Dual sign off and in-shift/inter-shift handover would be an
effective solution to avoid such situations.

3.4.3. Analysis of Scenarios

The seven scenarios presented (Scenarios 1 to 7) refer to seven different causal situations in which
safety issues, related to the fan cowl doors of modified aircraft of the Airbus 320 family, may arise. These
scenarios were investigated against the items of the CTQS. As shown in Table 5, many different trust
and/or communication issues corresponded to each one of the scenarios, therefore all scenarios showed
communication and trust preconditions. Trust was found present in five scenarios while communication
was found present in three. One scenario had communication and trust preconditions present at the
same time, while the rest six had solely one precondition present (either trust or communication).

Table 5. Communication and trust items, of the CTQS, identified in Scenarios 1 to 7.

Scenario Trust Factor Items Communication Factor Items

Scenario 1 F2, F3, F5

Scenario 2 D19, D2, C3, D8, D6, D17, C7, D15, D12, D3, D6

Scenario 3 D19, D2, C3, D8, D6, D17, C7, D15, D12, D3, D6

Scenario 4 F2, F3, F5

Scenario 5 D19, D2, C3, D8, D6, D17, C7, D15, D12, D3, D6

Scenario 6 F2, F3, F4, F5 D19, D2, C3, D8, D6, D17, C7, D15, D12, D3, D6

Scenario 7 D19, D2, C3, D8, D6, D17, C7, D15, D12, D3, D6

More specifically, the issues identified in relation to trust were about interpersonal trust. The CTQS
items are grouped in different constructs, each one indicating specific attributes of trust. Therefore, the
specific characteristics identified here were trust towards colleagues’ competence and benevolence.
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In relation to the communication satisfaction, issues were identified in relation to the satisfaction with
the organisation’s communication climate, with the superiors, with the organisation’s integration,
with the media quality, the general organisational perspective and with the horizontal informal
communication. These are the wider groups of the CSQ items, that were initially introduced by Downs
and Hazen [22] and can describe categorically the specific issues with communication satisfaction
identified in these scenarios.

The communication and trust items identified (listed in Table 5) are not factors that have to exist in
combination to contribute to the hypothetical scenario. At least one of these factors (namely, one of the
possible items) could suffice in the occurrence of the relevant scenario. The mean value of each item
corresponds to the level of communication satisfaction and trust exhibited by the surveyed population.
Namely, a high mean score is a positive indicator of high levels of communication satisfaction or
trust. For this reason, an item’s lower mean score of each scenario was selected as the criterion for
the hierarchical categorisation of the scenarios relative to the possibility of occurrence. For example,
a scenario with an item having a higher mean is less probable than that of a scenario with an item
of a lower mean. Lower mean scores reveal lower communication satisfaction and trust, which
subsequently include issues with communication and trust (yielding higher probability of occurrence).

The identification of more probable and less probable scenarios involves the comparison of the
means for all scenarios, listed in Table 6. The lower mean score is accounted as to have the higher
occurrence probability of the scenario tabulated to this mean score. The least mean score in each
scenario, that determined the ranking of the relevant scenario, is shown in Table 6 in bold font and
highlighted in grey shade. This process identified two items; whose mean scores categorised the seven
scenarios. Therefore, the two mean scores categorised the seven scenarios into two groups: Group A,
corresponding to more possible to occur and Group B, to less possible to occur scenarios.

Table 6. Means of the trust and communication factors as identified in Scenarios 1 to 7. In bold are the
minimum means for communication and trust for each scenario.

Scenario

1 2 3 4 5 6 7

Trust Factor
identified

F2 5.66 - - 5.66 - 5.66 -

F3 5.89 - - 5.89 - 5.89 -

F4 - - - - - 5.56 -

F5 5.54 - - 5.54 - 5.54 -

Communication
Factor identified

D19 - 4.45 4.45 - 4.45 4.45 4.45

D2 - 4.15 4.15 - 4.15 4.15 4.15

C3 - 4.73 4.73 - 4.73 4.73 4.73

D8 - 4.83 4.83 - 4.83 4.83 4.83

D6 - 4.51 4.51 - 4.51 4.51 4.51

D17 - 4.65 4.65 - 4.65 4.65 4.65

C7 - 4.71 4.71 - 4.71 4.71 4.71

D15 - 4.55 4.55 - 4.55 4.55 4.55

D12 - 5.27 5.27 - 5.27 5.27 5.27

D3 - 5.09 5.09 - 5.09 5.09 5.09

D6 - 4.51 4.51 - 4.51 4.51 4.51

The output of this exercise summarised the results presented in Table 7, with a two-tier ranking
obtained (Groups A and B). Based on this ranking, Scenarios 2, 3, 5, 6 and 7 are more possible to occur
that Scenarios 1 and 4.
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Table 7. Ranking of Scenarios 1 to 7 based on the possibility of occurrence.

Possibility of Occurrence Scenario M Trust/Communication Item

A. More Possible

Scenario 2 4.15 D2

Scenario 3 4.15 D2

Scenario 5 4.15 D2

Scenario 6 4.15 D2

Scenario 7 4.15 D2

B. Less Possible
Scenario 1 5.54 F5

Scenario 4 5.54 F5

4. Conclusions

The novelty of this model lies in the development and utilisation of a dedicated (CTQS)
survey/question tool for aviation maintenance, which addresses methodically, for the first time,
the association between communication and trust in aviation maintenance. The model can
predict hypothetical deviations during maintenance practice attributed to communication and trust
preconditions. These preconditions are identified (and can be quantified) based on the target
group’s perceptions on communication and trust. This model is expected to contribute to the
advancement of research in this area, having, in turn, a positive contribution to the promotion of
aviation maintenance safety.

In summary, the DiCTAM model is capable to:

1. Detect the traits of communication and trust;
2. Identify, investigating and associating the perceptions of the people involved;
3. Examine in depth the extent of the aviation maintenance employees’ exposure to them, through

their training;
4. Predict their actions regarding communication and trust preconditions in aviation maintenance.

This process can be expanded to include more preconditions and offer a structured approach
applicable to other similar research projects. Thus, the construct of the DiCTAM model would be
transferable to other human factors preconditions, which, similarly to communication and trust, are
present in aviation maintenance and affect safety.
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Appendix A

The items of the distributed questionnaire in this research study:
Section A: Demographic information of the participants (Based on [22].).

A1. My current post and duties require me to exercise my aircraft maintenance license privileges.
A2. My company is approved by . . . . . . . . . . . . . . . to perform and certify maintenance.
A3. My experience with my current company is
A4. I have a total of . . . . . . . . . years of experience in aviation maintenance.
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Section B: General Questions (Based on [22]).

B1. How satisfied are you with your job?
B2. In the past 6 months, what has happened to your level of satisfaction?

Section C: Communication—My job (Based on [22]).

C1. Information about my progress in my job.
C2. Personnel news.
C3. Information about organisational policies and goals.
C4. Information about how my job compares with others.
C5. Information about how I am being judged.
C6. Recognition of my efforts.
C7. Information about departmental policies and goals.
C8. Information about the requirements of my job.
C9. Information about government action affecting my organisation.
C10. Information about changes in our organisation.
C11. Reports on how problems in my job are being handled.
C12. Information about benefits and pay.
C13. Information about our organisation’s financial standing.
C14. Information about accomplishments and/or failures of the organisation.

Section D: Communication—My job and the people I work with (Based on [22]).

D1. My superiors know and understand the problems faced by subordinates.
D2. The organisation’s communication motivates and stimulates an enthusiasm for meeting
its goals.
D3. My supervisor listens and pays attention to me.
D4. My supervisor offers guidance for solving job related problems.
D5. The organisation’s communication makes me identify with it or feel a vital part of it.
D6. The organisation’s communications are interesting and helpful.
D7. My supervisor trusts me.
D8. I receive in time the information needed to do my job.
D9. Conflicts are handled appropriately through proper communication channels.
D10. The grapevine (person to person informal communication/gossip) is active in
our organisation.
D11. My supervisor is open to new ideas.
D12. Communication with my colleagues within the organisation is accurate and free flowing.
D13. Communication practices are adaptable to emergencies.
D14. My work group is compatible.
D15. Our meetings are well organised.
D16. The amount of supervision given me is about right.
D17. The attitudes towards communication in the organisation are basically healthy.
D18. Informal communication is active and accurate.
D19. The amount of communication in the organisation is about right.
D20. Are you a supervisor/manager?
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Section E: Communication—Only for managers/supervisors (Based on [22]).

E1. My subordinates are responsive to downward directive communication.
E2. My subordinates anticipate my needs for information.
E3. I do not have a communication overload.
E4. My subordinates are receptive to evaluation, suggestions and criticism.
E5. My subordinates feel responsible for initiating accurate upward communication.

Section F: Trust (Adapted from [37]).

F1. My colleagues fulfil my expectations in our collaboration.
F2. My colleagues perform their duties very well.
F3. Overall, my colleagues are capable and proficient technical staff.
F4. In general, my colleagues are knowledgeable about our organisation.
F5. My colleagues act in the best interest of the project.
F6. If I required assistance, my colleagues would do their best to help me.
F7. My colleagues are interested in my professional well-being, not just their own.
F8. My colleagues are truthful in their contact with me by actively exposing the whole truth on
any work-related matter.
F9. I would characterize my colleagues as honest by not telling lies.
F10. My colleagues would keep their verbal commitments.
F11. My colleagues are sincere and genuine.
F12. My company’s software has the functionality I need.
F13. My company’s software has the ability to do what I want it to do.
F14. Overall, my company’s software has the capabilities I need.
F15. My company’s software is very reliable.
F16. I can depend on the software when I perform/certify maintenance tasks.
F17. This software performs in a predictable way.
F18. Are you a supervisor/manager?

Section G: Trust—Only for managers/supervisors (Adapted from [37]).

G1. My subordinates are effective in assisting and fulfilling my expectations in our collaboration.
G2. My subordinates perform their duties very well.
G3. Overall, my subordinates are capable and proficient technical staff.
G4. In general, my subordinates are knowledgeable about our organisation.
G5. My subordinates act in the best interest of the project.
G6. If I required assistance, my subordinates would do their best to help me.
G7. My subordinates are interested in my professional well-being, not just their own.
G8. My subordinates are truthful in their contact with me by actively exposing the whole truth
on a matter.
G9. I would characterize my subordinates as honest by not telling lies.

20



Aerospace 2019, 6, 120

A
p

p
e

n
d

ix
B

T
a

b
le

A
1

.
Ta

bu
la

ti
on

of
th

e
ac

ci
de

nt
an

d
in

ci
de

nt
in

ve
st

ig
at

io
n

re
po

rt
s

an
al

ys
ed

.

N
o

A
ir

cr
a

ft
,

R
e

g
is

tr
a

ti
o

n
,

D
a

te
,

A
cc

id
e

n
t

In
v

e
st

ig
a

ti
o

n
A

u
th

o
ri

ty
,

C
o

u
n

tr
y

(T
y

p
e

o
f

O
cc

u
rr

e
n

ce
)

P
re

co
n

d
it

io
n

s
fo

r
M

a
in

te
n

a
n

ce
E

rr
o

rs

T
ru

st
F

a
ct

o
r:

S
u

rv
e

y
It

e
m

s
In

d
ic

a
ti

n
g

T
ru

st
Is

su
e

s
E

x
is

te
n

ce

C
o

m
m

u
n

ic
a

ti
o

n
F

a
ct

o
r:

S
u

rv
e

y
It

e
m

s
In

d
ic

a
ti

n
g

C
o

m
m

u
n

ic
a

ti
o

n
Is

su
e

s
E

x
is

te
n

ce

R
1

A
ir

bu
s

A
32

0-
21

4,
EI

-G
A

L,
07
/0

5/
20

19
,A

ir
A

cc
id

en
tI

nv
es

ti
ga

ti
on

,
Ir

el
an

d
(S

er
io

us
In

ci
de

nt
)[

58
]

R
1.

1
F2

,F
3,

F5

R
1.

2
C

3

R
1.

3
F2

,F
3,

F5

R
2

A
ir

bu
s

A
32

0-
21

6,
PK

-A
X

C
,3

0/
11
/2

01
5,

K
om

it
e

N
at

io
na

l
K

es
el

am
at

an
Tr

an
sp

or
ta

si
,R

ep
ub

lic
of

In
do

ne
si

a
(A

cc
id

en
t)

[5
9]

R
2.

1
F2

,F
3,

F5

R
2.

2
D

19
,D

8,
C

7

R
3

de
H

av
ill

an
d

C
an

ad
a

D
H

C
6-

30
0,

C
-G

SG
F,

18
/0

2/
20

16
,A

ir
A

cc
id

en
t

In
ve

st
ig

at
io

n
U

ni
t,

Ir
el

an
d

(S
er

io
us

In
ci

de
nt

)[
60

]

R
3.

1
C

3

R
3.

2
F2

,F
3,

F5

R
3.

3
F2

,F
3,

F5
D

19
,D

12
,D

17

R
3.

4
D

19
,D

12

R
3.

5
F2

,F
3,

F5

R
3.

6
F2

,F
3,

F5

R
4

A
ir

bu
s

A
32

0,
V

H
-V

G
Z

,2
2/

03
/2

01
9,

A
us

tr
al

ia
n

Tr
an

sp
or

tS
af

et
y

Bu
re

au
,A

us
tr

al
ia

(I
nc

id
en

t)
[6

1]

R
4.

1
F2

,F
3,

F5
D

19
,D

12
,D

17

R
4.

2
F2

,F
3,

F5
D

17

R
4.

3
F2

,F
3,

F5
D

19
,D

17
,D

8,
C

7

R
4.

4
F2

,F
3,

F5
D

19
,D

17
,D

8,
C

7

R
5

Bo
m

ba
rd

ie
r

D
H

C
-8

-Q
40

2,
G

-J
EC

P,
23
/0

2/
20

17
,D

ut
ch

Sa
fe

ty
Bo

ar
d,

N
et

he
rl

an
ds

(A
cc

id
en

t)
[6

2]

R
5.

1
F2

,F
3,

F5

R
5.

2
F2

,F
3,

F5

R
5.

3
D

19
,D

17
,D

8,
C

7

R
6

Bo
ei

ng
74

7-
44

3,
G

-V
R

O
M

,0
1/

10
/2

01
5,

A
ir

A
cc

id
en

ts
In

ve
st

ig
at

io
n

Bo
ar

d,
U

K
(S

er
io

us
In

ci
de

nt
)[

63
]

R
6.

1
F4

C
8

R
6.

2
F2

,F
3,

F5

R
6.

3
C

8,
D

19

21



Aerospace 2019, 6, 120

T
a

b
le

A
1

.
C

on
t.

N
o

A
ir

cr
a

ft
,

R
e

g
is

tr
a

ti
o

n
,

D
a

te
,

A
cc

id
e

n
t

In
v

e
st

ig
a

ti
o

n
A

u
th

o
ri

ty
,

C
o

u
n

tr
y

(T
y

p
e

o
f

O
cc

u
rr

e
n

ce
)

P
re

co
n

d
it

io
n

s
fo

r
M

a
in

te
n

a
n

ce
E

rr
o

rs

T
ru

st
F

a
ct

o
r:

S
u

rv
e

y
It

e
m

s
In

d
ic

a
ti

n
g

T
ru

st
Is

su
e

s
E

x
is

te
n

ce

C
o

m
m

u
n

ic
a

ti
o

n
F

a
ct

o
r:

S
u

rv
e

y
It

e
m

s
In

d
ic

a
ti

n
g

C
o

m
m

u
n

ic
a

ti
o

n
Is

su
e

s
E

x
is

te
n

ce

R
7

A
ir

bu
s

A
33

0-
24

3,
A

6-
EY

J,
06
/0

5/
20

16
,A

us
tr

al
ia

n
Tr

an
sp

or
tS

af
et

y
Bu

re
au

,A
us

tr
al

ia
(S

er
io

us
In

ci
de

nt
)[

64
]

R
7.

1
F2

,F
3,

F5
C

7,
C

8,
D

19

R
7.

2
F1

,F
2,

F3
,F

5

R
7.

3
C

7,
C

8,
D

19

R
8

Bo
ei

ng
76

7,
N

36
0A

A
,0

7/
12
/2

01
2,

N
TS

B,
U

SA
(i

nc
id

en
t)

[6
5]

R
8.

1
F2

,F
3,

F5

R
8.

2
C

8,
D

19

R
9

Bo
ei

ng
76

7,
N

66
9U

S,
28
/0

9/
20

16
,N

TS
B,

U
SA

(I
nc

id
en

t)
[6

6]
R

9.
1

F2
,F

3,
F5

R
9.

2
C

8,
D

19
,D

8

R
10

A
ir

bu
s

A
31

9,
V

T-
SC

Q
,1

6/
09
/2

01
6,

D
ir

ec
to

ra
te

G
en

er
al

of
C

iv
il

A
vi

at
io

n,
In

di
a

(A
cc

id
en

t)
[6

7]

R
10

.1
F2

,F
3,

F5

R
10

.2
C

8,
D

19
,D

8

R
11

Bo
ei

ng
73

7-
80

0,
B

18
61

6,
21
/0

8/
20

09
,J

ap
an

Tr
an

sp
or

tS
af

et
y

Bo
ar

d,
Ja

pa
n

(A
cc

id
en

t)
[6

8]
R

11
.1

F2
,F

3,
F5

,F
8,

F9
,F

11
D

19
,D

17
,D

8,
D

12

R
11

.2
D

19
,C

10
,D

8,
C

8

R
12

A
ir

bu
s

A
31

9-
13

1,
G

-E
U

O
E,

14
/0

7/
20

15
,A

ir
A

cc
id

en
tI

nv
es

ti
ga

ti
on

Br
an

ch
,U

K
(A

cc
id

en
t)

[6
9]

R
12

.1
F2

,F
3,

F5

R
12

.2
D

19
,D

17
,D

8,
C

7

R
12

.3
F2

,F
3,

F5
D

19
,D

17
,D

8,
D

6

R
12

.4
F2

,F
3,

F5

R
12

.5
D

19
,D

17
,D

6,
D

8

R
12

.6
D

19
,D

15
,D

17
,D

12
,D

3,
D

6

R
12

.7
D

19
,D

6,
D

17
,D

12
,D

3,
D

6

R
12

.8
F1

,F
2,

F4
,F

5,
F7

R
12

.9
F1

,F
2,

F4
,F

5,
F7

,F
8,

F1
1

D
19

,D
2,

C
3,

D
8,

D
6,

D
17

,C
7,

D
15

,
D

12
,D

3,
D

6

R
12

.1
0

F1
2,

F1
3,

F1
4

22



Aerospace 2019, 6, 120

T
a

b
le

A
1

.
C

on
t.

N
o

A
ir

cr
a

ft
,

R
e

g
is

tr
a

ti
o

n
,

D
a

te
,

A
cc

id
e

n
t

In
v

e
st

ig
a

ti
o

n
A

u
th

o
ri

ty
,

C
o

u
n

tr
y

(T
y

p
e

o
f

O
cc

u
rr

e
n

ce
)

P
re

co
n

d
it

io
n

s
fo

r
M

a
in

te
n

a
n

ce
E

rr
o

rs

T
ru

st
F

a
ct

o
r:

S
u

rv
e

y
It

e
m

s
In

d
ic

a
ti

n
g

T
ru

st
Is

su
e

s
E

x
is

te
n

ce

C
o

m
m

u
n

ic
a

ti
o

n
F

a
ct

o
r:

S
u

rv
e

y
It

e
m

s
In

d
ic

a
ti

n
g

C
o

m
m

u
n

ic
a

ti
o

n
Is

su
e

s
E

x
is

te
n

ce

R
13

Em
br

ae
r

19
0-

10
0L

R
,P

4-
K

C
J,

02
/0

5/
20

19
,G

ab
in

et
e

de
Pr

ec
en

çã
o

e
In

ve
st

ig
aç

ão
de

A
ci

de
nt

es
co

m
A

er
on

av
es

e
de

A
ci

de
nt

es
Fe

rr
ov

ia
ri

os
,P

or
tu

ga
l(

A
cc

id
en

t)
[7

0]

R
13

.1
F2

,F
3,

F5

R
13

.2
D

19
,C

8,
D

17
,C

3,
D

6,
D

8

R
13

.3
F1

,F
2,

F3
,F

5
D

19
,D

17
,D

16
,D

12
,D

13
,D

15
,D

6

R
13

.4
F1

,F
2,

F3
,F

4,
F5

D
19

,D
17

,C
3,

D
6,

D
8,

D
12

,D
15

,
D

2,
D

6,
C

7,
D

3

R
14

A
ir

bu
s

A
33

0-
34

2,
B-

H
LL

,0
3/

07
/2

01
3,

A
cc

id
en

tI
nv

es
ti

ga
ti

on
D

iv
is

io
n,

H
on

g
K

on
g

(A
cc

id
en

t)
[7

1]

R
14

.1
F1

,F
2,

F3
,F

4,
F5

D
19

,D
2,

C
3,

D
8,

D
6,

D
17

,C
7,

D
15

,
D

12
,D

3,
D

6

R
14

.2
F1

,F
2,

F3
,F

4,
F5

D
19

,D
2,

C
3,

D
8,

D
6,

D
17

,C
7,

D
15

,
D

12
,D

3,
D

6

R
14

.3
F1

,F
2,

F3
,F

4
D

19
,D

2,
C

3,
D

8,
D

6,
D

17
,C

7,
D

15
,

D
12

,D
3,

D
6

R
15

Lo
ck

he
ed

W
C

-1
30

H
,6

5-
09

68
,0

9/
10
/2

01
8,

U
ni

te
d

St
at

es
A

ir
Fo

rc
e

A
cc

id
en

tI
nv

es
ti

ga
ti

on
Bo

ar
d,

U
SA

(A
cc

id
en

t)
[7

2]

R
15

.1
F1

,F
2,

F3
,F

4,
F5

D
19

,D
2,

C
3,

D
8,

D
6,

D
17

,C
7,

D
15

,
D

12
,D

16
,C

1,
C

8,
D

3,
D

4,
D

6

R
15

.2
F1

,F
2,

F3
,F

4,
F5

,F
8,

F9
,

F1
1

D
19

,D
2,

C
3,

D
8,

D
6,

D
17

,C
7,

D
15

,
D

12
,D

16
,C

1,
C

8,
D

3,
D

4,
D

6

R
15

.3
F1

D
19

,D
17

,D
16

,D
12

,D
13

,D
15

,D
6

R
15

.4
F1

,F
2,

F3
,F

4
D

19
,D

2,
C

3,
D

8,
D

6,
D

17
,C

7,
D

16
,

D
15

,D
12

,D
3,

D
6

23



Aerospace 2019, 6, 120

Appendix C

Table A2. Mapping of CTQS items against the Dirty Dozen elements.

Dirty Dozen Element

Communication and
Trust Question Set

Items

1 2 3 4 5 6 7 8 9 10 11 12

C1 X X X X X X X X X
C2 X X X X X X X X X
C3 X X X X X X X X X
C4 X X X X X X X X X
C5 X X X X X X X X X
C6 X X X X X X X X X
C7 X X X X X X X X X
C8 X X X X X X X X X
C9 X X X X X X X X X
C10 X X X X X X X X X
C11 X X X X X X X X X
C12 X X X X X X X X X
C13 X X X X X X X X X
C14 X X X X X X X X X
D1 X X X X X X X X X
D2 X X X X X X X X X
D3 X X X X X X X X X
D4 X X X X X X X X X
D5 X X X X X X X X X
D6 X X X X X X X X X
D7 X X X X X X X X X
D8 X X X X X X X X X
D9 X X X X X X X X X
D11 X X X X X X X X X
D12 X X X X X X X X X
D13 X X X X X X X X X
D14 X X X X X X X X X
D15 X X X X X X X X X
D16 X X X X X X X X X
D17 X X X X X X X X X
D18 X X X X X X X X X
D19 X X X X X X X X X
E1 X X X X X X X X X
E2 X X X X X X X X X
E3 X X X X X X X X X
E4 X X X X X X X X X
E5 X X X X X X X X X
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Table A2. Cont.

Dirty Dozen Element

Communication and
Trust Question Set

Items

1 2 3 4 5 6 7 8 9 10 11 12

F1 X X X X X
F2 X X X X X
F3 X X X X X
F4 X X X X X
F5 X X X X X
F6 X X X X X
F7 X X X X X
F8 X X X X X
F9 X X X X X
F10 X X X X X
F11 X X X X X
F14 X X X X X
F15 X X X X X
F16 X X X X X
F17 X X X X X
G1 X X X X X
G2 X X X X X
G3 X X X X X
G4 X X X X X
G5 X X X X X
G6 X X X X X
G7 X X X X X
G8 X X X X X
G9 X X X X X
G10 X X X X X
G11 X X X X X
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Abstract: Background—The inspection of aircraft parts is critical, as a defective part has many
potentially adverse consequences. Faulty parts can initiate a system failure on an aircraft, which
can lead to aircraft mishap if not well managed and has the potential to cause fatalities and serious
injuries of passengers and crew. Hence, there is value in better understanding the risks in visual
inspection during aircraft maintenance. Purpose—This paper identifies the risks inherent in visual
inspection tasks during aircraft engine maintenance and how it differs from aircraft operations.
Method—A Bowtie analysis was performed, and potential hazards, threats, consequences, and
barriers were identified based on semi-structured interviews with industry experts and researchers’
insights gained by observation of the inspection activities. Findings—The Bowtie diagram for visual
inspection in engine maintenance identifies new consequences in the maintenance context. It provides
a new understanding of the importance of certain controls in the workflow. Originality—This work
adapts the Bowtie analysis to provide a risk assessment of the borescope inspection activity on
aircraft maintenance tasks, which was otherwise not shown in the literature. The consequences
for maintenance are also different compared to flight operations, in the way operational economics
are included.

Keywords: aviation maintenance; borescope inspection; Bowtie analysis; maintenance, repair, and
overhaul (MRO); risk assessment; risk management; visual inspection

1. Introduction

The inspection of parts is critical to the safety and quality of aerospace hardware. There is value
in better understanding the risks of the inspection process itself. The inappropriate diagnosis of part
condition may have significant engineering, cost, and safety implications.

Understanding and controlling inspection risks is an important component of the organisational
risk management process. A method with particular relevance to procedural risks is the Bowtie
analysis. Bowtie analysis was first applied to accident investigation in the oil and gas industry, and
was quickly applied to other high-reliability organisations (HROs) including aviation, mining, and
nuclear energy [1,2].

The risk assessment approach is named Bowtie, due to the diagram’s distinctive shape, reminiscent
of the dress bowtie [1]. The diagram is a combination of a fault tree analysis (FTA), event tree analysis
(ETA), and barrier analysis (BA) [3]. Hence, the Bowtie is also known as a barrier diagram.

In recent years, Bowtie was increasingly adopted by other industries after the benefits of the
method were recognised. Today, Bowtie is applied to several industries including oil and gas [1,4],
aviation [5–8], chemical [9,10], defence [11], banking [12], healthcare [2,13], marine [14], mining [1,15],
nuclear energy [16], transportation [17,18], and road safety [19].
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The current paper extends the Bowtie method to visual inspection tasks during aircraft engine
maintenance, repair, and overhaul (MRO). This is worth doing because the existing MRO processes
tend to be arranged around conventional notions of manufacturing quality such as standardised work
procedures. Nonetheless, it is impossible to standardise all processes; there is always an element of
personal approach to the work and, hence, variability. This is especially evident where workers are
required to exercise judgement in the inspection processes, e.g., deciding whether or not to scrap a
turbine blade. There are a variety of human errors that may occur, along the lines of slips, lapses,
mistakes, and violations [20]. Consequently, there is a need to find ways to create in workers an
awareness of the critical factors that contribute to success and failure of the aerospace hardware.
A similar issue arises in other areas of aerospace, especially commercial aircraft operations where
standard procedures exist, and are further supplemented by Bowtie analysis for training purposes.
In the same way, there is value in developing Bowtie models for MRO, to assist in training workers
and sensitising them to the consequences of their work.

Borescope inspection was chosen as the particular situation under examination, as it is one of
the main means of defect detection in aircraft engine maintenance. Defects that stay undetected
have the potential to cause severe damage to the engine or aircraft, and result in accidents and
fatalities [21]. The reliable assessment of part condition is essential. It is crucial to understand risks
associated with the inspection process, as well as the barriers that can prevent or recover the outcomes.
A better understanding and targeted management of those risks has the potential to contribute towards
improved airworthiness and aviation safety.

2. Review of the Bowtie Method

2.1. Historical Origins

The exact origin of the Bowtie remains to be fully clarified, but it was first mentioned in 1979 in
the lecture notes of a hazard analysis class presented by Imperial Chemical Industries at the University
of Queensland, Australia [22]. It is accepted that the first company to integrate the Bowtie method
as a risk management tool was the Royal Dutch Shell Group in the early 1990s in response to the
Piper Alpha oil and gas platform explosion in the North Sea (1988) and after the introduction of the
Seveso Directive [23–25]. This new risk analysis and assessment approach was developed as the
main component of the “hazard, effect, and management process” (HEMP) and was communicated
internally by Shell as a “Bowtie diagram” [25].

The Seveso Directive used a “methodology for the identification of major accident hazards”
(MIMAH) to investigate the disaster of accidental toxic dioxin release in Seveso, Italy (1976). Bowtie was
used as the basis for the MIMAH methodology. A major achievement of the Seveso Directive includes
legislations by the European Union to prevent major accidents and to limit their outcomes [2,26,27].

2.2. Methodological Parents

There were different preceding risk assessment methods that provided the context for the Bowtie
to emerge, namely, fault tree analysis (FTA), event tree analysis (ETA), cause consequence analysis
(CCA), and barrier analysis (BA) [1].

2.2.1. Fault Tree Analysis

The fault tree analysis as a method has two applications. Most commonly, it is used during the
system design and development stage to predict and prevent future problems. The second application
of FTA is for accident investigation, whereby FTA helps to identify and analyse the root-causes
contributing through different failure paths to the critical event, which is often referred to as the “top
event” (loss of control or failure) [28]. Probabilities can be assigned to the causes, and the top event
probability can be computed by employing Boolean logic, which allows the FTA to be quantified [1,29].
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This method was developed by Bell Laboratories in 1962 for the United States (US) Air Force
to determine the reliability of the intercontinental Minuteman missile launch control system [30,31].
Later, Boeing adopted, improved, and applied the method for civil aircraft design and for hazard
identification. Today the fault tree analysis is used to analyse high-hazard safety systems in nuclear
power plants, aerospace, and defence [32].

The key benefit of FTA is the graphical representation of complex relationships between various
failure paths and combinations of possible outcomes [33]. The structured and logical approach enables
quantification of all possible root-causes. Another benefit of the FTA is that it may be used to predict
future failures, and also to diagnose past failures. However, the limitations include the difficulty of
quantifying probabilities, inaccuracy in case of scarce or insufficient data, uncertainty in covering
all failure modes, and incorporating partial failures, including external environmental effects, and
including human behavioural effects (procedures and human error) [33,34].

2.2.2. Event Tree Analysis

It is understood that event trees were developed during the WASH-1400 nuclear power plant
safety study (around 1974) as a condensed, alternative diagram to fault trees, as using the latter would
have led to very large and cumbersome diagrams [35].

While fault trees that start with identifying causes lead to the top event, event trees, in contrast, take
a single initial event (top event) and analyse all possible system failure paths leading to consequences
caused by the initiating event. A probability can be assigned to each path and, thus, the probability of
different consequences can be calculated, which makes the method qualitatively applicable. The risk
calculation can be done before an accident to determine possible consequences or after an accident for
investigation purposes to identify functional failures of the system. Typical applications of event trees
are transportation and nuclear power plants [29,36].

Similar to the FTA, the benefits of the ETA lie in the graphical representation of the failures and
the sequence of events. Multiple failure paths can be analysed, and cause–effect relationships can
be displayed with their dependencies expressed. Furthermore, it allows probability assessment and
detection of insufficient countermeasures [33,37].

A limitation of the ETA is that it analyses only one initiation event at a time. Hence, it is not an
effective method when multiple events must occur simultaneously, as it would result in redundant
branches. Since the ETA uses binary logic, it is difficult to represent situations with uncertainties
such as human or environmental factors. Complex events can be expressed, but they lead to massive
and highly complex diagrams. At the same time, simplifying the diagram can lead to missed subtle
dependencies [33,38].

2.2.3. Cause Consequence Analysis

The cause consequence analysis was developed in 1971 at Riso Laboratories in Denmark, to reveal
accidents in complex nuclear installations [39]. It connects the causes and consequences through a
so-called “critical or top event”, combining two diagrams. Firstly, a cause diagram leading to the top
event is a traditional fault tree. Secondly, the consequence diagram is an event sequential diagram that
tries to find potential outcomes of the top event [1,39]. The CCA aims to determine the probability of
each consequence using FTA logic. It is recognised as the predecessor of the Bowtie method [40].

Among the benefits of the CCA are the visual presentation of complex cause–consequence
relationships, the structured method for probability assessment, and the incorporation of system
dependencies in the risk evaluation. Furthermore, it enables the representation of time-sequenced
events and the analysis of multiple outcomes. A drawback of the CCA is that only one initiating
event at a time can be evaluated [41]. Hence, several diagrams are needed when analysing multiple
critical events. Since CCA uses a top-down approach, there is the risk that a high-level event or hazard
is missed.
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2.2.4. Barrier Analysis

Barrier analysis is a system safety assessment method to identify hazards and to evaluate any
controls that can prevent the event occurring. The first application of systematic safety barriers was
the hazard–barrier–target model developed by Haddon in 1973 [42]. The barrier approach was used to
express means of control in systems with a hazardous energy source, which could potentially lead
to damage to either equipment or personnel. Later, Reason introduced his Swiss-cheese metaphor
(1990) [20]. This concept often has multiple barriers (cheese slices), such that, if one fails, the next one
may stop the event. The holes in the slices symbolise the inherent ineffectiveness of the barriers. When
the holes of all slices align, it is the moment when all barriers fail and the control of the situation is lost,
and undesired consequences may occur [1,20,33,43].

Most recent, Sklet worked on barrier models and came up with a definition widely used by
practitioners. He defines safety barriers as “physical and/or non-physical means planned to prevent,
control, or mitigate undesired events or accidents” [44].

Even though the barrier concept is mainly qualitative, studies by Duijm and Goossens showed
that barriers can be quantified by combining weighted factors and a rating system. Each barrier is then
scored based on its safety performance measures, i.e., effectiveness, reliability, consistency, and other
criteria [45].

Currently, BA is more broadly used for any process where a controlled state should be maintained,
including areas of quality, safety, security, and health.

The BA is simple to understand as it visually represents the barriers that are in place, as well as
the absence of any barrier which could have prevented or mitigated an undesired event to occur. The
BA directly results in recommendations for where to implement additional barriers or to improve or
maintain existing barriers.

A limitation of the original BA is its incomprehensiveness as a sole risk assessment tool, as it does
not identify human errors and hardware failures that are not directly associated with hazardous energy
sources [46]. However, it can be easily combined with other methods.

The BA may lead to linear thinking and is, therefore, highly subjective, which makes it difficult to
reproduce, in particular, for non-obvious and complex causes, as there is a risk of confusing causes and
countermeasures (barriers).

2.3. Principles of Bowtie Analysis

The Bowtie method combines features of the above methods. It includes a simplified FTA and
ETA, without the logic symbols, and combines them based on the CCA approach, through single
cause–consequence relationships. The functional blocks of these other methods are replaced with
barriers, which are placed on both sides of the diagram to prevent or mitigate any undesired outcomes.
The structure is laid out horizontally, whereas those other charts are vertical, and this results in the
characteristic shape with the central knot and, hence, the Bowtie name.

There is no standardised terminology for the different elements of a Bowtie, which often causes
confusion. The definitions below originate from the United Kingdom Civil Aviation Authority
(UK CAA), the European Aviation Safety Agency (EASA), and the Federal Aviation Administration
(FAA) [5–7]. This coincides with the terminology used by Shell, where the method was first applied [23].

Hazard: A hazard is defined as condition, object, or activity that can potentially cause harm or
damage, including injuries to personnel, damage to equipment, properties, or environment, or reduced
ability to perform an action as intended.

Top Event: The top event is the moment when the controlled state of a hazard is lost. It is yet to
cause any damage or negative impact, but can lead to undesired outcomes if all prevention barriers
fail. The term “top event” is derived from the fault tree analysis, where the critical event is on the top.

Threats: Threats describe initiating events that can potentially cause, through several pathways,
the occurrence of the identified top event if all safety barriers fail. There can be one or multiple threats
leading to the top event.
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Consequences: Consequences are potential outcomes or a chain of outcomes resulting from the
release of the top event, directly resulting in loss of control or damage if all mitigation barriers fail.

Barriers: Barriers, which are also called controls or layers of protection, are measures that prevent
or mitigate undesired outcomes or reduce the likelihood of their occurrence, as well as maintaining the
desired state. Derived from the fault tree and event tree analysis, the barriers can be categorised based
on their location in the Bowtie diagram and their function. Prevention barriers are located on the left
side of the Bowtie diagram, between the threat and top event. They eliminate the threat entirely or
prevent the top event from occurring and, consequently, they prevent the hazard from being released.
When the top event is reached, mitigation barriers become effective and reduce the likelihood of the
consequences to occur, or limit the severity of the undesired consequences [10,13,47]. These barriers
are located between the top event and the consequences.

Escalation Factors and Escalation Factor Barriers: Safety barriers are not 100% effective, as well
as having inherent and temporary weaknesses. In Bowtie, the conditions influencing the effectiveness
are called escalation factors [47], degradation factors [48], or barrier decay mechanisms [49], and are
depicted using branches from the main path barrier. Once the escalation factors are determined, the
next step is to identify barriers that are in place to manage the escalation factors. Those barriers are
called escalation factor barriers or degradation factor safeguards [48]. In the Bowtie diagram, those
barriers are placed between the escalation factor and the affected barrier on the main threat path.

Figure 1 shows the schematic structure of a Bowtie diagram with all elements.

Figure 1. Schematic Bowtie diagram with prevention and recovery barriers.

3. Methodology

3.1. Purpose

The purpose of this research was to identify the risks occurring in visual inspection tasks during
aircraft engine maintenance in an MRO environment. This is a very different situation to aircraft
operations, and, while there is substantial literature including Bowtie analysis for operations [5–8],
there is a paucity for MRO applications. The questions that arose include how the Bowtie analysis could
be used in aviation maintenance, and what the difference of Bowtie is in aircraft operation. In particular,
there is a need for understanding the multiple factors that influence the visual inspection and how
those can be controlled by prevention. Furthermore, it is crucial to understand the consequences that
can occur and how these can be mitigated in the case of the top event release. This goes beyond the
most obvious worst-case scenarios, i.e., incidents, accidents, and fatalities.

It should be noted that Bowtie analysis and diagrams vary depending on the area under
investigation and the target audience. Where operations are complex, it can be helpful to divide work
streams into smaller pieces and perform risk analysis for each individually. Bowtie analysis is typically
performed for a specific, usually critical, step in a complex operation chain. However, since all the
process steps are linked together, Bowties can also be linked together. In BowtieXP this is realised by
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chaining Bowties to represent the full operation and process chain. In this context, it is important to
understand that a Bowtie element can be both a threat and a consequence at the same time, depending
on the operational environment the risk analysis is performed. For example, a consequence in the
manufacturing environment (e.g., a defective part) can be a threat in the subsequent maintenance
Bowtie diagram. A generic Bowtie chain is shown in Figure 2, and the common element is highlighted.
In this research, the Bowtie diagrams were created for the MRO environment only and were not
chained together.

Figure 2. Generic Bowtie chain.

The specific case under examination is borescope inspection, particularly the impact of hardware
factors. Borescope inspection is a technique to visually inspect the inside of an aircraft engine, while
avoiding a costly tear-down. It enables the evaluation of engine parts for their airworthiness and
operability, which is critical for aircraft reliability and safety. The borescope tool is an optical instrument
with a built-in camera and light source, which displays the image live on a screen. The borescope
inspection occurs either with the engine on the wing, or when the engine is first presented to the MRO.
The latter is called an induction inspection. There is also a post-test borescope inspection that occurs
after re-assembly and testing as a last step before returning the engine to the aircraft.

3.2. Approach

The specific industry under observation was the Christchurch Engine Centre (CHCEC). This is
an MRO facility with 470 staff, maintaining over 140 IAE V2500 engines per year. The borescope
inspection tasks were not limited to in-house induction and post-test inspection, but also included
on-wing inspection at the customer’s premises. Hence, inspectors had considerable experience.

Initially, we examined the open literature on Bowties applied to visual inspection and aviation
maintenance in general. However, nothing relevant was found; hence, it was necessary to start from
scratch. Our approach was based on the “AS9110 Quality Maintenance Systems—Requirements for
Maintenance Organizations” standard [50]. Firstly, the hazard and top event were identified. We framed
this in terms of the worker perspective, specifically wording it in such a way as to be aligned with
the role, and recruiting personal motivation and pride in workmanship. We did this because the
primary audience for the Bowtie is the worker. Hence, the top event was “inappropriate diagnosis of
part condition”.

We then identified the consequences in the MRO environment. These are not identical to the
aircraft operation perspective. Next, we constructed the threat branches and added prevention barriers.
Subsequently, escalation factors and escalation factor barriers were added.

These constructions were based on discussion with 15 aircraft maintenance technicians (AMTs)
and through observation of their activities. Three AMTs had up to 10 years work experience in the
field, seven had more than 10 years, and five had more than 20 years. Their certifications ranged
from non-destructive testing (NDT) operator to borescope operator and borescope video reviewer.
The barriers of the main threat paths and the escalation path were inferred based on engineering
knowledge. This part of the process was consistent with the approach suggested by Lewis [51]. Threats
and consequences were identified by the individual AMTs, recorded in field notes by the researcher, and
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subsequently grouped into the various categories shown in the results. The Bowties were constructed
using BowTieXP software revision 9.2.13 [52].

We then validated the Bowties by discussing them with the most experienced inspection expert at
our industry partner (borescope operator with level 2 certification, which is the highest certification
available in the field). A consensus was reached on the structure of each Bowtie.

4. Results

4.1. Identification of Top Event

The top event that was identified in the Bowtie analysis was “inappropriate diagnosis of part
condition”. For further explanation of the top event, borescope inspection for engine blade defects was
used as a specific example. Safety critical defects include cracks, nicks, dents, tears, etc. [21].

There are several scenarios that could lead to an inappropriate diagnosis of the part condition.
These include the following:

1. Defect missed: If the inspector misses a defect that exceeds the tolerance limits. In the terminology
of the confusion matrix, this is known as a true negative.

2. Defect falsely detected: The inspector finds something and declares it as defective despite it
being within the tolerance level or detecting a non-existent defect. This is called a false positive
as it was incorrectly rejected. For example, deposit on an airfoil could be incorrectly identified as
pitting or corrosion [21].

3. Indication mis-located: Engine blades are divided into multiple areas, so-called airfoil zones.
Each zone has a different tolerance level in terms of the size of defect and the number of defects
per blade or blade set (stage). A defect that is localised in zone B, which may be acceptable
for the zone B tolerance, is not necessarily acceptable for zone A. Consequently, a blade that is
incorrectly identified as airworthy could be released to service. In the contrary case, a defect is
incorrectly identified as being unairworthy in zone A, while actually located in zone B and, hence,
is scraped unnecessarily.

4. Defect forgotten before decision is made: This might happen when the inspector examines the
full blade stage in one full run and later revisits the defective blades. If no marker is set or the
inspector gets distracted for some reason, he might forget the defect and not go back to check.

It was found that the threats and prevention barriers, as well as the consequences and mitigation
barriers, were nearly identical for all those scenarios. Hence, one combined Bowtie was developed
instead of four duplicated ones, which only differed in the top event.

4.2. Consequences

Consequences are generally characterised by damage. While the Bowtie method is well established,
existing applications in the aviation industry are focused on the aircraft operation and the “significant
seven”. These describe a range of significant safety scenarios, namely, loss of control, runway excursion,
controlled flight into terrain, runway incursion, airborne conflict, ground handling, and fire, which were
analysed by CAA applying Bowtie [6,53]. The consequences for MRO, however, are somewhat different.

We identified that the consequences in the MRO context include not only the safety of the aircraft
passengers and the potential for fatalities, but also the operational economics. These economic damages
could affect the MRO service provider, the engine owner, or the airline. The identified economic and
technical perspectives include the following:

• Gate returns and air turn-backs;
• Reputation damage;
• Fines and litigations;
• Reduced part lifetime;
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• Shortened cycle time;
• Premature engine shop visit;
• Financial loss;
• Airworthy parts scrapped;
• Release of an unairworthy part to service;
• Severe damage to engine and/or aircraft;
• Fatality, accident, incident.

It was noticed that consequences may appear in a chronological or procedural order and can be
divided into immediate, subsequent, or final consequences. In this work, the immediate consequences
for “inappropriate diagnosis of the part condition” were the “release of an unairworthy part into
service” and “scrapping of an airworthy part” (Figure 3). The latter had only financial loss as a
subsequent consequence, whereas the consequences for the release of an unairworthy part were much
greater and included the examples shown in the list above. As the work stream under examination was
“borescope inspection”, we made this the hazard label. This is because borescope can be an activity
that can potentially cause harm or damage if not performed properly.

Figure 3. Bowtie diagram for “inappropriate diagnosis of part condition” with immediate consequences.

The Bowtie method cannot express this chronological consequence path and, hence, this could not
be visualised with the BowtieXP software. We applied image editing software to modify the Bowtie
diagram manually. The result is shown in Figure 4.

4.3. Threats

When evaluating the threats of incorrect diagnosis of the part condition, seven main threats arose.
The Bowtie software allows one to add a description to each threat. However, this is not displayed in
the diagram. Hence, we prepared the list shown in Table 1 below and added a short description with a
typical example to each of the threats.

The table represents what we think is the right level of detail for the borescope inspection Bowtie,
without detailing each failure mode. Factors that had the same or similar barriers to prevent the top
event from occurring were grouped as main treats.
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Table 1. Threat list with descriptions.

Threat Description

Incorrect tool or setting

Wrong borescope or borescope tip is being used. This can result in
difficulties obtaining an angle from which the inspected part is seen
properly and is visually assessable.
Incorrect settings in the borescope menu selected include if the contrast
is too high or the brightness of the light source is too low.

Borescope not working properly
Borescope is not working properly as required for the inspection task.
This can be a result of inappropriate handling or transportation of the
borescope.

Damaged borescope tip or
inappropriate tip condition

Borescope tip is damaged or in an inappropriate condition. This often
happens when borescoping a dirty engine and the fine deposit sticks to
the tip or clogs the opening, which results in a limited, blurry, or
smeared image.

Inadequate engine or borescope
knowledge

A lack of knowledge of the engine or borescope inspection such as the
correct manipulation of the borescope can result in inspecting the wrong
parts, revisiting the same parts multiple times, or missing the inspection
on others.

Correct tool not available

Borescope tips often get dirty and sometimes appropriate cleaning
material is not available. As a result, the tips get sent to the
manufacturer for cleaning. The same process occurs when the borescope
has a technical issue. Due to the time pressure, the engine cannot wait,
and the inspection process is performed with alternative available tools.

Tip lost or left behind after
inspection

An unnoticed left behind or lost tip can cause foreign object damage
(FOD) to the engine once it is running.

Inappropriate or missing aids

Aids include insertion tubes, magic arms, hockey arms, etc. If these are
incorrectly installed or missing, borescope inspection can be challenging,
which results in a shifting of focus from the actual inspection and
evaluation of the part condition to the manipulation and handling of the
borescope or aids.

The threat side of the Bowtie is shown in Figure 5.

4.4. Barriers and Escalation Factors

For each threat and consequence branch, barriers were added to the Bowtie diagram. The barriers
were a combination of current existing barriers from the MRO site of our industry partner and our
own knowledge. Subsequently, escalation factors and escalation factor controls were added, showing
the aspects that influence the effectiveness of the main barriers.

Since the main target of risk management is the prevention of the top event, most Bowties
focus on the prevention, rather than the recovery side. Hence, we emphasised the prevention side.
Nonetheless, the main recovery barriers and its escalation factors, as well as the escalation factor
barriers, are presented.

To reduce the complexity of the diagram, only the two immediate consequences are displayed
on the right side of the Bowtie diagram. The threat side of the Bowtie is shown in Figure 6, and the
consequence side is illustrated in Figure 7. Since the Bowtie diagram could not be adjusted in the
BowtieXP software in order to present it in a legible way, we applied manual image processing to
split the original Bowtie into its single threat and consequence paths. The full Bowtie with all barriers,
escalation factors, and escalation factor barriers can be found in Figures A1–A5 (Appendix A). For a
higher- resolution version of those figures, please see Supplementary Materials S1–S5.

37



Aerospace 2019, 6, 110

Figure 4. Bowtie diagram for “inappropriate diagnosis of part condition” with immediate and manually
added subsequent consequences.
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Figure 5. Bowtie diagram for “inappropriate diagnosis of part condition” with threats.
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Figure 6. Left half of the Bowtie diagram with threats and prevention barriers.
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Unnecessary 
Scrapping of 
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Figure 7. Right half of the Bowtie diagram with consequences and recovery barriers.

5. Discussion

5.1. Summary of Outcomes

While the Bowtie method is well known in the aviation industry, it is only applied to significant
accident scenarios, named the “significant seven”. However, there is no mention of the method
being applied in other high-risk and error-prone areas of the complex aviation system, such as
aircraft and engine maintenance—at least there is nothing published in the research literature.
This paper investigated the adaptability of the Bowtie method to the maintenance, repair, and
overhaul environments and analysed how it differs in principle from the conventional Bowtie used in
aircraft operation.

We showed that it is possible to reconceptualise the consequence component of the Bowtie to
include organisational economics and the adverse effects on the organisation in whichever dimensions
those occur. We propose that, in general, it could be worthwhile to identify the consequences that are
consistent with the organisational purpose—which is evident in vision, value, and mission statements.
This is because employees already understand these concepts, at least in the sense that these factors
are important for the survival of the organisation. In this way, the Bowtie consequences might be
explicitly aligned with the organisational purpose, and in turn this may provide a coherent rationale
and motivation to the operator to engage with the quality and safety systems.

5.2. Implications for Practitioners

There are several potential uses for the Bowtie, for inspection and for applying Bowtie to
aviation maintenance.

Firstly, the presented Bowtie is particularly useful for borescope inspection, which creates
awareness of the relevance of visual inspection in aircraft maintenance. It helps the inspectors to
understand the risks and how they can be prevented or minimised. Furthermore, it provides a better
understanding as to which specific barriers are in place and why it is important to maintain them.
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For example, when training courses are held frequently, workers can visually see their impact and why
they are crucial from a risk management perspective. It demonstrates the importance of complying
with organisations risk management strategies. Additionally, it enables them to identify missing or
ineffective barriers, and demonstrate where resources have the greatest impact and, hence, should be
invested. This insight can also be used for investment recommendations to executive management,
which applies the aforementioned organisational economics, as implementing and improving barriers
is costly and can affect the overall profitability.

Generally speaking, the Bowtie approach can be used for teaching purposes and to create
awareness of the importance of risk management, demonstrating the risk strategies of the company,
highlighting weaknesses in risk management, and supporting the safety culture of the company.

The Bowtie analysis and the development of the diagram demand a detailed risk and hazard
assessment. This process promotes improved understanding and has the possibility to gain new
insights, which can be exploited on a company level, in other areas of the engine maintenance process,
or even within the broader maintenance industry. It may also be valuable outside the MRO industry
for aircraft operators, as it highlights the importance of operational economics and how it can be added
into Bowtie analysis.

As originally intended, the Bowtie can be used as a tool for communicating within the different
management levels in an organisation. Depending on the required level of detail needed for a specific
audience, different levels of a Bowtie can be created to align with the needs of that specific department.
It also offers the opportunity to use Bowtie as a tool to express one’s concerns for a lacking process and
how it could be improved by implementing additional barriers or improving the existing ones.

5.3. Limitations of the Work

There are several limitations to the applied Bowtie methodology. Depending on the audience,
the Bowtie may have not the right level of detail. Some tend to be too generic, whereas others tend
to be too specific. However, both can be valid depending on the audience that the Bowtie addresses.
For example, the borescope manufacturer or the inspector requires more specific details compared
to the upper management. Therefore, there will always be a struggle in providing the right level of
detail, which can only be handled either by developing multiple Bowties for the same top event, which
means double the work, or the more detailed paths could potentially be hidden when presenting to a
higher audience.

When developing the Bowtie for visual inspection, we realised that some barriers, including their
escalation factors and escalation factor barriers, were repeated on nearly every single threat branch.
This resulted in a more complex-looking Bowtie diagram, which can lead to the loss of the main
purpose of using a Bowtie, which is its effectiveness as a communication tool.

Even though Bowtie generally allows for quantification of the top event and its consequences, we
found it challenging because of the scarcity of historical data [54]. While the idea of accumulating
data from multiple sources such as audits, accident reports, and statistics over a period of time is
attractive [55], it is not altogether certain how this might be achieved, since data for extremely rare
events are often not reliable or applicable, making probability and failure rate assignments difficult.

In the case of visual inspection, data were not available and, therefore, we had to ask industry
experts for their opinions. When talking to these experts, who were inspectors, they were able to
name many factors that they could identify as influential to the inspection result. However, as they are
inspectors and not system risk analysts, they were not able to provide us with realistic estimates for
the frequency of a threat occurrence and how likely a barrier was to fail. The same problem would
occur when calculating the impact of the escalation factors. Even with estimates, a Bowtie does not
account for the accuracy and the certainty of those estimates (probability of failure on demand) or the
extent of influence that escalation factors have on the barrier. As a result, the presented Bowtie is not
quantified, until we can develop a strategy to account for the limitations.
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Borescope inspection is performed at multiple stages in the maintenance process. These stages
include on-wing inspection, induction inspection, and post-test inspection. Due to the different
environments, engine conditions, and performance at different times, the factors vary between
inspection types, despite it all existing under the borescope inspection umbrella. Some mitigation
barriers are only present when the Bowtie is used for induction inspection. On the other hand, in
the case of a post-test inspection, the same barriers will not be present, since they already passed
from a process perspective. These barriers are namely the “engine test” and the “post-test borescope
inspection”. This paper presented the Bowtie analysis for induction inspection, since this is the
inspection where most defects are found, which decides whether or not to strip down the engine.
Hence, for on-wing and post-test inspection, the presented Bowties are only partially applicable and
need further adjustment.

The strength of using Bowtie lies in its visual representation of threats, barriers, and
consequences [56]. Nonetheless, the method has limited possibilities of representing the chronological
order of the barriers, i.e., representing barriers that take place simultaneously (from a process point of
view) and barriers that are process-wise in series.

Similar to the barriers, it was found that there is a chronological order of consequence. Since
BowtieXP only allows one consequence per branch, it was not possible to show the consequence event
chain and, hence, only the subsequent or the last event of this chain could be displayed. In practice,
it tends to be the most propagated outcome in the consequence path, which is ultimately the worst-case
scenario. This is purposely done to create awareness and highlight the level of risk in each task that
an aircraft maintenance technician performs, which could potentially lead to severe damage to the
engine, aircraft, passengers, airliner, or MRO provider. We bypassed this limitation using image
editing to manually sequence the immediate and final consequences for the inappropriate diagnosis of
part condition.

Lastly, a Bowtie cannot show sub-interactions and correlations; for example, multiple escalation
factors must occur at the same time to degrade the barrier. Furthermore, it does not account for the
severity of the top event and consequences if multiple threats release the top event at the same time.
This causes a fixed mindset that threats, barriers, and escalation factors are always independent and
cannot aggravate each other.

5.4. Implications for Future Research

After applying Bowtie to visual inspection in the MRO industry, we identified the need for
future research. The first two points address the problem of representing the chronological order of
threats, barriers, and consequences, followed by the need for a more structured and standardised
Bowtie approach.

Firstly, a Bowtie has no possibility of presenting causational paths of the threat development.
Equally, there is no option to present the consequence development path. One way to bypass this
limitation is by connecting the Bowties in chronological sequence. In the presented case which used
“inappropriate diagnosis of part condition” as the top event, the direct consequence would be the
release of an unairworthy part or the scrapping of an airworthy part. Both consequences would form
the threats for the subsequent Bowtie, and the new consequences are chronologically subsequent.
However, since Bowtie diagrams are viewed individually, the subsequent and ultimate consequences
are not visible. Hence, we introduced a new way of representing the consequence chain, which could
be used similarly for the threat development path. This could be further investigated and potentially
be added as a feature in the software.

Secondly, barriers could be chronologically expressed by adding a second dimension to the
barriers. Barriers that prevent the top event at the same point in time could be grouped together.
Barriers or barrier groups that prevent the top event at different points in time or in a subsequent
process step could be displayed separately.
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A third opportunity for future research could be to address some of the unsystematic aspects of
Bowtie creation. Our experiences in constructing the above Bowtie suggested that there is a need for a
structured approach for Bowtie construction. Existing methods tend to be ad hoc, and they rely on the
existing knowledge of the analyst. Possible ways to address this may include introducing the 6M’s,
PEAR, SHELL, or similar risk categorisations to the current Bowtie model.

An obstacle for developing a Bowtie is the lack of a generic structure. While the Bowtie diagram
itself has a characteristic shape and common elements, there is still little standardisation in terms
of how to identify threats and barriers. There are different ways of performing a Bowtie analysis.
The most common one is based on expert knowledge. However, this is subjective and based on
the perspective of the risk analysis expert rather than that of the operator. In an accident scenario,
the Bowtie is developed by investigators who investigate which barriers are in place, which ones
failed, and why. However, when developing a new system or analysing an existing one prior to an
incident or accident occurrence, there is no standardised framework provided. As each Bowtie and
its top event are unique, the process of Bowtie analysis is ad hoc. This provides potential for further
research to develop an approach for systematically developing a Bowtie without fully relying on expert
knowledge and availability, and ultimately simplifying the Bowtie method, while reducing the current
ad hoc approach.

The development of a Bowtie diagram is time-consuming and strenuous, particularly for top
events with many possible threats and long threat branches. Some barriers and their escalation factor
sub-branches are often repeated in the threat branches, and this makes the method cumbersome.
The focus and energy, however, should be on the critical thinking and analysis process, rather than
the drawing of the diagram. Future research could focus on a simplified process of creating Bowtie
diagrams, which has the potential to further increase its application across industries.

This could potentially be the solution for another limitation of Bowtie, i.e., the static representation
of the specific point in time when the risk analysis was performed and when the Bowtie was created.
Bowties lack the adaptability to changes in the system. Changes could include the implementation
of additional barriers, barrier efficiency and effectiveness improvements, or organisational changes.
Some attempts were made to update and monitor Bowties in real time, enabling a more dynamic risk
assessment [57,58]. An automated approach for the Bowtie generation would support this approach.

6. Conclusions

The purpose of this research was to identify the risks occurring in visual inspection tasks during
aircraft engine maintenance in an MRO environment. This work makes several novel contributions
towards solving this problem. Firstly, it provides a method for using the Bowtie analysis on aircraft
maintenance tasks—this required a reconceptualisation of the consequences, which are different
compared to flight operations. They include not only the safety of the aircraft passengers and the
potential for fatalities, but also the operational economics. Secondly, it provides a detailed analysis of
the risks associated with borescope inspection and the barriers that can prevent or mitigate those risks,
which were otherwise not shown in the literature.
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Figure S1: Threat side of Bowtie with prevention barriers; Figure S2: Threat side of Bowtie with prevention
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barriers; Figure S4: Consequence side of Bowtie with recovery barriers, escalation factors, and escalation factor
barriers; Figure S5: Full Bowtie with all components.
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Appendix A. Bowtie Analysis for Borescope Induction Inspection

Figure A1 shows the threat side of the Bowtie diagram with prevention barriers. For a higher-
resolution version, please see the online Supplementary Materials.

Figure A2 shows the threat side of the Bowtie diagram with prevention barriers, escalation factors,
and escalation factor barriers. It is apparent that the disadvantage of Bowtie can be a massive diagram,
which is barely legible. Hence, we segmented the diagram into sub-diagrams—one for each threat path.

Figure A2a–g show the extracts from the Bowtie diagram presented in Figure A2.
Figure A3 shows the consequence side of the Bowtie diagram with recovery barriers.
Figure A4 shows the consequence side of the Bowtie diagram with recovery barriers, escalation

factors, and escalation factor barriers.
Figure A5 shows the complete Bowtie result with all elements. This figure only serves the

purpose of illustrating the characteristic shape, which may have been lost in the previous diagrams,
as these were edited to improve the legibility. For a higher-resolution version, please see the online
Supplementary Materials.
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Figure A2. Threat side of the Bowtie diagram with prevention barriers, escalation factors, and escalation
factor barriers.
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Figure A2a. “Damaged borescope tip or inappropriate tip condition” threat path.
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Figure A2b. “Use of incorrect tool, set-up, or setting” threat path.
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Figure A2c. “Borescope not working properly” threat path.
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Standard work 
procedures

Tool checks at shift  
handover

Equipment check  
before borescope hole  

closure

Borescope manual - Tip  
fixation

FOD prevention  
procedures

Tip lost during or left  
behind after 

inspection

HF training - Norms

Work-around and  
norms (informal and  

unapproved 
procedures)

Safety culture
Assertiveness to speak  

up and express 
concerns

Check not performed  
due to time pressure

Ressources - Time to  
complete the handover  

between shifts

Procedures - Shift or  
task handover

Inadequate shift  
handover

QC compliance 
monitoring

Airmanship / 
Professional standards

Procedural importance  
awareness training

Non-compliance with  
standard work

Review of procedure  
applicability

Incorrectly written  
procedures

Figure A2e. “Tip lost during or left behind after inspection” threat path.

Figure A2f. “Borescope not available or set incomplete” threat paths.
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Figure A2g. “Inadequate or missing equipment (aids)” threat paths.
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Figure A5. Complete Bowtie result with all elements.
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Abstract: The development of an aircraft maintenance planning optimization tool and its application
to an aircraft component is presented. Various reliability concepts and approaches have been analyzed,
together with objective criteria which can be used to optimize the maintenance planning of an aircraft
system, subsystem or component. Wolfram® Mathematica v10.3 9 (Witney, UK) has been used
to develop the novel optimization tool, the application of which is expected to yield significant
benefits in selecting the most appropriate maintenance intervention based on objective criteria,
in estimating the probability of nonscheduled maintenance and in estimating the required number of
spare components for both scheduled and nonscheduled maintenance. As such, the results of the
application of the tool can be used to assist the risk planning process for future system malfunctions,
providing safe projections to facilitate the supply chain of the end user of the system, resulting in
higher aircraft fleet operational availability.

Keywords: aircraft system; reliability; life cycle cost; maintenance planning optimization; reliability
centered maintenance; importance measures

1. Introduction

Maintaining a fleet of aircraft poses significant challenges for any organization in the aircraft
operations business, as multiple and, many times, conflicting requirements are set regarding to the
maintenance and operation costs and the desired service levels. Existing approaches to aircraft
maintenance planning and scheduling are limited in their capacity to deal with contingencies arising
out of tasks carried out during the implementation of maintenance projects [1].

At the aircraft system level, recent methods have been proposed [2–4] that aim to optimize the
outcome of an aircraft maintenance plan with respect to various aircraft operational requirements.
These studies are based on deterministic mathematical models describing flight and maintenance
procedures, without taking into account failures and corrective maintenance requirements. An attempt
to incorporate effects of stochastic events in optimizing the maintenance scheduling of an aircraft’s
main system (engine) to achieve robust flight maintenance planning solutions, has employed Monte
Carlo simulations [5]. Further studies have extended the scope to include modelling unscheduled event
consequences [6] and up to using a fuzzy analytic hierarchy process (AHP) to improve staff allocation,
as well as the support of decision-making process within the aircraft maintenance industry [7].

At the aircraft subsystem and multicomponent subsystem level (a Low Pressure Turbine-LPT of an
aircraft jet engine for example), there is an increasing interest on maintenance optimization that would
address preventive maintenance scheduling under various constraints [8], minimize the maintenance
cost and the unexpected maintenance stop occasions [9], or would minimize the operational costs [10].

Aerospace 2018, 5, 68; doi:10.3390/aerospace5030068 www.mdpi.com/journal/aerospace59
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Maintaining an aircraft system is necessary for achieving sustained performance levels during
its operational life. The maintenance should be implemented with the minimum possible cost,
while adhering to the highest possible quality standards to guarantee the uninterrupted operation of
the systems, minimizing their downtime and the cost-efficient operation of the systems, by careful
allocation of the available resources.

The life cycle cost (LCC) of a system can be classified as [11]:

• Research, development, test and evaluation (RDT&E) cost.
• Investment cost, which is related to production, procurement, manufacture, and infrastructure

maintenance activities among others.
• Operating and support (O&S) cost, which also includes the maintenance cost.
• Disposal cost.

The outcome of the cost assessment and program evaluation of the Department of Defense of the
United States of America [11] has shown that the operating and support cost has the biggest share at
the life cycle cost (nearly 60%). This indicates that the maintenance of a system not only influences its
operational capabilities, but it also determines significantly its life cycle cost.

This is why nowadays an immense pressure is applied to the aerospace industry for developing
systems with very high maintainability levels throughout their operational life. The maintainability
indicates first and foremost how easy it is for a system to be maintained, and secondly how costly it is.

The desired maintainability levels shall be part of the specifications of the system from
the development and production stages, aiming at reducing the cost and the complexity of the
maintenance procedures which are going to be implemented during the system’s operational life.
The achieved maintainability levels can be positively influenced by the following characteristics and
design philosophies:

• Modular design architecture, which facilitates the removal and installation process for the
subsystems and components of the system, which can then be forwarded to the respective
repair shops, thus eliminating the need for ‘on-board’ repair work.

• Interoperability of subsystems and components with the use of standard interface protocols,
which facilitates the prompt repair or upgrade of the system simply by installing a new and/or
upgraded subsystem or component.

• Prognostics, which enables the monitoring, tracking and recording of the operational data,
a feature which helps the user to identify operational limit exceedances and potential failures,
while suggesting preventive actions.

• ‘Fail-safe’ design, which isolates the subsystems and components in case of a system failure,
protecting them from further failures and malfunctions.

• Accessibility, especially for subsystems and components that need to be inspected in
frequent intervals.

• Commonality with other systems.
• Standardization of subsystems, components and support tools and equipment.
• Opportunistic maintenance and maintenance-free operating periods.
• Commercial off-the-shelf (COTS) support.

Various exogenous factors can also play an important role to the maintainability of a system,
such as:

• Low probability of diminishing manufacturing sources (DMS), material shortage, intellectual
property rights and monopolies.

• Use of technical orders and digital training of the maintenance personnel.
• Centralized and automated analysis and reporting of the operational and support data,

using appropriate key performance indicators (KPIs).
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• Network-centric management of the supply chain.
• Appropriate packaging, handling, storage and transportation.
• Spares optimization as well as personnel allocation optimization.
• Follow-on support programs.

1.1. Basic Terminology

The maintenance practice has evolved throughout the ages and various philosophies and
approaches have been introduced mainly due to the increasing complexity and technological
enhancement of the aircraft systems. The most fundamental philosophies/approaches are
the following:

• Run-to-Failure or Breakdown Maintenance. It is implemented on a nonscheduled basis,
following the failure of a system/subsystem/component. Its objective is the identification,
isolation and rectification of a failure to return the system/subsystem/component within its
established operating limits [12].

• Preventive Maintenance. Its objective is to reduce the probability of a nonscheduled maintenance,
which typically incurs high costs and considerably lengthy times to return the system to service.
Preventive maintenance is implemented through a variety of tools, such as non-destructive
inspections (NDI) and planned component replacement (PCR) [12].

• Opportunistic Maintenance. It is a combination of breakdown and preventive maintenance
philosophies. Its objective is to reduce the maintenance cost, by taking advantage of any failure
and its subsequent downtime, so as to intervene and implement preventive maintenance of
subsystems/components which have not failed yet, aiming to reduce the probability of future
failure [13].

• Upgrade or Modification. It aims to upgrade the system to enhance its performance and
maintainability. It might be required as a solution to a design or manufacturing problem.

• Predictive or Condition Based Maintenance (CBM). It is based on continuous condition and
operational data monitoring of a system with an objective to predict its future failure [14].

• Reliability Centered Maintenance (RCM). It is a structured process that aims to optimize the
management of the failures of a system [12]. Its objective is to sustain the operation of the system
within the desired performance levels, to manage the consequences of the failures and to define
the optimum and applicable maintenance policy, by taking into account existing constraints with
regard to resources, environmental, health and safety legislation [15].

• Risk Based Maintenance (RBM). It focuses on the management of the risk of active and potential
damage mechanisms and its effects to the health, safety and the environment. Severity and
probability are assessed for each identified risk, with an objective to define the maintenance
schedule which minimizes the overall risk [16].

• Design-Out Maintenance. Its aim is to detect possible defects during the design phase of a
system, thus avoiding future system failures. It focuses on possible critical failures which should
incur costs which are higher than certain affordable levels.

1.2. Reliability

Reliability is an expression of the ability of a system/subsystem/component to operate according
to its specification and within the established operating limits, without being subjected to nonscheduled
inspection. In other words, it is the probability to operate without failures within a defined period [17].
In analytical form, the reliability or survival function R(t) expresses the probability that a system is
operating beyond time t:

R(t) = Prob(T > t) = 1 − F(t), (1)
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where F(t) is the cumulative distribution function (CDF) that describes the intervals between
successive failures?

The mean time to/between failure (MTTF or MTBF) serves as an indicator for the reliability of a
system/subsystem or component. High MTTF values indicate high reliability levels. If a system begins
to operate at time t0 and fails n times at temporal points t1, t2, . . . , tn, where Times To Failure (TTF) are
defined as the intervals TTF1 = t1 − t0, TTF2 = t2 − t1, . . . , TTFn = tn − tn−1, then MTTF is given by:

MTTF =
1
n

n

∑
i=1

TTFi. (2)

MTTF derives from the reliability function, as follows:

MTTF =

+∞∫
0

R(t)dt. (3)

Reliability is an intrinsic qualitative characteristic of a system or component, forged during
the design, development, test, and production phases. However, reliability can be affected from
extrinsic factors, such as environment, operations, maintenance and support, etc. It is therefore
important that these factors correspond to the technical and operational specifications of the system
and its components.

1.3. An Overview of the ‘Component Importance Measures’

Importance measures are objective criteria that classify the significance of the components within
the structure of a system, depending on the purpose of the analysis. These measures may serve as
resource allocation factors for scheduled maintenance and can help to estimate the spare parts required
for both scheduled and unscheduled component replacements. Not all existing importance measures
are utilized within the context of the analysis of this study. However, because the selection of the
importance measure is subjective and might serve different purpose of analysis, it is believed that an
overview of existing importance measures is beneficial for the reader and may trigger ideas on how
to expand the applicability of this study. The overview is based on existing literature on ideas and
developments in importance measures for reliability and risk analysis [18–24].

In order to describe the importance measures that follow, the notations of Table 1 are used.

Table 1. Notations for the basic functions.

Notation Description

R(t) System reliability function
Q(t) System unreliability function
ri(t) Component i reliability function
qi(t) Component i unreliability function

Ri,1(t) System reliability function, whereas ri(t) = 1 (perfect component i)
Ri,0(t) System reliability function, whereas ri(t) = 0 (failed component i)
Qi,1(t) System unreliability function, whereas ri(t) = 1 (perfect component i)
Qi,0(t) System unreliability function, whereas ri(t) = 0 (failed component i)

1.3.1. Importance Measures Based Solely on System Structure

These importance measures depend solely on the system structure and are independent of time.

Structural Importance (Str) or Birnbaum’s Structural Importance

Structural importance (also known as Birnbaum’s structural importance) for component i is the
fraction of the system states in which component i is working, where a failure of component i will
result in a failure of the system.
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Barlow-Proschan Importance (BP)

The Barlow-Proschan importance for component i is the probability that the failure of component
i coincides with the failure of the system.

1.3.2. Importance Measures Based on System Structure and Component’s Reliability

These importance measures depend on the system structure and time, because they take into
consideration both the system structure and the components reliability functions.

Birnbaum Importance (B) or Reliability Importance

Birnbaum importance (also known as reliability importance) at time t for component i is the
improvement in the system reliability that would be gained by replacing a failed component i with a
perfect component i:

Bi(t) = Ri,1(t)− Ri,0(t). (4)

The Birnbaum importance measure does not take into consideration the reliability for component
i at time t.

Improvement Importance (Imp) or Improvement Potential

Improvement importance (also known as improvement potential) at time t for component i is the
increase of the system reliability if component i is replaced with a perfect component:

Impi(t) = Ri,1(t)− R(t). (5)

For the purpose of this study, whenever a planned component replacement (PCR) is required,
we use the improvement importance measure after a ‘cost adjustment’. As such, the decision which is
being made upon scheduled maintenance is to replace the component for which the highest value of
‘benefit/cost’ is achieved. More specifically, if the value of the improvement importance measure for
component i is Impi(t), and the cost of scheduled replacement for component i is CSi, we define the
cost-adjusted improvement importance measure as: CAImpi(t) = Impi(t)/CSi.

Risk Achievement Importance or Risk Achievement Worth (RAW)

Risk achievement importance (also known as risk achievement worth) at time t for component i
expresses the relative increase of the system unreliability, if component i failed:

RAWi(t) =
Qi,0(t)
Q(t)

. (6)

Risk Reduction Importance or Risk Reduction Worth (RRW)

Risk reduction importance (also known as risk reduction worth) at time t for component i
expresses the relative decrease of the system unreliability, if component i were perfect:

RRWi(t) =
Qi,1(t)
Q(t)

. (7)

Failure-Based Criticality Importance (FBC)

Failure-based criticality importance (also known as criticality failure importance or failure
criticality or criticality importance factor) at time t for component i is the probability that component i
has caused system failure, when the system has failed at time t:

FBCi(t) =
Bi(t)qi(t)

Q(t)
. (8)
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Proposition 1. The improvement importance and failure-based criticality importance measures obtain analogous
weights. Specifically, for any given component, the improvement importance measure equals the system
unreliability times the failure-based criticality importance measure.

Proof of Proposition 1.

Bi(t)qi(t) =
(eq.(4))

[Ri,1(t)− Ri,0(t)]qi(t) = Ri,1(t)qi(t)− Ri,0(t)qi(t)

= Ri,1(t)[1 − ri(t)]− Ri,0(t)qi(t)
= Ri,1(t)− [Ri,1(t)ri(t) + Ri,0(t)qi(t)]
= Ri,1(t)− R(t) =

(eq.(5))
Impi(t).

Hence, Equation (8) becomes:

Impi(t) = Q(t)FBCi(t). (9)

�

Success-Based Criticality Importance (SBC)

Success-based criticality importance (also known as criticality success importance or criticality
importance factor) at time t for component i is the probability that component i contributes to system
success, given that the system is operating:

SBCi(t) =
Bi(t)ri(t)

R(t)
. (10)

Fussell-Vesely Importance (FV)

The Fussell-Vesely importance at time t for component i is given by:

FVi(t) =
pi(t)
Q(t)

, (11)

where pi(t) is the probability that at least one minimal cut set containing component i has failed at
time t . A minimal cut set is a minimal set of components which, if failed, causes the system to fail.

Partial Derivative Importance (PD)

The partial derivative importance at time t for component i expresses the sensitivity of the system
reliability on a marginal change of the component i reliability [25]:

PDi(t) =
∂R(t)
∂ri(t)

. (12)

An advantage of this importance measure is that it may consider marginal changes in a
component’s reliability, whereas the previous importance measures consider either a failed or a
perfect component.

2. Materials and Methods

The developed optimization software tool is demonstrated as applied to the maintenance planning
of a fuel pump of an aircraft jet engine. The fuel pump consists of two subsystems (subsystem 1,
subsystem 2) which operate in parallel, hence for the pump to operate at least one subsystem
must operate.

64



Aerospace 2018, 5, 68

Subsystem 1 consists of an electrical valve (a) and a mechanical fuel regulator (b). For subsystem
1 to operate, both (a) and (b) must operate. Subsystem 2 consists of an electronic fuel regulator (c),
an electrical compressor (d) and a hydraulic valve (e). For Subsystem 2 to operate, all (c), (d), and (e)
must operate. In case of a failure of the electronic fuel regulator (c), Subsystem 2 can use the mechanical
fuel regulator (b), which belongs to Subsystem 1.

2.1. Basic Assumptions

The fuel pump is represented by the schematic of Figure 1.

 

Figure 1. Schematic of the fuel pump.

All its components operate independently and a failure of one or more components is not going
to affect the operation of the rest. Furthermore, the pump can operate even when one or more of its
components have failed. The first assumption here is that a component failure cannot be detected if
the pump keeps operating, as such, corrective maintenance will be implemented only in case that the
pump stops operating.

2.2. System Structure Function

The fuel pump structure function is:

ϕ(xa, xb, xc, xd, xe) = xa·xb + xb·xd·xe − xa·xb·xd·xe + xc·xd·xe − xb·xc·xd·xe. (13)

2.3. Minimal Cut Sets

The fuel pump minimal cut sets are: {a, d}, {a, e}, {b, c}, {b, d}, {b, e}

2.4. Components Reliability Functions

We accept that every component i, with i ∈ {a, b, c, d, e}, is going through its useful life, hence
its failure rate is constant and the respective failure intervals follow the exponential distribution with
parameter λi = 1/MTTFi. In other words, each component i fails randomly and its failures follow the
Poisson distribution with parameter λi. The reliability function ri(t) of component i is given by:

ri(t) = e−λi t (14)

The component reliability information is shown in Table 2.
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Table 2. Component reliability and cost information.

Component
MTTF (Hours)

Component
Failure Rate
(Constant)

Component
Reliability
Function

Cost of Scheduled
Replacement of a Single

Component (Euros)

Cost of Unscheduled
Replacement of a Single

Component (Euros)

MTTFa = 500 λa = 0.002 ra(t) = e−0.002t CSa = 2000 CUa = 4000
MTTFb = 1000 λb = 0.001 rb(t) = e−0.001t CSb = 3000 CUb = 6000
MTTFc = 667 λc = 0.0015 rc(t) = e−0.0015t CSc = 4000 CUc = 8000
MTTFd = 400 λd = 0.0025 rd(t) = e−0.0025t CSd = 6000 CUd = 12, 000
MTTFe = 2000 λe = 0.0005 re(t) = e−0.0005t CSe = 7000 CUe = 14, 000

2.5. System Reliability Function

The reliability function R(t) of the fuel pump for t ≤ 1.000 is shown at the Figure 2 below.

 

Figure 2. Reliability function R(t) of the fuel pump for t ≤ 1.000.

At t = 0 all components are assumed to be new (‘perfect’). Following Equations (13) and (14) the
fuel pump reliability function is given by:

R(t) = ra(t)·rb(t) + rb(t)·rd(t)·re(t) − ra(t)·rb(t)·rd(t)·re(t) + rc(t)·rd(t)·re(t) − rb(t)·rc(t)·rd(t)·re(t) (15)

2.6. Calculation of the Components’ Importance Measures

As an example, Figure 3 shows the components’ importance measures percentages at t = 40.

 

Figure 3. Cont.
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Figure 3. Components’ importance measures percentages at t = 40.

Notably, the percentages of the failure-based criticality and the improvement importance measures
are equal (see Proposition 1).

2.7. Estimation of the Optimum Maintenance Plan

Importance measures can be used as objective criteria to make the optimum decision regarding
the maintenance planning of the fuel pump. However, since the importance measures do not consider
the associated cost of components, we introduce a cost adjustment. Thus, we expand the applicability
of the importance measures as a ‘benefit over cost’ criterion for decision making, while trying to
determine the optimum maintenance scenario.

2.7.1. Inputs

The proposed software tool uses the following inputs:

• The structure of the system.
• The life cycle of the system, more specifically the timeframe of the maintenance plan of the system.
• The reliability distribution of each component.
• The importance measure which is going to be used as an objective criterion to determine the

component which will be replaced on a preventive basis during the implementation of the
scheduled maintenance of the system. The specified importance measure will be cost-adjusted
according to the cost inputs that follow.

• The cost of the scheduled preventive replacement of each component with a brand new one.
In other words, the cost of scheduled preventive maintenance for each component after which the
cumulative time of operation of the component is zero.

• The cost of the nonscheduled replacement of each component with a brand new one. In other
words, the cost of nonscheduled maintenance for each component after which the cumulative
time of operation of the component is zero.

• The cost of scheduled preventive replacement of all the components, at once, with brand new ones.
In other words, the cost of scheduled preventive maintenance for all components simultaneously,
after which the cumulative time of operation of the components is zero.

• The confidence level for the fulfilment of the nonscheduled maintenance requirements, in case of
system failures.

2.7.2. Processing

The software tool will use an algorithm to assess all the potential scheduled maintenance
scenarios; for each scenario it will calculate the value of the criterion ‘lowest total maintenance
cost/average reliability outcome’. The lowest value of the criterion will determine the optimum
scheduled maintenance scenario. Specifically, the structure of the algorithm is:
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Estimate system structure function
For N = 0 to 98:

Set R_lower limit = 0.99 − 0.01N
While t ≤ T:

Estimate tj for next scheduled maintenance, solving R(t) = R_lower limit

Estimate components cost-adjusted improvement importance measures at tj

Replace component with highest cost-adjusted improvement importance measure
Estimate R(t) for t > tj, given the component replacement at tj

Estimate cost of scheduled component replacements

Estimate R(t), λ(t), λ(t), MTTF, and system failures at desired confidence level
Estimate components improvement importance measure integrals, from t = 0 to T
Allocate the system failures to each component according to the above integrals
Estimate the cost of unscheduled component replacements
Estimate the total cost of replacements (scheduled + unscheduled)

Estimate the value of the optimization criterion: total cost of replacements/R(t)
Display the maintenance scenario with the lowest value of the optimization criterion

2.7.3. Outputs

The outputs of the tool are the following:

• The diagram of the procedure for which the lowest value of the criterion ‘cost/benefit’ is achieved.
• The reliability function diagram of the system for the optimum scheduled maintenance scenario.
• The average reliability of the system.
• The lowest value of the reliability of the system, at which the system has to be grounded for

scheduled maintenance.
• The MTTF of the system.
• The replacement schedule for the system’s components.
• The required number of spare parts for each component, for both scheduled and nonscheduled

maintenance (at the determined confidence level).
• The cost analysis for both scheduled and nonscheduled replacement of the components.

3. Exemplified Example/Results

The following is an exemplified example of an optimization process that uses the proposed
software tool.

3.1. Task

The optimum maintenance plan for the fuel pump needs to be established for its first 3000 h of
operation with the following constraints: Only one component will be replaced by a new one (or its
cumulative time of operation will be considered as zero following an inspection/rectification) during
the implementation of the scheduled maintenance of the system. The criterion that will determine the
component to be replaced is the ‘cost-adjusted improvement importance measure’, which corresponds
to the cost of the scheduled replacement of each individual component, as illustrated in Table 2.

3.2. Components Replacement Cost

The replacement cost of the components is estimated for three different cases:

• Scheduled replacement of a unique component (preventive maintenance)
• Nonscheduled replacement of a unique component (corrective maintenance)
• Scheduled replacement of all the components simultaneously (preventive maintenance)
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The estimation of the scheduled replacement cost for each component takes into account the
purchase price of the component and of all the consumables required for its replacement, as well as
the total cost of the required maintenance work, such as depreciation of special tools and equipment,
energy cost, man-hours cost, the system down-time and its effect on the operational availability, as well
as any other associated cost (safe maintenance procedures cost, accessibility cost, operational checks
cost, transportation cost for involved staff and materiel).

The cost of the nonscheduled replacement of each component in case of a pump failure should
be considered higher than the respective scheduled replacement cost. Further to the cost categories
which have been mentioned previously, the risk of unintended damage and/or failures of other jet
engine subsystems due to the failure of the pump, should also be considered. It is also possible that
the fuel pump fails in a location at a distance from the maintenance base station, a situation that will
potentially incur higher costs and disruption to the aircraft fleet operations, due to the nonscheduled
grounding of the jet engine and, consequently, the aircraft.

The information regarding the replacement cost (scheduled and nonscheduled) of each component
of the fuel pump is presented at the Table 2.

The estimation of the replacement cost, at once, of more than one components, should consider
the fact that the total replacement cost should be less than the sum of the scheduled replacement
cost for each component (Table 2). This is due to the economies of scale, which materialize due to
maintenance work which is common for some or all the components. For example, when all the
components are replaced at once, safe maintenance procedures and the operational check of the fuel
pump take place only once. In addition, the total downtime of the pump is less and the cumulative
effect to the operational availability of the jet engines/aircraft fleet is less severe.

3.3. Optimization Criterion

As optimum maintenance plan is considered the one with the lowest possible total maintenance
cost (for both scheduled and nonscheduled maintenance) for the average reliability, which is achieved
during the first 3000 h of operation of the fuel pump. In other words, the optimization criterion is the
lowest possible value of ‘cost over benefit’. The optimization of the preventive maintenance plan is
shown in Figure 4.

 

Figure 4. Optimization of the preventive maintenance plan for the fuel pump for the first 3000 h of
its operation.

3.4. Optimum Number of Spare Components for Scheduled Maintenance

Every time that the reliability of the fuel pump approaches the lowest acceptable limit, the pump
is grounded for scheduled maintenance. In that case, a preventive replacement will take place for the
component for which it is estimated to achieve the highest possible improvement of the reliability of
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the pump for the associated cost of the improvement. The importance measure of the improvement is
actually ‘cost adjusted’ and as such the decision which has been made is to replace the component for
which the lowest value of ‘cost/benefit’ is achieved.

More specifically, if at the time tk of the scheduled downtime, the value of the improvement
importance measure for the component i is Impi(tk), with i ∈ {a, b, c, d, e}, and the replacement
cost of each component is CSi, then, as shown in Table 2, the component replaced is not the one with
the highest value of Impi(tk), but the one with the highest value of Impi(tk)/CSi. This is how an
estimation can be made for the complete list of the components which are going to be replaced during
the first 3000 h of operation of the pump. Having assessed that, an estimation can be made as well for
the number of spare components which will be needed for the scheduled maintenance of the pump.

3.5. Optimum Number of Spare Components for Non-Scheduled Maintenance

The mean time between two successive occurrences of nonscheduled maintenance for the first
3000 h of operation of the fuel pump can be estimated by Equation (3) as MTTF = 2040.3 h. The number
of failures is: μ = 8.26.

The number of failures, for a certain confidence level, and the respective number of spare
components needed for the nonscheduled maintenance for the first 3000 h of operation can be estimated
by using Poisson distribution with parameter μ = 8.26. As per the results presented at the Table 3 (for a
95% confidence level), a number of 13 nonscheduled component replacements will be needed for a
single fuel pump.

Table 3. Spare components required to fulfil the nonscheduled maintenance requirements (95%
confidence level).

Part Type Items Cost

A 5.02131 20,085.20
B 4.36118 26,167.10
C 0.462472 3699.78
D 2.6525 31,830.00
E 0.502543 7035.60

Fails
(95.7391%) 13 88,817.70

Having estimated this, the quantity of each specific type of spare part for the corrective
maintenance can now be estimated. This time, the failure-based criticality importance measure
is considered to better express the contribution of each type of spare component to the occurrence of a
fuel pump failure. This importance measure represents the probability of a fuel pump failure due to a
component failure. Equivalently, according to the Proposition 1, the (more conveniently estimated)
improvement importance measure can be used as well.

For the occasion of unscheduled maintenance requirements, cost adjustment on the improvement
importance measure is not required. Indeed, cost does not affect the probability of fuel pump failure
due to a specific component failure. However, since the improvement importance measure is now
applied through the whole 3000 operational hours timeframe, and not to a specific instance in time (such
as in the case of scheduled maintenance temporal points), the integral of the improvement importance
measure for every component is calculated, from 0 to 3000 h of the pump’s operation. The integration
of the improvement importance measures serves as the allocation base for the previously estimated
total 13 spare components (unscheduled maintenance), in order to determine the quantity for each
component type.

After the allocation of the 13 system failures to each spare part, it is strongly recommended
that no rounding should be performed for a single fuel pump’s spares (as seen in Table 3). Such an
analysis normally aims at making provisions for a relatively large population of fuel pumps, hence it
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is suggested that any rounding should be performed after the calculation of the total number of each
spare part type.

Table 3 shows that a confidence level of 95% to fulfill the nonscheduled maintenance requirements
of the pump for the first 3000 h of operation, is going to require 13 spare components. Using the
integral of the improvement importance measure as an allocation basis for the 13 spare components,
it is concluded that five nonscheduled replacements of component (a) are going to take place),
4.4 nonscheduled replacements of the component (b), 0.5 nonscheduled replacements of the component
(c), 2.7 nonscheduled replacements of the component (d) and 0.5 nonscheduled replacements of the
component (e). The total cost of all the above nonscheduled replacements is 88,817.70 �, and this is the
total cost of the nonscheduled maintenance of the pump for the first 3000 h of operation.

3.6. Results

The optimum maintenance plan is shown in Figure 5 and in Tables 3–5.

 

Figure 5. The reliability function under the optimum maintenance plan for the fuel pump for its first
3000 h of operation.

The reliability function of the first 3000 h of operation of the fuel pump is presented in Figure 5.
The local maxima of the curve represent the improvement of the reliability of the fuel pump following
the scheduled down time during which a preventive replacement of a component has taken place. It is
reminded that the decision to replace a component has been made based to the lowest value of the
cost/benefit optimization criterion, using the cost-adjusted improvement importance measure.

The horizontal red line shows the lowest acceptable reliability limit for the fuel pump, which is
53%. Whenever the limit is reached, the pump is grounded for preventive maintenance or replacement
of a specific component. The horizontal dotted black line shows the mean reliability of 68%, which is
achieved during the 3000 h of operation.
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Table 4. Components replacement plan for the scheduled maintenance of the fuel pump for its first
3000 h of operation.

Part Type Replace at

d 353.653
b 500.406
a 607.353
a 829.207
b 951.600
a 1104.010
b 1273.250
a 1381.720
a 1560.730
b 1678.180
a 1813.860
a 1981.150
b 2092.210
a 2230.450
a 2396.240
b 2506.640
a 2644.860
a 2810.480
b 2920.860

Table 5. Total replacement cost breakdown for the scheduled maintenance of the fuel pump for its first
3000 h of operation.

Part Type Items Cost

a 11 22,000
b 7 21,000
c 0 0
d 1 6000
e 0 0

Total sched. 19 49,000

The results shown in Tables 4 and 5 indicate that fulfilling the scheduled maintenance
requirements of the first 3000 h of operation, is going to require 11 stand-alone replacements of the
component (a), seven stand-alone replacements of the component (b) and one stand-alone replacement
of the component (d). The total cost of all the above replacements is 49,000 � and this is the total
cost of the scheduled maintenance of the pump for the first 3000 h of operation. Notably, no PCRs
for components (c) and (e) are required, because any potential replacement of these components
would have brought relatively poor improvement in the fuel pump’s reliability, given the associated
replacement cost. On the other hand, Table 5 shows that the components (a) and (b) PCRs usually
have the highest impact on the fuel pump’s reliability improvement, compared to the associated
replacement cost.

The total maintenance cost (scheduled and nonscheduled) can now be calculated for the first 3000
operation hours of the pump:

49, 000 + 88, 817.7 = 137, 817.7 � and the mean reliability for the same timeframe is 68%. As such,
the optimization criterion of (cost/benefit) takes its optimum value of 137, 817.7/0.68 = 202, 673.

Figure 6 shows the failure rate λ(t) and the mean failure rate λ(t) of the fuel pump.

72



Aerospace 2018, 5, 68

 

Figure 6. Failure rate λ(t) (blue curve) and the mean failure rate λ(t) (horizontal dotted line) of the
fuel pump for its first 3000 h of operation.

It is observed that after the first 1500 h of operation, which seems as a ‘warm-up period’, the failure
rate of the pump converges to a constant value λ ≈ 0.003 (CFR period).

3.7. An Alternative Scenario: All Components Are Replaced Simultaneously

At this scenario, all the components are replaced simultaneously at any time the pump is subjected
to scheduled maintenance. Still, the timing of the scheduled maintenance is determined by the lowest
reliability limit which has been set for the pump. After each time the pump is subjected to scheduled
maintenance, the pump is considered as brand new and, as such, the time interval between two
subsequent scheduled maintenance occurrences is considered as constant.

The optimization of the maintenance plan for this alternative scenario is shown at the Figure 7.

 

Figure 7. Optimization of the preventive maintenance plan for the fuel pump for the first 3000 h of its
operation (alternative scenario).

Following this, the developed software tool investigates thoroughly the optimum maintenance
plan and returns to Figure 8 as well as Tables 6–8.
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Figure 8. Fuel pump reliability for the first 3000 h of its operation (alternative scenario).

Table 6. Components replacement plan (alternative scenario).

Part Types Replace at

a, b, c, d, e 429.21
a, b, c, d, e 858.42
a, b, c, d, e 1287.64
a, b, c, d, e 1716.85
a, b, c, d, e 2146.06
a, b, c, d, e 2575.27

Table 7. Total replacement cost breakdown (alternative scenario).

Part Type Items Cost

a 6
b 6
c 6
d 6
e 6

Total sched. 30 69,049.20

Table 8. Total replacement cost breakdown (alternative scenario, confidence level 95%).

Part Type Items Cost

a 3.200540 12,802.10
b 1.983480 11,900.90
c 0.618516 4948.13
d 3.661420 43,937.10
e 0.536043 7504.60

Fails. 10 81,092.80
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According to the assumption of Section 3.2, the cost of the scheduled replacement of more than
one components simultaneously, is going to be less than the sum of the costs of each stand-alone
scheduled replacement as shown in Table 2. More specifically, it is deducted that since the cost of the
preventive simultaneous replacement of all the components is less than the 52.31% of the sum of the
costs of each stand-alone preventive replacement, then the scenario of the preventive replacement of all
the components simultaneously is more efficient. In case the scheduled simultaneous replacement of
all the components maintains the cost at 52.31%, as compared with the original scenario, then the two
scenarios are almost equivalent with regards to the optimization criterion being used. Of note, the case
under examination serves as an example for the application of the software tool; no actual data were
used, including the system structure, components reliability functions, and component replacement
costs. The equivalence threshold is sensitive to structure, reliability, and cost inputs—hence the
above-estimated 52.31% threshold should not be generalized.

Table 6 results indicate that the optimum maintenance is achieved when the pump is grounded
every 429.21 h of operation and all its components are replaced at once, with reliability approaching
the lowest acceptable limit of 43%.

Table 7 shows that to fulfil the preventive maintenance requirements of the pump during its first
3000 h of operation, six components of each type need to be scheduled to be replaced. In that case,
the total replacement cost of the 30 involved components is 69, 049.2 �. For this alternative scenario,
this is the total cost of the preventive maintenance of the pump for the first 3000 h of operation.

Table 8 shows that, a confidence level of 95% to fulfil the nonscheduled maintenance requirements
for the first 3000 h of operation of the fuel pump, is going to require a nonscheduled replacement of 10
components. In more detail, the alternative scenario is going to require the nonscheduled replacement
of 3.2 (a) components, 1.98 (b) components, 0.62 (c) components, 3.66 (d) components and 0.54 (e)
components. The total cost of all the above nonscheduled replacements is 81,092.8 �, and this is the
total cost of the nonscheduled maintenance of the pump for the first 3000 h of operation.

Figure 9 shows the failure rate λ(t) and the mean failure rate λ(t). The failure rate takes its highest
value (0.00284) just before the scheduled grounding of the pump. Another observation is that between
two successive groundings, the pump is always at IFR period.

 

Figure 9. Failure rate λ(t) (blue curve) and the mean failure rate λ(t) (horizontal dotted line) of the
pump for its first 3000 h of its operation (alternative scenario).

75



Aerospace 2018, 5, 68

The total maintenance cost (scheduled and nonscheduled) can now be calculated for the first 3000
operation hours of the pump:

69, 049.2 + 81, 092.8 = 150, 142 � and the mean reliability for the same timeframe is 74.1%.
As such, the optimization criterion of cost/benefit takes its optimum value of 150, 142/0.741 = 202, 636.
The value is almost equivalent to the value of the optimization criterion of the first scenario.

The outputs of the two maintenance concepts are summarized in Table 9.

Table 9. Summary of the two maintenance concepts.

Initial Scenario Alternative Scenario

Average reliability 0.68 0.74
Reliability lower limit 0.53 0.43

Cost of scheduled maintenance 49,000 69,049
Cost of unscheduled maintenance 88,817 81,093

Total maintenance cost 137,818 150,142
Total maintenance cost/average reliability 202,643 202,636

Average failure rate per 1000 h of operation 2.75 1.97
MTTF 2040 2223

Component Types Sched. Unsched. Total Sched. Unsched. Total

A 11 5.0 16.0 6 3.2 9.2
B 7 4.4 11.4 6 2.0 8.0
c 0.5 0.5 6 0.6 6.6
d 1 2.7 3.7 6 3.7 9.7
e 0.5 0.5 6 0.5 6.5

Total 19 13 32 30 10 40

4. Discussion

Combination of dependencies and simulation optimization have been considered as promising
areas for future work for optimal maintenance of multicomponent systems [26]. On the other
hand, most optimal maintenance models in the literature use as optimization criterion the system
maintenance cost rate, but they ignore the reliability performance [27]. Minimizing the system
maintenance cost rate does not necessarily imply that the system reliability performance is optimized
with regards to the cost, especially for multicomponent systems, and sometimes minimal maintenance
cost is associated with very low system reliability measures. This is one of the effects of having various
components in the system which may have different maintenance costs and different importance
for the system [28]. As such, the optimal maintenance should always take into account both the
maintenance cost and reliability and this is the rationale of introducing the cost adjusted importance
measure to determine the optimal maintenance plan.

In the specific example of the fuel pump, it is noticeable that the first scenario (replacement
of one component at a time) essentially brings the fuel pump at a state of a constant failure rate,
after a ‘warmup’ period. On the contrary, the alternative scenario (simultaneous replacement of all
components) does not have the same effect on the failure rate. Further investigation is needed, in order
to assess the mechanism behind the convergence of the failure rate of the first scenario.

Other preventive maintenance scenarios may be examined as well, for example the simultaneous
replacement of two or more components, at each time the pump is grounded for scheduled
maintenance. In such cases, the calculation of combined importance measures is required.

Furthermore, the required confidence level for the number of components spare parts, which are
required for the nonscheduled maintenance, affects the respective maintenance cost. This is a key
cost driver for the maintenance optimization process; it is also a risk source for potential availability
shortfalls, therefore careful attention should be paid to determine an appropriate confidence level.
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Abstract: In the aviation sector, the variability in the appreciation of safety risk perception factors and
responses to risk behaviours has not been sufficiently studied for engineers and technicians. Through
a questionnaire survey, this study investigated differences amongst professionals and trainees
across eleven risk perception factors and five indicative risk behaviour scenarios. The findings
indicated significant differences between the two groups in four factors and three scenarios as
well as within groups. Moreover, age, years of work and study and educational level were other
factors accounting for such differences within each group of professionals and trainees. The results
showing these significant differences are aligned with relevant research about pilots and indicate
that the appreciation of risk perception factors by aviation engineers and the development of their
risk behaviours deserves more attention. Our findings cannot be generalised due to the small
sample and its distribution across the demographic variables. However, the results of this study
suggest the need tailoring risk communication and training to address the different degrees to
which influences of risk perception factors are comprehended, and risk behaviours emerge in
aviation engineering trainees and professionals. Further research could focus on the development
of a respective uniform framework and tool for the specific workforce group and could administer
surveys to more extensive and more representative samples by including open-ended questions and
broader social, organisational and systemic factors.

Keywords: risk perception factors; risk behaviours; aviation engineering; professionals; trainees

1. Introduction

Risk is widely viewed as a product of exposure to hazard, the probability of hazard’s manifestation
and severity of its impact, and risk acceptance or rejection is linked to the respective anticipated
benefits (e.g., [1]). According to Sjöberg et al. [2], risk perception is a subjective assessment of an action
plan and encapsulates the probability of adverse outcomes and the awareness of the magnitude
of their respective consequences. For example, there might be a case of an emergency aircraft
turn-around under extreme heat to transport a patient. The exposure to extreme heat might lead to
health implications and performance degradation of the technical team, but the duty to service the
aircraft might be undertaken depending on the effects of a flight delay on the condition of the patient.
Risk perception has been considered to mediate between locus of control and safety behaviours during
operations [3]. Weber [4,5] suggested the psychological risk–return modelling which treats risk as
diverse across individuals and a function of content and context: [Preference (X) = Expected Benefit(X)
+ Perceived Risk(X) + content/context)].
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Risk perception is related to deviances from formal procedures when the latter are unclear or
irrelevant to the context they target [6]. When formal policies fail to deliver the desired message or do
not match the real-world conditions, employees will create agendas of their own. However, even under
cases of disregarding established rules, risk perception still plays a role in the decision of workers to
voluntarily report hazards and safety occurrences (e.g., [7]). The unclarity of rules does not mean that
workers do not perceive and report conditions that can threaten safety. Moreover, due to effects of
emotional and cognitive factors, risk perception is linked to the subjective “perceived dread” of an
accident rather than “objective risk” [8]. According to Dobbie and Brown [9], the mixture of affective
reactions and cognitive processes influencing risk perception involves consequential and ethical
evaluations of risk associated with four emotional types: retrospective (i.e., regret) and prospective
(i.e., fear) consequential emotions, and self-oriented (i.e., guilt) and externally-focused (i.e., anger)
ethical emotions. This argument of Dobbie and Brown [9] underlines the importance of emotion types
which determine the basis on which one prioritises risks and may lead to diverse risk perceptions.

In general, researchers view risk perception as a complex construct that regulates behaviour and
is affected by cognitive processes (e.g., decision making), emotional attitudes (e.g., fear and guilt),
and social projections (e.g., social trust) (e.g., [9,10]). Workers within an organisation may present
differences in risk perception [11] which may prove inaccurate due to the desensitisation caused by
prolonged exposure to high risks [11,12]. Other factors which contribute to diverse risk perceptions are
age [13–15], personality type [16], knowledge or experience of past incidents/accidents and individual
beliefs [17]. Additional contributing factors are the motivation level [17,18], the degree of subject
knowledge [19,20], and the educational level [13,21].

Apart from factors related to individuals, risk perception has also been linked to the overall safety
climate within the organisation and the available safety controls (e.g., personal protective equipment
and training) [22]. The National Research Council [1] and Morrow [23] associated risk perception with
safety culture and climate. The European Commercial Aviation Safety Team (ECAST) defined safety
culture as the “set of enduring values and attitudes regarding safety issues, shared by every member
of every level of an organisation. Safety culture refers to the extent to which every individual and
every group of the organization is: aware of the risks and unknown hazards induced by its activities;
continuously behaving so as to preserve and enhance safety; willing and able to adapt itself when
facing safety issues; willing to communicate safety issues; and consistently evaluating safety-related
behaviour” [24]. Furthermore, safety climate has been partially connected with occupational risk
perception [25,26]. As Sjoberg et al. [2] and Pauley et al. [27] articulated, although risk perception acts
unanimously no matter the context for an individual, social factors and ideologies may influence it.

Risk perception has been studied across various industry sectors and professional groups such
as oil and gas industry where risk perceptions of experts and non-experts judged overall riskiness
almost equally [28]. Research on high-risk industry sectors [29,30] suggested nine parameters at the
level of individuals (i.e., excluding the effects of wider organisational and social factors) which are
linked to risk perception. According to Slovic, Fischhoff and Lichtenstein [29], experts employ a greater
ability to discriminate among the hazards. In addition, the higher the perceived risk of technology,
the higher the risk-averse behaviour. Additionally, the results of Slovic, Fischhoff and Lichtenstein [29]
showed that experts’ judgements of risk factors differed systematically from those of non-experts.
The parameters suggested by the particular authors as predictors of perceived and desired risk were
voluntariness, controllability, dreadfulness, and lack of knowledge. According to Fischhoff, Hayakawa
and Fischbech [30], additional risk perception factors were overconfidence, infliction of damages or
injuries, responsibility undertaking and environmental conditions.

Another study by Thomson et al. [31], who investigated the risk perceptions of experts and novice
helicopter pilots, suggested 15 factors linked to risk perception in the aviation context. Only five out
of the 15 ratings of factors by novices were consistently higher than the ones of experts, suggesting
that perceived risk declines with experience and that experts were better at identifying extremely
low risks. Thomson et al. [31] also noted that apart from the probability estimation that affects risk
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perception, there were additional influential parameters such as the dreadfulness of the consequences.
The particular authors found a positive association of experience with a set of five scenarios with
risk-seeking and risk-aversive choices whereas age was not linked to the choices made across these
scenarios. Thomson et al. [31] also revealed that increased experience guides to risk-seeking behaviour
as it was shown through the positive correlation of an “index of risk-taking tendency-IRT” with flight
hours for experts and novices. Moreover, Morrow [23], based on the work of Slovic, Fischhoff and
Lichtenstein [29] and Fischhoff, Hayakawa and Fischbech [30], proposed a list of the effects of risk
characteristics on risk perception. The parameters proposed by the studies mentioned above are
summarised in Appendix A (Tables A1 and A2).

Professionals and trainees, which are the groups of interest for this study, view risks differently,
and the judgements of the former group are more veridical than the ones of trainees [32]. As Wright,
Pearman and Yardley [28] and Hobbs and Williamson [14] claimed, professionals possess a different
prospect; when they define risks regarding consequences, they tend to give higher risk ratings.
A setback is that professionals are not a homogeneous group, and they frequently disagree. On the
other hand, they coincide when evaluating trainees, portraying the potential of events to cause
widespread disastrous consequences, assessing risks affecting personal safety, deciding to accept or
reject risks, and estimating the degree to which risks could be reduced [28]. In addition, professionals
might view risks as less significant than trainees [28] and the former group recognises that feelings
influence risk perception [33]. Wright, Pearman and Yardley [28] concluded that professionals conceive
that risks are more familiar to those who are responsible for managing them and the particular group
believes that risks are relatively controllable.

Contradictory to professionals, trainees view risks as higher compared to professionals [28,34],
are influenced more by public opinion when they develop their risk perception [32], tend to have
less real-world based judgements and evaluate circumstances in a more qualitative manner [28,34].
Older and more recent studies [34,35] showed that trainees obtain limited to complex, higher-order
perceptual and cognitive skills required to interact safely with their occupational environment.
The possible variations in risk perception amongst professionals and trainees are attributable to
a different ecological orientation, dissimilar awareness of the consequences of specific actions,
and unlike environmental obligations [9].

Most of risk perception studies in aviation discuss differences amongst flight crews and air traffic
control staff. In addition to Thomson et al. [31] who studied differences in risk perceptions between
expert and novice helicopter pilots as mentioned earlier, Hunter [7] studied risk perception and
tolerance in general aviation pilots. He revealed that differences in personality traits had a lower effect
on risk tolerance than differences in cognitive skills had on accurate risk perception. Pauley et al. [27]
through a set of 36 written flight scenarios and an adverse weather flight simulation showed that risk is
governed more by sensitivity to opportunities for gain than sensitivity to possible losses. The findings
of the particular study highlighted that the higher the risk tolerance, the higher the possibilities of
risk-taking, hence the former construct could function as a medium to predict potential accident
involvement amongst general aviation pilots.

Hunter and Stewart [36] tested the transfer of general aviation pilots’ scales to the military aviation
context and through four scenario-based online surveys confirmed that all scales demonstrated
adequate psychometric reliability and several of the sub-scales were significantly correlated with
self-reported accident involvement. Drinkwater and Molesworth [10] sought to determine if risk
perception, among other indicators, and personal traits could predict risk decision-making under
uncertainty. The results showed that perception of imminent high risks and higher levels of
self-confidence were related to risk-mitigating behaviours, while the higher the age, the higher the will
of the subjects to engage in risk-seeking behaviours.

Research has shown that maintenance personnel in various fields possess common traits regarding
risk perception [37]. Concerning the group of aviation engineers and technicians, the engineering
community has expressed the necessity to handle low-frequency hazards with severely negative

81



Aerospace 2018, 5, 62

consequences [38]. According to Shyur [39], particular focus should be given to improper maintenance
to prevent the initiation of chains of adverse events, and aviation maintenance error has been viewed as
a significant and continuous threat to aviation safety [40]. Drury [41] argued that research in aviation
maintenance has focused on a human-centred approach to design new systems and mitigate issues in
current system designs, based on human reliability. As Johnson and Hackworth [42] communicated,
although there are human factors programs since the 80s, such programs are not mandated universally,
and those that exist are not standardised. However, a study on a sample of maintenance personnel
coming from more than 50 countries and respective regulatory bodies showed that maintenance human
factor programs facilitate safety and control of human error in maintenance [43]. The implication
deriving from such approaches is that the human being is a potentially unreliable component of
a system, whose underperformance leads to poor risk assessments [43].

Errors of perception are first of a set of six types of psychological errors related to maintenance
are, in which one fails to detect an item he/she should have noticed [43]. What is more, risk perception
is mainly managed from the aspect of the individual as part of the well-known SHELL model [44].
Literature regarding pro-active risk management methods (e.g., [45,46]) has focused mainly on error
management, reporting systems, automation, effective training, and fatigue risk management through
various risk assessment tools and techniques (e.g., [47]). Risk perception is related to time pressure and
high workload in maintenance ground operations as well as inadequate training and management that
in combination lead to misperceptions of actual risks [48,49]. For example, ramp events are increasing
due to time pressure, traffic congestion, technology and change management, ineffective training and
education of ground personnel, and human factors [49]. According to Sellers [50], technical training
institutions cannot still influence human factors issues of maintenance personnel that drive the latter
to errors of omission.

The literature cited above shows that although research and studies mention the effects of various
factors affecting decision-making and the commission of errors regarding aviation engineers and
technicians, it seems that there has been a lack of focus on the variability across risk perception factors
and risk behaviour types. Taking into account this gap in the literature, this research was targeted to the
specific workforce group, and through a questionnaire survey, we investigated whether professionals
and trainees equally appreciate the effects of various risk perception factors mentioned in literature
and whether they similarly choose to reject/accept risk in different contexts. Moreover, potential
differences were evaluated against age, educational level and years of experience/study within each
of the workforce groups.

2. Materials and Methods

An online, voluntary and anonymous questionnaire was used to collect data. The survey
instrument was administered via e-mail to aviation engineers/technicians who were professionals or
trainees. The participants working as maintenance personnel and engineers and being fully licenced
according to the respective local or regional regulations were categorised as professionals. Our target
group of professionals regarded personnel working either in line maintenance or for an Approved
Maintenance Organization. This group of employees has completed on-job-training (OJT) and can
perform their tasks without supervision. Trainees were the subjects who had not worked for the
industry, and they were undergoing OJT or studying for at least one year at an aviation engineering
institution (e.g., college, academy, or approved training organisation). Thus, professionals attending
development courses and undergoing conversion or refresh training were not included in the group of
trainees. It is also clarified that, due to the exploratory nature of the study, which to the best of the
knowledge of the authors was the first of its kind, we followed the strategy of Hackworth et al. [43]
and did not aim at a specific region. Therefore, we did not administer the questionnaire to populations
under specific regulatory oversight.

The survey tool was developed in two phases. First, an initial questionnaire was composed and
aimed at eleven risk perception factors listed below:
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1. centrality of the incident for safety;
2. controllability the user has over the situation;
3. importance of team coordination;
4. familiarity with the incident;
5. effects of stress;
6. effects of fatigue;
7. level of confidence in own abilities;
8. effects of the night shift;
9. effects of technological complexity;
10. consequences on humans (i.e., injuries); and
11. material consequences (i.e., damages).

These factors were based on the literature mentioned in Section 1 above [21,29,31]. The mentioned
literature was used due to its specific focus on risk perception factors in aviation employees. Additionally,
the selection and formulation of the particular factors along with the respective items of the questionnaire
were made in consultation with twelve subject matter experts (SMEs). This approach is in line with the
suggestions of Bolger and Wright [51] and was employed to ensure relativeness of the survey topics
with the context of the target population. The SMEs had on average more than 30 years of experience,
including managerial and training duties.

The first version of the questionnaire was sent to SMEs to ensure relevance to the language and
terms used in the industry and achieve its face validity. According to the comments received by the
experts, some statements were adjusted to avoid biases towards answers or because the terminology
used was not suitable for the target research population. The final version of the questionnaire included
two main parts and an introductory text explaining the aim of the study, the target group of the survey
and the protection of the participants’ identity. The main parts referred to scenarios used in training
briefings and every-day practice as a means to present risk domains and response modes familiar to
the subjects, as proposed by Rowe and Wright [32] and increase veracity of the answers. The first part
of the instrument regarded demographic data (i.e., age, years of experience/study, educational level,
and job status), and included a description of possible incidents each of which the participants would
rate across the eleven risk characteristics/sub-categories mentioned above by using a 7-point Likert
scale with labelled points. To avoid respondent fatigue [52,53], eight simply formulated incidents were
used as follows:

1. Temporary transmission system failures during a leak check.
2. Temporary blinking instruments during a pre-flight inspection.
3. Slight oscillation of engine power right after starting the engines.
4. Recoverable braking system failures while parking the aircraft.
5. Short distraction while working on a shaft under the aircraft.
6. Minor hydraulic leakage during turnaround under high time pressure.
7. Temporary high engine temperature indications during engine tests.
8. Minor fuel leakage from the bowser during a delayed turnaround.

The selection of 5-point and 7-point Likert scales is an on-going debate. Studies comparing
5-point and 7-point scales showed that the latter superseded the former in accuracy and respondent
feedback [54,55]. Specifically, 7-point scales seemed more sensitive to capturing veridical evaluations
of participants, better suited for electronically collected data, less vulnerable to interpolation without
jeopardising accuracy, and better in obtaining higher variation in responses. On the other hand,
there are claims that 5-point scales are more effective than 7-point scales because they yield better
data quality on larger samples [56]. We preferred a 7-point scale over a 5-point one because we
could not predict the sample size and we aimed at a wider distribution of answers [57]. In addition,
we minimized the arbitrary interpretation of the scale points by labelling them: the lowest scale point
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“1” corresponded to the choice “Not important/Not at all controllable/Not at all likely/Not at all
Familiar” and the highest scale point “7” corresponded to the answer “Extremely important/Extremely
controllable/Extremely likely/Extremely Familiar”, as applicable per question.

Through the design explained above, the appreciation of the particular risk perception factors
could be assessed [58] and differences within and between groups could be estimated [29]. Table 1
presents the risk factors and the corresponding questions addressed to the subjects for each of
the incidents.

Table 1. Questions Corresponding to the Eleven Risk Perception Factors.

Risk Factors Shortcode Question

Centrality of the incident for safety Centrality To what extent is the incident essential for flight safety?

Controllability the user has over
the situation Controllability How much control does an engineer/technician have

over such an incident?

Importance of team coordination Team coordination To what extent is team coordination likely to affect the
confrontation with such an incident?

Familiarity with the incident Familiarity To what extent are engineers familiar with this kind
of incident?

Effect of stress Stress To what extent is stress likely to affect the
engineer/technician in dealing with such an incident?

Effects of fatigue Fatigue To what extent is fatigue likely to affect the
engineer/technician in dealing with such an incident?

Level of confidence in
own abilities Self-confidence To what extent is the level of self-confidence likely to

affect the decision about the incident in question?

Effects of night shift Night shift To what extent is working at night likely to affect
decision making about such an incident?

Effects of technological complexity Technology To what extent is the complexity of technology used in
aircraft essential for dealing with such an incident?

Consequences on humans Injuries How likely is that such an incident would
cause injuries?

Material consequences Damages How likely is that such an incident would cause
equipment/property damage?

In the second part of the questionnaire, each participant was prompted to choose a probable
course of action that he/she would follow regarding five scenarios. The scenarios were based on the
concept of Line Oriented Flight Training (LOFT) [59] and on the premise that a “low-risk aversion or
a low perception of risk can drive risky behavior” [60]. The scenario-based training method is common
in the aviation context [61], and LOFT constitutes a type of scenario-based training method [62].
Scenarios are connected to risk perception because they reflect the estimation of the quality of risk and
offer a chance for its manipulation [63]. It is clarified that in our study we did not aim at connecting
risk perception factors with behaviours but to examine them separately.

An adapted version of the part of the questionnaire that included the five scenarios is shown in
Appendix B. Each of these scenarios reflected social constructs that may interact with risk perception
since knowledge may be arbitrary and a matter of social construction and risk perception reflects
various thoughts, beliefs and constructs [64,65]. Scenario 1 regarded the construct of trust to the
capabilities and expertise of others; trust is a key aspect of amplification and attenuation efforts [23].
Scenario 2 was linked to the construct of self-sacrifice and ignorance of self-interest based on the
premise that individuals tend to ignore self-interest and they put themselves at risk even when their
commitments are at stake [66]; commitment is highly influential on decision-making [67]. Scenario 3
examined the preference to compliance with procedures over the breach of the latter when the stakes
are high [6,27]. Scenario 4 regarded the stance of responsibility undertaking when one has committed
a mistake/error [11,68]. Scenario 5 targeted to the prioritisation of safety over other task objectives [69].

A pilot test was conducted to test the reliability of the survey instrument. Due to limited access
to subjects, the pilot tool was administered only to eight professionals and six trainees. Taking into
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account that the reliability test for an eleven variables survey requires 110 responses (e.g., [70–72]), we
presumed that the fourteen participants by the eight incidents the risk perception factors were assessed
(i.e., 14 × 8 = 112 subjects) would satisfy adequately the required condition adequately. The pilot
test resulted in a Cronbach’s alpha a = 0.913 across all risk factors and the post hoc Cronbach’s alpha
for the whole sample was calculated to a = 0.818. Taking into account the literature suggesting that
the specific reliability scores are satisfactory [73,74] and that the reliability scores for the studies of
Hunter [7,75], whose work we adapted, were 0.937 and 0.810 correspondingly, we believe that the
reliability of the particular part of the questionnaire was adequate.

Regarding the scenarios, a reliability test was not applicable because they represented different
cases that were not linked to a single construct. In addition, as part of the pilot study, we performed
correlations per participant for all eleven questions across the eight incidents. We found significant
correlations only partially between the incidents, and the correlated pairs of incidents differed per
participant. These correlations indicated that the employment in the study of various incidents which
represented different contexts led to more representative measurements of the risk perception factors.
The average time spent by the pilot study participants to complete the survey was 20 min.

To collect data, we used a snowball sampling strategy because there was no definitive list available
to form a sampling frame. The specific research was executed as part of an MSc course, and at the time
of the study there was no contact list immediately available at any accessible directory of the university.
Therefore, taking also into account time limitations and that this was a first exploratory study on the
particular topic, no specific organisation or region were targeted. Although possible samples from
the same organisation could have increased the likelihood of correlated answers in both parts of the
questionnaire, taking into account the snowball sampling strategy and the diversity of contacts the
invitation emails were sent, we assume that the observations were independent. Considering that the
sample size in the similar study of Thomson et al. [31] was N = 64, the minimum accepted sample size
for the current study was set to N = 50.

Based on an expected response rate of 30%, 167 emails were sent out with the web link directing
to the online questionnaire. In total 70 questionnaires were returned, but the authors cannot estimate
the actual response rate because they had no information about the number of respondents who
accessed the respective link and/or read the invitation emails. All questionnaires returned were
complete and included in the data analysis. Table 2 reports the sample size along with the grouping of
demographic data which were used as independent variables. The particular grouping was decided to
achieve almost equal sizes where possible and allow the execution of statistics without validating their
assumptions related to the distribution of the sample. The age and education level of trainees fell only
in one category, and the spread of trainees’ age data was not sufficient to perform their clustering into
groups; hence, no statistics were performed within trainees regarding the particular variables.

The data were processed with the SPSS 22 software [76]. To gain an overall picture, the medians
per risk perception factor were calculated for each group of participants across the eight incidents, and
Friedman tests were used to evaluate significant differences amongst the eleven risk perception factors.
Then, we calculated per participant the medians of each risk perception factor across the eight incidents;
these scores comprised the dependent variables for the statistical tests. Mann-Whitney tests were
conducted to evaluate significant differences in the medians between professionals and trainees and
between the age, years of experience and educational level variables for professionals. Kruskal-Wallis
tests were performed to evaluate significant differences in risk perception factors among completed
years of studies of trainees. To examine any differences between specific pairs of risk perception
factors within each of the professionals’ and trainees’ groups, we performed pair comparisons with
the Wilcoxon test.
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Table 2. Research Sample.

Group of Independent
Variables

Values Sample Size (N) Percentage (%)

Job status
Professional 35 50.0

Trainee 35 50.0

Age professionals
<36 18 51.4

≥36 17 48.6

Age trainees <36 35 100

Working experience of
professionals (years)

≤10 17 48.6

≥11 18 51.4

Completes years of studies of
trainees (years)

1 8 22.9

2–4 23 65.7

4–5 4 11.4

Educational level
(Professionals)

≤Graduate 13 37.1

≥Post-Graduate 22 62.9

Educational level (Trainees) ≤Graduate 35 100

Regarding the second part of the questionnaire, Chi-square tests were conducted to evaluate
significant differences between professionals and trainees as well as regarding differences across the
independent variables per group. When the assumptions of Chi-square tests data were not met due to
the distribution of the sample, we consulted the results of the Fisher’s exact tests [77,78]. The execution
of non-parametric statistics was chosen due to the collection of ordinal and nominal data [79,80].
The level of statistical significance was set at p < 0.05 for all tests.

3. Results

Overall, Friedman tests showed that the eleven risk perception factors were rated differently
within both groups of professionals (N = 35, χ2 = 47.750, DF = 10, p = 0.000) and trainees (N = 35,
χ2 = 157.251, DF = 10, p = 0.000). Table 3 depicts the results regarding the differences between
professionals and trainees. Professionals were significantly more appreciative than trainees in the
risk factors of Familiarity, Fatigue, Self-confidence, and Injuries. In addition, professionals were
significantly more risk-averse than trainees in three out of the five scenarios where professionals
appeared more ignorant of self-interest, keener on adhering to procedures and more eager to
undertake responsibilities.

Tables A3 and A4 in Appendix C depict the results for the rest of the demographic variables.
Regarding the professionals’ age groups, the fatigue factor medians were significantly higher for group
“≥36”, and no significant differences emerged from the scenarios. Concerning the years of professional
experience, the group “≥11 years” was noted as the most appreciative of the controllability factor and
the most risk-averse for Scenario 4 (i.e., responsibility undertaking). Concerning the academic level,
no significant differences were revealed in the eleven risk factors, and the “≤Graduate” group was
significantly more risk-averse for Scenario 1 (i.e., trust). When considering the differences among the
groups of years of studies for trainees, it was indicated that the fewer the years, the higher the rating
of the Night Shift factor. No significant differences across the years of study groups were noted for the
five scenarios.

Table A5 in Appendix C depicts the differences of risk perception factors within the professionals’
group. The results showed that the Technology factor was appreciated less than Centrality,
Controllability, Team coordination and Familiarity. In addition, the Injuries factor scored lower
than the rest of the factors apart from Technology and Damages. In Table A6 (Appendix C), where the

86



Aerospace 2018, 5, 62

differences in risk perception factors within the Trainees group are presented, the results revealed
several differences in the rating across the factors, without though showing any consistent pattern or
concentration of the significant differences around specific risk perception factors.

Table 3. Differences between Professionals and Trainees.

Risk Perception Factors

Medians
(across All Participants and Incidents) Mann-Whitney Test Results

(significant results in bold)
Professionals Trainees

Centrality 5 5.5 p = 0.262
Controllability 5.5 6 p = 0.156

Team coordination 5 5 p = 0.624
Familiarity 5.5 3.5 p = 0.000

Stress 5 5 p = 0.342
Fatigue 5 3 p = 0.000

Self-confidence 5 3.5 p = 0.000
Night Shift 5.5 5 p = 0.578
Technology 3.5 3 p = 0.286

Injuries 3.5 2 p = 0.027
Damages 4.5 5 p = 0.530

Scenarios
Percentage for Choice B–Risk Aversion Chi-Square Test Results

(significant results in bold)Professionals Trainees

Scenario 1
(trust) 51.4% 40% p = 0.337

Scenario 2
(ignorance of self-interest) 54.3% 28.6% p = 0.029

Scenario 3
(compliance with procedures) 80% 37.1% p = 0.000

Scenario 4
(responsibility undertaking) 88.6% 42.9% p = 0.000

Scenario 5
(prioritisation of safety) 62.9% 52.9% p = 0.094

4. Discussion

In general, the findings of this research suggested that there are significant differences among
professionals and trainees, but these were not evident across all risk perception factors and behaviours
included in this study. Notably, the minimum scores assigned by professionals to all risk factors were
at the median of the measurement scale (3.5), whereas trainees rated three out of the eleven factors
(i.e., Fatigue, Technology and Injuries), with values lower than the scale’s median. The overall results
as well as the statistically significant differences found in four out of the eleven risk factors seem
contrary to the results of Thomson et al. [31] and Hunter [7] who, based on a probability estimation of
risks, found that experts’ risk perceptions in overall were lower than those of novices. This contrast can
be explained from the fact that in our study we did not include wider environmental, organisational
and social factors that can directly affect risk perception or moderate the perception of the parameters
studied in the current research. However, based on our findings above, it can be claimed that a mere
measurement of risk perceptions might mask important information that a more in-depth examination
of different influential parameters can reveal. Thus, although the rating of some of the risk factors
employed in this research might be statistically higher in professionals than trainees, the opposite
can happen for other factors, leading to counteracting and combined effects that shape final risk
perception levels.

Professionals rated the risk of reoccurrences (i.e., Familiarity factor) and the Fatigue factor higher
than trainees. These differences might be attributed to the minimal exposure of the latter group to
real-world conditions during their training. Moreover, the lack of working experience of trainees
might also be a valid explanation about the higher scores professionals attributed to the effects of
self-confidence and the probability of adverse implications on people. According to Von der Heyde [17],
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trainees are in the phase of developing their knowledge and experience while they might underestimate
some of the factors related to incidents and accidents.

Regarding age, the higher perception of older professionals regarding the fatigue risk factor
might be attributed to the effect of prolonged personal fatigue due to a decrease of mental and
physical capacity over time [81,82]. Concerning the years of job experience, the fact that the group of
professional participants with more working experience assigned higher scores to the controllability
factor confirms that the degree of subject knowledge [19,20] and knowledge or experience of past
incidents/accidents [17] might lead to such differences. This finding seems contrary to the literature
suggesting that risk perception might be falsified due to desensitisation resulting from prolonged
exposure to hazards in the working environment [11,12]. Thus, although higher experience, built-in
corporate knowledge and in-depth knowledge about existing controls may predispose professionals
to assume control, invulnerability and high compensatory skills, the particular group might have
interfaced with reoccurring safety events that provided learning experiences when hazards were not
managed timely or effectively.

The results regarding Scenario 4 (i.e., responsibility undertaking) showed that more experienced
professionals seemed more risk-averse, which can be attributed to their increased exposure to teamwork
that develops values that are oriented to the benefit of others, creates a sense of responsibility,
and fosters an ethos of mutual support [83]. In addition, it is expected that professionals with more
working experience have undertaken supervisory and managerial roles that are typically followed by
a sense of accountability [84,85]. Concerning the educational level, professionals holding a bachelor’s
degree or lower qualification were more risk averse at Scenario 1 (i.e., trust on others). Trust is earned
through exhibitions of competence and character [86]. Based on that premise, respondents holding
a post-graduate degree may have developed a questioning and demanding attitude, this possibly
leading to a decreased trust in others’ judgements. However, individuals with higher education
attainment show higher levels of generalised trust due to residual effects of personality traits and
non-cognitive skills [87]. Therefore, our interpretation of the particular finding is that professionals
with higher education qualifications might not trust everyone in a working environment that
dictates high responsibilities and accountabilities but they might confide in colleagues who exhibit
similar competencies.

Regarding the years of study, interestingly the group with “1 year of study” appeared as the most
appreciative of the effects of the night shift, whereas the participants belonging in the group “4–5 years
of study” were the least perceptive of the same factor. Although researchers are not knowledgeable
about the training and educational programmes followed by the participants, the specific difference
might be attributed to the point that, typically, fatigue is discussed as a risk factor early in the studies
when general physiological and psychological aspects of human performance are addressed. The lack
of working experience during the studies might contribute over time to a lower appreciation of fatigue
as an adverse factor.

The results regarding the differences across all risk perception factors within each group of
professionals and trainees were also stimulating. Concerning the professionals, the Injuries factor
was underrated against the rest of the factors. Our interpretation of this attitude is two-fold: (a) the
heuristic of “small numbers” [88]; and (b) safety illiteracy. Specifically, an expert motivated from
a belief of “small numbers” built with experience may fall victim to complacency regarding the
actual possibility that his/her decisions will result in injuries. For example, according to To70’s Civil
Aviation Safety Review [89], the year 2017 was recorded as the safest one since 2010. However, as it is
highlighted in the particular review “With so few fatal accidents to examine, it is worth remembering
that there were also several quite serious non-fatal accidents in 2017”. Nevertheless, we are not in
a position to argue if our sample has attributed injuries of any level with the probability of fatality
since this was out of the scope of this study. Regarding safety literacy, the abundance and plethora
of safety information and safety policies may be challenging to comprehend even for a professional
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recognised as an “expert” [90]. Hence, safety illiteracy can be attributed to the ineffective conveyance
of information related to communication and management of risks within an organisation.

In addition, in the professionals’ group, the technological complexity was underperceived
in comparison with centrality, controllability, team coordination, and familiarity. In addition to
the explanations above about the group in the higher age cluster, a probable explanation of this
finding could be the fact that automation has been found partially improving team coordination and
performance [91–93], thus technology possibly seen as a positive element and less as a risk factor.
Moreover, the indication that professionals are more perceptive to the influence of “familiarity”
potentially indicates that they possess a level of awareness in the context of out-of-the-loop
unfamiliarity problem [94] that might render them less capable of handling risks when automation
fails. This indication could also explain the increased perception of professionals regarding centrality
and controllability.

Concerning the trainees, there was a high inconsistency among the risk perception factors.
However, taking into account the main objective of this research to compare appreciations of factors
between professionals and trainees, we focused on the factors of injuries and technological complexity
discussed above for the group of professionals. The “injuries” factor was consistently underscored
in comparison with eight out of the eleven factors, while technological complexity was underrated
compared to five out of the eleven factors. Our interpretation for the “injuries” factor relies on
the common bias among young adults of invincibility which may lead to the perception that the
consequences of risky behaviour will not occur to them [95], and the “bubble of overconfidence”
effect [96]. As Sanchez and Dunning [96] indicated more precisely, this situation could be described
as the Dunning–Kruger effect where individuals lack the insight to recognise their shortcomings.
Regarding technological complexity, we believe that familiarity and trust of new generations on
technology could be a plausible explanation of the corresponding finding. Younger engineers have
been exposed to modern technology as early as during their elementary education in some cases.
As such, younger engineers rely more on modern technology and possess a positive attitude towards
it [97,98].

Regarding the scenarios, professionals chose the risk-averse option more frequently than trainees
across all cases, three of which were found significantly different. When examining the frequencies
per group, it seems that the views of professionals were almost evenly distributed regarding
Scenario 1 (i.e., trust on others) and Scenario 2 (i.e., ignorance of self-interest), and the same group
was considerably risk adverse for Scenario 3 (i.e., compliance with procedures) and Scenario 4
(i.e., responsibility undertaking). On the other hand, the choices of trainees were almost evenly
distributed only in Scenario 5 (i.e., prioritisation of safety), whereas the risk-averse options regarding
the rest of the scenarios were selected by less than half of the participants of the specific group.
The differences within groups across the five scenarios included in this study confirm Wright, Pearman
and Yardley [28] and Rowe and Wright [32] who found that experts and non-expert groups are not
homogeneous. Although the behaviours examined through the five scenarios are not inclusive of
the whole list of risky behaviours, we believe that the particular findings are interesting and worth
to consider.

The differences between professionals and trainees regarding Scenarios 2–4 indicate thought-
provoking implications. These differences can be explained from the fact that professionals have
a broader horizon during their decision-making, accounting not only for the probable short-term
harm but also for the long-term [99]. Professionals due to possibly additional managerial experience
are also able to plan at a strategic level and demonstrate a proactive behaviour [99]. Furthermore,
professionals might have acquired the capacity to handle safety priority conflicts and discrepancies
between organisational and personals goals [100]. In addition, working experience might lead to the
development of a positive attitude towards compliance due to the involvement in audits, safety events
attributed to the breaching of rules and much more valued experience. It is typical for trainees and
students to attribute successes or failures to luck or task difficulty (e.g., [101]) whereas professionals
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comprehend more the concept of risk management and appear more risk averse [102]. Additionally,
professionals may conform with safety rules or even internalise them over years of employment [103],
leading to a gradual replacement of their self-interest by a priority to the interests of their teams and
organisations [104,105].

5. Conclusions

This research examined differences in risk perception factors and behaviours among professionals
and trainees in the aviation maintenance/engineering sector. Whereas most risk studies in aviation
focus on differences within flight crews and air traffic control staff, this paper offers insights into
an under-researched workforce group within engineering. Overall, the results suggested that
professionals and trainees presented statistically significant differences in four out of the eleven
risk perception factors and three out of the five risk behaviours examined by the authors. The findings
were mostly in congruence with past research regarding other groups of end-users in the aviation sector
but with a few exceptions. Although older studies claimed an overall difference in risk perceptions
between experts and novices, in our research such differences were found only in particular risk
perception factors.

Although this research was exploratory as a means to examine potential differences and did not
aim at collecting explanations of the results, our interpretation of the findings converged on the effects
of the accumulation of working experience over time and the effectiveness of initial, recurrent and
professional training, especially regarding adaptability, flexibility and literacy. Risk perception factors
might be influenced by the lack of progressive adaptability to new working requirements which are
naturally dynamic. This potential lack indicates the need to adjust training to enable aviation engineers
to develop and maintain appreciations of risk perception factors according to the context of their
duties. To realise individual initiatives, we suggest establishing and enhancing the effectiveness of
risk related training by customising it through context-tailored coaching (e.g., [106]) and utilisation
of augmented/virtual reality technologies [107]. Within an effective Safety Management System,
competency training through methods such as Hands-On and Virtual Reality simulations can be
tailored to the nature of tasks and associated hazards [108,109].

In addition, training could be provided to professionals and trainees separately regarding risk
perception factors and could be offered commonly for risk behaviours. Engineering and maintenance
teams are often composed of trainees and professionals with diverse working experience. Hence,
a standard approach to hazardous conditions could minimise possible conflicts amongst team members
and would boost effective risk communication. Concerning the professionals, our results indicated
that training could focus on enhancing cognitive adaptability to hazardous situations associated with
new technologies, night shift effects, influences of stress, team coordination challenges, and building
of self-management skills. Regarding trainees, education and training could emphasise on increasing
familiarity with more or less probable hazards and risks, understanding and experience the effects of
fatigue, and managing self-confidence.

Moreover, training could be enriched with scenarios similar to Scenario 2 (i.e., ignorance of
self-interest), Scenario 3 (i.e., preference of compliance with procedures over the breach of the latter
when the stakes are high) and Scenario 4 (i.e., the stance of responsibility undertaking when one
has committed a mistake/error) tested in this research and found significantly different between
professionals and trainees. Under the proposed approach, on the one hand, aviation engineering
professionals and trainees would become gradually able to appreciate the effects of risk perception
factors in correspondence with their status. On the other hand, the effectiveness of risk perception
training could be assessed through real-world and context-specific scenarios (e.g., case studies,
serious games combining frequently experienced conditions with improbable but yet possible adverse
situations).

Although this research employed a valid context-tailored tool, the small sample size employed
does not allow the generalisation of the findings. Therefore, the results are indicative and limited to the

90



Aerospace 2018, 5, 62

survey participants. In addition, the interpretation of the results was performed against the literature
reviewed and not according to the perspectives of the participants. However, to the knowledge of the
authors, this study was the first to explore possible differences in the appreciation of risk perception
factors and risk behaviours among professionals and trainees in the aviation maintenance/engineering
sector. In addition, determining actual risk and indicating its gap from perceptual risk was not
feasible in the context of this study because we did not measure risk perception. Such an approach
would, for example, necessitate an observational study with standard participants and a validated
risk perception measurement instrument, meaning a completely different research design and scope.
We envisage that this study could function as a trigger to develop a uniform framework and tool for
assessing risk perceptions and behaviours along with associated factors for the specific workforce
group by considering the suggestions stated above.

For future research, similar studies could be executed with additional groupings of the aviation
maintenance population (e.g., airframe vs. electrical/avionics specialties) and probably include
additional social, organisational and systemic factors (e.g., national and organisational culture,
leadership, oversight, management structure and type, and task complexity). Another possibility
worth examining is the level of risk tolerance level of on-the-job trainees due to the security feeling
that can stem from their “protection” when working with experienced professionals. In addition,
research is suggested to be conducted with larger samples by including open-ended questions to
allow participants to state reasons for their choices. Moreover, the assessment of variations in the
appreciation of particular risk factors could be considered as supplementary to the evaluations of
overall risk perceptions performed within and outside the aviation sector with the scope to examine
the necessity for adjustments to existing risk training and communication programmes.
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Appendix B

Scenarios (Second Part of Questionnaire)

Please consider each of the following scenarios and select the action alternative (a or b) that best
describes your probable reaction in such circumstances.

Scenario 1

You are handling a 2000lt mini-bowser carrying aviation fuel during a turnaround. The pump was
essentially designed for water but the engineering department approved its installation. What would
be your probable action?

a. I use it to finish my tasks ASAP, and I will inspect the pump later for any issues. I trust the
judgment of the engineering department.

b. I ask for another bowser, even if the turnaround will be delayed. The engineering department
could have underestimated the dangers in such situation.

Scenario 2

The condition of runway/taxiway markings and lights, lack of vertical signage and frequent
failures of the ground radar affect the ground operation at the airport. You are charged to replace some
of the lights during the night because further flights are expected to operate. What would be your
probable action?

a. I am heading to replace the lights even if I do not have the whole set of personal protective
equipment foreseen. The runway is dangerous for landing.

b. I postpone the task for the next morning and inform the control tower. I do not have a flashlight,
and it is dangerous for me.

Scenario 3

You are checking hydraulics during a Cessna-172’s turnaround which has to depart ASAP to
transfer a sick child in critical condition but stable. You notice some suction screens plugged from
degradation deposits. What would be your probable action?

a. I replace the suction screens and run the minimum checks. The patient is in critical condition,
and there is no warranty that will remain stable.

b. I replace the suction screens, replace the fluid, check for supplementary contamination sources,
and test the engine. The patient is stable and delaying the flight will not have detrimental effects.

Scenario 4

Just before you deliver an aircraft after its post-flight maintenance, you notice that you are missing
a tool. What would be your first probable action?

a. I won’t tell anyone. I will try to find it myself.
b. I will immediately ask for help from a colleague.

Scenario 5

You have just completed a two days’ maintenance with limited resources, limited help and you
miss home and your new-born baby. You need to drive 35 Km to return home, but meteorological
conditions are already heavily adverse. There must be little traffic, and the road is quite safe.
What would be your probable action?

a. I would drive carefully and get home. The family is above all.
b. I would get some sleep at work and wait for better weather conditions
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Abstract: Communication and trust are fundamental factors in the operation of complex and highly
regulated industries like aviation maintenance. This article reviews two preconditions of human error:
communication and trust, as well as the way these are linked as aviation researchers have only recently
started to study factors not individually, but rather by combining their effects. Communication is
essential in the exchange of information and knowledge in aviation maintenance. The conditions
that make communication effective and miscommunication avoidable are explored. Next, ways of
communication, like aircraft maintenance documentation, are discussed along with appreciation of
how communication is valued in aviation maintenance. Trust within different aspects of maintenance
practice (interpersonal trust, trust towards technology, initial levels of trust) is presented and analysed,
as well as examined as a prerequisite of effective communication. The characteristics of trust, its forms
and results are identified in the literature with limited sources from the aviation bibliography, as it is a
domain barely explored. Therefore, a gap has been identified in the study of trust and the exploration
of the combined traits of communication and trust in aviation maintenance. Recommendations for
additional research in this field are provided.

Keywords: human factors; communication; trust; safety; aviation maintenance; error

1. Introduction

To err is within human nature. However, it is primarily over the last 50 years that human error
has become a field of scientific research, as errors started to have a great global impact in the economy,
health, environment and communities. In the US alone, from over $300 billion spent on maintenance
and operations every year, 80% was spent repairing damage caused by human error in equipment,
systems and dealing with harm caused to people [1,2]. In 2014 alone, there were 648 fatalities in 14 fatal
accidents caused by human error. This number was 1.5% higher than the previous 10 years average.
This increase was the result of larger airplanes, with larger passenger capacity which has led to an
increase of fatalities in the occurrence of an accident [3], therefore, since human error led to higher
numbers of human loss, there is a necessity within the aviation community to address this issue even
more urgently.

A greater understanding of human factors became imperative within aviation, and a large number
of models and systems have been introduced and implemented in the continuous attempt to predict and
reduce human error. In aviation maintenance, there are twelve principal preconditions or conditions
that contribute to human errors, widely known as the Dupont’s Dirty Dozen [4–9]. These elements
(shown in Figure 1) are dissimilar in nature and appear either on personal, group or organizational
performance levels [10].

The Dirty Dozen is still used in training, accident, and human error analysis in aviation maintenance
worldwide [4,5,7,8,11]. These 12 factors are of a different nature and quantifiability, nevertheless
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each one of them represents a precondition/condition to failure in the user’s judgement and as such
they are treated either individually or in groups of similar items [8]. As shown in Figure 1 lack of
communication is among these 12 most frequent conditions/preconditions of human error.

Researchers still investigate elements similar to the ones of the Dirty Dozen, but also consider
mutual interactions. As a most recent example, the Joint Research Program in the European Union (EU)
‘Future Sky Safety’, aims to study the concept of the Human Performance Envelope (HPE) in aviation.
This research is investigating the interactions between nine human factors (stress, attention, situation
awareness (SA), vigilance, teamwork, workload, communication, trust, fatigue) and the pilot’s human
performance, how they work individually or in combination, and how they affect or decline human
performance [12].

Communication has been indicated by past research to have a strong association with trust [13].
Trust is an important element in human social life and therefore, has been researched extensively in
the past by many different disciplines of science such as marketing, psychology, sociology, political
science, economics, etc. [14]. Many researchers agree that trust is a very important element in
employees’ relations and it is associated with the quality of their communication [15–22]. Trust is
under-investigated in aviation [19] and its association with communication is an unexplored area,
especially in aviation maintenance.

Figure 1. The Dirty Dozen [16].

2. Basic Communication Theory

Communication is a field of study that is of interest for many disciplines, such as marketing or
computer science. Communication is a process that everyone uses in their everyday life. However,
defining communication has proven to be challenging. There have been many definitions of
communication in textbooks and different approaches through the years since Shannon and Weaver [23]
saw communication as the transmission of messages [24].

There are various definitions of communication depending on the different approaches and
discipline of each researcher. In some definitions there is emphasis on the significance of symbols, as in
“the transmission of information, ideas, emotions and skills . . . by the use of symbols” (Page 527 in [25]),
while others examine communication as a product, e.g., “We use the word ‘communication’ sometimes
to refer to what is so transferred, sometimes to the means by which it is transferred, sometimes to the
whole process” (Page 13 in [26]). In the study of communication there are two main streams. One
stream considers communication as the transmission of messages and the other as the production and
exchange of meaning [24].

At the transmission of the message stream, the member that sends the message is the sender, and the
one who accepts it is the receiver. Communication, to be effective, must be an active process where both
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the sender and the receiver/s assure that the intended objectives are met. To achieve that, both the coding
and the decoding process of the message along with the channel and/or medium of communication,
are very important to success. If the result is not the anticipated, then the communication process
is characterized as failed and the communication steps are investigated to identify the causes of this
failure [24]. The second stream, the production and exchange of meanings deals with the interaction
between messages and people and the meaning that comes out of this interaction. In this stream,
connotation is a term that is usually met. Additionally, misunderstandings, besides being a result
of failure in communication, may occur due to cultural differences between the sender and the
receiver [24].

According to Schramm [27] important elements that should be added to the communication
process are the sender’s and receiver’s experiences. The mode of communication chosen should be the
appropriate one to meet the circumstances of both the sender and the receiver. The sender proceeds
with the message coding based on his/her experience while the receiver understands the message by
connecting it to his/her prior knowledge/cognitive level. Then the sender needs to ensure that the
message has been transmitted correctly by evaluating the receiver’s feedback [27] as shown in Figure 2.

Figure 2. Schramm’s [18] communication model with feedback.

To understand the communication theories fully the definitions of the terms: channel, code, and
medium are necessary. Channel is the means through which information flows [28]. Examples of
channels are: light waves, sound waves, radio waves. Medium is the material or mechanical way of
transforming the message into a signal capable of being passed on along the channel. Coding is the
sharing of mutual meaning between members of the same culture [24].

The basic features of the chosen channel determine the nature of the medium that will be selected.
Next, this medium will determine the characteristics and the range of the codes that will be used to
transmit the message. Fiske [24] further suggests that media can be divided into three categories as
shown in Figure 3:

a. The presentational media. The body language, the oral speech, the facial expressions are
providing communication. This requires the physical presence of the communicator as he/she is
the medium and communication happens in real-time.

b. The representational media. Any medium that represents the above by the production of a text,
picture, painting, piece of art. These media do not require the presence of the communicator as
they can act independently.

c. The mechanical media. These media utilize technologically developed channels; therefore, they
are transmitters of the presentation and representation media. Examples are: radio, television,
computers, and telephones.

Given that communication is effective and complete it can (a) be beneficial to staff’s interpersonal
and group relationships; (b) guarantee that attitudes and expectations will be clear with no hidden
agendas; (c) retain focus on the task and situational awareness; and (d) act as a managing tool [29].
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Figure 3. Concept map of communication media.

2.1. Miscommunication

To understand and define communication, researchers needed to clarify miscommunication as
well. Communication and miscommunication are strongly interrelated, and they present a difficulty
in investigating them separately. Miscommunication is treated as a kind of communication with its
own distinct patterns and characteristics [30]. In this context miscommunication can be defined as
‘the dark side of interpersonal communication’ [31] not being too far from its standard meaning of
missing, flawed, and disrupted rules of communication [32].

Furthermore, miscommunication includes ‘mismatching interpretation’ and distortion of
message [30]. This definition also includes the potential cultural differences between the sender and
the receiver which are responsible for possible alternative interpretative models. Miscommunication,
in the condition that if it is noticed and attempted to be repaired, has positive outcome to
the communication process as well as it provides a chance for further interaction between the
communicators. Miscommunication has been included in several communication theories, e.g.,
Shannon and Weaver [23], through the years as a deviation or a disruption, either important or less
important, at any stage of the communication process [30].

In the aircraft maintenance environment, a model of communication fault was developed by
Shukri, Millar, Gratton and Garner [33] that was inspired by Cushing’s [34] detailed overview of
communication failures between pilot and a traffic controller. In this model there are six message
characterisations: “(a) A message that is unavailable; (b) A message that is available but incomplete; (c)
A message that is available, complete but incorrect; (d) A message that is available, complete, correct
but not clear; (e) A message that is available, complete, correct, clear but not understood; and (f) A
message that is available, complete, correct, clear, understood but mistakes still happen due to human
factors” [33].

From this model, it is evident that even if the message is free from all the failure prone factors,
there is still the possibility of mistakes. Subsequently, all the specialists’ efforts lead to the direction
of the elimination of the known or predictable factors that can lead to fault and the constant attempt
to identify and eliminate the uncharted ones. Therefore, in the case that communication for one or
more reasons does not result in the correct exchange of the message, the beneficial effects are not
fully realised.

The contribution of communication to the occurrence of human errors has been recorded in
various reports. Human error can be tagged as ‘the human causal factor associated with aviation
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accidents’ [35] or ‘the failure of planned actions to achieve their desired ends—without the intervention
of some unforeseeable events’ [2]. A study commissioned by the Dutch Aerospace Research Centre
(NLR), identified various contributory factors to aircraft accidents, incidents, and errors. In seven
ground service providers in the Netherlands both management and operational personnel named the
ten most frequent factors that are involved in the cause of mistakes on the ramp (see Figure 4). Poor
communication is the second most prevalent factor on that list [36].

Figure 4. The most frequent causal factors involved in mistakes on the ramp [36].

Ineffective communication is a precondition for human error in all highly complex and regulated
industries worldwide [34]. Extended research in aviation has shown that human factors cause 70–80%
of aviation incidents and 15–20% of them relate to maintenance procedures [37,38]. The aviation sector
was the first to identify that the implementation of standardised procedures has contributed to safety
and teamwork efficiency, following the realisation that 70% of commercial flight accidents were caused
due to communication errors between crew members [39].

Another large study in the aviation industry found that 70% of all accidents were caused due to
crew coordination and communication issues [40]. These findings are supported by Wiegmann and
Shappell [41] and Yacavone [42], as they have recognized crew coordination to be a major contributing
factor in military aviation (as cited by Wiegmann and Shappell [43]). Failed communication has also
been reported to be among the most frequent local factor in airworthiness events along with tools
and equipment, perceived pressure or haste, environment and knowledge, skill, and experience [44].
As a comparison, in railway maintenance, it has been shown that 92% of incidents occurred due to
communication failures [44,45]. In the healthcare industry communication is an extremely common
element prone to flaws as well [39]. Subsequently, healthcare also had the need for standardization of
the communication tools due to its complexity, the limitations of the human performance, and the
different training among the medical professionals. For that purpose, tools like SBAR (Situation,
Background, Assessment, and Recommendation) were introduced for all medical personnel as a means
to establish common terminology and methodology to avoid communication failures [39].

In Figure 4 it is indicated that the management’s awareness is at higher levels than the line
personnel’s, suggesting that the administration has recognised these factors to be preconditions of
human errors. The European Commercial Aviation Safety Team (ECAST) has acknowledged the
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awareness of the potential risk of ineffective communication as a human factor and that further research
is necessary towards that direction [36]. Moreover, various researchers have highlighted the problem of
ineffective communication between maintenance staff, cabin crew, and flight crew, proposing different
ways to mitigate this issue [46,47]. It is evident from the above that communication is a very important
element within complex industries like aviation.

An example, in which maintenance communication was involved in an airplane accident, is the
Atlantic Southeast Airlines flight 529 in August 1995. The aircraft crashed in Georgia, USA, during
an emergency landing, after the loss of a propeller blade, resulting in 9 fatalities and 20 injuries. The
National Transportation Safety Board (NTSB) determined that “the probable cause of this accident
was the in-flight fatigue fracture and separation of a propeller blade resulting in distortion of the left
engine nacelle, causing excessive drag, loss of wing lift, and reduced directional control of the airplane.
The fracture was caused by a fatigue crack from multiple corrosion pits that were not discovered by
Hamilton Standard because of inadequate and ineffective corporate inspection and repair techniques,
training, documentation, and communications.” [48]. The NTSB in this report highlighted as a
contributing factor the internal inadequate communication and documentation systems of the airplane
parts’ manufacturer that led maintenance personnel to confusion and faulty procedures.

Even though aviation was the first industry to regulate and implement human factors policies
and guidelines, the need for further research and procedural improvement is continuous and arduous.
In the occurrence of any new procedure introduced, new research over the possible reasons for failure
of the system or its human element towards its failure must be conducted. Moreover, the continuous
effort to make communication in aviation effective has led to the observation and understanding of all
aspects of human expressions. Different modes of expression, such as politeness [49], are under review
by human factors specialists, in their attempt to promote clarity and minimize miscommunication at
all levels.

2.2. Areas in Aviation Maintenance Prone to Communication Failure

In aviation maintenance one critical aspect is documentation. The most common reason for
accidents in aviation maintenance is insufficient documentation and procedures [50–52]. More recent
studies indicate that written communication can be more prone to mistakes than oral communication
during critical maintenance tasks. The reason is that in oral communication any clarification is easier
to obtain, so more human errors, that affect aircraft safety, are detected [33].

The improvement of maintenance documentation can establish communication as an important
factor that could have a positive contribution to the execution of maintenance tasks safely [50,53].
Written procedures govern every action in aircraft maintenance. These are manufacturers’ Instructions
for Continued Airworthiness (ICA’s), Fault Isolation Manuals and all supporting documentation
that are continually updated. Additionally, as aircraft design is evolving fast and becoming more
sophisticated, maintenance-related information is expanding in volume. This immense amount of
documentation amendments and novelty has to be adopted simultaneously by maintenance personnel
around the world, even if their first language is not the one the documentation was produced in [54,55].

Moreover, there is extended research in the development and improvement of online platforms,
that aim to replace workcards, targeting lower cost along with a positive impact on the engineers’
situational awareness, error probability, job satisfaction, and adaptability [56,57]. Another example
is that of a Federal Aviation Administration (FAA) three-phase sponsored study that dealt with
an improved design of the manufacturer’s maintenance documentation enabling the transfer of
information to the maintenance personnel at a satisfactory level [58].

Many researchers have produced instructions and guidelines, following human factors principles,
to help maintenance staff avoid mistakes. Their research has been successful in reducing human
errors [55,59]. However, the people in charge do not always acknowledge this work by implementing it
in the field [60]. They usually persist in following their own former good experience and the employees’
perspective rather than adopt guidelines and instructions that stem from research [58].
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Moreover, shift turnover is of great significance in highly complex and regulated business
environments, such as aviation maintenance, the oil industry, and medicine. According to Parke
and Kanki, from the 8% of the aircraft maintenance failures that were due to communication factors,
51% were related to the shift turnover while 41% had no relation to it [61]. The turnover related
maintenance occurrences were classified, by the reporting system used for this research, to have more
severe and dangerous consequences [61] whereas debriefs that are conducted according to human
factors principles can enhance productivity by 20–25% [62]. While debriefs may appear to be cost
effective and produce quick results in the organizations’ improvement of performance, the study of
such processes over the years is scattered across different disciplines, such as healthcare, education,
psychology, and organizational fields with no conclusive results [62].

The literature highlights that communication in the aircraft maintenance environment provides
several considerations: first, it is an element that underlies every phase of the aircraft maintenance
process; next, it is a primary element of the maintenance process, as it is the framework upon which
information transmission takes place; finally, the research community and the industry need to proceed
with further investigation on documentation structure and shift turnover procedures.

2.3. Communication in Aviation Training

The training framework in aviation is designed to enhance communication skills and techniques,
promote teamwork, accommodate human performance tools and develop situational awareness
(SA) among maintenance personnel. This indicates of the way that the aviation industry values
communication, acknowledges it as an important contributing factor of human performance and takes
actions towards its successful application within the aviation various activities. This training is either
called Crew Resource Management (CRM), Maintenance Resource Management (MRM), or Team
Resource Management (TRM) [63–65].

As the literature indicates: (a) training is essential in enhancing elements such as successful
communication and indeed has good results, and (b) the design of training, the delivery and
its implementation is of great importance in achieving the required results in areas such as
communication [50,66,67]. To define the success of training in promoting factors such as communication,
more ‘on the job’ observation of the participants is needed, given that most of the research has been
conducted in simulation [64,68,69].

In the European Union, there is a 30 mil. Euro program (Future Sky Safety 2015–2019) that
explores all new tools and approaches to aviation safety. This research, among other issues, indicates
that a significant gap has been recognized between the quality of the students’ oral and written
communication skills gained during their studies (especially in the aeronautical area) and the skills
required by the aeronautical industry to perform the tasks safely [70]. Industry and academia do
not work together as the communication between them is ineffective and discontinued [71,72]. This
indicates that since there is no wide human factors training within the tertiary education curricula,
there is a great need for it in newly recruited personnel.

3. Trust

First, trust is the belief of somebody else’s benignant intentions. Second, none can impose these
beliefs to come true, in other words trust means to be prepared for the possibility that the anticipated
benignant outcome will not happen. Third, the meaning of trust includes a degree of interdependency
as somebody’s situation is linked to somebody else’s actions [13]. Based on these three elements, trust is
the attitude someone or a party adopts (trustor) towards somebody else or another party (trustee) [73].
This attitude, or even both parties’ relationship, is influenced by the trustee’s behaviour and it will
form the trustor’s understanding and receptiveness towards the trustee [13]. It is noted in the literature
that the competence, benevolence and integrity of the trustee are the characteristics that trustor takes
into consideration for the formation of his/her trust [74,75].
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Trust, while it has been extensively researched by organizational researchers and more specifically
by certain industries (e.g., web commerce) is understudied in high-reliability organisations, such as the
aviation industry [76]. Trust usually stands in combination with other human characteristics and is
difficult to be isolated and quantified. However, there is growing research indicating that trust and
professionalism are fundamental factors in maintaining safety in the aviation industry. On the one
hand, professionalism is the basis to exercise all the necessary steps towards safety, but on the other
hand, personal trust is essential in the communication that is required [19,20,22,77,78].

Additionally, personal trust is associated with performance and cooperation [79–82], citizenship
behavior [83], problem solving [84], and confidence in the skills and capabilities of aviation experts
(trust in competence), to achieve the desired level of safety [85]. Maintenance personnel need to trust
that their colleagues will act as safely as themselves. This is a process that needs to be inspired and
enhanced rather than taken for granted [86].

Trust towards people, and especially towards individuals in the case of a risky situation, where an
individual will do anything within his/her power to overcome the risk, aspires to be a solid factor in
ensuring safety management [85]. However, Harvey and Stanton [85] and Reason [87] argue that this
statement contradicts the modern systems approach to risk and human error, according to the human
factors principles, as human error has been considered so far to be a systemic rather than an individual
consequence [88,89]. Adaptation is inevitable where models include the social system and human error
while organizations put pressure on their systems on the benefit of their cost effectiveness-productivity
balance [90].

Apart from the trust between colleagues, there is the trust between maintenance personnel and
management that has been rather low and makes staff feel sceptic and pessimistic whether positive
results in safety can be achievable [65]. Management is responsible for building (establishing/taking
the initiative towards the employees) and maintaining trust [13]. Apart from the interpersonal trust,
there is the confidence towards technology and procedures. Additionally, another characteristic of
trust is that it is bipolar: lingering between the two edges of trust and distrust [91,92].

Procedures are clusters of partial steps that, to be successful, need to meet different criteria and
conditions (e.g., environment). Due to different reasons (e.g., lack of knowledge, norms) maintenance
employees might not take these conditions under consideration in the case of failure. Situations
like these might lead these professionals to lose trust in procedures, in the case of a failure, or show
overreliance in the instance that the procedures were effective even if the right conditions were not
met [92].

The benefits of trust have been well understood for some decades now since Zand proved in
1972 [84] that employees with higher levels of trust compared to the ones with lower levels: (a) make
information processing more cost-effective to the company; (b) seem to have more contentment among
them; and (c) show certainty towards other counterparts [84]. Research has also shown that trust
towards familiar individuals is far more easily achieved, especially when positive feedback indicates
this person to be trustworthy. Obviously, the level of trust tends to differ amongst various organizations,
depending on their size. In small organizations, the interpersonal trust seems to be at a higher level
than in larger organizations and the army [93].

Technology, on the other hand, is a human construction and, as a product, it lacks human
characteristics [94]. To focus on the technology, one should isolate it from the human element (users,
developers) and examine the technology artifact itself. This approach enables the investigation of trust
towards technology without being influenced by other surrounding human structures [95].

People depend on technological artifacts and rely on their anticipated abilities and capabilities
to perform successfully. In this concept trust means to depend or rely on another [96]. Therefore,
if someone believes he/she can depend on technology’s performance in a time of need, then trust
towards technology is the describing term for it [95].

Trust in technology is divided into initial trust and knowledge-based trust [95]. Initial trust refers
to the expectations and beliefs of the anticipated operations of the technological application chosen by
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the user. Knowledge-based trust is the result after interaction and familiarization with a technological
system. Trust in technology needs further investigation as limited research has been conducted in this
area [95].

Furthermore, in modern times, more organisations have evolved into big impersonal enterprises
where trust between groups is difficult to achieve [15]. To overcome this issue, organisations have
to agree, adopt and utilise similar social rules to gain familiarity and work together efficiently [97].
Even though these sets of rules seem to prevent distrust among enterprises, some researchers insist
that interpersonal relations are the ones that guarantee the formation of trust. This means that specific
people need to represent organisations to form the needed familiarity [98].

Within business relations, trust is a fundamental factor that takes part in the orchestration of
their expectations and mode of collaboration [99]. It appears to have an assistive role in establishing
business relationships and it is crucial to re-establish the theory behind the organisational influences on
the business behaviour. This will be of major help in attempts at building trust in interorganisational
interactions [15]; “The more complex and dynamic social and economic relations and exchange
arrangements are today, the more trust is needed as a lubricant to keep the motor running” [100].

Overreliance or excessive trust may have negative effects on interpersonal and organizational
relations and there is no current research to describe it adequately [101]. To unfold the role that trust
plays in organizations, one must explore the macrolevel and microlevel of theory and analysis. In the
macro level, trust is studied regarding its interaction with the industry structure while in micro level
trust is examined among people as seen in Figure 5 [102].

Figure 5. Schematic representation of the concept of trust [102].

3.1. Trust Dynamics within the Organization

When systems in organizations promote open and free communication (knowledge sharing,
uninhibited information disclosure) their employees are more likely to develop trust towards the
organization and each other [13,74,101]. From the very beginning, trust has been linked to safety in the
aviation industry and there has been a significant effort through MRM training (5th generation) to
implement and enhance safety culture and engage all personnel in that direction.

In the case that an organization proceeds with implementing all necessary actions to reduce
human errors then learning from their mistakes would be one of them. In this case, it is crucial to
the people involved to have sufficient trust that they will not be blamed if they report mistakes and
that they can speak openly about them (commonly called a just culture [103,104]). Although there are
mechanisms available to maintenance personnel to avoid or reduce human errors, they must trust
their managers mutually to achieve that.
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Studies have revealed that a big proportion of engineers do not trust that their managers’ actions
will be solely aimed at enhancing safety [105]. The lack of trust, or distrust, acts as an obstacle to
the formation and implementation of programs, such as the FAA’s Aviation Safety Action Program
(ASAP), that provides maintenance personnel with a system to report failures and thereby contribute
to the continuous effort to improve aviation safety.

3.2. Characteristics of Trust

Other extended research on trust indicates that trust is at high levels at the beginning of a
professional relationship “high initial trust levels” [106]. New employees begin their employment with
an intrinsic level of trust towards their colleagues and their organizations. Thereafter, it is the culture
of each organization that will be responsible for maintaining or altering this level. Trust is also a
multidimensional area that is highly influenced by other social features. As proposed in the Model of
Trust by Mayer, Davis, and Schoorman (as cited by Mayer et.al. [75]) trustworthiness is perceived by
factors like ability, benevolence and integrity. In a society that is trained to believe and rely on others,
it is most probable that people will trust their organization initially at a high level [106,107].

Depending on the circumstances, trust levels can appear to develop as fragile or robust. Fragile is
when it is subject to sudden changes during a given period either to a higher level, when the initial
level is low or vice versa. Robust, on the other hand, is the opposite of fragile. It is used when
the level of trust remains stable over a specified period [106]. Since the existence of the “high initial
trust levels” is observed, it is of primary importance in the aviation industry to maintain it at those
levels. It will only be successful by keeping in mind that the elements that make trust robust are: (a)
adequate precedent support, that is former good experience which forms a present behaviour in a
similar manner; (b) belief-confirming cognitive mechanisms, in which people’s remarks that oppose
their beliefs are overlooked; and (c) social mechanisms, the personal contact among people enhances
the positive attitude between them [106]. Moreover, research has identified legislative procedures,
conflicts of power, stress, and liability to be factors that reduce trust within organisations [108,109].

Furthermore, research has confirmed the relationship between ASAPs and trust since organizations
with ASAPs in place have demonstrated higher scores in trust than other companies in which ASAPs
were not in their structure [110]. To evaluate the personal perception of maintenance personnel
regarding human factors and safety in the workplace, specific tools had to be introduced. One tool that
has been extensively used by FAA is the Maintenance Resource Management Technical Operations
Questionnaire (MRM/TOQ). Among other questions that were used to measure different human factors,
the following questions were used to measure the level of trust:

• “My supervisor can be trusted”.
• “My safety ideas would be acted on if reported to supervisor”.
• “My supervisor protects confidential information.”
• “I know proper channels to report safety issues” [86,110].

These types of questionnaires evolve and adapt over time, and new data is accumulating through
continuous research. The optimum result would be to obtain a large amount of data from the full range
of aviation activities, which would enable researchers to analyse results comparatively, inferentially,
and longitudinally [86].

4. The Relation between Trust and Communication

Literature has indicated that personal trust is an essential element that is associated with successful
communication (see, for example, [15,16,18–20,22,77,78]). Experimental research has proven that
face-to-face communication has been highly successful due to, among other reasons, the lifting of
anonymity and the trust that the communicators show to each other. Face-to-face communication
enhances verbal communication where trust elements, such as commitment and promises, are used
along with body language, facial expressions, and visual cues to ensure a successful outcome [82].
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Experimental evidence, regarding the relation between trust and communication, is scarce and more
research in that field is needed [82].

When it comes to group communication, the group should establish common ground for the
members to agree upon some basic ideas/concepts. This process depends on trust development
among the members, towards their incentives and attitudes, for the group to create a functioning
communication ([30] as adapted by [111,112]).

At the organizational level, when organizational culture supports open and free communication
among all levels of employees, it is expected from them to enhance their trust levels towards each
other and their organization [13,74,101]. Recent research in the aviation maintenance field indicated
that communication and trust are two major factors that both can be used as tools for maintenance
failure detection [113]. Additionally, according to the FAA, trust is an essential element for a successful
safety program in the aviation industry. The different safety programs base their effectiveness on the
successful communication among the different business partners and mutual trust or distrust can affect
this communication.

5. Discussion and Conclusions

This review aimed to include mainly aviation maintenance literature relevant to communication
and trust and this literature was found to be scarce. This suggests that, the factors of communication
and trust, either individually or in combination, are understudied in aviation maintenance. To unfold
this critical issue, communication and trust were explored in multidisciplinary literature and they were
considered within the aviation maintenance framework. Some of the most important findings of the
review are presented in Figure 6.

Most researchers have concluded that aviation has recognised miscommunication as a paramount
human factor contributing to errors [36,114], but there is still much work to be done to eliminate this risk
and provide the industry with error free communication. A gap has been identified in the issues that
arise from the communication among different areas within aviation, and there is research underway
mitigating these issues [46,47]. Every aspect of human nature and personality characteristics should
be considered, to eliminate the factors that might lead the message to not be adequately delivered
and understood in the communication process. To succeed in this, it is of high importance to place
the mechanisms and models of miscommunication in the specific frame of aviation industry [30] as
there is a great deal of potential in their implementation and development, especially in aviation
maintenance [115].

Several decades ago, it became quite apparent that standard terminology and methodology
would help reduce human errors related to aircraft procedures, especially in the written forms of
communication, e.g., documentation, manuals, workcards, etc. [55,59]. Due to such endeavours, new
technology and improved software are being used in the place of internal communication forms
and workcards with encouraging results [56,57]. Extended research has still to be conducted in this
direction to make novel technology more appealing and subsequently resolve both managers’ and
employees’ negative attitude to similar platforms [58]. On the other hand, there is a lack of systemic
study of maintenance debriefings that does not help in the comprehension and improvement of this
crucial step in the maintenance procedure [62].

Training is the only vehicle that will introduce and facilitate all the required communication
skills [63–65,116]. There has been considerable research during the past few decades in developing
systems and the generation of effective programs. There is, however, potential for further research in
the long-term effectiveness of these programs as trainees do not seem to acquire the desired level of
knowledge and skill [50].

The framework within interorganisational trust has a lot of potential to be restructured, to enhance
business interactions, and to achieve further development [15]. The literature found that deals with
trust in the aviation industry is scarce. This alone indicates that there is a great deal of work that could
be done in identifying and associating trust with other traits in the actual working environment in
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aviation maintenance [19]. The interesting element in trust is that the initial levels of trust (the levels of
trust an individual or a company indicates at the beginning of a collaboration) are high, so human
factors researchers could focus their research towards the direction of the mechanisms which will
contribute to maintaining these levels high over time [106].

Figure 6. Tabular representation of the recognised future research potentials.
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More extensive research is needed to standardize trust measuring methodologies, analyse results,
and enable smaller-scale research to be compared safely, which, in turn, will lead to reliable results and
interventions [86]. Only over recent years have researchers started trying to unveil the causal factors
for maintenance errors [117].

Following the example of ‘Future Sky Safety’ and trying to fill in the gap of the human factors
research in aviation maintenance, the investigation of the interaction between two factors, such
as communication and trust, is pioneering within the aviation maintenance context and of great
importance. The research that has been conducted in aviation human factors so far is mainly a single
factor research. Therefore, the study of two and more factors and their impact on human performance
is a direction more researchers should follow in the future, given that human reaction is the result of
different factors and conditions that interact with each other.

Under the scope of the investigation of factors in combinations, it would be interesting to see
further combined research in communication and trust in aviation maintenance. More specifically the
relationship between trust and communication (how they interact with each other) among colleagues,
between subordinates and managers/supervisors, and between maintenance staff and technology.
Furthermore, trust among aviation businesses and how they interact with each other would be a
domain for further research, as new data could be exposed. Moreover, trust in technology has been
under-researched in the aviation maintenance domain, which appears to be bereft of any significant
research in this field. Additionally, the negative effects of excessive interpersonal or organizational trust
can be researched further as, again, this is an understudied field, especially in aviation maintenance.
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Abstract: In recent years, a growing emphasis on safety has driven various industries, both in
manufacturing and service, to implement a Safety Management System (SMS) in their organisations.
SMSs have also been widely implemented in aviation due to both regulatory requirements and
voluntary implementation with the aim of decreasing incidents and accidents whilst reducing
inefficiencies and costs stemming from the repercussions of safety failures. The aviation industry
involves various players for the provision of services ranging from airline operations, maintenance,
aerodrome operations, air traffic services, aircraft and component design, manufacturing, and training.
Not all organisations in the aviation industry have implemented SMSs. Furthermore, SMS is currently
not regulated for all aviation organisations. Whilst technology has played a key role in driving
down the number of accidents and incidents in aviation, the growth in air traffic demands having
programs in place to further drive down accident rates. In this context, this article provides an
investigation to the regulatory framework for the implementation of SMSs in aviation, including the
requirements stipulated by the International Civil Aviation Organisation (ICAO) and the status
of SMS regulation of key National Aviation Authorities (NAA) and Military Aviation Authorities
(MAA), with a focus on organisations involved in airworthiness including initial and continuing
airworthiness. This article also investigates the challenges of implementing SMSs in organisations
involved in Airworthiness, as well as the benefits that could be gained by service providers as well as
NAA’s or MAA’s through SMSs.

Keywords: safety management system; human error; airworthiness; design organization

1. Introduction to Safety and Safety Management Systems in Aviation

Air transport is growing rapidly with the 2017 statistics of 4 billion air travellers expected to
nearly double in the next 15 years [1]. The forecasted traffic of nearly 60 million scheduled passenger
flights expected in 2030 compared to 35 million in 2016 will result in over two commercial air transport
accidents per week if the same accident rate of 2016 [2] prevails in 2030. This strongly suggests that
growth in air traffic requires a parallel effort in aviation safety to reduce accident rates. Air transport is
considered the safest way to travel, even with rapid growth in air traffic demands, and technological
developments which have resulted in complex aircraft systems. To maintain safety into the future,
novel programs and tools will play an increasingly important role in enhancing aviation safety and
reducing safety occurrences. In aviation an incident is defined as a safety occurrence, less severe
than an accident, associated with the operation of an aircraft which affects or could affect the safety of
operation. An accident is defined as an occurrence associated with the operation of an aircraft in which
a person is either fatally or seriously injured, or the aircraft sustains damage, experiences structural
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failure, or is lost/missing/completely inaccessible. A more detailed definition is provided in ICAO
Annex 19 [3].

The meaning of the word “safety” varies based on the context of its usage and has different
definitions in various industries. In aviation, safety means the state in which risks associated with
aviation activities, related to, or in direct support of the operation of aircraft, are reduced and
controlled to an acceptable level [3]. There are many notable academics and industry experts who
have contributed to the evolution of safety in many industries and environments. Jens Rasmussen
was a pioneer in the field of safety science for the last quarter of the 20th century specialising in
the study of human factors [4]. In the 1980s, Rasmussen proposed a framework with three levels of
human performance: skill-based, rule-based, and knowledge-based [5]. James Reason, a research
psychologist who has published multiple books and papers, has produced ground-breaking work
discussing human error. His book Human Error [6], dedicated to Jens Rasmussen, is said to be a
masterpiece in phycological writing [7]. The famous “Swiss-Cheese” model, developed by Reason to
illustrate how accidents involve successive breaches of multiple system defences, is widely used by
safety specialists as an accident causation model. Since the first flight by the Wright brothers in 1903,
aviation safety has progressed through three main eras [8]:

1. the technical era (from the early days of aviation until the 1960s) where safety deficiencies were
mainly attributed to technological failures,

2. the human factors era (from the 1970s to the 1990s) when the focus of safety extended to include
human factors issues, most notably human-human and human-machine interfaces, and

3. the organisational era (from the 1990s to the present), encompassing organisational factors in
addition to human and technical factors.

More recently, and resulting from an increasing level of maturity in aviation safety, an emerging
era of “Total Aviation System Approach” requires all aviation stakeholders and their interfaces to
be understood and managed for the purpose of safety performance [8]. In addition, this concept of
implementation of safety management by various stakeholders and service providers offers a more
proactive approach to safety compared to the traditionally reactive approaches to aviation safety
adopted in the past.

A Safety Management System (SMS) is a systematic approach to managing safety, including the
necessary organisational structures, accountabilities, policies, and procedures [3]. SMSs have evolved
from a combination of concepts in system safety, quality management systems, and other inputs [9].
Implementation and maintenance of an SMS have been either voluntary due to its recognition as an
industry best practice for safety or due to regulatory compliance. Whilst SMS is widely applied in
various industries especially those with high safety risks or complex operations such as oil and gas,
construction, electricity generation, highways etc., it has also been actively implemented in aviation in
the last decade. The main contributor to this is the standardisation of SMS requirements for aviation by
the International Civil Aviation Organisation (ICAO), and the obligation of member States to comply
with ICAO standards and recommended practices. SMS provides a framework of methodologies,
tools and requirements that help organisations to understand the safety concepts, to construct and
customise a management system that is best suited to achieve the required safety outcomes for each
organisation. Whilst safety management was previously used as a tool to improve occupational health
and safety [9], it has evolved into a much broader system encompassing technological, organisational,
social, and psychological approaches to safety and systems thinking. The latest approach taken by
ICAO is a total systems approach which considers the entire aviation industry as a system and all
entities as sub-systems [8].

Though accidents were mainly attributed to technical failures in the early days of aviation,
developments in technology have progressively led to more reliable systems, therefore shifting the
interest of safety experts from the 1990s towards the role of human factors as contributory factors
to accidents [7]. In fact, human error still holds the largest share of accident causal factors with
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a contribution of about 70% [10], therefore stressing the need to include adequate human factors
training as a key component of current SMSs. Human factors affect aviation safety during various
stages of the aircraft or system life cycle, from design, manufacture, operation, and maintenance to
disposal [11]. Due to the safety of flights largely depending on the pilots operating the aircraft, there
is an abundance of research into human factors and human error mainly in the context of aircraft
flight operations [12–16]. Research has also been conducted on human error during air traffic control
operations [17–19], aircraft maintenance [20,21], and the aerodrome operational environment [22].
Human error management tools, maintenance error decision tools, and human factor related accident
investigation tools are actively used by aviation service providers as part of their safety management
systems. An example of these tools is the Human Factors Analysis and Classification System (HFACS),
which was developed for investigating and analysing the human causes of aviation accidents in
both the military and civil domains [23–25]. In addition to this, the PEAR model considers people,
environment, actions, and resources in relation to human factors in aviation maintenance [26], while
the SHELL model provides a conceptual tool to analyse the interaction of multiple system components
including software, hardware, environment, and liveware [27]. Another widely used tool is the
Maintenance Error Decision Aid (MEDA) introduced by Boeing [28]. It is observed, however, that
there is less research on management tools that may be more applicable to organisations involved in
initial and continuing airworthiness functions including aircraft design, manufacture, and continuing
airworthiness management.

This article presents an investigation of the aviation regulatory framework for the implementation
of SMSs in organisations involved in various functions of aviation. Whilst previous research has
been conducted on the comparison of military airworthiness regulatory frameworks [29], there is no
published research found specifically on the adequacy and scope of aviation regulatory frameworks
for the implementation of SMS covering different types of service providers. This paper presents a
review of the SMS regulations of key aviation stakeholders with reference to the ICAO framework for
SMSs, together with the challenges and benefits of implementing SMSs by aviation service providers
involved in airworthiness functions.

2. An Overview of the ICAO Framework for SMS

The ICAO Annexes provide Standards and Recommended Practices (SARPS) to be enforced or
adopted by States’ National Aviation Authorities (NAA) as regulations or as industry best practices
for civil aviation. While signatory States are required to regulate aviation in accordance with ICAO
SARPS for Civil Aviation, Military Aviation Authorities (MAA) are also aligning their regulations in
accordance with ICAO SARPS wherever practicable. ICAO Annex 19, first published in July 2013
(which became applicable in November 2013) [30], is dedicated to Safety Management. Annex 19
provides standards for the implementation and maintenance of a State Safety Program (SSP) by States,
as well as for the provisioning of a Safety Management System (SMS) by applicable service providers
involved in the various services and industries in aviation. Service providers will be regulated by the
NAA or other nominated authority within each State. Prior to the publication of the first edition of
Annex 19, SMS requirements existed across various ICAO Annexes and documents. The provisions to
the 1st edition of Annex 19 were developed in accordance with recommendations provided by the
Directors General of Civil Aviation Conference on a Global Strategy for Aviation Safety (Montréal, 20 to
22 March 2006) (DGCA/06) and the High-level Safety Conference (Montréal, 29 March to 1 April 2010)
(HLSC/2010) regarding the need for an Annex dedicated to safety management. ICAO recognises
that effective implementation of an SSP and implementation of an SMS by the service providers is a
gradual process and is dependent on the complexity of air transportation and the level of maturity of
the oversight capabilities of each State. The degree and method of implementation of ICAO Annexes
vary in each State. A study conducted on aerodromes in EASA member States (2008–2010) indicated
that the implementation of SMS requirements represented challenging demands on the authorities as
well as the aerodromes [31]. However, under article 38 of the Convention [32], contracting States are
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required to notify ICAO of any differences between their national regulations and practices and the
standards contained in a given Annex and any amendments thereto.

Edition 2 to ICAO Annex 19 was published in 2016, the provisions of which will become applicable
by November 2019 [3]. Edition 2 provides amendments mainly capturing further developments of
safety management provisions and the extension of safety management system (SMS) provisions
to organisations responsible for the type design and/or manufacture of engines and propellers.
Safety management under the provisions of Annex 19 complements ICAO’s Global Aviation Safety
Plan (GASP), Doc 10004 [33] and is supported by the Safety Management Manual, Doc 9589 [27] which
provides guidance for the development, implementation, and maintenance of an SSP by the State and
an SMS by individual organisations operating as aviation service providers.

Annex 19 is applicable to safety management functions related to, or in direct support of, the safe
operation of aircraft [3]. It provides a generic list of requirements that is not specific to any particular
aviation function or service provider or organisation.

In accordance with ICAO Annex 19, Edition 2, Chapter 3, through the SSP, States are required to
ensure that the following service providers implement an SMS within their organisations [3]:

1. Approved Training Organisations that operate in accordance with Annex 1.
2. Operators of airplanes or helicopters authorized to conduct international commercial air transport

in accordance with Annex 6, Part I or Part III (section II).
3. Approved Maintenance Organisations, providing services to operators of airplanes or helicopters

engaged in international air transport in accordance with Annex 6, Part I or Part III (section II).
4. Organisations responsible for the type design or manufacture of aircraft, engines or propellers in

accordance with Annex 8.
5. Air Traffic Services (ATS) providers in accordance with Annex 11.
6. Operators of certified aerodromes in accordance with Annex 14, Volume I.

It should be noted that the SMS framework was applicable to organisations responsible for type
design and manufacture of aircraft with edition 1 of ICAO Annex 19. Edition 2 of the said Annex which
becomes applicable by November 2019, has broadened this scope to organisations responsible for the
design and manufacture of engines and propellers. The operators of aircraft (airplanes or helicopters)
authorised to conduct international commercial air transport services in accordance with Annex 6 are
required to ensure continuing airworthiness of aircraft. Furthermore, the State of Registry and State of
Operator are responsible for ensuring that the operators develop or adopt requirements for continuing
airworthiness. Thereby the operators’ obligations for SMS implementation are extended to continuing
airworthiness functions.

The ICAO specified framework for the implementation and maintenance of an SMS comprises
of four main components and twelve elements as the minimum requirement. The framework can be
used for the implementation of an SSP by the State, as well as for the implementation of an SMS by
a State’s aviation service providers by tailoring in accordance with the complexity and nature of the
business of each organisation. These four main components and elements are [3]:

1. Safety policy and objectives

1.1. Management commitment
1.2. Safety accountability and responsibilities
1.3. Appointment of key safety personnel
1.4. Coordination of emergency response planning
1.5. SMS documentation

2. Safety risk management

2.1. Hazard identification
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2.2. Safety risk assessment and mitigation

3. Safety assurance

3.1. Safety performance monitoring and measurement
3.2. The management of change
3.3. Continuous improvement of the SMS

4. Safety promotion

4.1. Training and education
4.2. Safety communication

Sharing and exchange of safety information is encouraged for global safety improvements,
incident and accident prevention and safety standardization; this also forms a fundamental component
of ICAO’s GASP [33]. An equally important requirement is the protection of safety data and safety
information, without which sharing and exchange of information cannot be promoted, and the
continued availability of data and information cannot be expected. Whilst this is an industry concern,
it is broadly addressed by the “Code of Conduct on the Sharing and Use of Safety Information”
documented in the GASP [33] and supplemented by the “Principles for the protection of safety data,
safety information and related sources” in Annex 19 [3]. However, the adequacy of Annex 19 and Doc
9859 [3,33] addressing the concerns on the protection of safety data and safety information has been
questioned by the aviation industry [34].

3. Safety Management International Collaboration Group (SM-ICG)

With the purpose of promoting a common understanding of SMS and facilitating its
implementation across aviation internationally, the SM-ICG has been formed and comprises of
many aviation authorities including the Federal Aviation Administration (FAA) of the United States,
the European Aviation Safety Agency (EASA) of the European Union, the Civil Aviation Safety
Authority (CASA) of Australia, the Transport Canada Civil Aviation (TCCA), the Civil Aviation
Authority of United Kingdom (UK CAA), the Civil Aviation Authority of New Zealand (CAA NZ),
the Aviation Safety and Security Agency (AESA) of Spain, the National Civil Aviation Agency (ANAC)
of Brazil, the Civil Aviation Authority of the Netherlands (CAA NL), the Civil Aviation Authority of
Singapore (CAAS), the Civil Aviation Department of Hong Kong (CAD HK), the Direction Générale
de l’Aviation Civile (DGAC) of France, the Ente Nazionale per l’Aviazione Civile (ENAC) of Italy,
the Federal Office of Civil Aviation (FOCA) of Switzerland, the Finnish Transport Safety Agency (Trafi),
the Irish Aviation Authority (IAA), Japan Civil Aviation Bureau (JCAB), and the United Arab Emirates
General Civil Aviation Authority (UAE GCAA), together with ICAO as an observer to the group [35].
Members of the group collaborate on common SMS/SSP topics of interest, whilst sharing products and
lessons learnt in the implementation of SMS/SSP, which encourage the progression of a harmonized
SMS across the international aviation community.

4. Status of Regulation and Implementation of SMS—A Global Review

Some States or countries have implemented an SSP and other States are in the process of
implementation. Under the SSP, a nominated national authority which in most States is the NAA
will have oversight on SMS implementation and maintenance by aviation service providers that are
required to have an SMS as per the regulations of each State. SMS implementation varies worldwide
in terms of regulatory enforcement as well as maturity. It is up to each NAA to determine the
regulatory requirements and the timings of applicability of SMS for each aviation function. In most
States, SMSs are mandated mainly for service providers that are in operational functions of aviation.
Most States are yet to regulate SMSs explicitly for organisations engaged in airworthiness including
initial and continuing airworthiness, whilst a few States are in the process of rulemaking for this
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sector, and some have taken the approach of promoting voluntary implementation of SMSs ahead
of regulation. Continuing airworthiness may be considered as part of the operator’s responsibilities,
thereby in certain cases may be implicitly covered by the SMS requirements for an operator of
commercial air transport. However, the Defence Aviation Safety Authority (DASA) of Australia
has explicitly mandated SMSs for organisations engaged in initial and continuing airworthiness [36].

Some States have regulations specifically for SMSs, whilst some capture this as part of advisory
publications or have embedded within individual regulations applicable for various aviation service
providers. In most cases, a degree of flexibility prevails within the regulation for the implementation
of SMSs, allowing organisations to implement SMSs by integrating already existing and proposed
programs, policies or procedures including components of existing System Safety Programs (SSP) and
management systems such as quality management systems (QMS) and Security Management Systems
(SeMS). This may be the preferred option for some organisations to avoid duplication of processes and
resources. Furthermore, organisations that provide multiple services under sub-entities within the
parent organisation such as commercial air transport, aircraft maintenance, component maintenance,
and aviation design may implement a common SMS across various sub-entities. Thereby in these cases,
the SMSs implemented mainly for the requirement of the organisation’s commercial air transportation
would cover initial and continuing airworthiness organisations as well. Most NAAs would allow the
service providers to tailor the SMSs in accordance with the nature of the business, the complexity of
operations, activities and size of the organisations, within the broad framework of SMS components
and elements provided in ICAO Annex 19.

Table 1 provides a comparison of the status of SMS regulations of the following key aviation
authorities, including civil and military sectors. Specifically:

• Civil Aviation Safety Authority (CASA), Australia [37],
• Defence Aviation Safety Authority (DASA), Australia [36],
• European Aviation Safety Agency (EASA), European Union [38],
• European Defence Agency (EDA), European Union [39],
• Federal Aviation Administration (FAA), United States [40],
• US Air Force (USAF) [41,42], and
• Transport Canada (TC), Canada [43]

The scope of the review has been limited to the above-mentioned aviation authorities due to
limitations in accessibility to data in the public domain and language constraints.

A comparison of SMS regulation status by key aviation authorities, considering only the fully
regulated status for each service provider category is given in Figure 1. This indicates that all authorities
listed, both civil and military, have regulated SMSs for operators engaged in regular public transport
(or commercial air transport) and military air operations. A further review of regulations reveals
this is applicable for both domestic and international operations. ICAO Annex 19 requires that those
operators who conduct international commercial air transport in accordance with Annex 6, Part I or
Part III (section II) to implement an SMS, and this requirement is well addressed through regulation by
the aviation authorities. There are also considerable regulations on SMSs for maintenance organisations
as well as air navigation service providers and aerodrome operators, which is also in line with the
requirements of Annex 19. Therefore, it is evident that most authorities have focused more on SMS
regulations for organisations involved in the operational environments of aviation.

127



Aerospace 2018, 5, 117

T
a

b
le

1
.

St
at

us
of

SM
S

re
gu

la
ti

on
un

de
r

ke
y

N
A

A
an

d
M

A
A

(a
s

at
Ju

ne
20

18
).

C
A

S
A

D
A

S
A

E
A

S
A

E
D

A
F

A
A

U
S

A
F

T
C

S
S

P
Im

p
le

m
e
n

te
d

Ye
s

N
/A

So
m

e
St

at
es

un
de

r
EU

N
/A

Ye
s

N
/A

Ye
s

R
e
g

u
la

ti
o

n
o

n
S

M
S

V
ar

io
us

C
A

O
,

A
C

,a
nd

C
A

A
P

1
D

A
SR

SM
S

20
18

/1
13

9
(A

s
M

an
ag

em
en

tS
ys

te
m

s
w

hi
ch

in
cl

ud
e

sa
fe

ty
ri

sk
m

an
ag

em
en

t)

W
or

k
in

Pr
og

re
ss

FA
R

Pa
rt

5
A

ir
Fo

rc
e

SM
S—

A
FI

91
-2

02
C

A
R

Pa
rt

1—
Su

bp
ar

t7

A
p

p
ro

v
e
d

F
li

g
h

t
o

r
P

il
o

t
T

ra
in

in
g

O
rg

a
n

is
a
ti

o
n

s
N

o
Pu

bl
is

he
d

In
fo

rm
at

io
n

N
o

Pu
bl

is
he

d
In

fo
rm

at
io

n
R

eg
ul

at
ed

(f
or

A
TP

L-
M

PL
-C

PL
an

d
Ty

pe
R

at
in

g)
2

Vo
lu

nt
ar

y
Im

pl
em

en
ta

ti
on

-P
en

di
ng

R
eg

ul
at

io
n

SM
S

is
In

te
gr

at
ed

in
to

U
SA

F
M

is
ha

p
Pr

ev
en

ti
on

Pr
og

ra
m

ap
pl

ic
ab

le
to

U
SA

F
M

A
JC

O
M

s/
FO

A
s/

D
R

U

N
o

Pu
bl

is
he

d
In

fo
rm

at
io

n

A
p

p
ro

v
e
d

M
a
in

te
n

a
n

ce
T

ra
in

in
g

O
rg

a
n

is
a
ti

o
n

s
N

o
Pu

bl
is

he
d

In
fo

rm
at

io
n

N
o

Pu
bl

is
he

d
In

fo
rm

at
io

n
R

ul
em

ak
in

g
in

pr
oc

es
s

Vo
lu

nt
ar

y
Im

pl
em

en
ta

ti
on

-P
en

di
ng

R
eg

ul
at

io
n

N
o

Pu
bl

is
he

d
In

fo
rm

at
io

n

C
o

m
m

e
rc

ia
l

A
ir

T
ra

n
sp

o
rt

O
p

e
ra

to
rs

o
r

M
il

it
a
ry

O
p

e
ra

to
rs

(a
s

a
p

p
li

ca
b

le
)

R
eg

ul
at

ed
R

eg
ul

at
ed

R
eg

ul
at

ed
as

a
re

qu
ir

em
en

tf
or

M
an

ag
em

en
tS

ys
te

m
R

eg
ul

at
ed

R
eg

ul
at

ed

A
p

p
ro

v
e
d

M
a
in

te
n

a
n

ce
O

rg
a
n

is
a
ti

o
n

s
R

eg
ul

at
ed

R
eg

ul
at

ed
R

ul
em

ak
in

g
in

pr
oc

es
s

Vo
lu

nt
ar

y
Im

pl
em

en
ta

ti
on

-P
en

di
ng

R
eg

ul
at

io
n

R
eg

ul
at

ed

A
p

p
ro

v
e
d

D
e
si

g
n

&
P

ro
d

u
ct

io
n

O
rg

a
n

is
a
ti

o
n

s
N

o
Pu

bl
is

he
d

In
fo

rm
at

io
n

R
eg

ul
at

ed
R

ul
em

ak
in

g
in

pr
oc

es
s

Vo
lu

nt
ar

y
Im

pl
em

en
ta

ti
on

-P
en

di
ng

R
eg

ul
at

io
n

R
ul

em
ak

in
g

in
pr

oc
es

s

C
o

n
ti

n
u

in
g

A
ir

w
o

rt
h

in
e
ss

M
a
n

a
g

e
m

e
n

t
O

rg
a
n

is
a
ti

o
n

s
(C

A
M

O
)

N
o

Pu
bl

is
he

d
In

fo
rm

at
io

n
R

eg
ul

at
ed

R
ul

em
ak

in
g

in
pr

oc
es

s
N

ot
A

pp
lic

ab
le

N
o

Pu
bl

is
he

d
In

fo
rm

at
io

n

A
ir

T
ra

ffi
c/

A
ir

N
a
v

ig
a
ti

o
n

S
e
rv

ic
e

P
ro

v
id

e
rs

R
eg

ul
at

ed
R

ul
em

ak
in

g
in

pr
oc

es
s

R
eg

ul
at

ed
R

eg
ul

at
ed

R
eg

ul
at

ed

A
e
ro

d
ro

m
e

O
p

e
ra

to
rs

a
n

d
A

ir
p

o
rt

O
p

e
ra

to
rs

R
eg

ul
at

ed
R

ul
em

ak
in

g
in

pr
oc

es
s

R
eg

ul
at

ed
Vo

lu
nt

ar
y

Im
pl

em
en

ta
ti

on
-P

en
di

ng
R

eg
ul

at
io

n
R

eg
ul

at
ed

1
Ta

bl
es

(A
C

13
9-

16
(1

);
C

A
O

82
.3

,C
A

O
82

.5
,C

A
A

P
:S

M
S-

1(
0)

;S
M

S-
2(

0)
SM

S-
3(

0)
SM

S-
4(

0)
).

2
So

m
e

al
le

vi
at

io
ns

fo
r

L
A

P
L

,P
P

L
,S

P
L

,a
nd

B
P

L
.L

is
to

fA
bb

re
vi

at
io

ns
in

Ta
bl

e
1;

A
C

:
A

d
vi

so
ry

C
ir

cu
la

r;
A

T
PL

:A
ir

lin
e

Tr
an

sp
or

tP
ilo

tL
ic

en
se

;B
PL

:B
al

lo
on

Pi
lo

tL
ic

en
se

;C
A

A
P:

C
iv

il
A

vi
at

io
n

A
d

vi
so

ry
Pu

bl
ic

at
io

n;
C

A
O

:C
iv

il
A

vi
at

io
n

O
rd

er
;C

A
SA

:C
iv

il
A

vi
at

io
n

Sa
fe

ty
A

ut
ho

ri
ty

;C
PL

:C
om

m
er

ci
al

Pi
lo

tL
ic

en
se

;D
A

SA
:D

ef
en

ce
A

vi
at

io
n

Sa
fe

ty
A

ut
ho

ri
ty

;D
A

SR
:D

ef
en

ce
A

vi
at

io
n

Sa
fe

ty
R

eg
ul

at
io

n;
D

R
U

:D
ir

ec
tr

ep
or

ti
ng

U
ni

t;
EA

SA
:E

ur
op

ea
n

A
vi

at
io

n
Sa

fe
ty

A
ge

nc
y;

E
D

A
:E

u
ro

pe
an

D
ef

en
ce

A
ge

nc
y;

E
U

:E
u

ro
pe

an
U

ni
on

;F
A

A
:F

ed
er

al
A

vi
at

io
n

A
d

m
in

is
tr

at
io

n;
FO

A
:F

ie
ld

O
pe

ra
ti

ng
A

ge
nc

ie
s;

L
A

P
L

:L
ig

ht
A

ir
cr

af
tP

ilo
t

Li
ce

ns
e;

M
A

A
:M

ili
ta

ry
A

vi
at

io
n

A
ut

ho
ri

ty
;M

A
JC

O
M

:M
aj

or
C

om
m

an
ds

;M
PL

:M
ul

ti
-C

re
w

Pi
lo

tL
ic

en
se

;N
A

A
:N

at
io

na
lA

vi
at

io
n

A
ut

ho
ri

ty
;P

PL
:P

ri
va

te
Pi

lo
tL

ic
en

se
;S

M
S:

Sa
fe

ty
M

an
ag

em
en

tS
ys

te
m

;S
PL

:S
ai

lp
la

ne
Pi

lo
tL

ic
en

se
;S

SP
:S

ta
te

Sa
fe

ty
Pr

og
ra

m
;T

C
:T

ra
ns

po
rt

C
an

ad
a;

U
SA

F:
U

S
A

ir
Fo

rc
e.

128



Aerospace 2018, 5, 117

 
Figure 1. A comparison of Safety Management System regulations under key Aviation Authorities (as
at June 2018).

Regulations on SMSs for approved design and production organisations as well as for those
involved in continuing airworthiness management (CAMO) are in the process of being regulated, or
not yet regulated, with DASA being the only authority to have regulated SMS in CAMO and design
organisations out of those considered for comparison in Table 1. The main factor for this inconsistency
in SMS regulation for various service providers would be the difference in each organisation’s
operational context. For those organisations involved in highly complex and hazardous operational
environments, the impact of non-compliance with safety requirements or human error might have a
direct or immediate consequence, whereas any safety non-compliance or human error has a more latent
nature in initial or continuing airworthiness organisations. Furthermore, system certification provides
a process of assuring system safety. Regulations pertaining to aircraft and system design, airworthiness
codes, industry standards, and system safety engineering methods that govern the system certification
process mainly consider the aspect of “design product” or “design output”. Examples of existing
standards include:

• Aviation regulations, such as Federal Aviation Regulation (FAR) 25 [44] or EASA Certification
Specification (CS) 25 [45],

• System safety engineering practices and standards, such as Society of Automotive Engineers
Aerospace Recommended Practice (SAE ARP) 4754 [46] or ARP 4761 [47], and United States
Military (MIL) standard 882 [48].

However, these do not address organisational management systems for safety including
organisational processes and human behavioural aspects of employees of initial and continuing
airworthiness organisations. In this regard, implementation of SMSs in these organisations will play a
vital role in filling these gaps of safety management, which ultimately affect product safety during
various stages of its life cycle.

Responsibilities for continuing airworthiness of aircraft lie with the aircraft operator as well as the
design organisation. Although Continuing Airworthiness Management Organisations (CAMO) are
not specifically listed in Annex 19, most aviation authorities have regulated continuing airworthiness
management functions and the requirement of a CAMO for this purpose. Some authorities are also
considering SMS implementation in CAMOs in their current or proposed regulations. Furthermore,
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Annex 19 requires SMSs for design organisations only if they are responsible for the type design or
manufacture of aircraft, engines or propellers. However, some authorities have already regulated or
considering regulations that require all approved design organisations to implement an SMS.

A detailed review of SMS implementation regulations or instructions and those specific
to airworthiness organisations are discussed below for EASA, FAA, CASA, and DASA.
Aviation authorities of many countries are currently quite active with regards to regulating and
promoting SMS. Further to their notable role in the development and implementation of SMS, the scope
of this review is limited to the above-mentioned aviation authorities due to limitations in the availability
of data in the public domain and language constraints.

4.1. EASA

EASA has recently repealed Basic Regulation EC No. 216/2008 with the issuance of Basic
Regulation EC No. 2018/1139 which includes the authority requirement for EU member States to have
an SSP as per ICAO Annex 19. Prior to this, some member States had voluntarily implemented an
SSP [49]. The new Basic Regulation also emphasises key aspects of SMSs but frames it as management
systems in a more general sense [45].

SMS rulemaking for initial and continuing airworthiness, under rulemaking tasks RMT.0251
and RMT.0251(b) [50,51] are in progress for the introduction of SMS into the requirements of design,
production, and maintenance organisations by 2020. EASA is also intending to introduce a new
Part-CAMO to align with SMS requirements for continuing airworthiness management. This part
would be an Annex to Commission Regulation (EU) No. 1321/2014, regulating CAMOs which are
managing the aircraft of licensed air carriers or operators of complex motor-powered aircraft (CMPA).
Furthermore, subsequent to the approval of Opinion 07/2016, EASA will also adopt a risk-based
approach to EASA’s determination to the Level of Involvement (LOI) in product certification based on
each organisation’s performance in airworthiness and environmental certification of aircraft and related
products, parts and appliances together with design changes and repairs. The intention here is that the
level of oversight on the design organisation by EASA be ‘performance-based’ (Ref Opinion 07/2016
and NPA 2017-20). These requirements of SMSs will be updated within the respective regulation (EU)
No. 748/2012 for organisations involved in initial airworthiness.

EASA is adopting a two-phased approach for SMS rulemaking for airworthiness organisations:

• Phase I—Introduction of SMS requirements in Part-M Continuing Airworthiness Management
Organisation,

• Phase II—Introduction of SMS requirements in Part-145 Maintenance Organisations and Part-21
Design and Production Organisation.

Phase I, under RMT.0251 (MDM.055) will primarily focus on SMSs in CAMO and adapt EC
No. 1321/2014 to include SMSs. During Phase II under RMT.0251(b) (MDM.055-MDM.060), SMSs in
CAMO would be already regulated and implemented by Phase I and the primary focus would move
to implementing SMS in Part-145 and Part-21 organisations.

The European Plan for Aviation Safety (EPAS) is a regional program at European level,
which aligns the safety priorities with EASA’s strategic plan and integrates the input received from
stakeholders and aviation service providers in the region.

4.2. FAA

FAA 14 CFR Part 5 details the requirements for SMSs. In accordance with FAR Part 5, SMSs are
currently applicable to commercial air carriers that conduct domestic, flag, and supplemental
operations under FAR Part 121. FAA has been working to implement SMSs in other sectors of
aviation, and in the interim promote voluntary implementation. These include Part 135 operators, Part
21 Design and Manufacturing Organisations, Part 141 pilot schools, Part 142 training schools, and
Part 145 maintenance, repair, and overhaul (MRO) facilities. Guidance material and standards have

130



Aerospace 2018, 5, 117

been made available for use by the aviation industry. FAA’s national policy on SMSs is documented in
several FAA Orders and Advisory Circulars.

Under current FAA 14 CFR Part 21 regulations (Certification procedures for products and articles)
the terminology Type Certificate Holder is used rather than Design Organisation. SMS rule-making for
14 CFR Part 21 was launched in 2014, led by the Aircraft Engineering Division’s System Performance
and Development Branch (AIR-150), which has taken the feedback received through the Manufacturers
SMS (MSMS) Pilot Project and the Part 21/SMS Aviation Rulemaking Committee (ARC) to help develop
the rulemaking package. Currently FAA, is in the process of developing a Notice of Proposed Rule
Making (NRPRM) for Part 21 that will include requirements for SMSs in design and manufacturing
organisations in the US. In the interim, a voluntary SMS program has been instituted by the FAA for
design and manufacturing organisations in accordance with an industry standard (NAS 9927) [52]
developed by Aerospace Industries Association (AIA) and General Aviation Manufacturers Association
(GAMA). This standard uses FAA 14 CFR Part 5 as the basis for SMS requirements. The FAA has
recognised this standard as meeting the intent of ICAO Annex 19 and 14 CFR Part 5. The Voluntary
SMS Program will further allow the FAA to assess applicant voluntary SMS programs in accordance
with the Standard or 14 CFR Part 5.

4.3. CASA

Although a separate regulation on SMSs has not yet been published by CASA, individual
regulations for various service providers require the implementation of an SMS in their organisations.
SMS requirements for Air Transport Operators are detailed in CAO 82.3 for low-capacity regular
public transport (LCRPT) and in CAO 82.5 for high-capacity regular public transport (HCRPT),
together with CAAP SMS-1, CAAP SMS-2, CAAP SMS-3 and CAAP SMS-4 providing guidance on
SMSs, Human Factors (HF), Non-Technical Skills (NTS) training, and assessment and Flight Data
Analysis Programs. Regulation on Aerodrome operation on CASR Part 139 and Approved Maintenance
Organisations on CASR Part 145 also regulate SMSs in the respective industry sector.

CASA intends to extend the SMS implementation into other aviation service providers including
those involved in initial and continuing airworthiness. However, an official notice of the proposed
rulemaking has not been published to date.

4.4. DASA

With the introduction of the new Defence Aviation Safety Regulations (DASR) by DASA in 2016,
a new regulation aligned with the requirements of ICAO Annex 19 has been published as DASR SMS.
Other DASR cross refer to the DASR SMS for the purpose of SMS implementation and maintenance
by various service providers in the Australian Defence Aviation (ADF) industry. In accordance with
DASR SMS, the implementation of SMS is required for holders of Military Air Operator Certificate,
DASR Part 21 approved design organisations, DASR Part M Continuing Airworthiness Management
Organisations and DASR Part 145 Approved Maintenance Organisations. In comparison with EASA,
CASA and FAA, regulations specifically require SMS implementation in initial and continuing
airworthiness organisations under the DASR.

5. Challenges of SMS Implementation in Organisations Involved in Airworthiness

The main organisations involved in initial and continuing airworthiness functions are the
design organisations, the manufacturing (or production) organisations, and continuing airworthiness
management organisations. There are common challenges to all aviation organisations and challenges
which may be specific to organisations involved in initial and continuing airworthiness functions.
These include:

a. Existing research on human error management techniques, tools and error investigation
decision aids are mainly in the context of functions related to operational environments [13].

131



Aerospace 2018, 5, 117

Further research needs to be conducted to develop techniques and tools that are more appropriate
for airworthiness organisations and specifically applicable for design organisations.

b. Protection of safety data, safety information and related sources, considering the sensitivity
of data has not been adequately addressed by all regulators. SMS data could be made public
or be required to be produced in civil litigation. ICAO standing is broadly addressed by the
“Code of Conduct on the Sharing and Use of Safety Information” documented in the GASP
and supplemented by the “Principles for the protection of safety data, safety information and
related sources” in Annex 19. Sharing of data should consider the balance between the benefit of
sharing versus any adverse effects such as loss of reputation of the organisation, and reduced
marketability of services and products.

c. Lack of sufficient safety reports or feedback that affect safety due to various reasons
including lack of just culture or reporting culture within either own organisation, or external
interfacing organisations.

d. Deficiencies in reporting processes, data management systems, and data analysis tools to make
optimal use of safety data.

e. The need to have an integrated approach, with flexibility to integrate existing and proposed
programs on safety, quality, security management, and systems engineering to avoid
duplication but still ensuring the framework of SMSs are maintained within the context of
the airworthiness organisation.

f. Service providers interface with other organisations, and the interface management requirements.
g. The cost burden of additional resources to be allocated to implement SMSs and related activities

such as SMS gap analysis, SMS implementation plans, development of organisational procedures,
interface management procedures, human resources for new roles, and responsibilities under the
SMS and for the provision of SMS training to all staff involved in the processes that affect safety.
Cost is dependent on the size and complexity of the organisation and the types of operations
and functions carried out by the organisation.

h. Lack of guidance material available for establishing safety targets and safety performance
indicators specific for each organisation and operating context.

6. Benefits of SMS Implementation in Airworthiness Organisations

In addition to achieving the objective of complying with ICAO Annex 19, implementing SMSs
provide various benefits not only to those in operational environments but also to design and
production organisations as well as CAMO. SMS as an organised approach to managing safety provides
the necessary foundation through organisational structures, accountabilities, policies and procedures,
and senior management commitment which is essential for resource allocation [53]. An effective
SMS must allocate resources against risk [54], with feedback from the systematic monitoring of
key safety performance indicators. Airworthiness organisations will be able to improve on safety
performance using the SMS framework correctly. Whilst system safety engineering provides a
proven method to ensure the safety of the “design product”, SMS enables this to be extended into
managing safety through improved organisational structure, processes, procedures, culture, and
human error management within the airworthiness organisation. Thus, the safety management of the
“product” and “process” as well as the “people” or “human behaviour” are all integrated through
SMSs. SMSs also promote scientifically based risk management methods which can be used for
product based risks, organisational or process-based risks, and human factor based risks. Costly safety
consequences, failures, incidents and accidents can be reduced with proactive risk management and
related resource allocation.

In addition to the benefits that can be gained by organisations implementing SMSs, the benefits
also extend to aviation authorities. Organisations with a positive safety culture will be more open
to safety audits by the regulatory authorities as an external source of information on the safety
performance of the organisation [53]. Authorities may have fewer audit findings to administer thereby

132



Aerospace 2018, 5, 117

resulting in less time and resources required for follow up on corrective actions. Further to these
benefits, EASA Opinion No. 07/2016 [55] discusses the additional benefit of a performance-based
approach that can be practiced by design organisations implementing SMS, which would enable
EASA to apply a risk-based level of involvement (LOI) in product certification. This is expected to
allow EASA to focus its certification resources mainly on areas that need direct and high LOI to more
thoroughly verify compliance, while in other certification areas where the risk to safety is assessed
to be lower, EASA may rely on approved design organisations, thus optimising the allocation of the
agency’s resources.

7. Conclusions

Review of the regulatory framework for the implementation of SMSs has revealed that the scope
of ICAO Annex 19 [3] has recently evolved by recommending the implementation of SMSs in various
organisations involved in providing aviation services including organisations responsible for the type
design or manufacture of aircraft, engines or propellers. Of the aviation authorities considered in the
review, DASA (in its current regulations) and EASA (in its proposed regulations) require SMSs in
CAMO, while FAA and Transport Canada do not yet specify SMSs in CAMO. DASA has regulated
SMSs for all approved design organisation, while EASA, FAA, and Transport Canada are also in the
process of rule-making on this.

ICAO Annex 19 provides a broad framework for implementing SMSs which must be tailored
depending on the size and complexity of the organisation and its operations. Furthermore, the context
of implementing SMSs and related SMS implementation tools in CAMO and design organisations is
different from that in operational environments such as aircraft flying and maintenance. Available
techniques and tools for human error management would need to be reviewed for their suitability of
application in organisations involved in design and CAMO where further research must be conducted.
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Abstract: Although structural health monitoring (SHM) technologies using sensors have dramatically
been developed recently, their capability should be evaluated from the perspective of the maintenance
industry. As a first step toward utilizing sensors, the objective of the paper is to investigate the
possibility of using sensors for inspecting the entire fuselage during C-check. First, we reviewed
various sensors for their detection range, detectable damage size, and installed weight, which revealed
that the piezoelectric wafer active sensor (PWAS) is the most promising sensor for aircraft SHM.
Second, we performed a case study of inspecting the fuselage of Boeing-737NG using PWAS.
To maintain the same detecting capability of manual inspection in C-check, we estimated the total
number of sensors required. It turned out that utilizing sensors can reduce the maintenance downtime
and thus, maintenance cost. However, even with a very conservative estimate, the lifetime cost was
significantly increased due to the weight of sensor systems. The cost due to the weight increase was
an order of magnitude higher than the cost saved by using SHM. We found that a large number of
sensors were required to detect damage at unknown locations, which was the main cause of the
weight increase. We concluded that to make SHM cost-effective, it would be necessary either to
improve the current sensor technologies so that a less number of sensors are used or to modify the
aircraft design concept for SHM.

Keywords: structural health monitoring; condition-based maintenance; scheduled maintenance;
cost-benefit analysis; sensors; payload

1. Introduction

In the damage-tolerant design concept, aircraft are maintained for their safety and reliability
using periodic maintenance. Structural maintenance of civil aviation aircraft is currently based on
scheduled maintenance, where the maintenance interval is determined based on safety and reliability.
However, the current practice of scheduled maintenance is expensive for airlines. The inspection and
maintenance cost accounts for more than 27% of the total lifecycle cost of an aircraft [1]. There are
ongoing research efforts to reduce the maintenance cost by utilizing condition-based maintenance
(CBM) where the health status of the system is continuously monitored and maintenance is requested
when the safety of the system is threatened [2]. The condition of the structure is monitored using
structural health monitoring (SHM) techniques. In the literature [3], various sensor technologies have
been employed for SHM. However, many technical and economic issues have to be overcome before
CBM can be used for the civil aviation industry.

During scheduled maintenance, aircraft are inspected and repaired at prescribed intervals, such as
flight hours or flight cycles. For example, the major maintenance (C-check) of the Boeing 737NG is
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conducted at every 2800 flight cycles. During major maintenance, inspectors perform a detailed visual
inspection (DVI) to detect damage. Non-destructive testing (NDT) can also be performed whenever
necessary. The major difficulty in the structural maintenance is to access internal structures for DVI,
such as frames and stringers. Therefore, internal surrounding structures, such as walls, ceiling panels,
and insulation blankets, need to be removed. This process is time-consuming and can cause unexpected
damage to the structure.

Recently, condition-based maintenance (CBM) is proposed, aiming to replace the scheduled
maintenance. The basic concept of CBM is to utilize sensors installed on the aircraft structure,
called structural health monitoring (SHM) system. The SHM system is used to detect damage and
to determine the size and location of damage. Since the SHM system use installed sensors, it is
unnecessary to remove internal surrounding structures for inspection. In addition to detecting damage,
the SHM can be used to predict the future behavior of detected damage based on damage data at past
inspections, which is called prognostics. This makes it possible to predict when the existing damage
threaten the safety of the system and repair them before that. Therefore, the scheduled maintenance is
often referred to as preventive maintenance, while CBM as predictive maintenance. With prognostics
information, it is possible that airlines and MRO (maintenance, repair and overhaul) can schedule and
prepare for maintenance in advance. The usage of SHM in CBM can also reduce aircraft downtime
by reducing the time of removing and reinstalling surrounding structures, which can increase the
availability of aircraft and reduce revenue loss.

In the literature, the safety and lifetime cost-saving by CBM has been discussed. For example,
Pattabhiraman et al. [4] showed that the main advantage of CBM is to skip several structural
maintenances in early life when there is no severe damage detected. Gerdes et al. [5] showed that it is
possible to reduce the maintenance time by 20% for an air-conditioning system using CBM. It has also
been shown that CBM can reduce downtime and make aircraft more available by using the Aircraft
Technology and Operation Benchmark System (AIRTOBS) [6]. In addition, Fioriti et al. [7] concluded
that prognostics can improve airline profit by making aircraft more available. However, most previous
studies assumed that the SHM systems can provide damage inspection data online without explaining
details of how they can perform such continuous monitoring. In addition, it is crucially important to
consider the effect of weight on the airline’s revenue.

The major challenges in applying SHM are the weight increase and continuous monitoring,
another important challenge is the change itself. The change from the scheduled maintenance to CBM
is too abrupt for the current civil aviation industry to take. In the aviation industry, even slight changes
require in-depth safety review and certification, which often takes several months. The changes
require approvals from various stakeholders, such as manufacturers, MRO, and the federal aviation
administration (FAA). Therefore, it is more likely that a gradual change rather than a radical change
might happen in the industry. In this paper, we expect that the first step would be to replace manual
inspection with SHM systems while the maintenance interval is still the same as scheduled maintenance.
This is also the most probable scenario because non-structural maintenance, such as engine and
avionics, can also be performed at the same time. However, even such a simple change requires
answering the following concerns: (a) Can the current sensor technologies inspect the entire aircraft
structure in the same quality as the current manual inspection? (b) Can the SHM system provide any
cost-benefits compared to the current manual inspection? We would like to answer these questions
using the case study of fuselage maintenance of the Boeing 737NG, which is the most popular model
currently used in civil aviation (based on the number of aircraft in use).

Even if there were prior publications that discussed the cost analysis for CBM [3], this is the
first to consider sensor-based inspection of entire fuselage during the conventional C-check. This is a
transition state of CBM and can be a near-term implementation of SHM in the civil aviation industry.
The uniqueness and contributions of the current paper are as follows: (a) We reviewed and evaluated
various sensor technologies from the perspective of aircraft scheduled maintenance, which includes
the detection range, detectable damage size, installed weight, and capability to detect closed cracks.
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(b) Based on the best performing sensors, we estimated the total number of sensors for inspecting
the entire fuselage of B737. The number and weights of sensor systems are determined such that the
same inspection quality with manual inspection in the conventional C-check during the scheduled
maintenance. Most previous applications use sensors locally for hotspot monitoring. (c) In the
cost-benefit analysis, we incorporated the cost of the weight penalty, an important factor which
is normally neglected in previous literature.

The paper is composed of five sections. Section 2 explains the details of scheduled maintenance
and CBM. In Section 3, we reviewed three important sensors that are most likely to be used for
SHM. We focused on the detection range, detectable damage size, and installed weight. Based on
the selected sensor system, we estimated the total number of sensors required to inspect the entire
fuselage in Section 4. Section 5 is a cost-benefit analysis when using SHM to replace manual inspection,
followed by conclusions in Section 6.

2. Scheduled Maintenance versus Condition-Based Maintenance

2.1. Scheduled Maintenance

Scheduled maintenance is preventive maintenance that is performed based on predetermined
intervals regardless of the health state of an aircraft. Different types of scheduled maintenance are
performed throughout an aircraft’s lifecycle. The intensity of scheduled maintenance increases as
the intervals increase. These intervals can be either flight hours or flight cycles. For different aircraft
models, the maintenance intervals are also different. Scheduled maintenance can be categorized into a
transit check—A/B/C/D checks. The transit check is performed after each flight, and only obvious
damage is checked by “walking around” inspection, which can be done in half an hour. For B-737,
A-check is performed every 100 flight-cycles, and it normally takes about one week. In A-check,
only general visual inspection is performed. Since the internal surrounding structures are required to
be removed starting from a C-check, only C-check is considered in this paper.

For the Boeing 737NG, the C-check is required at every 2800 flight cycles at a maintenance hangar.
During the maintenance, it is required to remove all surrounding structures to make it possible to
access internal structures. For accessing fuselage frames and stringers, we need to remove chairs,
walls, ceiling and floor panels, and insulation blankets. In addition, the lavatory and galley are also
removed. Although internal cables do not need to be removed, they need to be secured to the internal
structures using tapes. This removing and preparation process takes about four days by 20 technicians
(640 person-hours).

Once the surrounding structures are removed and technicians clean the internal structures,
inspectors can easily access the skins, frames, and stringers of the fuselage. C-check utilizes detailed
visual inspection (DVI), which is a comprehensive and intensive method of detecting various types of
damage, such as dents, corrosions, and cracks. Whenever necessary, inspectors use magnifying lenses
and flashlights to assist inspection.

It is known that the DVI can detect cracks in the size of around 0.5 in. It is important to measure
the size accurately because different repair methods are employed based on the damage size. When the
inspector cannot determine the damage size, NDT methods, such as ultrasonic or eddy current, are
utilized to determine the accurate damage size. The DVI usually takes about one week by two
inspectors. During the inspection, it is required that all detailed information about the damage should
be recorded and sent to engineers.

Once the inspection is finished, engineers make detailed repair plans based on the inspector’s
report. If it is regular damage covered in the repair manual, the damage is repaired according to the
manual. If the damage is rare and not covered in the manual, engineers in aircraft manufacture need
to make a repair plan for the specific damage.

Most structural repairs are based on the structural repair manual (SRM), which includes repair
plans for most damage that can be found in aircraft. It is composed of seven chapters, following the
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same chapter numbering system as Air Transportation Association 100, which includes standard
practices and structures-general, doors, fuselage, nacelles/pylons, stabilizers, windows, and wings.
It has sections and subjects under each chapter for specific damage at a specific location. Based on the
damage location and size in the inspector’s report, engineers choose the appropriate repair method
from the manual and prepare a job card explaining the step-by-step procedure for repair. The job card
also includes required materials and equipment.

Each subject in the SRM includes three contents: identification, allowable damage, and repair
general. The first content, identification, includes basic information, such as material, thickness, and heat
treatment state of the original material. The second content, allowable damage, categorizes damage
into different levels based on its location and size and indicates which repair method should each level
of damage refer to. The repair methods change according to the damage size. Also, the same damage
size may have different repair methods depending on its locations. The last content, repair general,
describes all available repair methods, detailed repair procedures, and required materials for the repair.

When the detected damage is not covered in the SRM—which means that the specific damage
rarely happens—engineers in the maintenance company must report the damage to the aircraft
manufacturing company because they do not have the authority to determine the repair method.
Then, the engineers in the manufacturing company determine the required repair method based on
engineering analysis. It is also possible that the maintenance engineers can propose a repair plan, but it
needs to be approved by manufacturing engineers. For rare damage, this process takes about a week.

Using the repair plan, technicians can follow the plan for repair. For a small-sized crack in the
fuselage skin, the flush repair is commonly used. A large-sized crack is often removed, and a doubler
is attached in the removed area using fasteners. The job card should include the type and number of
fasteners for the doubler installation. The job card should also include the usage of materials, size,
and heat treatment method in details. It is required that technicians strictly follow the instruction on
the job card. Once the repair work is done, the work is checked by inspectors to confirm that the repair
meets the operation guidelines. The repair job is considered finished when the inspector signs the job
card. Once the repair work is finished, all internal surrounding structures are reassembled, and the
aircraft goes through a test run.

In the preventive maintenance concept, since the maintenance interval is 2800 flight cycles, it is
necessary to repair very small damage so that a high reliability of the aircraft can be maintained
until the next maintenance. However, this means that damage that may not threaten the safety of the
aircraft also needs to be repaired. In addition, removing and reinstalling surrounding structures for
inspection take a long time, which increases aircraft downtime and loses airline revenue. Therefore,
it is understood that the cost-inefficient scheduled maintenance is one of the major costs of airlines.
The inspection and maintenance cost accounts for more than 27% of the total lifecycle cost of an
aircraft [1]. In addition to the cost, removing and re-installing internal surrounding structures can
cause unnecessary damage.

2.2. Condition-Based Maintenance

Although condition-based maintenance (CBM) is a still in the research state, it shows a lot of
possibilities in the aircraft maintenance industry. While the main purpose of CBM is to replace the
manual inspection in the scheduled maintenance, the broader usage of CBM also includes prognostics,
which predicts the future behavior of data.

From a diagnostics perspective, the CBM is different from the scheduled maintenance in the
damage detection method but has the identical procedure for repair. In general, CBM uses onboard
sensors and on-ground equipment for inspection. The ground equipment is connected to the
connection ports, which allows access to onboard sensors. Then, the equipment actuates sensors,
collects data, and analyzes data to identify the existence of damage (detection) and the size of
damage (quantification). Since the raw data in the waveform include noise and bias, various filtering
tools are often incorporated to enhance signals. The waveform data are translated into damage
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information using various tools and algorithms [8,9]. The types of damage that the CBM can detect are
cracks, corrosions, dents in aluminum structures, and delamination and impact damage in composite
structures. As mentioned before, the advantage of using SHM sensors is to skip the process of removing
surrounding structures to access internal supporting structures.

SHM can also be used for the purpose of prognostics. Since CBM can be conducted more
frequently than the scheduled maintenance, it is possible to collect a history of damage growth data
and to use them to predict future behavior of the damage. When a physics model that can describe
the degradation of damage is available, a physics-based algorithm can be utilized [10]. An et al. [11]
used Bayesian inference to identify unknown model parameters of the crack growth model with
damage growth data from SHM sensors, from which the future growth of cracks is predicted. Once the
model parameters are identified, it is possible to predict when the damage becomes dangerous,
and an appropriate maintenance time can be predicted. When the physics model that describes the
damage behavior is not available, or when the measured data is indirectly related to damage growth,
data-driven approaches can be incorporated. Gaussian process regression and neural network are
normally used for that purpose [12].

Instead of the scheduled maintenance at pre-determined intervals, CBM can request maintenance
based on prognostics results. Pattabhiraman et al. [4] showed that in its early life CBM can skip several
scheduled maintenances because there is no considerable damage detected. In CBM, the maintenance
time is determined by considering the detected damage size, the prognostics of damage growth, and the
required level of reliability. Normally a damage threshold is determined for a given inspection interval
in order to maintain structural reliability. Since the CBM inspection interval is much shorter than that
of manual inspection, the threshold is much larger than that of manual inspection. That means that the
CBM allows for much larger damage than the manual inspection. Because of this, the CBM can reduce
the number of maintenances as well as the number of repairs.

Although the literature has discussed the cost-benefit of CBM [13,14], some fundamental
assumptions on CBM may not be practical due to the current level of SHM technology. The first
assumption is the real-time health monitoring in CBM, which is the fundamental assumption in most
previous cost-benefit analysis research. It is continuous health monitoring using onboard wireless
sensors, and damage assessment using the ground station. As will be shown in the following section,
however, it is impractical to use wireless sensors to monitor the entire aircraft structure due to the
weight penalty and the reliability of batteries. Even if the SHM is performed on the ground after each
flight, it is still impractical because the current detection range of sensors requires a large number of
sensors to monitor the entire aircraft. The data processing requires operators to actuate each sensor
one-by-one, collect all data, and process data to identify damage sizes and location. As will be shown
in Section 4, the complete detection procedure may take about three to four days. Considering the time
for maintenance between each flight is only half an hour, it is impractical to inspect after each flight.

Even if a lightweight, wireless sensor technology is developed so that continuous monitoring is
possible, it takes time to process all collected data. The raw data that are collected in SHM sensors
need to be filtered to remove noise and bias, and an appropriate diagnostics algorithm must be used to
transform the raw data into useful damage information. Then, prognostics algorithms are employed
to predict the future damage growth. Considering we need thousands of sensors to monitor the
entire aircraft, it takes a large amount of time to process all data. Therefore, signal processing and
computation cost might be much higher than the cost-benefit gained by SHM [3,15].

Different from engine health monitoring, real-time health monitoring might be unnecessary
for aircraft structures. For crack growth on fuselage, every flight is one fatigue cycle due to the
cyclic pressure increase during the flight and the pressure release on the ground. For an aircraft
with 50,000 lifetime flight cycles, crack growth is in its stable crack growth phase in most cases,
and crack length increase is infinitesimal in each fatigue cycle. Therefore, inspection after each flight is
unnecessary. This is also why the C-check DVI is conducted at every 2800 flight cycles in the scheduled
maintenance. The current “damage-tolerant” design concept allows the presence of damage when its
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size is below the allowable threshold. Therefore, it would make more sense to inspect the damage at a
certain interval, not real-time monitoring using CBM.

3. Review of Structural Health Monitoring Sensor Technologies

In general, the sensors used in SHM systems can be categorized as active or passive sensors.
Passive sensors detect signals generated by damage due to the evolution of the damage, which does
not require an external excitation. Acoustic emission belongs to this category. If damage is detected
during flight, this can be a useful method. As we mentioned earlier, however, since the inspection is
performed on the ground, it would be difficult to use passive sensors to detect damage. Therefore,
we will not consider passive sensors in this paper. Active sensors detect damage by sending a signal
to the damage. The most widely used active sensor is the piezoelectric wafer active sensor (PWAS),
which uses ultrasonic waves. Also, fiber Bragg grating (FBG) sensors and comparative vacuum
monitoring (CVM) sensors are popular. This section briefly explains how these sensors work for
detecting damage. Since the purpose is to use them for SHM, we will focus on the smallest size of
detectable damage, detection range, the weight of SHM systems, and the possibility of detecting closed
cracks. It would be desirable that the SHM systems can detect at least the same damage size the NDT.
The detection range will determine the total number of sensors required to inspect the entire fuselage
panels. In order to reduce the payload loss, it is important to reduce the weight of the SHM system.
Since the inspection is performed on the ground, it is required to detect closed cracks. We will compare
all three sensors in these aspects. In addition, the certification challenges in using SHM system are
discussed based on the current regulations. Although only three types of sensors are mainly compared,
other emerging sensor technologies are also briefly introduced.

3.1. Piezoelectric Wafer Active Sensor

The mechanism of PWAS detecting damage in the material is based on the ultrasonic wave theory.
The elastic wave generated by actuators propagates through the material and is reflected when it
meets a discontinuity (i.e., damage). The characteristics of the reflected wave, such as time of flight,
amplitude, or frequency, are used to identify the location and size of the damage. In the perspective of
active sensors, PWAS can be used either as actuator or sensor. For actuation, the PWAS converts an
electric voltage to an elastic wave, while an elastic wave induces an electric voltage for sensing.

The mechanism of detecting damage in SHM using PWAS is similar to conventional NDT
ultrasonics. Both of them use ultrasonic waves propagating in the structure to detect damage. However,
the way that the wave is transmitted from the sensor to structure is different. In SHM, the sensor
is permanently attached to the structure by an adhesive layer, which facilitates a strong coupling
between the PWAS and the structure. This strong coupling can provide an in-plane strain couple,
enabling ultrasonic waves to propagate in the structure parallel to the surface. Therefore, in SHM,
permanently installed sensors can detect damage at a certain distance. In conventional NDT, however,
the detecting probe is coupled to the structure by gel, which means that the coupling effect is much
weaker. The transducer and the structure are displacement coupled. The wave signal is propagated
into structure perpendicular to the surface by impinging the structure surface or at some angle if
a wedge is used and detects damage in the thickness direction. Thus, conventional NDT requires
manually moving the probe on the surface to cover the complete surface area (C-scan).

The usage of sensors to detect damage can be categorized as pulse-echo and pitch-catch [16].
In the former, one PWAS plays for the role of both actuator and sensor. The same PWAS generates
pulses and receives signals that are reflected from damage. In the latter, however, one PWAS plays the
role of an actuator, while the other is used as a sensor. Phased array [16,17] is a new method based
on pulse-echo. It arranges several sensors in a line with a certain space on the structure. Each sensor
can work as transmitter and receiver simultaneously. Since the distance from each sensor to target
place is different, the time for a wave propagating to that target place is different. By firing this line of
sensors sequentially in a specific time delay, it can arrive at the target place at the same time and these
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signals are superposed. By gradually changing the time delay, a virtual beam can sweep from 0 to 180◦.
After transforming this data from the time domain to the 2D physical plane, damage can be located
by plotting the intensity of signal reflection at each point. It is noted that one plot only represents
the damage condition at a specific radius. Compared to regular pulse-echo, the phased array method
enables the wave signal emitted from each sensor to focus on the damage with a specific time delay
and generates larger amplitude reflection, leading to a higher signal-to-noise ratio and resolution.
In addition, the whole interrogation can be done with sensors from a single location. This method
is good when the radius is large, which means the target is far away from sensors. When the target
is close to the sensor, however, the error is large because the assumption in simplified beamforming
algorithms is not valid anymore. To solve this problem, a 2D sensor array was developed [18]. It can
detect damage both in the near field and far field and achieve full 360◦ range detection as well.

Pulse-echo, pitch-catch, and phased array require undamaged structure as pristine information to
detect damage. The time reversal method is a baseline-free detection approach [19]. A wave signal
received at one point can be time reversed and reconstructed at the source point. If there is damage in
between, the reconstructed wave signal will be different because of reflection, refraction, or scatter by
the damage. By comparing the different signals, damage can be detected.

Lamb wave is the most common wave for ultrasonic detection on aircraft structures because of its
long-distance detection range in thin-wall structures with little amplitude loss. There are two modes of
Lamb waves: symmetric mode (S mode) and anti-symmetric mode (A mode). The wave velocity and
mode can be calculated from the product of frequency and panel thickness. Only S0 and A0 modes exist
when the product is small. As it increases, higher modes, Ak and Sk, k = 1, . . . , n, are generated [20].
When these multiple modes propagate at different speeds, it would be difficult to analyze the signals
reflected from damage. Normally, we only use low-frequency modes as fewer number of lamb modes
exist and lower speed modes can give us more time to separate signals generated and received as
well. However, the detection is still complicated since at any given frequency, at least two lamb
wave modes exist. Single mode wave is crucial for damage detection. Santoni et al. [21] compared
the detection results from single mode wave and multimode wave for both phased array method
and time reversal method. The results show that single mode wave damage detection has the best
image quality. In addition, single mode wave detection can give us the flexibility to use a specific
mode to detect a specific damage. For example, S0 mode is better at detecting a through-the-thickness
crack, while A0 mode is used for detecting disbond and delamination. For tuning single mode wave,
although we cannot completely separate one mode from the others, we can find a specific frequency
that one mode dominates, and others are weak. Of course, this frequency is different for different plate
thicknesses, materials, and PWAS dimensions. A detailed lamb wave tuning method can be found
in Giurgiutiu [22].

Using PWAS to detect damage has been tested on both metallic and composite structures.
Zhao et al. [23] used a wing section from E2 aircraft as a sample and put eight sensors in a circle with a
diameter of one foot to test the simulated rivet crack and corrosion. The damage was detected and
locations were identified using RAPID (reconstruction algorithm for probabilistic inspection of defects).
Kessler et al. [24] simulated damage of holes, fiber fracture, and delamination on both laminates and
sandwich composite material, and all damage was successfully detected using piezoelectric sensor
patches. Grondel et al. [25] used piezoelectric sensors on an aircraft composite wingbox to detect
impact damage and disbonding between skins and stiffeners. First, the impact damage was generated
by a drop weight mobile impactor and two transducers, one as signal emitter and one as a signal
receiver, were installed near the impact location. The impact damage was detected by the frequency
change of signals. Then, disbond was introduced by fatigue bending load, which was detected by
analyzing the amplitude change.

As the detection range of a single sensor is limited, for structures like an aircraft fuselage, a large
number of sensors are required, thus inevitably leading to a complicated cable system. To reduce the
number of cables, PWAS sensors are integrated into a thin dielectric film by printing a circuit on it
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(SMART Layer [26]). This thin film can provide a significant amount of flexibility as it can be attached on
a curved surface or even embedded into the composite panel during the layup process. In combination
with SMART Layer, a SMART Suitcase can be used for signal processing: generating, receiving,
and analyzing signals. It is reported that the SMART Suitcase can connect up to 30 piezo-channels [26].

Ihn and Chang [27] used SMART Layer to detect damage on simulated lap joint of aluminum
plates. While the joint is under fatigue loading, two edge cracks are induced near the fastener holes,
which were detected using two SMART Layers with 18 piezoelectric sensors each. It was shown that
the measured damage index was well correlated with the conventional NDT methods under different
loading cycles. It was also proved that cracks in the size of 0.2 in. can be detected with the same level
of uncertainty as for the conventional NDT.

SMART Layer is not a new type of sensor. It is an integration of PWAS into a network. Therefore,
due to the detection capability of each PWAS, SMART Layer have advantages of reasonably high
detection accuracy, large detection range. However, the weight penalty is the main problem when they
are used on aircraft structures on a large scale, as it needs a metallic cable/circuit.

3.2. Fiber Bragg Grating Sensors

Fiber Bragg grating (FBG) sensors shown in Figure 1 has a series of parallel lines, called gratings,
with different refractive indices printed on the core of optical fiber [28]. When the sensor is deformed
due to damage, the spacing between gratings is changed. When a broadband light passes through the
grating, a specific wavelength is reflected depending on the spacing of grating. When the structure
experiences a local strain due to a crack, this spacing changes, and the reflected wavelength is shifted.
FBG sensors detect damage by measuring the shift of reflected wavelength. Therefore, FBG sensors
can measure damage when the damage causes strain.

Figure 1. Fiber Bragg grating (FBG) sensor to detect the change in wavelength due to strain.

The FBG sensors are relatively light and safe from electromagnetic interference. Because it is small
in size, it can be embedded into composite structures without changing the mechanical performance.
By implementing different reflective indices at different locations along the fiber, a single optical fiber
can incorporate up to 2000 FGB sensors [29]. This significantly reduces cables and connecting ports.
Based on its main usage of strain measurement, it can detect barely visible impact damage (BVID) in
composite panels. BVID is often caused by low-velocity impacts and it is the main source of composite
delamination. This BVID is very dangerous because it can deteriorate the mechanical strength of
the internal structure of composite materials, but it cannot be seen from the surface and easy to be
neglected. Takeda et al. [30] conducted fatigue tests for a composite panel, which was initially impacted
by a drop-weight to induce BVID and VID. The FBG sensors attached to the backside of the panel
detected BVID by comparing the spectrum shift between pristine and damaged states. In addition to
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detecting BVID and VID, there are also other applications of FBG sensors. Baker et al. [31] used FBG
sensors to detect the disbond of composite patches on Australian military aircraft. Mieloszyk et al. [32]
used FBG sensors to monitor the performance of the aircraft wing made from shape memory alloys
by measuring longitudinal strain. Nicolar et al. [33] computed wing shape and measured in-flight
loads on a composite aircraft wing using 778 FBG sensors. The dimension of this composite wing
is 5.5 m semi-span and 0.74 m root chord. The sensors are installed at a spacing of approximately
12.5 mm. Yeager et al. [34] simulated a connection damage by removing a bolt from a composite test
panel. They used a finite element model to find out the most effective locations first and place sensors
at those locations. In this experiment, FBG sensors successfully extracted damage feature and detected
the damage.

FBG sensor has been proved in the literature that it is good for detecting damage in composite
materials such as impact damage and disbond as well as monitoring loading condition. For application
in this paper, however, several problems might exist. First, we are using B-737 in the case study, and the
structure is metallic. The FBG sensor is mainly used on composite structures rather than metallic
structures. Even if we do not confine our application to the B-737, we have to admit that most of
aircraft in civil aviation are made from metallic structures. Second, damage location (i.e., the impact
location) of the experiment by Takeda et al. [30] is known, and the FBG sensors are placed at the
same location. Therefore, BVID damage was successfully detected because FBG sensor is in the
same location with the damage. Since FBG is based on strain measurement, the detection ability will
diminish quickly as the distance increases. Therefore, FBG is appropriate for detecting damage at
hotspots but is not appropriate for detecting damage at an unknown location. Third, since strain
depends on damage orientation and location, it is necessary to have a fine grid of FBG sensors to
detect damage at an unknown location, which can increase the weight of SHM systems as well as data
processing time. Fourth, since FBG sensors identify damage by measuring strain change, it works
when the airplane is operating, not on the ground, where all strains disappear. That is, FBG is not
appropriate to detect closed cracks. Finally, since FBG measures the change in strains, it requires strains
at the undamaged (pristine) state. If there is pre-existing damage, it can only measure the change from
the previous damage.

3.3. Comparative Vacuum Monitoring Sensors

Comparative Vacuum Monitoring (CVM) sensors create a pattern of alternating vacuum and
atmospheric pressure galleries, as shown in Figure 2. The concept is that if there is no crack on the
surface, the vacuum galleries retain their low pressure. However, if there is crack, it can make a
channel between the vacuum and atmospheric galleries, and thus, the air in the atmospheric gallery
leaks to the vacuum gallery [35]. Therefore, the low pressure in the vacuum gallery goes up. The level
of pressure variation can also indicate the size of cracks [36].

 

Figure 2. Comparative vacuum monitoring sensor to detect the air leakage due to cracks.

The CVM system is composed of a sensor pad, a flowmeter to measure pressure, and a pump to
maintain the low pressure in vacuum galleries. Normally the sensor pad is attached to the surface of a
structure, while the flowmeter and pump is a part of a portable system with a data logger. When the
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pump is used to vacuum only the vacuum galleries, the baseline pressure is recorded to the data logger.
When there is a crack underneath the sensor, the air can flow from the atmospheric gallery to vacuum
gallery, which can raise the pressure in the vacuum gallery. Also, if the sensor pad is disbonded to the
structure, the pressure cannot reach the baseline pressure, which means that the system is fail-safe
for sensor malfunction. In practice, the sensor pad is permanently attached to the internal supporting
structures, while the vacuum lines connect the sensor pad to the inspection port. During the inspection,
the inspector connects 16 vacuum galleries with a portable equipment and lowers the pressure in the
vacuum galleries.

Sandia National Laboratory tested the CVM on an aircraft panel of thickness 0.1 in. [37] under
fatigue loading. They showed that the size of 0.02 in. cracks can be detected with the probability
of 90% with the confidence level of 95%. Airbus also tested CVM on the lap and welded joints [38].
Delta airline tested CVM on seven Boeing 737 airplanes [39]. Five inspections were conducted every
three months with 68 CVM sensors on the wingbox. The tests showed that cracks on the wingbox
fittings can be detected successfully using the CVM sensors.

Since the CVM sensor pad is made of polymer, it is lightweight. Also, the gallery size can be
manufactured to as small as 10 μm [35], which allows to detect very small cracks. The CVM sensors
also do not require undamaged (pristine) state information or electrical power and can easily be
attached to a curved surface. However, the major difficulty of CVM for SHM is that it can only detect
damage underneath the sensor. That is, the detection range is zero. Therefore, this type of sensor is
good for detecting damage at a hotspot where the damage location is already well-known. If this
sensor is used for the entire fuselage, it requires a sensor layout with a very high density.

3.4. Comparison of Three Types of Sensors

As mentioned before, since one of the goals is to choose a sensor technology that is appropriate
for detecting damage over the entire fuselage, we compare the three different sensor technologies
in the previous section for this application. Also, we consider the situation where the inspection is
conducted on the ground at the same time with C-check in the scheduled maintenance, not real-time
monitoring as most CBM. Table 1 summarizes the comparison of the three sensor technologies in the
above-mentioned scenario. Since the goal is to replace the manual inspection with SHM, the smallest
detectable crack size is the most important criterion. Among the three, CVM is the best as it can detect
about 0.02 in. cracks. PWAS is almost the same level as conventional NDT, which is around 0.2 in.
The FBG is the worst in terms of detectable crack size as it is designed to measure crack indirectly via
measuring strain.

Table 1. Comparison of the three types of sensors for structural health monitoring.

Performance CVM Sensor FBG Sensor PWAS

Smallest detectable damage size 0.02 in. N/A 0.2 in.
Weight Light Light Medium

Capability of detecting closed crack Yes No Yes
Detection range Low Medium High

The next important criterion is the weight of SHM systems, which includes not only the weight
of the sensor itself but also the weight of cables and connection ports. Both CVM and FBG have
advantages in weight as they are composed of polymers, while PWAS is heavier as it requires a
metallic wire connection or metallic circuit in SMART Layer.

The detection capability of a closed crack is also an important criterion because the inspection
will be performed on the ground, not during the flight. During the flight, the structure experiences
tensile loading, which can open the crack and make the crack growth. However, on the ground,
the load is removed, and most cracks are closed and do not grow on the ground. Since the inspection
is performed on the ground, it is important to detect the cracks when they are closed and they do not
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grow. For CVM, even if the crack is closed, the air can still leak through the existing leakage path.
Therefore, it can detect a closed crack. Also, since the closed crack can cause a discontinuity in the
material, PWAS can also detect a closed crack. However, since the FBG sensor detects cracks based on
strain-induced spectrum shift, it would be difficult to detect the crack on the ground.

Finally, the detection range of the SHM system is important as it determines how many sensors
are required to cover the entire fuselage. If a sensor has a long range of detection, a less number
of sensors are required, which can reduce the weight of SHM systems. Among the three groups of
sensors, it turned out that PWAS shows the longest detection range as the Lamb wave can travel a long
distance. On the contrary, CVM has almost zero detection range as it can only detect crack underneath
of the sensor pad. FBG sensors can detect damage when the strain caused by the damage is detected
by the sensor. However, the strain decays quickly proportional to the distance.

Based on the comparison results shown in Table 1, PWAS turned out to be the most appropriate
SHM system for inspecting the entire fuselage of aircraft. This is mostly because of the long detection
range of PWAS and the performance of PWAS is almost the same as that of NDT. The CVM sensors
would be suitable for monitoring hotspots or pre-determined locations. FBG sensors have advantages
for composite material [40] by embedding the fibers during the layup process, which can be used for
detecting BVID.

3.5. Certification Challenges to Implementing SHM on Aircraft

For any equipment to be used on aircraft, it has to be certified. Federal Aviation Regulations
AC-21-16D indicates environmental conditions and test procedures for airborne equipment.
The procedures and criteria include testing in temperature variation, fluids susceptibility, combined
loading, vibration, etc. [41]. To implement SHM on aircraft, tests have to be performed to prove
the capability to endure such environmental conditions. Kessler [1] discussed how SHM system
should be certified in detail. Many laboratory tests have been performed by exposing SHM in various
environmental conditions.

To test sensor performance under various temperatures, Blackshire et al. [42] used a PWAS bonded
to an aluminum panel as a sample. This sample was exposed to low-temperature cycling with 12 h
at 5 ◦F and then was thawed to room temperature (75 ◦F). A total of 40 exposures were performed.
Using displacement field images, the vibration level is reduced by approximately 1.8% after each
exposure. Then, a high-temperature cycle with 1 h at 175 ◦F and room temperature was tested. A crack
was found after 10 cycles.

Lin et al. [43] also tested the performance of PWAS under different temperatures. Different from
the previous experiment, a free PWAS and bonded PWAS were tested at the same time, and the
characterization method was electromechanical impedance. Free PWAS can survive up to 500 ◦F.
For bonded PWAS, however, the amplitude of impedance peak dropped above 200 ◦F. The temperature
cycling test was also performed between 100 ◦F and 175 ◦F. Free PWAS showed no obvious change
of impedance spectrum up to 1700 cycles, but for bonded PWAS, it failed because of disbond after
1700 cycles. These two experiments suggest that the decreased performance may be caused by
degradation of the adhesive layer under high temperatures and the thermal expansion difference
between the sensor and the structure.

For a corrosion environment, different solution environments are simulated [43]. They include
saline solution, different types of hydraulic fluid, lubricating oil, and kerosene. The result showed no
meaningful change in the impedance spectrum except in the case of the saline solution. PWAS only
survived in the saline solution around 85 days due to the detachment of soldered connection.

The durability of PWAS under strain as well as fatigue loading is also important. Lin et al. [43]
used a PWAS bonded to a 2024-T3 aluminum plate under tensile loading. Significant impedance change
was observed after 3000 microstrains and this change became stronger after 6000 microstrains and
failed around 7200 microstrains. Under fatigue cyclic loading, PWAS survived before the aluminum
plate broke. Moix-Bonet et al. [44] performed a quasi-static test on a composite structure with PWAS
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co-bonded on it. Under tensile stress, the PWAS broke when the strain level reaches 0.54%. While under
fatigue loading, its performance decreased between 1000 and 10,000 cycles and failed at 10,000 cycles.

Reliability of PWAS under dynamic motion was tested using a dynamic shaker system [42],
which produce a maximum strain of 2093 microstrains at the frequency of 70 Hz. Disbonding with a
crack as well as a fracture of PWAS were found in displacement field images.

These experiments indicate that sensor durability to environment conditions still needs to be
improved to meet the requirement of certification. In addition, one important aspect for certification
is the probability of detection (POD). The POD is crucial for maintaining the required safety level.
However, the POD assessment process is very complicated and challenging as it requires a large
number of independent tests. It is noted that repeated tests on a few specimens cannot be considered as
an independent test. Forsyth [45] explained this in detail and proved that it will lead to unconservative
POD estimation. In addition, the real part geometry and loading condition, as well as different defects
in morphology, are difficult to simulate in a laboratory environment. These all lead to the lack of SHM
POD assessment. Janapati et al. [46] studied SHM sensitivity characterization under the condition that
the damage location is known. The results show that sensor location and orientation of damage growth
have a significant impact on detection reliability. In our application, the damage location and condition
are unknown. This leads to even larger uncertainty in the POD of SHM. Lindgren [47] discussed that,
for military aviation, because of the validation constraints, Technology Readiness Level (TRL) remains
at 4 or less (out of 10) and this becomes a significant barrier for implementing SHM on USAF aircraft.

3.6. Emerging Sensor Technologies

Although only three types of sensors are discussed in this section, there are many new sensor
technologies being developed. Although these sensors are developed to overcome the weakness
of the conventional sensors, we did not discuss them in this paper because they are still in the
developing stage and were not tested in a large scale. However, these sensors are briefly summarized
in Appendix A.

Wireless sensors are also popular but are not discussed in this paper. In fact, they should not
be considered as a type of sensor, but a sensor network or platform [48]. The main idea is to remove
heavy cables and connection ports by replacing them with a wireless connection. Not having cable
and connection ports can reduce structural weight significantly, but at the same time, this requires a
separate source of power supply, which can penalize weight more. On top of that, adding batteries
to the SHM system may require additional maintenance issues. Some researchers have proposed
power harvesting [49] for sensors by capturing the required electricity from solar energy or structural
vibration. Although it is a promising research area, it is still a challenging research topic to add this
technology on the global level of the SHM systems without increasing weight significantly. Therefore,
the technology maturity is still low, and it is not included here.

4. Proposed Inspection Schedule and Estimation of the Number of Sensors

Although it is impractical and unnecessary for real-time monitoring in CBM, it is obvious that
SHM can effectively detect damage. We just need to find a practical way to integrate SHM into
maintenance. The questions become what should be the inspection interval using SHM and how many
sensors required to inspect entire aircraft fuselage.

Among different scheduled maintenances, the internal surrounding structures need to be removed
from C-check, where DVI and conventional NDT are used. Since the performance of SHM sensors is on
the same level as NDT, it would be a good choice to replace the manual inspection during the C-check
with SHM sensors. That is, the aircraft goes through the same maintenance intervals as C-check,
but only the damage detection is replaced by the SHM sensors. We consider this as a transition from
the scheduled maintenance to CBM. As the sensor technology can be developed further, the inspection
and maintenance may gradually move to the CBM. Since there is no real-time damage information,
prognostics would not be applicable to this approach, and it will not be considered in this paper.
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For the sensor layout, it is always a tradeoff between the number of sensors and detection
capability. Many optimization approaches have been used to design an optimum sensor layout.
Gao and Rose [50] used genetic and evolutionary algorithms to minimize missed-detection probability.
Flynn and Todd [51] found out the optimum configuration of actuators and sensors that minimizes
Bayes risk using a genetic algorithm with a time-varying mutation rate. Ewald et al. [52] used blob
detection algorithm and differential images for a hotspot SHM system. Lee et al. [53] modeled Lamb
wave propagation in a 2D plate interaction with artificial damage and found the sensor location when
maximum amplitude change of damage occurs compared to the baseline signals. Thiene et al. [54]
found the optimal sensor placement using genetic algorithm by achieving maximum area coverage.
Janapati et al. [55] used a model-assisted sensor network optimization to find out the optimal location
with the maximum POD. Almost all these studies are based on a sample plate with a known damage
location. They are good for hotspot monitoring. For inspecting damage on a whole fuselage, however,
it is impractical to do optimization or simulation. Especially in a real situation, the geometry is much
more complicated, and the damage location is normally unknown. Since we only need to estimate the
total number of sensors required rather than the specific location of each sensor, the optimization and
simulation method is unnecessary. Almost all layout optimization processes ended up with either a
square or hexagon configuration. Therefore, in this paper, we simply use the square as a basic sensor
configuration for our estimation. Our goal is to inspect entire fuselage using a minimum number
of sensors/minimum weight and achieving the same detection capability as manual inspection in
scheduled maintenance.

In the fuselage area, there are many supporting structures inside the skin. The main structure in the
hoop direction is called the frame, and the longitudinal direction is the stringer. The cracks on aircraft
structures are mostly originated from fastener holes because of defects generated in manufacturing
and maintenance process. Because of stress concentration, these cracks grow faster than other areas.
Since most of these fastener holes exist in the stringer and frames, it would be a natural choice to
install SHM sensors along the fastener holes. In this paper, SMART Layer is used for SHM system. It is
assumed that the SMART Layer installed along the fastener hole can also detect cracks in the skin area
between them [27].

Damage detection capability of sensors depends on various factors, such as damage size and
orientation, material properties, structure geometry as well as environment condition. In this paper,
we use a basic value 10 in. as damage detection distance [55]. That means, it is necessary to have
one sensor at every 10 in. Based on this sensor resolution, Figure 3 shows a representative layout of
SMART Layer along fuselage frames and stringers. For estimating the total number of sensors required
it is necessary to calculate the total length of stringers and frames in the fuselage. Considering the
fuselage is 100 feet long for Boeing 737NG, there are 60 frames since the distance between frames is
20 in. Also, considering the diameter of the fuselage is 148 in. from SRM and assuming that all frames
have the same length, the total length of the frame would be 60 × 3.14 × 148 in. = 27,883 in. In the
same way, there are 60 stringers with each of them having 100 feet length. Therefore, the total length
of stringers is 60 × 1200 in. = 72,000 in. Therefore, if one sensor is required at every 10 in., we need a
total of (27,883 + 72,000)/10 = 9988 sensors.

It should be mentioned that the above estimation is conservative. First, we only consider the main
components of the fuselage area, including skin, stringer and frame. There are also many other small
components we did not consider in this paper, such as webs, fittings, splices and angle plates. Second,
damage detection capability decreases with a complicated geometry of each component. In the case of
frames, the interval between fastener holes is less than an inch. That means, there are about 10 fastener
holes in 10 in. interval of sensors. Since PWAS uses a Lamb wave to detect damage, it is difficult to
detect cracks that are behind a hole. If sensors are located every 10 in., it is likely that some cracks may
not be visible from the sensor. Because of this characteristic, Ihn et al. [27] used the same number of
sensors with the number of fastener holes. In this paper, however, it is assumed that 10 in. interval of
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sensors can detect damage in the fastener holes as well as the skin between the frames and stringers, as
shown in Figure 3. All these lead to a conservative estimation of the total number of sensors required.

 

Figure 3. Layout of sensors and cables in fuselage frames and stringers. Blue lines are the sensor strips,
while red lines are connection cables.

Once sensors are placed on the structure, the next step is to perform inspection using
them. Although there are almost 10,000 sensors installed, it is impractical to connect all of them
simultaneously. For each SMART Suitcase, it can connect up to 30 sensors at one time [26]. Therefore,
we assume that one connection port in the cabin wall is available for every 30 sensors, which means
that with 9988 sensors, 333 connection ports need to be installed for the entire fuselage. Therefore,
in this layout, the added weight consists of almost 10,000 sensors, 333 connection ports, and connecting
cables between the sensors and connection ports. If more than 30 sensors are connected simultaneously,
it is possible to reduce the number of connection ports, but at the same time, longer cables should
be used to connect all sensors to the port. Therefore, usage of a larger capacity equipment may not
provide any weight savings.

The inspection procedure would be that during the C-check the inspectors connect the portable
SMART Suitcase to each port and actuate the sensors one-by-one, collect data from the sensors,
and analyze the data to acquire damage information, such as the presence of damage, the location and
size of the damage. We estimate that this process may take about 30 min for each port. Since there are
333 connection ports, it would require about 167 h. It is rather surprising results because it is expected
that having SHM sensors can expedite the inspection process, but in practice, it may take almost the
same time as manual inspection due to the considerable number of sensors and the time to process a
large amount of raw data.

It may be possible to consider SHM as a part of Integrated Vehicle Health Management (IVHM)
system, which is already present in most aircraft. The IVHM is used to collect fault signals from
many aircraft components and send the information to the ground control station [56]. The collected
information includes engine status, avionics, flight control, propulsion, and utilities. It seems promising
to integrate the SHM system into IVHM so that data can be automatically collected and sent to
the ground station. However, the current IVHM is designed for monitoring faults from operation,
engines and avionics, which are targeting completely different systems rather than fuselage structure.
This means that there are no pre-existing data buses or electronics blocks on the fuselage, with which
SHM system can be shared, to interact with sensors and process. Currently, there is no IVHM system
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that can handle almost 10,000 sensors, and connecting all the SHM sensors to IVHM may penalize the
weight significantly.

5. Cost-Benefit Analysis

Since the return of investment is an important consideration in the civil aviation industry,
introducing a new technology always requires a detailed cost-benefit analysis. It is highly unlikely the
industry will adopt a new technology if it failed to bring a significant benefit or safety. As shown in
the previous section, since the quality of SHM-based inspection is comparable to manual inspection,
it is assumed that SHM can maintain the same level of safety. Therefore, this section discusses the
cost-benefit of SHM-based inspection over manual inspection throughout the lifecycle of an aircraft.
As we mentioned before, in this paper the SHM system is used for replacing manual inspection. That is,
during the C-check, on-board SHM sensors are connected to the ground equipment to detect damage
in the entire fuselage skins, frames, and stringers. Therefore, the cost-benefits related to real-time SHM
and prognostics are not discussed here.

Since the cost analysis of an aircraft over its lifecycle is really complicated, we limited our cost
analysis to those that are affected by replacing SHM sensor-based inspection. In addition, in order to
make the cost analysis simple, the following assumptions are made. These assumptions are made in
the favor of SHM-based inspection. First, it is assumed that the sensors do not need to be replaced
throughout the lifecycle of the aircraft, and all sensors are free of dysfunction. Although this is a
significant assumption in cost calculation, it will not change our conclusions because it is a conservative
toward the usage of sensors. Boller [15] discussed that in practice the reliability issue of the sensors
may overwhelm all the benefits that the sensor technology may bring in.

The second assumption is about the inspection time. It is expected that sensor-based inspection is
faster than manual inspection. However, as shown in the previous section, the sensor-based inspection
also takes time because almost 10,000 sensors are actuated one-by-one and all raw data are collected and
processed to obtain useful damage information. Although the manual inspection requires removing
internal surrounding structures, once they are removed, the actual manual inspection time is assumed
to be the same as SHM-based inspection.

The last assumption is that the SHM-based maintenance would not require removing surrounding
structures to access the internal structures. This is only true when there is no damage detected.
However, once the damage is detected, it still needs to remove surrounding structures to access the
damage for repair. This process will increase the cost for SHM-based maintenance, but again this
assumption will be conservative toward SHM-based maintenance.

In our cost calculation, we will not include those costs that are common for both methods.

5.1. Added Cost Due to SHM Systems

In general, the cost can be categorized by one-time cost and recurring cost. The former is related
to manufacturing cost, such as installing sensors and connecting cables and making outlet ports,
while the latter is related to recurring maintenance during every C-check. Since we limit our interest to
the difference between the two inspection methods, we only consider those costs that are related to
the inspection. It is noted that the main source of cost in the aviation industry is the weight. Since the
take-off weight of an aircraft is fixed, if an extra weight is added to the aircraft, the payload has to be
reduced, which was not clearly mentioned in the cost analysis literature [5–7,13,14] for SHM.

Sensor cost: The sensor cost is a one-time cost that occurs during the installation of sensors. Also,
off-the-shelf sensors are used instead of research and development of a new sensor. The sensor cost
also includes all peripherals to connect the sensor to the structure, cables and connection ports on the
cabin wall. Based on Giurgiutiu [22], it is estimated that each sensor with peripherals is about $10.
Therefore, using the total number of sensors Ns = 9988 calculated in the previous section, the total
cost of SHM sensors is

CSHM = NS × Csensor (1)
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where CSHM is the cost of the SHM system, and Csensor = $10 is the cost for each sensor with its
peripherals.

Installation cost: In addition to the sensor cost, sensor installation is also a one-time cost.
This includes not only attaching sensors to the structure, but also sophisticated cabling and installing
outlet ports to the cabin wall. The installation cost is calculated based on the time to install all sensors
with the labor rate per person-hour as:

Cinstall = tinstall × Cmh (2)

where Cinstall is the installation cost, tinstall is the total person-hours required for installing the SHM
system, and Cmh is the labor rate per person-hour.

Inspection cost: Different from sensor and installation cost, the inspection cost is a recurring cost.
Since the inspection will be performed at every C-check, this is proportional to the total number of
C-check NC−check throughout the lifetime of aircraft. The inspection cost can be calculated as

Cinspec = tinspec_SHM × Cmh × NC−check (3)

where Cinspec is the inspection cost using SHM system, and tinspec_SHM is the total person-hours
required for inspection using SHM system in one C-check. As we mentioned in the assumption,
however, since tinspec_SHM is the same as the time for manual inspection, it is unnecessary to consider
the inspection cost for the purpose of comparison.

Cost caused by extra weight: It turned out the weight increase by SHM system is the major
issue for the cost. Unfortunately, this issue has been either ignored or inappropriately estimated.
For example, the cost due to the extra weight of the SHM system was calculated based on extra fuel
cost [57]. Indeed, weight change directly leads to the change in fuel consumption and many airlines
benefit from it. To reduce fuel cost, Delta changed the seats five pounds lighter. Lufthansa reduced
506 pounds by removing auxiliary fuel tanks from their A340 aircraft. Northwest put 25% less water
for toilets usage on international flights and they saved $440,000 a year for every 25 pounds water
removed [58]. However, the calculation of fuel cost change due to weight change is only applicable
when the weight is reduced. When weight is increased, we cannot simply calculate the extra fuel
cost. To analyze the cost due to the weight increase, it is necessary to consider some aircraft weight
conceptions and regulations first. Depending on how the weights are certified, they can be categorized
as manufacturer certified weights and operator certified weights [58]. Maximum Zero Fuel Weight
(MZFW) is a manufacturer certified weight; that is, the maximum allowable weight before usable fuel
is loaded. Operational Empty Weight (OEW) is an operator certified weight; that is, the weight of
aircraft equipped for service, including manufacturer’s empty weight, standard items, and operator
items. Payload, by definition, is the load that can produce revenue, including passenger, baggage and
cargo, which can be calculated from

Max. Payload = MZFW − OEW (4)

In the above equation, MZFW is basically a fixed value for a specific aircraft model, whereas OEW
can vary in each aircraft depending on its configuration as required by the operator. A payload-range
diagram shows the trade-off between flight range and payload an aircraft can carry. To simply
put, within the diagram limitation, larger payloads can result in shorter flight range. Excessive
weight can also reduce the safety margin in case of emergency and compromise aircraft performance,
such as requiring longer takeoff run, higher takeoff speed, and reduced climb angle. In the Aircraft
Flight Manual or Pilot Operating Handbook, there are charts indicating allowable flight performance
corresponding to a different weight. The pilot needs to check it before the flight to determine whether
it is safe to fulfill the proposed flight based on the OEM and how the aircraft is loaded.
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According to FAA regulation, an operator should record any weight changes larger than 5 lbs for
medium-cabin aircraft after situations such as structure alteration and modification [59]. If cumulative
weight change is more than 0.5% of the maximum landing weight, the OEW should be reestablished.
For the B737-700, the maximum landing weight is 128,000 lbs [60]. This means that when the weight
exceeding 640 lbs, the OEM has to be reestablished. In our application, as discussed in the previous
section, one connection port is installed on the cabin panel for every 30 sensors. The total weight can
be calculated as

WSHM = Wset × NS
30

(5)

where Wset is the weight of each set including 30 sensors and their accessories. If we assume Wset is 3
lbs, the total weight WSHM is 1000 lbs, which means that OEW should be redefined and the maximum
payload is reduced by 1000 lbs. For maintaining aircraft performance and safety margin, the only way
we can calculate the cost due to extra weight is estimating the revenue loss due to losing payload.

For commercial aircraft in civil aviation, reducing payload means reducing the number of
passengers. It is assumed that the weight of one passenger including luggage is 200 pounds, and the
ticket price for one passenger is $200 for one flight on average. Therefore, for every one pound of
weight increase due to the SHM system, the airline lost $1 in each flight. Then the total life cycle
revenue lost due to the weight of the SHM system is

Cweight = WSHM × P × Nfc (6)

where P is the ticket price for each pound in each flight, and Nfc is the total number of flights of
B-737NG over its lifecycle.

5.2. Benefits of SHM Systems

There are several cost-benefits from using SHM-based inspection. In order to perform a manual
inspection, it is required to remove internal surrounding structures so that inspectors can access
the internal structures. This process takes person-hours for labor, and airlines lose revenue due to
maintenance downtime. The SHM-based inspection can take this as a cost-benefit. In the following
analysis, we will calculate the benefit of SHM-based inspection for a single C-check, and then, the total
benefits can be calculated by multiplying with the total number of C-checks throughout the lifetime of
the aircraft.

Benefit for not removing/reinstalling surrounding structures: As mentioned in Section 3,
the process of removing surrounding structures takes about four days by 20 technicians and about
the same time to reinstalling them after maintenance. On the other hand, SHM-based inspection
does not require removing the surrounding structures. The first benefit can be calculated in terms
of person-hours that can be saved using SHM-based inspection. In the case of the Boeing 737NG,
a regular C-check takes about a month, among which eight days are used for removing and reinstalling
the internal surrounding structures by about 20 technicians. Therefore, the benefit of saving this labor
work via an SHM-based inspection can be estimated as

Blabor = tmanual × Cmh × NC−check (7)

where Blabor is the benefit for saving the labor work of installation and removal internal surrounding
structures for manual inspection, tmanual is the total man-hours required for the removal and installation
process, and NC−check is the total number of C-checks in the lifetime.

Benefit due to reduced maintenance downtime: For every single day the aircraft stays in the
hangar for maintenance, it means one day’s revenue lost for the airline. The major benefit of the
SHM-based inspection method is to reduce the aircraft downtime for the C-check, which can lead to
recovered revenue for the airlines. As estimated in the labor calculation, the downtime can be reduced
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by eight days at every C-check. For airlines, net revenue due to downtime is about $27,428 per day [61].
Accordingly, the life cost saving can be calculated as

Bavail = tdowntime × Rdaily × NC−check (8)

where Bavail is the benefit of more availability due to reduced maintenance downtime, tdowntime is the
reduced downtime in one C-check, and Rdaily is the airline daily revenue.

5.3. Cost-Benefit Analysis Results

In order to calculate cost-benefit by using SHM-based inspection, Table 2 summarizes the
best-estimate values of variables that are used. These parameters are based on the discussions in the
previous sections as well as from the literature. As mentioned before, these parameters were selected
in the favor of SHM-based inspection. Therefore, the actual cost-benefit might be significantly different
from the one calculated in this paper. However, since we took a conservative estimate in the favor of
SHM-based inspection, the conclusions remain unchanged.

Table 2. Parameter values used for maintenance cost-benefits analysis.

Parameter Value

NS 9988
Csensor $10
tinstall 2000
Cmh $60/man-hour
Wset 3 lbs

P $1/flight
Nfc 50,000

tmanual 1280 man-hour
NC-check 18
tdowntime 8 days

Rdaily $27,428/day

Using these variables, Table 3 showed the cost-benefit analysis results. It showed that the cost
due to payload loss is an order of magnitude higher than all other factors combined. This happened
because the weight increase was significant due to a large number of sensors to cover the entire fuselage
area. With a conservative estimate of Wset = 3 lbs for 30 sensors with all peripherals, the total weight
of SHM system would be more than 1000 lbs, which is equivalent to losing about five passengers in
each flight. Compared to other sensors in IVHM, such as accelerometers or temperature or pressure
sensors, the current technology of SHM requires too many sensors, which is the bottleneck of the
sensor-based SHM. Therefore, even with a conservative estimate in the favor of SHM-based inspection,
it can be concluded that the cost is overwhelmingly higher than benefit by using SHM system, and it is
impractical to replace manual inspection with SHM-based inspection for the current aircraft.

Table 3. Cost-benefit analysis final results.

Cost Benefit

CSHM $99,880 Blabor $1,384,400
Cinstall $120,000 Bavail $3,949,632
Cweight $50,000,000
CTotal $50,219,880 BTotal $5,334,032

5.4. Discussions

Using cost-benefit study, the main factor to determine the cost-benefit is the payload loss due to
the weight of SHM systems. This is because the current sensor technology requires too many sensors
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to replace the manual inspection. The weight of the SHM system is more than 0.5% of maximum
landing weight, which requires reevaluating the Operational Empty Weight, OEW, and leads to losing
the payload. The payload loss results in the revenue loss because it limits the maximum number of
passengers. It would be necessary that the current SHM technology needs to be developed so that
either each sensor assembly is lighter or each sensor can have a larger range of detection.

It is true that we did not fully utilize the capability of the SHM system by incorporating it only
with C-check, not real-time monitoring and prognostics. That is, the SHM might be cost-efficient if
the scheduled maintenance is completely removed, and the maintenance is conducted only when the
damage actually threatens the safety of the aircraft. As presented in the previous section, for stable
damage growth, it is unnecessary to have real-time monitoring as damage grows slowly. This is
also related to the current concept of “damage-tolerant design”, which allows damage to exist on
the structures as long as its size is below the threshold. That is, the current aircraft structures are
strong enough to keep the aircraft safe even if small-sized cracks exist during scheduled maintenance
intervals. However, if real-time monitoring and prognostics are available, it might be possible to
reduce the structural weight significantly because the structure does not need to hold the cracks until
the next C-check. Such a reduction in weight can compensate for the weight increase due to SHM
systems. Our conclusion is that the structural design concept can be optimized with the maintenance
approach. In order to achieve a full advantage from SHM-based CBM, a new design concept needs to
be developed.

It is noted that we use the Boeing 737NG as an example in the case study because it is the most
popular model currently in civil aviation. The conclusion from this case study is applicable for aircraft
with metallic structures, such as the A320, A330, B747, B757, B767, and B777. These cover most of the
aircraft in current commercial civil aviation. As the size of aircraft increases, the larger the number
of sensors required. For new aircraft models with composite structures such as the B787 and A380,
it will be a different story. In the case of the Boeing 787, for example, about 50% of the structure is
manufactured using composite materials, while traditional aircraft are composed of 20%. In addition
to their lightweight composite materials, they also significantly lower the number of fastener holes by
up to 80%. Therefore, it is promising to design SHM systems for new aircraft model with composite
materials, which have a lot of potential to reduce the maintenance cost.

6. Conclusions

In this paper, various sensor technologies are reviewed in terms of the smallest detectable damage
size, detection range, and weight for the perspective of aircraft structural maintenance. It turned
out that the Piezoelectric Wafer Active Sensor (PWAS) is the most promising system to replace the
current manual inspection during C-check. However, replacing the current manual inspection with
an SHM-based inspection anticipates several challenges. Due to the limited detection range of the
PWAS, it would require about 10,000 sensors to assess the entire fuselage areas of a Boeing 737NG.
The weight increase due to sensors, cables, and connection ports is more than 1000 lbs, which can lead
to a significant loss of payload.

The cost saving due to reducing maintenance downtime and labor is about $5 M over the lifetime
of the plane, while the revenue loss due to payload is about $50 M. This calculation is based on a
conservative estimate in the favor of SHM. Therefore, the aviation industry cannot take advantage of
this new technology. In order to make the SHM-based inspection cost-effective, it would be necessary
to improve the sensor technology to reduce the weight of the sensor system and to detect damage in a
long range. Also, the structural design concept also needs to be integrated/optimized with CBM.

In this study, we did not consider the reliability of sensors, which is an important aspect of a
practical point of view. Maintaining about 10,000 sensors in good condition during the lifecycle of the
airplane may add additional cost.
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Appendix A. Summary of Emerging Sensor Technologies

Appendix A.1. Carbon Nanotube Sensors

The electrical properties of carbon nanotube vary as the atomic structure changes. When strain in
carbon nanotube changes, the resistance changes accordingly. The linear change of resistance with
respect to strain has been proved experimentally [62]. This property can be used as a sensor to measure
the strain and detect cracks in structures. The idea is to use a grid of carbon nanotubes to cover a large
area to detect damage. This sensor can either be sprayed on the surface of the structure or embedded
into the composite material as a pre-cured layer with very little weight penalty. However, to put this
into practice, problems such as resistance drift and high noise to signal ratio have to be improved.

Appendix A.2. Printed Sensors

Printed sensors have gain popularity recently because of their low cost. There are several different
types of printed sensors. Inject printed sensor uses a moving nozzle to deposit ink on PET substrates.
The ink is normally a nanoparticle-based material with electrical function. Using this piezoelectric
property of the ink material, resistance change can be measured when the sensor is subjected to
strain. Inject printed sensor is proved to have high strain sensitivity and strain tolerance level [63].
However, it has problems such as temperature-dependent resistance, high transverse strain sensitivities,
and nozzle clogging as well. To solve the clogging problem, the aerosol printed sensor is developed.
The main difference is that ink material is broken into macroscopic particles by ultrasonic vibration
of the atomizer. It shows higher flexibility as well as better control on-line width [64]. However,
the sensor reliability problem and temperature dependent resistance still exist.

Appendix A.3. Microelectromechanical System (MEMS) Sensors

Microelectromechanical system (MEMS) is a miniaturization and integration of sensors,
actuators and integrated circuit for signal processing and control functions. It can either work in a
passive way, by listening to signals generated by damage, or in an active way, by generating signals to
interact with structures. In an active way, similar to PWAS, actuators in MEMS can send out wave
signal to interrogate the material and the reflected signal is received by sensors. The difference is that
MEMS has its own signal processor integrated on the chips. It also incorporates antennas to transmit
signals. This powerful multifunctional chip can be manufactured to the submillimeter range [65].
Its small size enables MEMS to be lightweight and non-instructive. This technique is targeting for
real-time monitoring application in the future and its whole function requires a power supply.

Appendix A.4. Acoustic Emission

Acoustic emission is not a specific type of sensor but a detection approach. It can use PWAS or
FBGS as sensors to receive signals. However, instead of using wave signals generated by actuators,
this approach receives acoustic emission waveform signals generated by the damage itself. For example,
when a fatigue crack propagates in the material, it generates acoustic emission signals. By analyzing
acoustic emission parameters such as the amplitude and arrival time, damage can be located,
and damage size can be measured. An advantage of this technique is that a small number of sensors is
required to monitor a large area. However, it cannot be used in our application. Acoustic emission is
a typical passive detection approach and it can only be used for real-time monitoring during flight
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because the acoustic emission signals only generated when the damage propagates or is under loading
condition [66].
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Abstract: The airworthiness certification of aerospace cyber-physical systems traditionally relies
on the probabilistic safety assessment as a standard engineering methodology to quantify the
potential risks associated with faults in system components. This paper presents and discusses the
probabilistic safety assessment of detect and avoid (DAA) systems relying on multiple cooperative and
non-cooperative tracking technologies to identify the risk of collision of unmanned aircraft systems
(UAS) with other flight vehicles. In particular, fault tree analysis (FTA) is utilized to measure the
overall system unavailability for each basic component failure. Considering the inter-dependencies
of navigation and surveillance systems, the common cause failure (CCF)-beta model is applied to
calculate the system risk associated with common failures. Additionally, an importance analysis
is conducted to quantify the safety measures and identify the most significant component failures.
Results indicate that the failure in traffic detection by cooperative surveillance systems contribute
more to the overall DAA system functionality and that the probability of failure for ownship
locatability in cooperative surveillance is greater than its traffic detection function. Although all the
sensors individually yield 99.9% operational availability, the implementation of adequate multi-sensor
DAA system relying on both cooperative and non-cooperative technologies is shown to be necessary
to achieve the desired levels of safety in all possible encounters. These results strongly support the
adoption of a unified analytical framework for cooperative/non-cooperative UAS DAA and elicits an
evolution of the current certification framework to properly account for artificial intelligence and
machine-learning based systems.

Keywords: unmanned aircraft systems; sense and avoid; unified analytical framework; ADS-B;
surveillance sensor; fault tree analysis; importance measure

1. Introduction

While a steady growth of manned aviation has driven the advancement of communication,
navigation and sensing (CNS) technologies to support a denser airspace exploitation, various
technological and regulatory challenges have affected the development of autonomous separation
assurance and collision avoidance (SA&CA) capabilities for unmanned aircraft systems (UAS).
Surveillance systems such as transponders, traffic collision avoidance system (TCAS), and automatic
dependent surveillance-broadcast (ADS-B) are conceived to support the in-flight SA&CA while also
incorporating, to the extent possible, the pilot’s situational assessment, training, experience, and
aircraft capabilities. The detect and avoid (DAA) function in a non-segregated UAS operational context,
however, demands transitions from the pilot’s decision-making to a fully autonomous decision-making,
which is one of the largest challenges faced by the UAS sector today. An accurate performance
modelling of current airborne surveillance technologies for maintaining SA&CA without the pilot
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onboard is critical to evaluate and certify the criteria of equivalent level of safety in the UAS platform.
The International Civil Aviation Organization (ICAO) outlined successive steps towards the integration
of UAS in controlled airspace as well as into the aerodrome areas, which are identified in the Aviation
System Block Upgrades (ASBU) [1]. The United States (US) Federal Aviation Administration (FAA) also
provisioned to integrate UAS into the National Airspace System (NAS) in two different phases [2–4].
Phase 1 incorporates rural, Class Golf (G) airspace and is compatible with agricultural, mapping
and survey applications, whereas phase 2 comprises controlled airspace that requires technologies
to maintain safe separation from cooperative and non-cooperative air traffic [5]. The European
Commission’s Directorate General for Mobility and Transport (DG MOVE), the European Defence
Agency (EDA), the European Aviation Safety Agency (EASA), and the Single European Sky Air Traffic
Management (ATM) Research (SESAR) Joint Undertaking (SJU) are also stepping up the efforts to safely
accommodate UAS into the European aviation and ATM system [6]. In parallel with these government
and industry-led initiatives, the aerospace research community has been continuously working on
several challenges of integrating UAS into non-segregated airspaces including separation thresholds
and methods for small UAS [7,8], UAS encounter modelling and collision avoidance [9–11], 3D obstacle
avoidance strategies for UAS [12–15] dynamic model augmentation [16], Global Navigation Satellite
Systems (GNSS) integrity augmentation for UAS [17], surveillance sensor integration in the UAS
platform [18,19] and well-clear boundary models for UAS DAA [20–24].

1.1. Detect and Avoid (DAA) Safety Assessment

Although adequate performance standards were established for various surveillance equipment,
to date the impacts of surveillance system failures in terms of separation degradation, specifically in
the UAS platform, have not been defined. Moreover, traditional radar and Mode-A/C transponder
technologies show inherent deficiencies in different airspace and equipage scenarios especially in the
presence of high air traffic densities [25–33]. The failure modes for different cooperative sensors such as
Mode S, TCAS, ADS-B are well defined and safety assessments have been carried out on the individual
surveillance sensor considering functions in the manned aircraft. While the availability of ATM
deconfliction service provides mitigation to these faults when available, the risk is still notably higher
when considering highly autonomous UAS operations. The FAA conducted a safety assessment on
the TCAS application in the unmanned platforms [34–36]. A thorough probabilistic safety assessment
has been carried out on ADS-B system considering both the ground and airborne segment in [37].
Safety assessment of the surveillance sensor failure in the UAS platform was carried out in [38] with an
encounter analysis considering the unmanned aircraft platform only. A simplified model is developed
in [39] to assess and predict the risk associated with a given UAS operation. In [40], the authors
provided a framework that consists of a target level of safety (TLS) approach using an event tree
format to develop specific SAA effectiveness standards based on UAS weight and airspace class
combinations. The provision of certified autonomous DAA capabilities is an indispensable milestone
for the certification of UAS for safe non-segregated and beyond line of sight (BLOS) operations. This
is a widely recognized issue in the aerospace research community but to date, despite the extensive
efforts, the various proposed DAA approaches have not satisfactorily addressed the overall safety risks.
In this paper, a comprehensive safety assessment is conducted considering the sensitivities, failures
and degraded operations of systems and components of the overall DAA architecture. Both qualitative
and quantitative analysis are performed to identify and derive the risks of different component failure
in both airborne and ground control platform using probabilistic safety assessment.

Probabilistic safety assessment is a technique to quantify risk measures numerically by identifying
the specific events that lead to hazards [41]. Fault tree analysis (FTA) relates the logical relationship
between component failures which are the basic failures and their contributions to the system failures
and the importance analysis provides the importance ranks of the components to the overall risk.
Therefore, the combination of these two techniques provides an overall approach to determine
the impacts of individual sensor failure as well as the significance of individual risk contributors.
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In particular, a case study for ADS-B as a candidate technology to support DAA is addressed in
this paper. The safety analysis indicates the validity of ADS-B for cooperative approach providing a
pathway for certification of the unified framework. Section 2 describes the unified analytical framework
and overall DAA architecture and Section 3 outlines the assessment methodology. The risk measure
and importance analysis are presented in Section 4. A case study of ADS-B as a cooperative surveillance
means in specified UAS flight envelope is illustrated in Sections 5 and 6 contains the discussion of
overall findings.

2. Unified Analytical Framework and DAA Architecture

In recent research [42,43], a unified analytical framework has been proposed, and a novel
methodology is demonstrated to integrate the data provided by cooperative systems (reliance on own
and intruder aircraft avionics) and non-cooperative sensors (reliance on own aircraft avionics only).
Figure 1 illustrates the conceptual top-level architecture of the proposed DAA system, which uses
active and passive forward-looking sensors (FLS) in addition to ADS-B and Mode-S transponders.
Navigation data is extracted from GNSS, inertial measurement units (IMU) and vision-based sensors.

 
Figure 1. Conceptual high-level detect and avoid (DAA) system architecture adapted from [43].

State-of-the-art active and passive FLS include visual/infrared cameras, RADAR and LIDAR.
Mode S transponders are cooperative surveillance employ ground components and an airborne
transponder. Mode S has been designed as an evolutionary addition to the Air Traffic Control
Radar Beacon System (ATCRBS) [44] for the provision of enhanced surveillance and communication
capability which is required for the automation of air traffic control. TCAS was developed as a back-up
airborne collision avoidance system (ACAS) which provides vertical maneuvering guidance to the
pilot in the event of a possible collision threat [45]. ADS-B is a system that periodically transmits
its state vector including horizontal and vertical position, and velocity as well as some other intent
information [46]. The system comprises two separate components, ADS-B Out and ADS-B In. ADS-B
is called dependent surveillance as it requires that the aircraft state vector and additional information
be derived from the on-board navigation equipment. It is automated in the sense that it doesn’t need
pilot or controller input to transmit information. Cooperative/non-cooperative tracking data and
host platform navigation data are processed using a dedicated algorithm within the central DAA
processor onboard the UAS to produce avoidance volumes in the airspace surrounding each conflicting
intruder/obstacle track. This algorithm ensures the rigorous mathematical treatment of the errors
affecting the state measurements (correlated and uncorrelated measurements) and accounts for the
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host–obstacle relative dynamics, with due consideration for the environmental conditions (wind,
turbulence, etc.) affecting the aircraft dynamics. A conceptual representation of this approach for the
case of a single aerial encounter is depicted in Figure 2.

 
Figure 2. Conceptual depiction of the proposed DAA approach (single aerial encounter).

In particular, the figure shows both the overall avoidance volume and the optimal avoidance
trajectory, which is computed by a real-time trajectory optimization algorithm. If the original trajectory
of the DAA system host platform intersects the calculated avoidance volume, a risk of collision (RoC)
flag is generated [47,48]. This RoC flag initiates the real-time trajectory optimization process and the
associated steering commands are provided to the aircraft flight controls.

DAA Reference Architecture

The components of the UAS DAA system are partly located onboard the unmanned aircraft (UA)
platform and partly in its ground control station (GCS). In particular, all non-cooperative sensors and
cooperative surveillance systems as well as autonomous collision avoidance functions are installed
onboard, whereas all the human–machine interfaces (HMI) are integrated in the GCS. Both the UA and
the GCS are equipped with Command and Control (C2) data link transceivers to transmit the data from
the UA platform to GCS and commands from GCS to UA platform. The UAS pilot-in-command (PIC)
manning the GCS is responsible for the safe operation of the UAS and for executing ATM directives
unless they pose a hazard to the UAS. Figure 3 provides a simplified schematic diagram of the overall
DAA system architecture.

The UA platform includes four major elements namely the surveillance components, DAA
processor, onboard navigation system, and the C2 datalink. The state-of-the-art of cooperative
surveillance sensors include Active Mode S surveillance, TCAS II, and ADS-B. The non-cooperative
surveillance sensors comprise Radar, Light Detection and Ranging (LIDAR), cameras such as thermal
camera, infrared cameras etc. Air-to-air radar systems operate in the C, X, or Ku-frequency bands of the
aeronautical radio navigation spectrum (ARNS) [49]. Usage of a frequency will be depending on the
type of operation. LIDAR is another prominent surveillance sensor which shows great promise
for non-cooperative UAS collision avoidance [50]. LIDAR is a remote sensing technology that
scans the environment and the 3D image of the environment is constructed from the individual
distance points within an aggregate of points gathered during the scanning process. Some different
laser scanning techniques are available to steer the beam and achieve very wide fields of vision
(FoV). Although current LIDAR systems are still of considerable size, weight, power and cost
(SWaP-C), considerable progresses are being made thanks to their extensive usage in the autonomous

163



Aerospace 2019, 6, 19

driving domain. The availability of advanced cameras and development of vision-algorithms
made them popular for use in the unmanned platform especially in low altitude operation. These
non-cooperative sensors complement other on-board airborne surveillance sensors by providing
detection of non-cooperative traffic.

Figure 3. Simplified schematic diagram of the overall DAA system architecture.

The equipage of surveillance sensors depends on the type of unmanned aircraft system,
the airspace and the certification. According to DO-365 [49] which was developed by Special
Committee-228 [51], UA surveillance equipment will minimally include:

• active Mode S surveillance that use 1030/1090 MHz frequencies;
• ADS-B In to detect the broadcast directly from the intruder aircraft ADS-B Out or through ADS-R

or TIS-B channel;
• air-to-air radar system to detect the non-cooperative traffic.

This equipage is referred to as Class 1 DAA system. The Class 2 DAA system will include TCAS
II along with class 1 DAA system. As for the manned aircraft TCAS serves to improve the pilot’s
awareness of other air traffic, in UAS it would be serving the PIC [35] and no maneuvers will be
initiated automatically only on this guidance.

The UA onboard processor receives onboard navigation sensor data, data from onboard active
surveillance airborne to detect transponder equipped intruders, ADS-B receiving equipment to detect
ADS-B equipped intruders, and radar data to detect non-cooperative intruders. The intruder data
received by multiple sensors are then processed by the UA processor. From the intruder state and
intent data, the UA processor initially evaluates the intended track of the intruder. The initial track
and other information are then sent to the command and non-payload communications datalink
for transmission to the GCS. The ATM can locate the UAS via ADS-B out messages and Active
Mode S transponder. At all times, PIC can maintain communication with ATM via datalink or voice
communication. In the GCS, the processor receives prioritized track data and DAA status data from
the UA platform and DAA mode control commands from the GCS control. It then processes the data
and forwards the information to the DAA display. The mode control is the interface between the
PIC, the UA, and GCS DAA processors. The command functions are executed through this interface
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and then sent to the GCS processors and then via data link to UA platform. The command is then
executed by the UA platform. In order to obtain the certification, surveillance sensors need to provide
equivalent level of safety as of manned aircraft. This include providing surveillance support suitable
for the entire operational flight envelope. The UA operational flight envelope may include five phases;
namely takeoff, climb, cruise, descent and landing where the takeoff and landing phase will require
low altitude flying and ground roll. The takeoff and landing may take place on airport and a separate
launch/recovery zone. Due to the different traffic mix at each altitude, different flight dynamics
characteristics and different conflict geometries characterizing each phase, the safety-criticality of
DAA sensors and systems will likely change as a function of the flight phase. The unified analytical
framework and the associated DAA system safety analysis allows to either define the safely flyable
envelope as a function of the available sensors and their reliability or to identify the sensors and their
required reliability as a function of the desired safe envelope.

3. Safety Assessment Methodology

As already mentioned in Section 1.1, the qualitative analysis involved in the FTA methodology
lists all the possible combinations of factors, normal events and component failures resulting in a top
event, whereas the quantitative evaluation allows to determine the probability of failure of the top
event from the failure probability values of basic events that propagated up through the fault tree. The
reliability data or the failure rate of the components is crucial for FTA and is obtained from component
manufacturers (typically in the form of mean time between failures—MTBF) and/or from the literature,
including among others Aviation Standard Documents by RTCA, FAA and Eurocontrol [37,49,52–56].
The basic events represent component failures and the logic gates dictate how faults of the particular
component within the system can combine to result in the failure in the top event.

In this study, FaultTree++ from isograph [57] is utilized to carry out the safety assessment and
calculate the top-level event probabilities. Before constructing the fault tree, based on the system
overview provided in Section 2, intermediate events leading to failure in onboard DAA capability are
identified. We note that the navigation and guidance functionality failures have not been presented
in detail as this would be beyond the scope of the article, except for the subsystems on which
DAA components directly depend such as onboard Global Positioning System (GPS) and barometric
altimeter. The symbols that are used to create the fault tree are illustrated in Table 1.

Table 1. Fault tree symbols used in this study and their significance.

Symbol Name Significance

Basic Event An initiating event to which reliability model
is associated.

Undeveloped Event An event that cannot be developed further or for
which the reliability data cannot be found.

Transfer Indicates a transfer continuation to a subtree.

AND Gate Indicates the occurrence of all the input events cause
the output event to occur.

OR Gate Indicates the occurrence of either input event causes
the output event to occur.

k out of n
VOTING OR Gate Indicates the output event occurs if a certain number

of the input events occur.

In order to identify the basic events that lead to the failure of the onboard surveillance sensors,
complete knowledge of the complex architecture of each of the sensors along with the understanding
of integrated navigation and communication system components is required. This is because some
onboard state data are fed into multiple surveillance sensors and some of them share same transponder
datalink. For example, barometric altimeter data is used by both Active Mode S and the ADS-B Out
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system. Hence, error in the barometric altimeter will affect both systems. Figure 4 illustrates the
dependency between onboard navigation and surveillance systems in a high-level architecture.

 
Figure 4. Top-level data flow diagram showing the dependencies between onboard navigation and
surveillance systems.

To properly capture failures that affect multiple systems, the common cause failure (CCF) analysis
is utilized. The CCF is a failure event that affects multiple components or functions [58]. In CCF
analysis, there are two relevant factors: the root cause, which is a single failure event, and the coupling
factor. The coupling factor describes the dependency of multiple systems on a common data source.
While calculating the overall risk for surveillance system failure, it is crucial to take care of the
CCF because, as shown in the architecture in Figure 4, some of the basic events affect a multiple
surveillance system at the same time. The most commonly-used method to account for CCF is the beta
factor method [59,60]. To calculate the failure rate due to common causes, the beta factor is simply
multiplied by the component failure rate. In essence, the beta factor simply represents the percentage
of component failures that are due to common causes. A beta factor of 0.05 is chosen for this analysis
based on the literature and the International Electrotechnical Commission (IEC) method checklist.

In this work, the contribution of individual failure events to their related system failure are
determined based on the specific functional dependencies. For example, while in the event of ADS-B
out failure, the ownship is not locatable by other platforms through ADS-B, it still can detect intruder
traffic with a working ADS-B In. Hence, the detection capability will not be compromised due to
the failure of ADS-B out system and can still avoid intruders. Therefore, only the failure in traffic
detection capability is considered in the DAA functionality. The ownship surveillance function failure,
referred to as a failure in ownship locatability function, is deduced in a different tree. Figures 5–7
illustrate the DAA capability failure considering the function of traffic detection and avoid capability
and Figures 8–12 demonstrate the failure in ownship locatability function.

As depicted in Figure 5, the failure in DAA capability onboard can be the result of five alternative
events. Three of them are intermediate events: DAA 1A-failure in traffic detection function by
cooperative sensors, DAA 2-failure on non-cooperative sensors and DAA 3-evaluation function failure.
DAA 1A and DAA 2 are transferred to separate trees and illustrated in Figures 6 and 7. The evaluation
function failure traces the data processing function failure which indicates the failure in multi-sensor
data fusion and the track evaluation failure indicates the failure probability of intruder track evaluation.
The execute function failure is the failure probability to execute appropriate maneuvers as commanded.
DAA 5 is the failure of the data link that is used to transfer data and receive command from the ground
control station.

Figure 6 outline the intermediate events DAA 1A. As stated earlier, this subtree specifies the
failure probability of traffic detection function by cooperative surveillance. In this work, a voting OR
gate is utilized to calculate the failure probability of DAA 1. VOTING OR indicates that the event will
occur of k out of n events occur. In the fault tree presented in Figure 6, the DAA occurs if two out
of three surveillance sensors failed to detect a traffic. VOTING OR gate is considered to account the
current equipage scenario for unmanned as well as manned aircraft system. Using a universal AND
gate would give a lower failure rate whereas using a universal OR gate would provide a higher failure
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rate than in an actual encounter scenario. For example, if onboard active surveillance system and
TCAS system fails and the intruder which can be manned or unmanned, is not equipped with ADS-B,
in spite of having a working ADS-B In ownship will fail to detect the intruder. Also, it is considered
that without any catastrophic power failure onboard or without any external attack three systems will
not be down at the same time. Thus, VOTING OR encompasses all the scenarios.

Figure 7 presents the intermediate event DAA 2-failure in non-cooperative sensor which is the
result of two alternatives sensors failure: one is air-to-air radar failure, and another is vision-based
sensor failure. While tracing the events for vision-based sensor, a component wise failure probability
is adopted as the component is assumed to be acquired off the shelf with a specified MTBF.

As stated earlier, a separate fault tree is constructed to determine the failure in ownship locatability
function due to failure of cooperative surveillance system. Figures 8–12 illustrate the faults trees of
main event and intermediate events. As detailed in Figure 8, the failure in cooperative surveillance
function occurs if either Mode S or ADS-B out failed. This is a conservative choice that assumes mixed
equipage requirements. The ownship ADS-B out system depends on the onboard satellite navigation
and pressure altimeter. Figures 9 and 10 present the transferred trees from the ADS-B out; Figure 10
outlines the failure in ADS-B due to onboard satellite navigation loss and Figure 11 outlines the failure
due to corrupted data from navigation sources. Finally, Figure 12 shows the fault tree for Mode S
surveillance only.

 
Figure 5. Fault tree for failure in DAA capability. The failure subtrees for DAA 1A and DAA 2 are
detailed in the following figures.
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Figure 6. Fault subtree for cooperative surveillance (traffic detection).

 
Figure 7. Fault subtree for non-cooperative surveillance.
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Figure 8. Fault subtree for cooperative surveillance (ownship locatability). The subtrees for failure
in automatic dependent surveillance-broadcast (ADS-B) Out and failure in Mode S surveillance are
presented in the following figures.

 
Figure 9. Fault subtree for ADS-B Out system.
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Figure 10. Fault subtree for the loss of Global Positioning System (GPS) data, partially adopted
from [37].

Figure 11. Fault subtree for misleading navigation information.
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Figure 12. Fault subtree for Mode S failure.

The reliability data for the basic events used in the fault tree are extracted from the literature,
aviation standard documents and Original Equipment Manufacturer (OEM) and presented in Table 2.

Table 2. Failure probability associated to the basic events.

Basic Events Description Failure Probability, q

DAA 3A Data Processing Failure 1 × 10−13 as in [61]
DAA 3B Track Evaluation Failure 1 × 10−13 as in [61]
DAA 4 Execution Function Failure 1 × 10−6 as in [49]
DAA 5A Command Datalink Failure (Loss of Function) 1 × 10−6 as in [49]
DAA 5B Command Datalink Failure (Unannounciated Failure) 1 × 10−7 as in [49]
AS 1/TC-3/AO 3A /AO 3B/MS-3 Transponder Failure (Main/Backup) 1 × 10−4 as in [61]
AS 2/MS-2 Misleading Information from Mode S Function 1 × 10−5 as in [38]
AI 1 Failure in ADS-B In Receiver 1 × 10−4 as in [37]
AI 2 Failure in Report Assembly Module 1 × 10−7 as in [37]
AI 3/AO 2 Loss of Function of ADS-B System 1 × 10−5 as in [38]
TC 1 Failure in Radio Altimeter 1 × 10−4 as in [38]

TC 2 Failure in Traffic Collison Avoidance System
(TCAS) Function 1 × 10−5 as in [36]

AAR 1 Air-to-Air Radar (Loss of Function) 1 × 10−7 as in [62]
AAR 2 Air-to-Air Radar (Unannounciated Function) 1 × 10−6 as in [62]
VS 1 Electronics Failure 1 × 10−7 as in [63]
VS 2 Optical Failure 1 × 10−6 as in [64]
VS 3 Vision Logic Failure (Data processing failure) 1 × 10−13 as in [61]
AO 4 Misleading Information from ADS-B Function 1 × 10−5 as in [38]
AO 6 Transponder Jamming 1 × 10−13 as in [37]
AO 1A Loss of Geometry from Satellite 1 × 10−8 as in [37]
AO 1B GPS Receiver Malfunction 1 × 10−4 as in [37]
AO 1C GPS Antenna Failure 1 × 10−4 as in [37]
AO 1D Jamming of Satellite 1 × 10−13 as in [37]
AO 1E Satellite Failure 1 × 10−13 as in [37]
AO 5AI/AO 5AII Horizontal Position Error (Latitude/Longitude) 1 × 10−5 as in [38]
AO 5BI Misleading Information from Barometric Altimeter 1 × 10−9 as in [63]
AO 5BII GPS Vertical Error 1 × 10−5 as in [38]
MS 1 Failure in Barometric Altimeter 1.1 × 10−7 as in [63]

Note: the acronyms used in the Basic Events column are defined in Figures 5–12.

For the failure probability value of command datalink and air to air radar, the value is taken from
technical standard orders, which state the loss of function (air to air radar and command datalink)
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cannot be greater than 1× 10−6 per fight hour and unannounciated failure can be greater than 1× 10−7

per flight hour. Although vision-based sensors are widely accepted as a means of UAS non-cooperative
surveillance, so far, no specific technical standard defined the reliability requirements for DAA-grade
vision sensors. Hence, the vision sensor failure is deduced considering its main component and the
reliability data for airborne electronics / optical instruments during nominal condition is considered
in the study.

4. Result and Analysis

Based on the FTA presented in Section 3, two different further analyses have been carried out
in this study. In Section 4.1, we present the results related to the top events failure and the system
availability that can be calculated from it. In the second analysis, the results of which are presented in
Section 4.2, the importance measure is discussed, which relates the component significance to the top
event failure.

4.1. System Availability

For the safety assessment in this study, a general model is used, which considers the failure
probability as constant across the lifespan of the component. Denoting basic failure probability as Qi
with i = 1 . . . n and the top event failure as Q, assuming all basic events are independent, the model
can be expressed as:

Q(t) = f (Q1(t), Q2(t), . . . Qn(t)) (1)

This implies that if the state of each component in the fault tree is known at time t, then the
state of the top event can also be determined regardless of what has happened up to time t. The top
event probability is calculated by logically tracing the failure of basic events. Q(t), the probability
of the hazard/top event occurrence is also known as the risk measure or unavailability [52]. Thus,
the availability of the system can be obtained as:

Operational Availability = 1 − Q(t) (2)

The failure in the DAA capability onboard deduced in Figure 5 is 9.356 × 10−6, which implies
operational availability of higher than 99.99%. For the fault tree presented in Figure 5, two most
important intermediate events are failure in cooperative and non-cooperative surveillance sensor
failure. Tables 3–5 summarize the results of intermediate events fault trees.

Table 3. Result summary for DAA capability fault tree analysis (FTA) as per Figure 5.

Function Failure Probability Operational Availability

Failure in Cooperative System
(Traffic Detection Function), DAA 1 5.056 × 10−6 0.999994944

Failure in Non-cooperative
Surveillance System, DAA 2 2.2 × 10−6 0.9999978

Command Datalink Failure, DAA 5 1.1 × 10−6 0.9999989
Execution Function Failure, DAA 4 1 × 10−6 0.999999
Evaluation Function Failure, DAA 3 2 × 10−13 ~1

Table 4. Result summary for the cooperative surveillance (traffic detection function) FTA as per Figure 6.

Function Failure Probability Operational Availability

Failure in Active Surveillance System, AS 0.00011 0.99989
Failure in ADS-B In, AS 0.0001101 0.9998899
Failure in TCAS system, TC 0.00021 0.99979
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Table 5. Result summary for the non-cooperative surveillance FTA as per Figure 7.

Function Failure Probability Operational Availability

Failure in Air-to-Air Radar, DAA 2A 1.1 × 10−6 0.9999989
Failure in Vision Based Sensor, DAA 2B 1.1 × 10−6 0.9999989

From the results presented in Table 4, the probability of cooperative surveillance system traffic
detection capability is in order of 10−6 which can be referred to as remote [65]. From Figure 12 it can
be seen that Mode S has the lowest failure probability where TCAS has most likely to failure (referred
to Figure 6). Also, in Figure 6 it is also illustrated that ADS-B In failure probability is intermediate
between Mode S and TCAS system. For all of three systems, the operational availability is higher
than 99.9%. The failure in non-cooperative surveillance is also in the order of 10−6 as detailed in
Table 5, but the value is lower than that of surveillance sensor failure. The lower level fault trees
are generated based on the very basic reliability data and need future work to incorporate system
specific information.

The failure of the cooperative surveillance to successfully locate ownship to intruder as well as
ATM is deduced in a separate tree. This way the impact of particular system failure does not affect the
failure of certain functionality. Table 6 summarizes the results.

Table 6. Result summary for ADS-B Out system FTA as per Figure 8.

Function Failure Probability Operational Availability

Failure in Active Surveillance, MS 0.0003601 0.9996399
Failure in ADS-B Out, AO 0.00025 0.99975

Note: the acronyms MS and AO are consistent with Figures 5–12 and Table 2.

Comparing Tables 4 and 6, it can be noted that the surveillance system may fail to locate ownship
more than it may fail to detect the intruder. This may occur because any misleading information or loss
of data from intruder aircraft was not considered, while the ownship surveillance sensor are bound to
corrupted data error from onboard navigation.

4.2. Importance Measure

A component or cut set’s contribution to the top event occurrence is termed as importance [66].
Importance measures of the basic events are associated with the risk-significance and safety-significance
of the related components. They are normally used to rank the system’s components with respect to
their contribution to the reliability and availability of the overall system. In this study, three different
importance measures are used to quantify the risks. The first one is the Fussell–Vessely factor (F–V).
The Fussell–Vessely factor measures the overall percent contribution of cut sets containing a basic
event of interest to the total risk.

FV =
(Probability o f top event due only to cutsets o f interest)

(Probability o f top event)
(3)

The second one is Risk Reduction Worth (RRW), a measure of the change in risk of the system
when the system component is perfect, or failure probability is zero. This measure helps to identify the
components that are the best candidates to improve for overall safety.

RRW =
(Probability o f top event)

(Probability o f top event with component f ailure probability = 0)
(4)
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The third factor is risk achievement worth (RAW) measure of the increase in risk when a system
is unavailable. Mathematically,

RAW =
(probability o f top event with component f ailure probability = 1)

(probability o f top event)
(5)

Table 7 summarizes the importance analysis for each of platform failure and ranked them
according to their significance on the total failure.

Table 7. Risk measure and importance analysis for the DAA capability FTA as per Figure 5.

Events F–V RRW RAW

DAA 1 0.5404 2.176 1.069 × 104

DAA 2 0.2351 1.307 1.069 × 104

DAA 3 2.683 × 10−8 1 1.069 × 104

DAA 4 0.1069 1.12 1.069 × 104

DAA 5 0.11 1.133 1.069 × 104

The F–V value for DAA 1 failure in cooperative surveillance system is higher than all the events
indicating that it contributes most to the system failure. Any improvement in the reliability of DAA 1
will decrease the risk with RRW = 2.176. Failure in non-cooperative surveillance system is the second
highest effect on the DAA failure. The ability of airborne processor is rigid, and the failure of processor
is considered extremely improbable, therefore its contribution is minimal to the DAA failure. Table 8
summarize the importance measure value for the fault tree presented in Figure 8.

Table 8. Risk measure and importance analysis for the ADS-B Out System FTA as per Figure 8.

Events F–V RRW RAW

MS 0.6942 3.12 1.341 × 104

AO 0.3058 2.211 1.341 × 104

Note: the acronyms MS and AO are consistent with Figures 5–12 and Table 2.

The results summarize in Table 8, depicts that Mode S failure affects and contribute more to the
overall system failure. This can also be concluded from the failure probability value of each system.
The failure probability was higher for mode S surveillance than the ADS-B Out system.

5. Pathway to DAA Certification: ADS-B Suitability

DAA systems capable of consistently and reliably performing equally or exceed the see-and-avoid
performance of a human pilot are indispensable to mitigate the risks associated with possible
errors/failures in the command and control (C2) loops involving the remote pilot and to support
safe autonomous operations. Previous undertakings in the domain only managed to establish the
safety cases for UAS operating within the line-of-sight (LOS) of their pilots or segregated from other
traffic and well clear of public infrastructure and major urban settlements. For BLOS operation and
safe integration of UAS in non-segregated airspace, the provision of certified autonomous DAA
capabilities is an indispensable milestone. The current LOS operations/segregated airspace constraints
are preventing further exploitations of UAS technology and impeding many practical uses. For instance,
the use of UAS to survey large areas, to deliver essential goods in remote locations and to provide
communication services over wide geographic regions, to name a few, all require non-segregated
BLOS operational capabilities. From the FTA carried out in this study, the system availability is greater
than 99.98% for both ADS-B Out and ADS-B In systems. The availability of ADS-B In system is solely
based on the host platform and any failure or malfunction from the intruder platform is not considered.
The Minimum Aviation System Performance Standards for ADS-B [67] specify the availability of
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ADS-B to be greater than 99.9% if used as primary means of surveillance and greater than 95% if
used as supplementary means of surveillance. The Civil Aviation Certification Authority (CASA) in
Australia has mandated using ADS-B for aircraft flying above FL285 and also for Instrument Flight
Rule (IFR) traffic as specified in CAO 20.18. The FAA also mandated all the general aviation aircraft to
be equipped with ADS-B within 2020 [68]. Although the failure of the ADS-B system (1.2 × 10−3) is
lower comparative to other surveillance sensors, researcher working on DAA capability concluded that
only an adequate exploitation of multi-sensor architecture will potentially meet the safety requirements
in all flight phases. Therefore, depending on the operational flight envelope ADS-B data shall be
fused with other cooperative and non-cooperative surveillance data. Therefore, ADS-B systems can be
used as a cooperative sensor especially in the airspace with IFR traffic allowing the safe operation of
unmanned platforms in non-segregated airspace. The mathematical approach proposed in the unified
framework allows us to determine the safe-to-fly portions of the host UAS operational flight envelope
based on the avionics sensors/systems available onboard or, alternatively, to identify the required
sensors/systems required for operating in a certain predefined portion of the host UAS operational
flight envelope. Figure 13 conceptually depicts the two-way certification approach.

 
Figure 13. Two-way approach to certification.

In particular, considering the nominal flight envelopes of the host UAS/intruders and the
characteristics of the on-board sensors/systems, the algorithms will determine the applicable safety
envelope restrictions. Conversely, based on a predefined (required) flight envelope and on the intruder
dynamics, the algorithms will allow an identification of the specific avionics sensors/systems that
must be integrated in the UAS. This approach will lay the foundations for the development of an
airworthy DAA capability and a pathway for manned/unmanned aircraft coexistence in all classes
of airspace.

Moreover, the research community determined that only the exploitation of machine learning and
artificial intelligence technologies will allow to develop a DAA capability that can perform reliably with
the predicted levels of traffic density and the infinite combination of possible encounter characteristics,
which already exceed the cognitive capabilities of human operators. This has been the chosen path, for
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instance, in the development of the ACAS-Xa variant. However, the current regulatory framework
does not cater for the certification of non-deterministic behavior avionics systems, hence significant
evolutions will be required to the framework [69], which shall also account for the ever-increasing
air-ground functional integration as part of the so-called CNS+A (i.e., CNS/ATM and Avionics)
paradigm, which demands that cohesive safety certification requirements are adopted for both airborne
and ground-based systems [69,70].

6. Conclusions

The reliability of UAS DAA systems based on ADS-B and other cooperative/non-cooperative
sensors was analyzed in this paper. The unified analytical framework has been utilised for the
mathematical fusion of navigation and tracking errors, supporting the development of low SWaP-C
DAA systems exploiting cooperative and non-cooperative surveillance technologies. The paper also
briefly discussed the need for an evolution of the certification framework to accommodate the adoption
of non-deterministic systems and to encompass the ever-increasing functional integration between
airborne and ground-based systems. The analysis highlighted the safety significance and importance
of the onboard surveillance equipment. The cooperative surveillance system failure contributes most to
the DAA capability failure. Another important finding is that for the cooperative surveillance system,
the failure in ownship surveillance capability is higher than the failure in traffic detection capability.
The adequacy of ADS-B as a cooperative surveillance system for conventional one-to-one encounters
was also discussed. The calculated failure probability is in the order of 10−6, which is remote. Although
the severity analysis has not been included in this study, the implications of the failure will depend on
the airspace characteristics. In particular, in uncontrolled airspace, where ATM deconfliction service
is not available or limited, the consequences will be likely more severe than in controlled airspace.
Additionally, the severity also depends on the intruder equipage, as inadequate maneuvers can be
initiated due to CNS performance limitations in the intruder platform. Hence, depending on airspace
and UAS performance characteristics, specific avionics sensors/systems will have to be integrated.
In conclusion, ADS-B has a good potential to be utilized as the main cooperative system especially
in airspace with IFR traffic. Further evaluation will have to consider intruder equipage failures as
well as different airspace and conflict scenarios. This future work will prompt an evolution of the
conventional probabilistic safety assessment methodology.
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Abstract: The development of a parametric model for the variable portion of the Cost Per Flying
Hour (CPFH) of an ‘unknown’ aircraft platform and its application to diverse types of fixed and
rotary wing aircraft development programs (F-35A, Su-57, Dassault Rafale, T-X candidates, AW189,
Airbus RACER among others) is presented. The novelty of this paper lies in the utilization of a
diverse sample of aircraft types, aiming to obtain a ‘universal’ Cost Estimating Relationship (CER)
applicable to a wide range of platforms. Moreover, the model does not produce absolute cost figures
but rather analogy ratios versus the F-16’s CPFH, broadening the model’s applicability. The model
will enable an analyst to carry out timely and reliable Operational and Support (O&S) cost estimates
for a wide range of ‘unknown’ aircraft platforms at their early stages of conceptual design, despite
the lack of actual data from the utilization and support life cycle stages. The statistical analysis
is based on Ordinary Least Squares (OLS) regression, conducted with R software (v5.3.1, released
on 2 July 2018). The model’s output is validated against officially published CPFH data of several
existing ‘mature’ aircraft platforms, including one of the most prolific fighter jet types all over the
world, the F-16C/D, which is also used as a reference to compare CPFH estimates of various next
generation aircraft platforms. Actual CPFH data of the Hellenic Air Force (HAF) have been used
to develop the parametric model, the application of which is expected to significantly inform high
level decision making regarding aircraft procurement, budgeting and future force structure planning,
including decisions related to large scale aircraft modifications and upgrades.

Keywords: Cost Per Flying Hour; parametric model; Life Cycle Cost; F-35A; F-16C/D; operating and
support cost

1. Introduction

At the present environment of decreasing defence budgets, obtaining the right balance among the
components of force structure, modernization, readiness and sustainability of an Air Force is extremely
challenging and requires careful analysis of the cost data. Cost Per Flying Hour (CPFH) is the main
metric that many Air Forces are using to develop operating and support budgets and is defined as [1]:

CPFH =
Total O&S Costs

Total Flying Hours
(1)
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Air Forces and aircraft operation organizations across the world use CPFH estimates mainly to
budget resources to achieve aircrew proficiency. Other potential uses of CPFH estimates are for flying
hour reimbursable billing rates, in other words estimating how much other governmental agencies,
foreign militaries and any other customer should be charged on a per-flying-hour basis, given the
variety of services an Air Force owned fleet can offer (search and rescue for civilians, aerial fire-fighting,
provision of air patrol and flight training to allied nations, participation in flight displays, to name a
few). Last but not least, CPFH estimates are essential in comparing the Operational and Support (O&S)
costs of different aircraft programs. CPFH estimates are then multiplied by projected flying hours and
the projected budget requirements feed the decision-making process of the organization. However,
actual costs do not always change to the extent predicted by this multiplicative application of the
CPFH estimates. Selected prior work which deals with the complexities, the challenges, the strengths
and the weaknesses of the CPFH method is discussed below.

Hildebrandt and Sze [2] have conducted regression studies, which relate multiple system’s flying
hours to several different elements of O&S cost and they found, in general, that O&S costs increase
less than proportionally with flying hours. Their study has developed Cost Estimating Relationships
(CERs), which relate the O&S cost with aircraft design features and operating tempo variables and as
such, these relationships might be useful for estimating the O&S cost of an acquisition program during
the early stages of the planning, programming and budgeting cycle. Using data from 1993 to 1996,
Sherbrooke [3] has challenged the hypothesis that higher flying hour numbers lead to higher aircraft
spares demand. By linking data from the supply database with the United States Air Force (USAF)
core automated maintenance database, he has concluded that higher aircraft utilization rates tend to
require less maintenance. Another significant finding of his work was that short training missions in
which the pilots pulled as many as eight G’s had three times as many depot-level reparable ‘demands’
per sortie as long cross-country sorties.

Wallace et al. [4] have analysed C-5B fleet data during the Operation Desert Storm and C-17,
KC-135 and F-16C fleet data during the 90’s operations in Kosovo and they have concluded that:

• The proportional CPFH model works: When nothing changes in the way an aircraft fleet flies
(and rests) from one period to the next. It is then perfectly reasonable to use flying hours as a
predictor for removal-causing failures. When fight behaviour does not change, the failure rate
from each potential cause of failures remains constant.

• The proportional CPFH model fails: When a fleet of aircraft significantly changes its flight
behaviour from one time interval to the next. An example of this is the wartime surge (flying
hours increase dramatically but landings remain the same) and this is a typical case in which
flying hours and the other factors that affect failures begin to diverge.

In a similar work which was carried out by Lee [5], a physics-based model has been developed
that considered the ground equipment, flying hours and take-off/landing cycles to predict removals.
The model has been applied to the Gulf War C-5B fleet data and it has provided more accurate results
than the proportional CPFH model for the Gulf War surge.

Laubacher [6] has researched forecasting techniques for various helicopter types of the USAF,
with an objective to reduce the differences between forecasted budgets and actual expenses. A similar
study for various helicopter types of the United States Army has been conducted by Hawkins [7].
Armstrong [8] has analysed F-15 fleet data to estimate an incremental, rather than average CPFH.
Hess [9] has evaluated the method used by the USAF to estimate the Flying Hour Program costs and
introduced new methods to forecast future costs. His findings suggest that the assumption of a linear
relationship between cost and flying hours is not appropriate.

Knowing the possible factors that cause operational and maintenance costs to fluctuate may allow
for better predictions of the cost of the Flying Hour Program of an Air Force. Hawkes and White [10]
investigated the predictive ability of many diverse variables such as aircraft age, average sortie duration,
base location, utilization rate and engine type among others. Utilization rate, base location, block and
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engine type appeared to accurately predict an F-16 C/D fighter wing CPFH. Both regression models of
their study are sensitive to utilization rates and that they inversely affect the CPFH, which is in good
agreement with previous studies [3–5]. The modern F-16 blocks also decrease the cost of flying, generally
older technology is more expensive to maintain. Hawkes and White [11] have also investigated the
relationship between the aircraft age and ownership CPFH cost growth from seventy-four different
airframes in the USAF inventory. Their findings suggest that very young and very old aircraft platforms
exhibit higher levels of cost growth and variability, the magnitude though of the cost growth and
variability for old aircraft platforms is almost equal to that of young aircraft. By examining the empirical
relationship between multiple USAF system’s expenditures, flying hours and fleet sizes, Unger’s [12]
research has suggested a more sophisticated way to think about USAF costs than is currently used.
A fixed-plus-variable cost structure has been proposed in which the expenditures do not increase nor
decrease in proportion to flying hours. Unger concludes with the policy implications of his research
findings, noting that current USAF budgeting methods likely overestimate funding requirements when
flying hours increase and underestimate requirements when flying hours decrease.

The discussion above highlights that the accuracy of a CPFH estimate is of paramount importance,
given its use as a main decision-making tool at the upper echelons of the hierarchy of the organization.
Error in the cost estimates has been identified as a causal factor in cost overruns and as studies
have shown, cost overruns challenge fiscal management in the United States Department of Defense
(US DoD) [13,14]. As a knock-on effect, they may also lead to funding instability in those programs
that did not experience cost overruns but were affected by re-programming of funds. This instability
in funding only further exacerbates cost overruns [15].

2. Materials and Methods

During the procurement process of an aircraft platform, there is an emphasis in affordability and
cost management issues. Potential buyers can be always offered reliable estimates for the O&S costs of
an aircraft platform which has been in operation and has reached its ‘fleet maturity’ stage. This is not
possible though in the case of comparing and evaluating new (‘unknown’) aircraft platforms, therefore
the decisions should be based, if possible, to cost estimates the variables of which are known at the
time of the procurement process. This is one of the main objectives of the paper, to develop a CER
which will enable an analyst to carry out a timely and reliable O&S cost forecast, despite the lack of
actual data from the utilization and support life cycle stages of the platform, during which the largest
portion of the Life Cycle Cost (LCC), nearly 60%, is incurred [16]. As such, aircraft’s physical and
performance characteristics and parameters which are known very well in advance at the aircraft’s
conceptual design phase, are being researched on the present work as potential variables of an O&S
parametric cost estimation model. An introductory demonstration of this concept has been presented
by one of the authors at the 2016 International Training Symposium of the ICEAA [17].

2.1. The Parametric Estimation Technique

The parametric or ‘top-down’ technique is a relatively fast and inexpensive estimating tool.
Properly applied, it may provide reliable predictions and, most important, timely estimates. According
to ISPA/SCEA Parametric Handbook [18]:

Parametric estimating is a technique that develops cost estimates based upon the examination
and validation of the relationships which exist between a project’s technical, programmatic
and cost characteristics as well as the resources consumed during its development,
manufacture, maintenance, and/or modification. Parametric models can be classified as
simple or complex. Simple models are cost estimating relationships (CERs) consisting of one
cost driver. Complex models, on the other hand, are models consisting of multiple CERs,
or algorithms, to derive cost estimates.

The parametric technique is applicable during the early stages of a system’s life cycle, amidst
analogy and engineering estimating techniques (Figure 1) [19]:
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Figure 1. Typical application of estimating techniques through a system’s life cycle stages [19].

The parametric technique uses regression analysis for estimating the relationships among
variables. Regression analysis helps an analyst to understand how the typical value of the dependent
variable (response or criterion variable) changes when any one of the independent variables (predictors
or explanatory variables) is varied, while the other independent variables are held fixed.

2.2. The Strengths and Weaknesses of the Parametric Estimation Technique

The implementation of the parametric technique is a blended process and the interpretation of
the results has to be done with extreme caution. An analyst should always consider the following
strengths and weaknesses of the parametric technique:

Strengths:

• It does not require actual and detailed cost information about a new system. Compared to the
engineering or ‘bottom-up’ cost estimating technique, it requires less data, time and resources.

• It may reveal strong CERs between cost and Reliability-Maintainability-Supportability (RMS)
metrics [20], thus helping to optimize maintenance and logistic procedures.

• A parametric model can be easily adjusted when the main cost drivers change. The CERs may be
easily updated and sensitivity analysis may be applied.

• It is a sound statistical process and can be objectively validated.
• The uncertainty of the estimate can be quantified, allowing cost risk analysis.
• There are many available COTS parametric tools. Additionally, general-purpose statistical

packages support the parametric technique.

Weaknesses:

• It is a rigorous statistical technique (uses regression analysis).
• CERs are often considered ‘black boxes,’ especially if they derive from COTS tools with unknown

data libraries, and/or if the CER mathematical expression cannot be logically explained.
• Appropriate data adjustments might be required before the analysis, depending on the selected

regression method (OLS, OLS-Log space, MUPE, ZMPE). Also, standard error adjustments for
sample size and relevance might be required [21].

• CERs must be frequently updated to ensure validity.
• The validity of the PI and CI heavily depends on the residuals diagnostics.
• The decision makers may feel uncomfortable to base their final decision on a parametric estimate

(probably they will not be statisticians).
• Wide-ranging PI or CI may render the estimate useless; why not use the ‘rule of thumb’ instead?
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2.3. The Development of the Parametric Model

The relationship between historical CPFH and specific aircraft characteristics is investigated
with an objective to identify a strong CER that will be used to estimate the hypothetical CPFH for an
‘unknown’ aircraft. Typically, the CPFH includes the following six main cost categories [16] according
to the O&S cost element structure: Unit-level manpower, unit operations, maintenance, sustaining
support, continuing system improvements and indirect support. Since the purpose of the presented
parametric model is the assessment of the relationship between cost and technical or performance
characteristics, the ‘indirect support’ cost category is excluded from the analysis.

The Fiscal Year (FY) 2013 CPFH data from the Hellenic Air Force (HAF) aircraft fleet have been
used as input for the developed parametric model (Table 1). The Ministry of National Defence of
Greece restricts the publication of the CPFH data for the fighter jet fleet, CPFH data though for other
than fighter jet aircraft types are publicly available without any restriction. CPFH data of Table 1
includes the contribution of the ‘indirect support’ cost category which, as mentioned previously, was
excluded from the present study.

Table 1. HAF fixed and rotary wing aircraft types used for the development of the parametric model and
related CPFH data for FY 2012, 2013 and 2018. (CPFH data for fighter aircraft is classified-publication is
restricted. It includes the contribution of the ‘indirect support’ cost category. Data retrieved by various
published issues of the Official Governmental Gazette of Greece (OGGG)).

Aircraft/Helicopter Type CPFH (FY 2012, €) CPFH (FY 2013, €) CPFH (FY 2018, €)

Helicopters
B-212 10,089.9 3133.63 2297.00

AS-322C1 3142.43 3352.00 3583.64
AB-205 3790.32 3505.24 2479.77
A-109E 2800.21 2678.12 1788.13

Transport aircraft
C-130H/B 7370.88 7312.81 5887.34

C-27J 3174.90 4088.80 9114.23
Airborne Early Warning & Control aircraft

EMB-145H 9226.77 7570.15 4292.80
VIP aircraft

EMB-135 3545.58 4904.08 3162.17
Gulfstream V 3192.92 5537.09 3514.70

Training aircraft
T-41 3415.60 1449.12 1314.07
T-6A 1794.40 1839.08 2127.99
T-2 4206.68 4240.92 5154.07

Fire-fighting aircraft
CL-215 9807.82 8858.95 7117.25
CL-415 9508.46 6690.70 10,696.98

PZL 2492.69 1712.34 2884.25
Fighter aircraft

F-16C/D Classified Classified Classified
F/RF-4E Classified Classified Classified

M2000/-5 Classified Classified Classified
A-7H Classified Classified Classified

In more detail, the 2012 CPFH Issue of the OGGG has been based on O&S data collected during
the FY 2011, the 2013 CPFH Issue of the OGGG has been based on O&S data collected during the FY
2012 and the 2018 CPFH Issue of the OGGG has been based in analysis of O&S data collected during
the FY 2015. At any point in time, the most recently published at that particular point in time CPFH
Issue of the OGGG is used to feed the decision making of the Ministry of National Defence of Greece.

The 2013 CPFH Issue of the OGGG, which have been used for the development of the parametric
model, is considered as having more reliable data than that of 2012, as the Ministry has transitioned
from 2012 to a more GAO-streamlined [22] procedure for categorizing and analysing the cost input
data. It was deemed necessary to exclude the contribution of the ‘indirect support’ cost category
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when developing the parametric model, as this category is influenced by extrinsic factors (institutional
framework, organizational structure, integrated logistic support policies to name a few). As a matter
of fact, the ‘indirect support’ cost category portion in HAF aircraft types ranges from 5% up to 50% of
the CPFH, depending on these extrinsic factors.

The HAF fire-fighting fleet (CL-215, CL-415) case can provide some evidence to support our
decision to exclude the ‘indirect support’ cost category. As observed from Table 1 (data including
‘indirect support’ cost), column ‘CPFH FY 2018,’ the CPFH of the CL-415 seems to be considerably
higher than the CL-215 CPFH. It is worth noting that the CL-415, as opposed to CL-215, is a
contemporary aircraft with enhanced reliability and maintainability provisions, equipped with very
fuel efficient, latest technology turboprop engines. The paradox in the CPFH difference has to do
with the fact that the CL-415 squadron experiences a higher ‘indirect support’ cost than the CL-215
squadron does. Almost the entire structure of 113th Wing supports the CL-415 squadron; on the
contrary, the CL-215 squadron belongs in the organizational chart of 112th Wing, which supports
other squadrons as well. Thus, in the case of 112th Wing, the ‘indirect support’ cost is allocated to
multiple aircraft types (generally, each HAF Wing supports multiple aircraft squadrons and/or aircraft
types [23]). Nevertheless, if the ‘indirect support’ cost is excluded, CL-415 experiences lower CPFH
than the CL-215, which makes more sense for the comparative purpose of the development of the
parametric model.

A generic view of the constraints/requirements and the parametric model performance is
presented at the Table 2. The variables used for the analysis are shown at the Table 3.

Table 2. Generic view of the constraints/requirements and the parametric model performance.

Constraints and Requirements Model Performance

Use the sample of 22 aircraft types operated by the HAF. Satisfactory.

Use the appropriate cost information. Satisfactory: Official FY 2013 CPFH data was used, excluding the
‘indirect support’ cost category.

Use cost drivers (independent variables) that are easily
accessible and quantifiable.

Satisfactory: The cost drivers are aircraft physical and
performance characteristics.

The model must be as less complex as possible and include no
more than two cost drivers.

Satisfactory: The selected model includes two
independent variables.

The model should be statistically significant at the 5% level. Satisfactory: p − value < 0.01

The model should capture at least 75% of the CPFH variance. Satisfactory: R2
adj = 0.82

The model’s confidence and prediction intervals must be valid. Satisfactory: The residuals do pass all the appropriate tests.

The model’s mathematical expression should make sense. Satisfactory: The model suggests that the aircraft empty weight
and the engine SFC correlate positively with the CPFH.

The variables used for the analysis are shown at the Table 3.

Table 3. The variables used for the analysis. In most cases, the log-transformations contributed to the
creation of linear simple CERs versus the LogCPFH (Figure 2).

Variables
Variable

Trans-Formation

Transformed
Variable
Notation

Assessment Tests * for Linearity among Variable and
LogCPFH (‘Ø’ Indicates p-Value < 0.05)

Test 1 a Test 2 b Test 3 c Test 4 d Test 5 e

Dependent
CPFH, €/h Log LogCPFH

Independent
Length (longitudinal axis), ft Log LogLENGTH Ø Ø

Empty weight, lb Log LogEMPTY
MTOW, lb Log LogMTOW

Max SFC, lb/(lbf·h) or lb/(hp·h) Log LogSFC
Max speed, km/h Log LogSPEED

Ceiling, ft ×10−4 AdjCEIL

* a: Global stat, b: Skewness, c: Kurtosis, d: Link Function, e: Heteroscedasticity.
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Figure 2. Assessment of the linear model assumptions among the selected variables, using the global
test on 4 degrees of freedom. The p-values lower than 0.05 (in red) indicate the rejection of linear
model assumptions at the 5% significance level. It is evident that log-transformations enhanced linear
relationships among variables.

Work done by Bryant ([24], Table 2, page 10) offers an overview of independent variables used
in previous CPFH research. The variables are grouped in four distinct groups, namely ‘aircraft
characteristics,’ ‘operational factors,’ ‘economic factors’ and ‘environmental factors.’ The most
frequently used independent variables by the researchers are ‘average aircraft age’ (belonging to
the ‘aircraft characteristics’ group) and ‘utilization rate’ (belonging to the ‘operational factors’ group),
which also reflect the fact that the CPFH research efforts are mainly channelled to find answers to
policy hypotheses which are questioning the effects of the aircraft fleet aging and utilization. Instead,
the present study aims to provide a ‘universal’ CER applicable to a wide range of platforms, which can
be used at the very early development stages of the ‘new’ aircraft design and, as such, the independent
variables are concentrated to aircraft design and performance characteristics. Moreover, in most
cases, the values of the variables are unclassified and they are readily available online, something that
enhances the usability of the developed model.

Figure 3 offers an overview of the way that the systems are being classified, based on the
selected independent variables and depending on the desired systems similarity level. Because the
selected independent variables serve as system identifiers, it is important to examine if the systems are
perceptible in a realistic way and identified as ‘different’ or ‘similar’ through the regression process.
The vertical axis of the cluster dendrogram in Figure 3 corresponds to the level of ‘resolution’ of the
sample’s ‘image.’ The ‘resolution’ is tied to the independent variables, which serve as system identifiers.

For example, the red horizontal dashed line in Figure 3 corresponds to the selection of a low
difference level (high ‘resolution’). This line cuts 8 branches of the dendrogram, meaning that the
22 different systems are identified and classified as 8 different entities (clusters), at the selected
difference level. Specifically, the systems are grouped as follows: The 1st cluster includes two
training aircraft (T-2E, T-6A II); the 2nd cluster includes the rotary wing platforms (AB-205, A-109E,
AS-332C1, B-212) plus two light fixed-wing, single reciprocating engine, aircraft (T-41D, PZL); the 3rd
cluster includes the four-engine transporter C-130H/B; the 4th cluster includes the lighter, two-engine
transporter C-27J; the 5th cluster includes the two fire-fighting aircraft (CL-215, CL-415); the 6th cluster
includes the two-engine supersonic jet fighter (F/RF-4E); the 7th cluster includes the single-engine
supersonic jet fighters (F-16 blocks 30/50/52+, M2000/-5); the 8th cluster includes the VIP and early
warning subsonic jet aircraft (ERJ-135BJ/LR, ERJ-145H, GV) plus the A-7H single-engine subsonic jet
fighter. Apart from a few pitfalls, the classification of the systems according to the aforementioned
clusters seems quite realistic.

Prior to the CPFH Log-transformation, the sample’s actual CPFH was multiplied by a positive
real c, such that the selected model will estimate CPFH = 1 for the F-16C/D Block 52+. The F-16’s
CPFH was chosen as the reference point for relative comparisons against other system’s CPFH. As a
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result, the model estimates the CPFH of any aircraft type times the F-16 mean CPFH. Analysts may
use analogy to turn the model’s outputs into absolute CPFH estimates, by choosing a known system
as their reference and multiplying its actual CPFH by the model’s output.

Figure 3. The cluster dendrogram of the 22 systems.

The pairwise assessment of the selected independent variables reveals multicollinearity issues.
Two or more independent variables may be highly correlated, for example LogEMPTY and LogMTOW,
meaning that one can be linearly estimated from the others with a substantial degree of accuracy.
A parametric model should not include strongly correlated independent variables, because its
predictive ability will decrease. The Pearson correlation matrix (Figure 4) offers an overview of the
existing correlations among the transformed variables. Figure 5 shows examples of multicollinearity
amongst various variables.

 

Figure 4. The variables correlation (Pearson) matrix. The symbol “×” indicates the
insignificant correlations at the 5% significance level. Multicollinearity is evident among several
independent variables.
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Figure 5. Visualization of the existing strong linear relationships between LogSPEED ~AdjCEIL and
LogMTOW ~ LogEMPTY.

2.4. Selection of the Optimal CER

As seen in Figure 4, the highest correlation coefficient between LogCPFH and the independent
variables is r = 0.83. Therefore, LogMTOW would be the best choice for developing a simple CER.
Unluckily, this model does not comply at least with one of the requirements in Table 2, which is:
R2

adj ≥ 0.75 (indeed, r2 = 0.832 = 0.69 < 0.75).
The next step is to investigate all possible complex CERs with two independent variables,

including their interaction, of the form:

Y = β0 + β1Xi + β2Xj + β3XiXj (2)

where β0, β1, β2, β3 are the model’s coefficients and i, j ∈ {1, 2, . . . , 6}, i �= j. After performing stepwise
regression on all possible (2 out of 6 = 15) models with two independent variables, as shown in Equation
(2), the following model is chosen, according to the AIC as the measure of the CERs relative quality:

LogCPFH = −4.95006 + 0.4751 LogEMPTY + 0.42793 LogSFC (3)

Notably, the two selected independent variables do not correlate significantly (Figures 4 and 6),
so there is no multicollinearity in the selected model. Also, the interaction of the two independent
variables is not significant, hence the term β3XiXj is omitted from the right hand of the equation.

The selected model explains a remarkable 82.15% of the LogCPFH variance, while the
intercept, LogEMPTY and LogSFC have significant explanatory power at the 5% significance level.
The assumptions of model’s linearity are not rejected at the 5% significance level. Moreover, there is a
statistically strong indication that no power transformation is required on LogCPFH. Table 4 shows
the regression analysis details obtained from R software (v5.3.1, released on 2 July 2018) and Figure 6
shows a 2D density plot (log-scale) for the model’s independent variables.

2.5. Residuals Diagnostics

Getting valid prediction or confidence intervals relies on the assumptions that the residuals are
normal with mean zero, have constant variance and no autocorrelations. The residuals of the selected
model pass all the necessary tests (Table 5).
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Table 4. Model summary and ANOVA.

Model Selection

Start: AIC = −56.02
LogCPFH ~LogEMPTY * LogSFC

Df Sum of Sq RSS AIC
LogEMPTY:LogSFC 1 0.040019 1.2384 −57.298

<none> 1.1984 −56.021
Step: AIC = −57.3
LogCPFH ~LogEMPTY + LogSFC

Df Sum of Sq RSS AIC
<none> 1.2384 −57.298
−LogSFC 1 1.5185 2.7569 −41.692

−LogEMPTY 1 4.1550 5.3934 −26.929

Residuals

Min 1Q Median 3Q Max
−0.42125 −0.08515 −0.02154 0.09199 0.50650

Coefficients

Estimate Std. Error t value Pr(>|t|)
(Intercept) −4.95006 0.57456 −8.615 5.48 × 10−8

LogEMPTY 0.47510 0.05951 7.984 1.73 × 10−7

LogSFC 0.42793 0.08866 4.827 0.000117

Residual standard error: 0.2553 on 19 degrees of freedom
Multiple R-squared: 0.8385, Adjusted R-squared: 0.8215
F-statistic: 49.31 on 2 and 19 DF, p-value: 3.009 × 10−8

Correlation of Coefficients

(Intercept) LogEMPTY
LogEMPTY −0.99

LogSFC 0.17 −0.13

Analysis of Variance Table

Response: LogCPFH
Df Sum Sq Mean Sq F value Pr(>F)

LogEMPTY 1 4.9099 4.9099 75.327 4.895 × 10−8

LogSFC 1 1.5185 1.5185 23.296 0.0001172
Residuals 19 1.2384 0.0652

—

bcnPower Transformation to Normality

Estimated power, lambda

Est Power Rounded
Pwr

Wald Lwr
Bnd Wald Upr Bnd

Y1 −1.2543 1 −5.4661 2.9574
Location gamma was fixed at its lower bound

Est gamma Std Err. Wald Lower
Bound Wald Upper Bound

Y1 0.1 NA NA NA
Likelihood ratio tests about transformation parameters

LRT Df pval
LR test, lambda = (0) 0.3258308 1 0.5681244
LR test, lambda = (1) 1.0123004 1 0.3143524

Assessment of the Linear Model Assumptions

Value p-value Decision
Global Stat 0.776499 0.9416 Assumptions acceptable.
Skewness 0.593439 0.4411 Assumptions acceptable.
Kurtosis 0.001988 0.9644 Assumptions acceptable.

Link Function 0.177909 0.6732 Assumptions acceptable.
Heteroscedasticity 0.003163 0.9552 Assumptions acceptable.
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Figure 6. 2D density plot (log-scale) for the model’s independent variables.

Table 5. Summary of residuals diagnostics.

Test Null Hypothesis p-Value
Reject the Null Hypothesis at

the 5% Significance Level?

Shapiro-Wilk normality test Normality 0.161 NO
Breusch-Pagan test for heteroscedasticity Constant variance 0.332 NO
Durbin-Watson test for autocorrelation Randomness 0.302 NO
Two-sided t-test with Bonferroni adjustment No outliers 0.714 NO

The residual plots (Figure 7) offer some additional insight, following the tests in Table 5.
The histogram indicates normality for the residuals; there are a few high-discrepancy observations
(candidate outliers) shown in the boxplot, however the respective test in Table 5 supports the null
hypothesis that there are no outliers. The residual plots versus the fitted values indicate absence of
curvature pattern and presence of constant variance, supported by the minor slope in the spread-level
plot; furthermore, no significant autocorrelation is evident in the respective plots. There are also a
few high-leverage observations, however no hat value exceeds the empirical limit for small samples
(3 times the hat values mean). The studentized residuals seem to follow the theoretical student-t
distribution, as shown in the Q-Q plot.

Observation no.14 needs further attention as being influential for the model, since its Cook’s
distance exceeds the empirical cut-off limit. This data point corresponds to the C-130H/B, which is the
heaviest aircraft within the sample (high-leverage observation); additionally, the model overestimates
to a great degree the C-130H/B’s actual CPFH (high discrepancy observation). Excluding observation
no.14 from the analysis would trigger a vicious cycle of consecutive exclusions, diminishing the size
of the sample. Because the sample size is small, we decided not to exclude any observation from the
regression analysis.

The construction of prediction or confidence intervals requires the residuals standard error and
degrees of freedom (provided in Table 4), as well as the hat matrix. For any given input XT

0 =

[1, LogEMPTY0, LogSFC0], the hat matrix P ≡ XT
0
(
XTX

)−1
X0 can be calculated using the following

information obtained from the sample:
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(
XTX

)−1
=

⎡
⎢⎣ 5.0647305 −0.5216059 0.1365213

−0.5216059 0.0543257 −0.0104403
0.1365213 −0.0104403 0.1205977

⎤
⎥⎦

Figure 8 shows the standard deviation map for the construction of LogCPFH confidence intervals.
The highest precision for mean CPFH predictions is obtained when SFC ≈ 0.75 lb/(lbf·h) or lb/(hp·h)
and empty weight ≈ 15000 lb.

  

  

  

Figure 7. Cont.
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Figure 7. Typical residual plots.
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Figure 8. The standard deviation map for the construction of LogCPFH confidence intervals.

3. Parametric Model Predictions for ‘Known’ and ‘Unknown’ Aircraft Types

3.1. Model Comparative Predictions for Various Types

3.1.1. Predictions on the Training Sample

Results from the comparison of mean CPFH and 95% CI for the training sample are shown at
Figure 9 and Table 6.
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Figure 9. Comparison of mean CPFH and 95% CI for the training sample.
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Table 6. Comparison of mean CPFH and 95% CI for the training sample. The figures indicate ‘times
the mean CPFH of F-16 Block 52+.’

Aircraft CPFH Lower Bound CPFH Expected CPFH Upper Bound

T-41D 0.11901211 0.16420763 0.22162284
A-109E 0.19990530 0.25036102 0.31012026
T-6A II 0.25249018 0.30355962 0.36225471
AB-205 0.27634370 0.32830309 0.38749658
B-212 0.30764429 0.35999624 0.41896993
PZL 0.33723845 0.39536636 0.46093791

AS-332C1 0.35547705 0.41073767 0.47240366
T-2E 0.43697559 0.50679004 0.58491362
GV 0.44894272 0.53734944 0.63862291

EMB-135BJ/LR 0.44230344 0.54767037 0.67142878
EMB-145H 0.44643551 0.55351426 0.67940476

A-7 0.55941742 0.63567511 0.71971577
CL-415 0.54352594 0.64380037 0.75778338
CL-215 0.59726742 0.69851969 0.81253214
C-27J 0.58484956 0.72391072 0.88720093

M-2000/-5 0.70287959 0.83413491 0.98354446
F-16 Block 50 0.80040814 0.99097233 1.21478042

F-16 Block 52+ 0.80500314 1.00000000 1.22957677
F-16 Block 30 0.81828962 1.02648845 1.27337004

C-130H/B 0.87955200 1.14080188 1.45822407
RF-4E 1.01709601 1.28261782 1.59868855

F-4E AUP 1.01709601 1.28261782 1.59868855

3.1.2. Predictions on a Set of ‘Unknown’ Aircraft Types

A comparative application of mean CPFH predictions with 95% CI for a set of ‘unknown’ aircraft
types is shown at Figure 10 and Table 7.
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Figure 10. A comparative application of mean CPFH predictions with 95% CI for a set of ‘unknown’
aircraft types.
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Table 7. A comparative application of mean CPFH predictions with 95% CI for a set of ‘unknown’
aircraft types. The figures indicate ‘times the mean CPFH of F-16 Block 52+.’

Aircraft CPFH Lower Bound CPFH Expected CPFH Upper Bound

P2002JF 0.06753461 0.10155222 0.14747995
RACER 0.27574280 0.32714039 0.38563437
AW189 0.33099377 0.38469385 0.44488060

HH-60W 0.43900130 0.50855135 0.58631201
M-346 0.45194200 0.51116159 0.57619763
A-10A 0.46891536 0.57069196 0.68872595
AV-8B 0.53926887 0.60547233 0.67777883

T-X 0.48855572 0.61262218 0.75969810
T-100 0.56187968 0.63154563 0.70769602
T-50 0.69523642 0.84927503 1.02840736

JAS-39 0.71724836 0.87968786 1.06914862
F/A-18C/D 0.86861590 1.06510753 1.29424863
Eurofighter 0.87437845 1.06688394 1.29056054

Rafale C 0.88019674 1.10117609 1.36269648
AC-130U 0.87930885 1.14038891 1.45758505

F-35A 0.99567786 1.25154867 1.55541068
J-31 1.03666736 1.31599161 1.65010582

F-15E 1.05604359 1.34694738 1.69611550
Su-27SK 1.09117401 1.38460952 1.73549656

Su-57 1.14592428 1.46794227 1.85568007
F-22A 1.24714749 1.64265811 2.12859570

3.2. Model Predictions for the F-35A

The Lockheed Martin F-35 Lightning II is a family of fifth generation, single-seat, single engine,
stealth multirole fighters undergoing final development and testing. It is intended to replace a plethora
of existing aircraft types in the US Air Force, Navy and Marine Corps, while offering the most
technologically advanced, effective and survivable fighter aircraft to date. The F-35 program, also known
as the Joint Strike Fighter (JSF), is the most expensive weapon system in history with a projected service
life up to 2070 and estimated sustainment costs of about $1 trillion [25]. The F-35 is designed and built
by an industrial consortium led by Lockheed Martin. Besides the USA, many NATO members and close
USA allied nations participate in the funding of the F-35 development. The US DoD plans to procure
nearly 2500 aircraft [25] and several other countries have ordered, or are considering ordering the F-35.

Initial O&S cost estimates for the JSF date back to 2001 [26]. The focus of that study was to
estimate the effect of changes in the reliability to the competition-sensitive O&S costs. As such, at the
initial phases of the JSF development program it has been considered that reliability improvements
have a strong effect on reducing O&S costs but not enough to recover initial investment. After the
selection of the contractor has been made and the program has entered the production phase, the US
DoD has moved on (2012) to establish affordability targets for the program, stating that the CPFH for
the USAF, Marine Corps and US Navy could not exceed $35,200, $38,400 and $36,300 respectively [25].

The credibility of the O&S cost estimates and affordability targets made by the US DoD seem
to have always been questionable though, not only for the F-35 [25] but for mature aircraft types as
well [27]. As a general theme, the Government Accountability Office (GAO) recommends that the
USAF and the Navy should follow all best practices [22,28] to improve the credibility of the CERs,
including an investigation of the potential range of costs and, perhaps most importantly, seeking
independent cost estimates. Research by GAO has shown that 19 out of 20 independent estimates
developed by the Office of Secretary of Defence office of the Director of Cost Assessment and Program
Evaluation were higher than the service (US Air Force, Navy) estimate. Past work of GAO has also
shown that an independent estimate is usually higher and more accurate than an estimate, which has
been made by the Program Office [29]. The present work also aims to serve the purpose of providing
an independent estimate for various aircraft types and to constructively contribute to the current
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world-wide debate regarding the F-35 projected O&S costs. The developed parametric model predicts
that the ratio of the mean CPFH of F-35A to the mean CPFH of the F-16C/D is 1.25. Figure 11 shows
the cumulative distributions of the CPFH for the two systems.

Figure 11. The cumulative distribution for the F-35A CPFH compared to the F-16C/D Block52+,
according to the developed parametric model.

4. Discussion

Developing sound O&S cost estimates for a new aircraft platform without data from its operational
phase is a very demanding and complex process and possess significant, mainly non-systematic
challenges for the aircraft operators, given that the CPFH estimates are affected by:

• Various operational variables and most importantly by the fleet utilization rates [2–4,10,11].
Many of those variables are often beyond the control of the aircraft operators, especially during
situations (crisis, war conflicts) which require a sudden surge in aircraft flying hours.

• Reliability and maintainability improvements [2,30]. As above, the improvements are often
beyond the control of the operators, they are mainly implemented during the production phase
of the aircraft program and they are mainly based on best practices identified by analysing O&S
data from historical aircraft projects. As such, there is uncertainty on the potential effect of
a reliability and/or maintainability improvement to the O&S cost of a new aircraft program.
The authors’ professional experience indicates, especially for aircraft types which are operated
by many different users across the world (F-16C/D for example), that the implementation of an
improvement at the aircraft production line or even later as a modification/upgrade, might not
get necessarily translated into O&S cost savings, as different users develop different operational
profiles for their fleets, to suit their specific operational needs.

• The ‘maturity’ of the fleet. In other words, by when the fleets are at their maximum size. This is
because the ramp-up, steady-state and ramp-down phases tend to affect aircraft fleet cost [1].

• Inflation predictions, which are very difficult to estimate [13,14].

With regards to the developed parametric model, it is believed that it incorporates important
features which enhance its ability to accurately predict the CPFH of an ‘unknown’ aircraft type:

• The aircraft sample is comprised by a well-balanced mix of fixed and rotary wing aircraft types
which perform a plethora of different missions, from typical military nature (air defence and
superiority, interception, aerial support to land and sea military operations) to public service
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nature ones (fire-fighting, search and rescue, air transportation of VIPs and equipment, medical
evacuations). Despite the fact that a high degree of diversification exists in the training sample,
a statistically significant CER was obtained consisting of the empty weight and the SFC. This CER
seems realistic since both the SFC and aircraft weight are expected to be positively related with
the energy consumed during a flying hour.

• The aircraft sample has reached maturity in terms of maximum fleet numbers and this is
considered a very crucial condition for sound cost estimates, especially in case of comparing
CPFH of different aircraft types [1]. Most of the aircraft sample types are legacy ones with
stabilized CPFH, with the newest type (F-16C/D Block 52+Adv) approaching already ten years of
operational life within the HAF.

• There is no significant variation of the utilization rates of the sample, mainly because of the fact
that the engagement of HAF aircraft to war conflicts outside its national borders, conditions which
require unpredictable aircraft utilization rate ‘spikes’ for prolonged periods of time, is minimal.
The analysis of fleet data during the Operation Desert Storm and the operations at Kosovo [4,5]
suggests that the CPFH proportional model fails when a fleet of aircraft significantly changes its
flight behaviour from one time interval to the next (wartime surge for example). Furthermore,
Boito et al. [1] suggest that the cost of fleets should be compared using stable annual flying hours
required for crew proficiency, excluding flying hours for contingency operations. Of course,
as many other NATO Air Forces, HAF actively conducts and participates in large scale military
exercises within the country and abroad and there might be occasions in which the utilization
rates would fluctuate but overall, they are considered as stable on an annual basis.

5. Conclusions

The accuracy of the cost estimates is also challenged by the variety and the complexity of the
missions flown by the military operators. Commercial airline ‘cost per available seat mile’ is a widely
used, simple and effective metric of cost and effectiveness, since fleets at the commercial industry
are flown for a common and simple purpose which is easily measured. At the military field, there is
a variety of missions and even within a given mission area, a military aircraft often provides many
different capabilities. Hence, a ‘cost per capability’ shall be considered by the military operators as
an additional metric for the O&S cost considerations of a military air platform. In such a metric,
various capabilities and respective capability levels shall be defined for the fleet, which can then get
adjusted on a cost basis. An application of the proposed methodology has been developed to optimize
the maintenance of an aircraft system [31]. Recent evidence [25] has identified F-35 CPFH as being
significantly higher than the legacy aircraft, with an F-35 Joint Program Office member of staff stating
that ‘this was deemed reasonable taking into the account the complexity of the next-generation aircraft
and the additional capability offered by the F-35’. The application of the parametric model for many
‘mature’ aircraft types for which there exists officially published CPFH data yields very promising
results [10,11]. The calculated, by the parametric model, ratio (mean CPFH F-35A)/ (mean CPFH F-16
C/D) of 1.25 compares very well with the respective ratio of ‘normalized’ (CPFH F-35A)/ (CPFH F-16
C/D) of 1.27 (32,554/25,541 (2012$)) reported at the Selected Acquisition Reports (SARs) which have
been submitted to the US Congress in 2013 [1]. Furthermore, the most recent available SAR estimate
for the CPFH F-35 [32], which excludes the ‘indirect support’ contribution for both F-35 and F-16 C/D,
calculates the ratio (CPFH F-35A)/(CPFH F-16 C/D) as 1.17 (29,806/25,541 (2012$)).

In general, it is believed that one of the key conclusions of the present work is that, not only the
F-35A but also the majority of the new generation of the advanced fighter jets will not be significantly
more costly to sustain than the F-16 C/D, when they will reach their ‘fleet maturity status.’ It is expected
that the present work will inform the decision making and policy considerations of current F-16 C/D
users who are considering acquiring a new generation advanced fighter jet fleet, especially in terms
of financial forecasting, budgeting and planning of the optimum future force structure. It should also
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channel the existing debate to issues which relate to ‘cost per capability,’ given the promised enhanced
capabilities which the F-35A is expected to offer as compared to previous generation fighter jet types.
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Acronyms

AIC Akaike Information Criterion
ANOVA Analysis of Variance
CER Cost Estimating Relationship
CI Confidence Interval
COTS Commercial-Off-The-Shelf
CPFH Cost Per Flight Hour
DoD Department of Defense (US)
FY Fiscal Year
GAO Government Accountability Office (US)
HAF Hellenic Air Force
ICEAA International Cost Estimating and Analysis Association (merger of SCEA and ISPA)
ISPA International Society of Parametric Analysts
JSF Joint Strike Fighter
LCC Life Cycle Cost
MTOW Maximum Take-Off Weight
MUPE Minimum Unbiased Percentage Error
NATO North Atlantic Treaty Organization
OGGG Official Governmental Gazette of Greece
OLS Ordinary Least Squares
O&S Operating and Support
OSD Office of the Secretary of Defense (US)
PI Prediction Interval
RMS Reliability-Maintainability-Supportability
ROM Rough Order of Magnitude
SAR Selected Acquisition Report
SCEA Society of Cost Estimating and Analysis
SFC Specific Fuel Consumption
USAF United States Air Force
US DoD United States Department of Defence
ZMPE Zero Bias Minimum Percent Error
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Abstract: The aerospace industry is now beginning to adopt Additive Manufacturing (AM), both for
new aircraft design and to help improve aircraft availability (aircraft sustainment). However,
MIL-STD 1530 highlights that to certify airworthiness, the operational life of the airframe must
be determined by a damage tolerance analysis. MIL-STD 1530 also states that in this process, the role
of testing is merely to validate or correct the analysis. Consequently, if AM-produced parts are to
be used as load-carrying members, it is important that the da/dN versus ΔK curves be determined
and, if possible, a valid mathematical representation determined. The present paper demonstrates
that for AM Ti-6Al-4V, AM 316L stainless steel, and AM AerMet 100 steel, the da/dN versus ΔK
curves can be represented reasonably well by the Hartman-Schijve variant of the NASGRO crack
growth equation. It is also shown that the variability in the various AM da/dN versus ΔK curves is
captured reasonably well by using the curve determined for conventionally manufactured materials
and allowing for changes in the threshold and the cyclic fracture toughness terms.

Keywords: additive manufacturing; Ti-6Al-4V; 316L stainless steel; AerMet100 steel; crack growth;
NASGRO

1. Introduction

Structural issues that have arisen because of aging aircraft have motivated a focus on the analytical
tools needed to assess the growth of small naturally occurring material discontinuities and methods for
extending the fatigue life of operational aircraft [1–5]. In this context, Appendix X3 of the ASTM fatigue
test standard E647-13a and [6–10] indicate that the fatigue life of an operational aircraft is largely
governed by the growth of cracks that nucleate and grow from small sub-mm material discontinuities.
The NASGRO crack growth, expressed by Equation [11], viz:

da/dN = D ΔK(m-p) (ΔK − ΔKthr)
p/(1 − Kmax/A)q (1)

where D, m, p and q are constants, A is the cyclic fracture toughness, and ΔKthr is defined as an
apparent fatigue threshold which is dependent on the crack length and the R ratio, is perhaps the
most widely used crack growth equation. A problem with Equation (1) is that the constants D, m, p
and q are not unique, i.e., they are a function of the crack length. Consequently, in order to assess the
crack growth in operational aircraft the challenge is to obtain a form of the NASGRO equation where
this “artificial” crack length dependency vanishes. In this context, Ritchie, Yu, Blom and Holm [12],
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and subsequently [4], explained that the da/dN versus ΔK relationship associated with the growth of
cracks from small naturally occurring defects follows from long crack data by removing the effect of
crack closure and other crack tip shielding effects. This is achieved by adopting the Hartman-Schijve
variant of the NASGRO crack growth equation [2–5,10,13–16] by setting m = p and q = p/2. This yields

da/dN = D(ΔK − ΔKthr)
p/(1 − Kmax/A)p/2 (2)

When expressed in this form, the Hartman-Schijve variant of the NASGRO equation not only
captures the long crack da/dN versus ΔK relationship but the same formulation with the same values
of D and p and q and with, as per Appendix X3 of the ASTM fatigue test standard E647-13a, ΔKthr
set to a small value (for small cracks, Appendix X3 questions the existence of a fatigue threshold)
also captures the small crack da/dN versus ΔK relationship, and can be used to accurately predict
the growth of small naturally occurring cracks under operational (variable amplitude) flight load
spectra [2–5,10,13–16]. As such, Equation (2) represents a form of the NASGRO equation that, with the
values of D, m (=p), p and q (=p/2) held constant, can be used to compute the growth of both long
cracks and also naturally occurring cracks under operational flight loads. To the best of the authors’
knowledge, Equation (2) is the only form of the NASGRO equation that both fulfils the Ritchie, Yu,
Blom and Holm requirement and has also been shown to capture the growth of small sub mm cracks
under a large number of operational flight load spectra, viz: combat aircraft, civil aircraft, maritime
aircraft, etc. [2,5,10,13,16]. Furthermore, to the best of the authors’ knowledge, Equation (2) is the
only form of the NASGRO equation that has been shown to capture crack growth in AM Ti-6Al-4V
fabricated in a wide range of AM processes [17]. With this in mind, and since if AM is to be used for
replacement parts on operational aircraft the ability to assess the parts’ performance under operational
flight loads is essential, this paper focuses on the use of Equation (2) to represent crack growth in a
range of AM materials.

An additional feature of the Hartman-Schijve equation [18], i.e., Equation (2), is that,
for traditionally manufactured structures and for structures repaired using either externally bonded
composite patches or using additively metal deposition, the scatter in the da/dN versus ΔK curves is
captured by allowing for the variability in the term ΔKthr [3,4,10,13–16]. Furthermore, as discussed
in [4,10,16], the da/dN versus ΔK curve needed to assess the growth of small naturally occurring cracks
often can be determined from the corresponding da/dN versus ΔK long crack curve by setting the term
ΔKthr to a small value, typically of the order of 0.1–0.2 MPa

√
m.

Reference [16] also indicated that while it is commonly believed that two materials with different
microstructures will have different (long crack) da/dN versus ΔK curves, the experimental data suggest
that this is not necessarily true. Furthermore, as shown in [16], even if the growth of long cracks in two
materials with different microstructures have different da/dN versus ΔK curves, the corresponding
small crack curves can be similar [16].

We also know [19–23] that the Hartman-Schijve equation, i.e., Equation (2) with the term ΔK
replaced by Δ

√
G and Kmax replaced by

√
Gmax where G is the energy release rate (for metals,

√
G is

linearly proportional to K), also holds for cracking in adhesives and delamination growth in both
composites and nano-composites. It is also known [20,21] that the large scatter seen in the delamination
growth curves is also captured by allowing for the variability in the term Δ

√
G
∣∣∣
thr

and the effect of the
test protocol on the cyclic fracture toughness term A.

With these in mind, and noting that the US Navy has announced [24] that the US Navy aircraft
carrier John C. Stennis will become the first US Navy ship to have an advanced manufacturing lab,
which will have four 3D printers, the present paper focuses on the topic of the use of AM to ensure
continued aircraft availability. There are several ways for this to be achieved, viz:

1. The repair of damage using additive metal technologies [25–28], or by utilizing multiplicative
manufacturing [29], which involves the combination of both additive and subtractive manufacturing.

2. The replacement of damaged components with additively manufactured parts [30].
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In this context, References [25–28] have shown how additive metal technology can be used to:

a. Restore the load-carrying capacity of corroded wing skins;
b. Restore the load-carrying capacity of rib-stiffened wing skins with stress corrosion cracking in

the ribs;
c. Seal fasteners and thereby help alleviate the effect of environmental damage;
d. Help alleviate the effect of multi-site damage in fuselage lap joints;
e. Increase the fatigue life of wing skins with intergranular cracking at fastener holes; and
f. Withstand approximately three lifetimes, without cracking or delamination from the airframe,

when applied to an F/A-18 center barrel fatigue test article subjected to a measured (operational)
flight load spectra.

We have also shown [5] that crack growth in structures repaired using additive metal technology
can be accurately modelled using the Hartman-Schijve crack growth equation, i.e., Equation (2).
Consequently, the present paper focuses on the ability of Equation (2) to model crack growth in AM
Ti-6Al-4V, AM 316L stainless steel and AM AerMet100 steel. To this end, the present paper builds on
the authors’ prior work [17] where it was shown that, regardless of whether the AM process is:

i. Electron Beam Melting (EBM);
ii. Direct Metal Laser Sintering (DMLS);
iii. Selective Laser Melt (SLM);
iv. Hot Isostatic Pressing (HIP);
v. Laser engineered Net Shaping (LENS);
vi. whether the LENS process is low- or high-power;
vii. whether the build direction was horizontal or vertical.

The da/dN versus ΔK curves, obtained using tests performed as described in the main body of
the ASTM E-64-13a fatigue test standard, can be represented reasonably well by the Hartman-Schijve
variant of the NASGRO crack growth equation, i.e., Equation (2), with allowance made for changes
in the terms ΔKthr and A. This finding mimics that discussed above for modelling the variability in
the crack growth curves seen in conventionally manufactured metallic structures, structures repaired
using additive metal deposition and for modelling the variability of delamination/disbond growth in
composite and bonded structures.

The experimental data presented in this paper indicate that for the materials studied (namely
AM Ti-6Al-4V, AM 316L stainless steel, and AM AerMet100 steel) the corresponding da/dN versus
ΔK curves can be represented reasonably well by the Hartman-Schijve variant of the NASGRO crack
growth equation. It is also shown that the variability in the various AM da/dN versus ΔK curves is
captured reasonably well by using the curve determined for conventionally manufactured materials
and allowing for changes in the threshold and the cyclic fracture toughness terms.

2. Crack Growth in Additively Manufactured Ti-6AL-4V

While AM offers the potential to economically fabricate customized parts with complex
geometries, Reference [31] explained that the mechanical behavior of these materials must be better
understood (related statements can be found in the US Federal Aviation Administration review
paper [32], as well as in [17,33]) before AM can be utilized for critical load-bearing applications. This is
particularly true for aircraft applications where, as detailed in MIL-STD 1530 [34], the design and
certification approval requires analytical tools that are capable of modelling crack growth.
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Reference [32] revealed the da/dN versus ΔK curves associated with crack growth in 34 different
AM Ti-6Al-4V tests, which covered a wide range of AM processes including EBM, DML, SLM, HIP,
and LENS, could be represented using the Hartman-Schijve, viz:

da
dN

= 2.79 × 10−10

⎛
⎜⎜⎝ ΔK − ΔKthr√(

1 − Kmax
A

)
⎞
⎟⎟⎠

2.12

(3)

In this study, the constants ΔKthr and A were determined using a global optimization scheme that
was based on a latin hypercubes approach. The objective function used in the scheme was:

f =

⎛
⎜⎜⎝∑N

i=1 ∑Ki
ki=1

∣∣∣∣∣∣∣∣
log

(
da
dN

(
D, p, ΔKthr, A, Ri, ΔKki

))− log
(

da
dN

∣∣∣
ki

)
Ki

∣∣∣∣∣∣∣∣

⎞
⎟⎟⎠/N, (4)

where N is the number of tests, i = 1, . . . , N is an index representing the ith test, Ri is the value of
R for test i, Ki is the number of data points of test i, ki = 1, . . . , Ki is an index representing the kith
data point of test i, ΔKki

is the value of ΔK for the ith test for the kith data point and similarly da
dN

∣∣∣
ki

is the relevant data value of da/dN. The objective function defined in Equation (4) was chosen such
that it provides a measure of fit quality. Specifically, this value represents the average absolute error of
the exponent base 10 of the fit to the measured da/dN data. For each data point we can, in addition,
establish the exponent error metric, as follows:

e =

∣∣∣∣∣log
(

da
dN

(
D, p, ΔKthr, A, Ri, ΔKki

))− log

(
da
dN

∣∣∣∣
ki

)∣∣∣∣∣, (5)

The expression presented by Equation (5) can be plotted to provide a visual depiction of the
goodness-of-fit associated with the various instances Equation (2). In this section, we first show that
the AM Ti-6Al-4V crack growth data presented in [35–37], which were not studied in [17], also conform
to Equation (3).

2.1. BELL Helicopter Crack Growth Data

Let us first consider the R = 0.1 da/dN versus ΔK curves given by Bell Helicopters [35] for crack
growth in AM Ti-6Al-4V samples that were obtained from several different suppliers, see Figure 1a.
Although [35] does specifically state what AM process was used to manufacture the test specimens,
it states that: “All builds were stress relieved and received Hot Isostatic Pressing (HIP) to ensure
optimal mechanical properties”. Equation (3) was used to compute the curves associated with these
tests. As per [4,10,31], the values of A and ΔKthr were chosen to fit the data. The values used are given
in Table 1. As can be seen in Figure 1, the resultant computed curves are in excellent agreement with
the measured data. Furthermore, the error plots of Figure 1b indicate that the exponent error is well
below 1.0, further corroborating the excellent agreement of the fitted parameters with the experimental
data. It is interesting to note that the range of the threshold terms is similar to that obtained in [31] for
fatigue tests performed on a range of other AM Ti-6Al-4V specimens.

Table 1 reveals a large variability in the cyclic fracture toughness parameter A. It is postulated
that this may be attributed to either lack of data at Region III that does not allow us to obtain estimates
with high certainty, or to the nature of AM processes. Further investigation on this matter will be
conducted in follow-up work.
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Table 1. Values of ΔKthr and A used in Figure 1 and identified by global optimization of Equation (4).

Bell Helicopter Tests [35] ΔKthr (MPa
√

m) A (MPa
√

m)

Supplier 1 XY 3.74 134.9
Supplier 1 YX 3.26 32.1
Supplier 2 XY 4.05 330
Supplier 2 YX 4.39 71.7
Supplier 4 XY 3.85 75
Supplier 4 YX 4.08 74.7
Supplier 5 XY 3.92 77.4
Supplier 5 YX 2.64 84.6

 
(a) 

 
(b) 

Figure 1. (a) Measured, from [35], and computed crack growth curves in the various directions (XY and
YX) of AM and HIPed Ti-6Al-4V; (b) Exponent error of the fitted curves as computed using Equation (5).

2.2. Laser Metal Wire Deposition (LMwD) Crack Growth Data

To further illustrate that crack growth in AM Ti-6Al-4V can be represented by Equation (3),
consider the crack growth data given in [36] for specimens fabricated using Laser Metal wire Deposition
(LMwD). In LMwD, a laser heat source melts a metal wire into the desired shape, and it is, in general,
an attractive AM process for larger structures in which a higher deposition rate is required. In these
tests, an initial semi-circular fatigue crack, approximately 0.7 mm in depth (except for specimen
(2), where the pre-crack was 1.2 mm deep), was created from the notch by cyclic loading at a stress
ratio R = 0.0, a frequency F = 10 Hz and a maximum stress of 500 MPa. The tests were stopped
at crack lengths around 2.5 mm, and the specimens were subsequently fractured in tension at room
temperature. Figure 2 presents the resultant room temperature da/dN versus ΔK curves for tests
where crack growth was either parallel or perpendicular to the build direction. All specimens were
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post-weld heat-treated and annealed at 704 ◦C for 2 h and cooled in the furnace to 538 ◦C, after which
the samples were taken out of the furnace and air cooled to room temperature. Reference [36] stated
that this heat treatment is not expected to introduce any significant changes to the microstructure.
The specimen surfaces were not machined.

 
(a) 

 
(b) 

Figure 2. (a) Measured, from [36], and computed crack growth curves in two directions of laser metal
wire deposited Ti-6Al-4V; (b) Exponent error of the fitted curves as computed using Equation (5).

Equation (4) was again used through a global optimization scheme to compute these curves.
The identified values of ΔKthr and A are given in Table 2. As per References [4,10,17], and as can be seen
in the experimental data, the threshold values for these two tests differ. This is a somewhat expected
result, since data are available only in the Paris region. As can be seen in Figure 2a, the resultant
computed curves are in reasonably good agreement with the measured data, an observation that is
also corroborated by the error plots in Figure 2b.

Table 2. Values of ΔKthr and A used in Figure 2 and identified by global optimization of Equation (4).

Laser Metal Wire Deposition Tests [36] ΔKthr (MPa
√

m) A (MPa
√

m)

Perpendicular RT 3.11 46.9
Parallel RT 8.59 52.3

2.3. Boeing India Crack Growth Data

Next consider crack growth data presented by the Boeing India Research Centre [37] for crack
growth in SLM Ti-6AL-4V specimens B3090 and S3090, where growth was parallel to and perpendicular
to the build direction, respectively. In these tests, the samples were stress relieved by annealing them at
650 ◦C for 3 h. The surfaces were not machined. Figure 3 presents the measured growth data together
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with those presented in the Bell Helicopter and in the LMwD tests [35,36]. Here we see that these three
different studies yielded similar da/dN versus ΔK data. It would therefore be expected that the Boeing
India da/dN versus ΔK curves could again be represented as per [4,17] by Equation (3), albeit with
similar values of ΔKthr and A. To confirm this, the measured and predicted curves, using the values of
A and ΔKthr given in Table 3, are shown in Figure 4.

Figure 3. Measured crack growth in the Boeing India SLM specimens [37] compared with crack growth
in the Bell Helicopter [35] and the LMwD [36] tests.

Table 3. Values of ΔKthr and A used in Figure 1 and identified by global optimization of Equation (4).

Boeing India SLM Tests [37] ΔKthr (MPa
√

m) A (MPa
√

m)

B3090 4.12 200
S3090 3.07 60.4

(a) 

Figure 4. Cont.
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(b) 

Figure 4. (a) Measured, from [37], and computed crack growth curves in the perpendicular (B3090)
and parallel (S3090) directions of SLM-manufactured specimens; (b) Exponent error of the fitted curves
as computed using Equation (4).

2.4. Small Crack Growth in LENS Ti-6Al-4V

The paper by Zhai et al. [38] noted that the use of long crack growth da/dN versus ΔK curves to
estimate the fatigue life of AM components may be non-conservative (Figure 5, from [39], illustrates how
cracks can initiate and grow from small sub-mm material discontinuities, in this case a lack of fusion).

 

Figure 5. SEM image of the fatigue crack origin, a lack of fusion defect, in the SLM Ti-64, from [39]
with its outline (in green) superimposed. Image Courtesy of Dr. Milan Brandt.

As such, let us next consider the growth of sub mm cracks in AM Ti-6Al-4V. As previously
noted [2–4,10,13–16], it has been shown that the growth of small cracks under both constant amplitude
and operational flight load spectra can often be estimated from the Hartman-Schijve long crack
representation, i.e., Equation (3), by setting the threshold term ΔKthr to a small value, typically of the
order of 0.1

(
MPa

√
m
)
. As such, the results presented in [17] suggest that small crack growth in Mil

Annealed Ti-6Al-4V should (approximately) conform to Equation (6):

da
dN

= 2.79 × 10−10

⎛
⎜⎜⎝ ΔK − 0.1√(

1 − Kmax
128

)
⎞
⎟⎟⎠

2.12

(6)

To this end, Figure 6 presents the da/dN versus ΔK curves associated with the growth of small
cracks given in [40] for post-heat-treated LENS Ti-6Al-4V where the surfaces were not machined.
For comparison, Figure 6 also presents:

1. The LENS Ti-6Al-4V small crack da/dN versus ΔK curve predicted by Equation (6).
2. The small crack curve for Ti-17 [41]. In Reference [41], this curve was shown to be essentially

R ratio-independent.
3. The R = 0.1 small crack curve for Ti-6246 [42].
4. The R = 0.1 short crack curve for Mil Annealed Ti-6Al-4V [43].
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5. The R ratio-independent small crack curve for D6ac steel [4].

Figure 6. Comparison of small crack growth in LENS Ti-6Al-4V, Ti-6Al-4V MA, Ti-17, Ti-642, and a
350 MPa locomotive mild steel, which were tested at a range of R ratios, with the predicted small crack
growth in small crack growth in LENS Ti-6Al-4V.

At this point, it should be noted that the review paper [16] revealed that the short crack da/dN
versus ΔK curves for the two different aerospace quality Titanium alloys Ti-17 and Ti-6246 were similar
to that of a 350 MPa-grade locomotive mild steel. Consequently, Figure 6 also presents the da/dN
versus ΔK small curves associated with a 350 MPa-grade locomotive (mild) steel tested at a range of R
ratios [44], see Table 4.

Figure 6 reveals that the da/dN versus ΔK curve associated with the growth of small cracks in
LENS Ti-6Al-4V is very similar to that seen for small crack da/dN versus ΔK curves of Mil Annealed
Ti-6Al-4V, Ti-6246, and Ti-17, and also to the small crack da/dN versus ΔK curves seen by both D6ac
steel and a 350 MPa-grade locomotive steel. We also see that the growth of small cracks in LENS
Ti-6Al-4V can be reasonably well represented by Equation (6), which has the value of the fatigue
threshold ΔKthr set to a small value.

Table 4. Test envelope, from [16], for small cracks growth in a locomotive steel.

Specimen Number R σmax (MPa) σmin (MPa) Δσ (MPa) σmean (MPa)

L1 0.14 330.0 46.2 283.8 188.1
L2 0.50 330.0 165.0 165.0 247.5
L3 0.50 330.0 165.0 165.0 247.5
L4 −1.0 240.0 −240.0 240.0 0.0
L5 0.14 330.0 46.2 283.8 188.1
L6 0.50 330.0 165.0 165.0 247.5
L7 0.14 330.0 46.2 283.8 188.1
L8 0.14 330.0 46.2 283.8 188.1
L9 0.50 330.0 165.0 165.0 247.5
S11 0.50 330.0 165.0 165.0 247.5
S12 0.14 330.0 46.2 283.8 188.1
S13 0.50 330.0 165.0 165.0 247.5

As such, Figure 6 supports the findings presented in [16] that, while the growth of specimens
containing cracks that have been grown from artificially induced notches, as per E647-13a [6], can show
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significant microstructural effects, such effects may be not significant in the growth of small cracks.
We also see that the small crack growth curve associated with LENS Ti-6Al-4V is similar to that of
small cracks in MA Ti-6Al-4V, Ti-17 and Ti-642.

2.5. Discussion

The da/dN versus ΔKthr curves associated with each of these studies are consistent with
Equation (3), and hence with the 34 different AM Ti-6Al-4V specimen test results (previously) analyzed
in [17]. It is also clear that, as per [17], the cyclic fracture toughness (A) can vary significantly.
The variation in the fatigue threshold (ΔKthr) is also similar to that seen in [17], and as discussed in [17],
is consistent, albeit in these tests slightly larger, with the variation seen in traditionally manufactured
materials. However, according to the statements in Appendix X3 of the tests standard E647-13a [6]:

1. “Fatigue cracks of relevance to many structural applications are often small or short for a
significant fraction of the structural life.”

2. “The growth rates of such cracks usually cannot be measured with the standard procedures
described in the main body of Test Method E647, which emphasizes the use of large, traditional
fracture mechanics specimen geometries.”

3. “Of greater importance, the growth behavior of these small cracks is sometimes significantly
different from what would be expected based on large-crack growth rate data and standard
fatigue crack growth analysis techniques. Direct measurement of small-crack growth rates may
be desirable in these situations.”

4. “It is not clear if a measurable threshold exists”.

It follows that the fatigue threshold (ΔKthr) associated with naturally occurring cracks in
operational AM parts (this assumes that the parts will be annealed) will (in all likelihood) be small.
Hence, the variation in the threshold, associated with the fastest growing (lead) cracks in these parts
will (likely) be correspondingly small. This now leads us to the question: What is the effect of the
variability in the cyclic fracture toughness (A) on the fatigue life of AM parts. In this context, E647-13a
notes that for conventionally manufactured materials, the majority of the operational life of a structure
is consumed in the short/small crack regime and that for such naturally occurring cracks the fatigue
threshold is small. Consequently, for conventionally manufactured materials the effect on total life
of the variability of the apparent toughness term A is generally small. In contrast, for AM materials,
the variability in A can be quite large. As such, the effect of this (large) variability in the cyclic fracture
toughness (A) on the fatigue lives of AM replacement parts needs further investigation.

3. Crack Growth in Two AM Steels

3.1. AM 316L Stainless Steel

In the previous analysis, we presented a method to identify the coefficients of the Hartman-Schijve
variant of the NASGRO crack growth equation using a global optimization scheme. In cases were
the availability of optimization or computational tools is limited, an alternative approach based on
regular spreadsheet software can be used. Such a methodology for determining the constants in the
Harman-Schijve variant of the Nasgro equation, i.e., Equation (2), from the measured da/dN versus
ΔK data was outlined in [16,44] and will be described in this section. The process outlined in [16,44]
was: for a given R ratio, plot da/dN against ΔK−ΔKthr√

1−Kmax/A
using log-log scales. Here, the value of A is

chosen to be a typical value for the given material and thickness. In the near-threshold region, the effect
of any errors in the assumed value of A in the term Kmax/A in the denominator will generally be small.
As such, the value of ΔKthr is now chosen such that plot of the da/dN versus ΔK−ΔKthr√

1−Kmax/A
data in the

near-threshold region, i.e., the low-da/dN region, appears as a (nearly) straight line. The value of A is
then fine-tuned to improve linearity in the high-ΔK region. This process is repeated for each of the R
ratio data sets, with the A value used being kept the same for each R ratio. This process will generally
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result in da/dN versus ΔK−ΔKthr√
1−Kmax/A

plots that differ slightly in the high-ΔK region. The value of A is
then adjusted slightly, keeping the (adjusted) A the same for each R ratio, to minimize this difference,
i.e., to better collapse the curves in the high-ΔK region. This process will sometimes result in the
various da/dN versus ΔK−ΔKthr√

1−Kmax/A
curves associated with different R ratio’s slightly diverging in the

near-threshold region. This can be alleviated by slightly tweaking the values of ΔKthr until the various
curves now essentially coincide, while allowing for experimental error. At this stage, the values of
ΔKthr for each R ratio and the value of A have been obtained. The values of D and p are then obtained
directly from a linear fit to the data.

To illustrate this, let us first consider the R = 0.1, 0.3 and 0.5 da/dN versus ΔK presented in [45]
for Annealed 316L stainless steel data. The resultant da/dN versus ΔK−ΔKthr√

1−Kmax/A
curves are shown in

Figure 7. This yields D = 1.49 × 10−10 and p = 1.99 with the values of A and ΔKthr listed in Table 5,
and the associated crack growth equation is:

da
dN

= 1.49 × 10−10

⎛
⎜⎜⎝ ΔK − 0.1√(

1 − Kmax
A

)
⎞
⎟⎟⎠

1.99

(7)

These constants were then used to predict the da/dN versus ΔK curves presented in [46]
for AM 316L steels. The specific manufacturing processes studied in [46] were Selective Laser
Melting (SLM) without post-processing and SLM followed by Hot Isostatic Pressing (HIP). In [46],
tests were performed on specimens where crack growth was parallel to the build direction, in Figure 8,
these specimens are labelled “SLM 1” and “SLM, HIP 1”. Tests were also performed on specimens
where crack growth was parallel to the build direction, in Figure 8 these curves are labeled “SLM 2”
and “SLM, HIP 2”. The corresponding computed crack growth curves are also shown in Figure 8.

Figure 7. Plot of da/dN versus ΔK−ΔKthr√
1−Kmax/A

for R = 0.1, 0.3 and 0.5.
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(a) 

 
(b) 

Figure 8. (a) Comparison of measured and computed curves for AM 316L; (b) Exponent error of the
fitted curves as computed using Equation (5). Index “1” indicates crack growth parallel to the build
direction, while index “2” indicates crack growth perpendicular to the build direction.

Table 5. Values of ΔKthr and A used in Figure 7.

R Ratio ΔKthr (MPa
√

m) A (MPa
√

m)

0.1 11.1 69
0.3 8.0 69
0.5 6.2 69

Figure 8 also contains the measured [47] R = 0.3 tests on AM 316L steel specimens manufactured
using laser rapid manufacturing (LRM), which employs a high-power laser beam to melt and deposit the
raw material (in the form of wire or powder) in a layer-by-layer manner to build-up a three-dimensional
functional component of desired geometry. The corresponding computed curves are also shown.
The values of A and ΔKthr used in Figure 8 are given in Table 6. Figure 8 also contains lower and upper
bound predictions, and the corresponding values of A and ΔKthr are also given in Table 6.

Figure 8 reveals that using the Hartman-Schijve equation for the growth of long cracks in
conventionally manufactured 316L and allowing for the changes in A and the threshold captures the
experimental data associated with AM 316L reasonably well, as was also noted in [17]. The higher
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values of the exponent error in Figure 8b can be attributed to the relative scatter of the experimental
data, which is higher than that of the tests presented in the previous figures.

Furthermore, Figure 9 presents:

(a) The crack growth curves given in [47] for the R = 0.3 tests on AM 316L steel specimens
manufactured using laser rapid manufacturing (LRM).

(b) The crack growth curves given in [48] for carburized (CT) and non-treated (NT) 316L.
(c) The R = 0.05 da/dN versus ΔK curves contained in the NASGRO materials data base for 316L

steel in the Annealed and Fully Annealed condition.
(d) A comparison with the (long) crack growth curves presented in [44] for bridge steels, and in [49]

for crack growth in the high-strength aerospace steels 4340 and D6ac steel.
(e) The da/dN versus ΔK curves associated with a “Puddle steel” that was manufactured in Europe

circa 1850 [50].
(f) The predicted crack growth curves for test specimen SLM1 and the predicted upper and lower

bound curves shown in Figure 8.

Figure 9 reveals that despite the differences in yield stress and microstructure, the da/dN versus
ΔK curves associated with these very different steels largely fall between the upper and lower
bound predictions.

Table 6. Values of ΔKthr and A used in Figure 8.

R Ratio ΔKthr (MPa
√

m) A (MPa
√

m)

HIP 1, R = −1 3.57 20.7
HIP 2, R = −1 3.88 20.7
SLM 1, R = −1 2.59 37
SLM 2, R = −1 3.92 20.4

Upper bound prediction 2 20
Upper bound prediction 7 45

Figure 9. Measured and computed growth in AM 316L specimens.
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3.2. AM AerMet100 Steel

AerMet 100 is widely used for landing gear and fasteners. It is an interesting material in that
in the Paris region, it shows very little R ratio dependency and is relatively unaffected by the test
environment [51]. This is shown in Figure 10, which presents the R = 0.3 and 0.5 data obtained
by the US Navy [51] for tests performed in both dry hydrogen and in a 3.5% NaCl environment.
For comparison, Figure 10 also reveals that the AerMet 100 da/dN versus ΔK curves are quite similar
to that of D6ac steel (which as shown in [49] is also essentially R ratio independent), and the bridge
steel da/dN versus ΔK master curve.

The resultant da/dN versus
[

ΔK−ΔKthr√{1−Kmax/A}

]
curves are shown in Figure 11. This yields D = 5.06×

10−10 and p = 1.81. The values of A and ΔKthr used in Figure 11 are listed in Table 7. The resultant
crack growth equation for conventionally manufactured AerMet 100 steel is:

da
dN

= 1.49 × 10−10

⎛
⎜⎜⎝ ΔK − 0.1√(

1 − Kmax
A

)
⎞
⎟⎟⎠

1.99

(8)

 
(a) 

 
(b) 

Figure 10. (a) Measured and computed growth in conventionally manufactured AerMet 100 and
comparison with crack growth curves for D6ac steel and bridge steels; (b) Exponent error of the fitted
curves as computed using Equation (5).
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Figure 11. Plot of da/dN versus ΔK−ΔKthr√
1−Kmax/A

for R = 0.1 and 0.5.

Table 7. Values of ΔKthr and A used in Figures 11 and 12.

Test ΔKthr (MPa
√

m) A (MPa
√

m)

US Navy Tests [51]:
R = 0.1, dry hydrogen 3.11 300

R = 0.1, 3.5% NaCl 3.89 300
R = 0.5, dry hydrogen 1.61 300

R = 0.5, 3.5% NaCl 2.36 300

From [52]:
AM AerMet 100, CG-TM [52] 5 300 *

AM AerMet 100, FG-TM 5 300 *
AM AerMet 100, FG-TM-HRA 7.5 300 *

* Having determined a value of A = 300 MPa
√

m for conventionally manufactured AerMet 100, it was logical to
first assess if, when using that value, the computed da/dN versus ΔK curves associated with AM AerMet 100 were
in reasonable agreement with the measured curves. Since they were, see Figure 12, no attempt was made to refine
the value of A.

Figure 10 reveals that, with the values of A and ΔKthr given in Table 7, the AerMet R = 0.1 and
0.5 crack growth curves can be reasonably well represented by Equation (8), and that the variation
in the da/dN versus ΔK curves is captured reasonably well by allowing the term to vary from 1.6 to
3.9 MPa

√
m; see Table 7.

Having characterized crack growth in conventionally manufactured AerMet 100, let us next
examine crack growth in AM AerMet 100 [52]. The R = 0.1 da/dN versus ΔK curves presented
in [52] for Laser additive manufacturing (LAM) AerMet 100 are shown in Figure 12. Three different
heat treatments were used. The heat treatment procedures resulted in three kinds of heat-treated
microstructures, viz:

1. Coarse Grain Tempered Martensite microstructure (CG-TM);
2. Fine Grain Tempered Martensite microstructure (FG-TM);
3. Fine Grain Tempered Martensite microstructure with High contents of Retained Austenite

(FG-TM-HRA).

Figure 11 also presents a comparison of the crack growth curves for conventionally manufactured
D6ac steel and bridge steels with the computed curves for the AM AerMet 100 obtained using
Equation (8) together with the values of A and ΔKthr given in Table 7. Here we see that the coarse and
fine grain microstructures essentially exhibit the same performance, and that they are in reasonably
good agreement with the computed curves. As a result, Figure 11 only presents the computed curve
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for the FG material. We also see that the AM AerMet 100 da/dN versus ΔK curves are similar to the
da/dN versus ΔK curves associated with crack growth in both D6ac and bridge steels.

Figure 12 also indicates that using the Hartman-Schijve representation for the growth of long
cracks in conventionally manufactured AerMet 100 and allowing for the changes in A and ΔKthr
captures the experimental data associated with AM AerMet 100 quite well.

Figure 12. Measured and computed R = 0.1 crack growth curves for additively manufactured AerMet
100 and comparison with the crack growth curves for conventionally manufactured AerMet 100,
D6ac steel and bridge steels.

4. Conclusions

This paper has examined crack growth in three different additively manufactured aerospace
materials. It is shown that, in each case, the various da/dN versus ΔK curves can be represented
reasonably well by the Hartman-Schijve variant of the NASGRO crack growth equation. It is also shown
that, as first revealed in [17] for crack growth in AM Ti-6Al-4V, the variability in the various da/dN versus
ΔK curves is captured reasonably well by using the curve determined for conventionally manufactured
materials and allowing for changes in the threshold and the cyclic fracture toughness terms.

Consequently, noting that

1. it is now known that the effects of micro-structure on the growth of small sub-mm naturally
occurring cracks in conventionally manufactured aerospace materials is often small [16];

2. that crack growth in conventionally manufactured and AM materials appears to be able to be
modelled using the Hartman-Schijve crack growth equation, i.e., Equation (1); and

3. that the growth of small cracks in LENS Ti-6Al-4V can be reasonably well predicted using the
long crack Hartman-Schijve representation and setting the threshold term ΔKthr to a small value.

It is hypothesized that, in Regions I and II, the effect of different microstructures on the growth of
naturally occurring sub-mm cracks in AM materials may also be small. This hypothesis needs to be
evaluated further via tests on small naturally occurring cracks in AM materials.

If this hypothesis is true, and noting that for small naturally occurring cracks in operational
aircraft, the fatigue threshold is likely to be small, then the next question to be addressed is: What
is the effect of the variability in the cyclic fracture toughness A on the fatigue life of AM parts in
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operational aircraft. In this context, E647-13a notes that for conventionally manufactured materials,
the majority of the operational life of a structure is consumed in the short/small crack regime, and that
for such naturally occurring cracks, the fatigue threshold is small. Consequently, for conventionally
manufactured materials, the effect on total life of the variability in the apparent toughness term A is
generally small. In contrast, for AM materials, the variability in A can be quite large. This realization
can result in a significant but informed AM part design process and subsequent maintenance cycle
specification. In particular, the stochastic variability of the cyclic fatigue threshold can be determined,
and appropriate reliability metrics can be incorporated in the design. The relevant metrics can
then be used to establish maintenance specifications that include AM part lifetime predictions and
replacement timelines. An additional extension can include studies that correlate the cyclic fatigue
fracture toughness and the static fracture toughness. This correlation could lead to a significant
reduction in the time needed to perform experimental determination of the fatigue crack life of the
AM part. It is thus apparent that the effect of this (large) variability in the cyclic fracture toughness (A)
on the fatigue lives of AM replacement parts needs further investigation.
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Abstract: Aerospace vehicles are demanded to withstand harsh conditions with a low weight
impact. Composites have been increasingly adopted to meet such performances but they are
affected by sudden and barely visible failures when subjected to low velocity impacts. The design
criteria and the maintenance tasks in a damage tolerant approach are unavoidably compromised.
Structural Health Monitoring is expected to avoid typical accommodations employed during design
and lifetime management by achieving a cost-effective and on condition maintenance. This paper
describes the use of guided ultrasonic waves excited and sensed by permanently attached piezoelectric
transducers for detection and localization of unforeseen and hidden flaws in composite structures.
A composite stiffened structures designed for real scale components is investigated to test a
multi-parameter detection technique capable of predicting different wave features affected by
hidden failures to detect any possible change in the structure. Usually, propagation behavior is
exploited to detect changes in the waveguide focusing on the analysis of an intrinsic feature of the
propagating wave. Numerical simulations and measurements carried out on a real-scale aircraft
structure demonstrate that increasing the observed characteristics improves the result making efficient
the diagnosis. Furthermore, it is shown that accounting a multi-parameter analysis of ultrasonic
data enhances the localization reliability making use of the same reconstruction algorithm with data
fusion approach while facing with different kind of damages.

Keywords: aerospace structures; composites; impact detection; structural health monitoring; guided waves

1. Introduction

Performances are key concerns in the field of transportation engineering where aerospace vehicles
require safer structures with as little consumption as possible. To achieve higher performances with
lighter components, composite materials replaced classic aluminum alloys even in primary structures.
An important aspect consists of the flexible design of the structure according to tailorable properties
of composite materials [1], making them even more efficient for load cases and conditions typically
withstood by aerostructures [2]. Moreover, aircrafts made of composites require far fewer parts, so there
is less to bolt together and the possibility to create structural components with fewer connections
possible. Looking for operational efficient aircrafts, the use of composites improves passenger comfort.
Furthermore, composites are even tougher than aluminum alloys and the higher durability should
allow maintenance costs to be much lower than for aluminum planes.

However, random events such as certain low velocity impacts may induce damages which
are typically more severe and even less visible than in metals [3]. The mixed crack–delamination
evolution characterizing the impact mechanics of composites results in a very small surface indentation

Aerospace 2018, 5, 111; doi:10.3390/aerospace5040111 www.mdpi.com/journal/aerospace220



Aerospace 2018, 5, 111

even when the through thickness damage is much greater than an emerging flaw. The damage
tolerance approach, which usually avoids rough safety factors in favor of inspection procedures
and structural design concepts to protect safety [4], introduces a sort of “defect” factor based on
degree of detectability for establishing minimum damage tolerance residual strengths for composite
structures [5]. Such residual strength is that connected with external visibility, much lower than the
material ultimate strength. To accomplish the presence of hidden failures due to barely visible damages,
the design strain level is knocked down for both ultimate and limit combined load [6]. According to
Boeing design manuals and military handbooks [4], the design limit allowable sd.l.a. can be calculated
for first approximation introducing a scatter to the ultimate material allowable sm.u.a. as follows:

sd.l.a. = 0.5 × sm.u.a. (1)

where the major part of such knockdown factors results from impact induced residual strength.
In addition, stringers are adopted for reinforcing thin walled structures and lightening aeronautical

components [2]. When subject to low energy impacts, disbondings may appear; the punctual load
leads to complex damage mechanics resulting in the separation between the stringer and the hosting
structure which prevents the collaboration between parts with a dangerous drawback for loading
absorbing. To avoid separations overcoming the ultimate length of disconnection, ensuring that
stiffeners and skin are collaborating properly, such disbonding stoppers are usually included into the
design [6]. In fact, connections are indeed necessary where the introduction of composites would avoid
or limit any type of connection between different parts to reduce weight as well as manufacturing and
maintenance costs.

This rough damage tolerance approach therefore further breaks down the benefits encouraging
composites introduction. That is where an integrated structure providing monitoring of critical
components can limit the design allowables to the residual stress or strain associated to the
minimum detectable instead of minimum visible damage. Although this is a very long-term perspective,
the introduction of an effective SHM system may completely change the maintenance strategies which
are actually based on different level of inspections targeted to ensure safety according to the damage
tolerance design criteria. An integrated on demand inspection allowing condition-based maintenance
can increase safety and reduce the aircraft downtime as well [7]. The European Union itself is deeply
involved in research programs dedicated to achieving low-weight aircraft configurations in which the
continuous monitoring is a key concept [8–10]. In fact, SHM integration would enable the reduction of
in-service inspection costs of up to 1% for defect critical structures.

Using permanently distributed sensors, several approaches may be used to interrogate or extract
sensitive data from the integrated structure [11]. Among various techniques, wave propagation
or guided ultrasonic waves (GUWs) techniques respond to the requirements for an integrated and
self-sensed structure. They exploit the propagation and reflection of elastic ultrasonic waves in solids
with the assumption that a hidden flaw in the structure alters their behavior [12]. The pitch–catch
techniques allow excitation of elastic waves at one location (pitch), and sensing at a different location
(catch) by employing piezoelectric devices. Damage and its severity along the wave propagation path
is detected by examining such response in terms of wave characteristics.

It is worth noting that the complex propagation behavior makes reconstructing the real wavefield
from limited resources, namely the few single sensing points, quite difficult. Instead, wave parameters
(signal responses) likely affected by hidden changes in structural characteristics (i.e., damage scenario)
need to be analyzed for damage detection. In addition, propagation complexities introduced by
composites [13] do not allow efficiently using model based approaches. A possible failure would
be detected directly comparing one or more of such parameters with scheduled intervals towards a
“pristine (healthy) configuration”. The comparative analysis provides information about hidden flaws
by means of damage indicators as assessment metrics. Practically, a damage index close to zero suggests
undamaged/healthy structure. Otherwise, a flaw indicator higher than a certain threshold warns
such a failure. Namely, damage metrics are used to correlate wave behavior to waveguide anomalies
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because the response of the structure is not predictable while considering impact on composites [14]
and different features can be extracted as signal response to track changes within the waveguide [15].
Likewise, many algorithms [16,17] and signal processing techniques [18,19] are tailored to work while
varying operative conditions [20] and temperatures [21] are implemented for efficiently monitoring
maintenance-critical structures.

Damage diagnosis is quite complex and strongly affects the remaining life of the structure.
Detection stage is crucial mostly because its reliability allows the further diagnosis stages including
localization and characterization. The target of the system, defined as minimum flaw size detectable
with a certain confidence level, is the key application concern. The Probability of detection analysis [22]
is usually extended to SHM systems to approach this kind of problems. The system quantification
appears mostly affected by the decision level [23] and a threshold identifying technique cannot be
demanded to operator expertise. Unsupervised [24,25] or supervised [26] data processing have been
proposed and can be addressed to enhance the aircraft lifetime management as well [27]. Likewise,
the signal response can be statistically related to the flaw size to assess the severity and size of damage
from damage indicator [22,28]. Hence, a system efficiently warning hidden failures can simultaneously
return the severity of damage. Instead, the flaw localization needs an algorithm opportunely sorting
the data to reconstruct the damage risk.

To achieve the comprehensive diagnosis is crucial to: (i) establish a signal response (metric)
likely affected by flaw occurrence and directly related to its severity; and (ii) locate the damage
estimating at least its coordinates in 2D system. For the first item, the application needs to be
known a priori. Aircrafts show typical damage scenario dealing with low velocity impact induced
failures, whose characteristics mainly depend upon the the impact location. Typically, delaminations
and disbondings are mostly arising, respectively, through multilayered composites at the interface
between two adjacent layers with different fiber orientation and between thin stringer and hosting
structure. Consequently, a SHM methodology aiming to discover and characterize impact induced
damages should be able to monitor both events. To achieve this goal, a guided wave based multi-path
damage detection approach with multi-parameter capabilities is presented and validated in this
work. The reconstruction algorithm, where different features are simultaneously extracted from the
propagating waves, is indeed able to enhance the detectability of several types of damages by using
a single detection framework where the detection is operated via statistical approaches.

2. Materials and Methods

One of the major concerns in SHM is to define an algorithm to relate one or more wave
features (signal response) to damage features (diagnosis) in relation to the desired level of inspection.
In this context, the approach proposed is dedicated to detect and localize damages analyzing direct
propagating waves resorting to a distributed array of ultrasonic sensors. All relevant aspects are
here detailed and a few preliminary results are discussed to highlight critical points, improvements
and capabilities of the resulting methodology, which has been widely validated on several real scale
structures with different damage scenarios.

2.1. Flaw Detection Using Direct Propagating Waves

The detection and localization procedure adopted here requires the ultrasonic interrogation in
“pitch–catch” mode in different operative conditions where the main activities involved can be grouped in:

• data acquisition, where the guided waves are recorded during aircraft parking according to the
interrogation mode and stored for analysis;

• data processing, which deals with the analysis of stored data to extract features possibly affected
by the damage (signal response);

• decision-making process, where the minimum metric associated to a damage with a reasonable
confidence is established; and
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• damage reconstruction, which deals with all algorithms aimed at a certain diagnosis, no matter
what is the level of the estimation.

Data acquisition and data processing are mostly related to the wave propagation behavior
while the decision and reconstruction process is strongly related to the reconstruction algorithm
adopted. Discussion about data acquisition is here limited to the description of the measurement setup.
However, it is worth noting that the critical issue is the correct sampling of the guided waves related to
the acquisition and analog to digital (receivers) and digital to analog (transmitter) conversion. In fact,
a poor resolution of time histories reduces the system capabilities. The second item is related to several
signal processing techniques to establish characteristic features of propagating wave which reveal the
interaction with damage [29]. Instead, the latter items are crucial to select all useful data among those
processed and to correctly relate the signal responses to damage features (e.g., occurrence, position,
severity, dimension), as described hereinafter.

2.2. Ultrasonic Metrics

For the sake of the simplicity, it can be asserted that the propagation is always affected
while a detectable damage is encountered. However, non-isotropic media are quite complex
waveguides [13,30] making relating time histories caught in a few single sensing points to propagation,
interaction with, and scattering from such a hidden flaw challenging. As highlighted in Figure 1
for a pitch–catch approach, the acquired signals are merely a synthesis of the wave propagation,
which is reflected in the time history of the high frequency vibration affecting the receiver. Ultrasonic
propagation needs the analysis of specific features (signal responses according to [22]) likely affected
by unforeseen failure. Data analysis from rough signals is a key step for operating an identification
system properly. The appropriate signal processing technique extracts features from the sensor array
and translates the information gathered from single points into a diagnosis including location and/or
severity of damage [31].

Figure 1. Lamb waves response sensed using pitch–catch approach as a synthesis of wave propagation.

In fact, the accuracy and precision of a GUWs-based damage identification approach depends on
the signals captured by several sensors and it is largely subject to their processing and interpretation.
Efficient data processing while using limited resources is demanded to catch crucial yet concise
features from raw signals which are expected to further provide the damage assessment. While the
latter demand deals with the algorithms able to relate signal responses to damage parameters, such
parameters have to be correctly addressed. Several signal processing techniques can be exploited in
relation to the wave feature selected. Such selection depends primarily upon the type of damage to
investigate while interrogating the structure. An impact induced damage can indeed be idealized as a
complex discontinuity distributed through the thickness changing the waveguide characteristics [32].
Lamb waves are quite dispersive at certain frequencies and the interaction with local damage can lead
to a different arrival time with respect to pristine propagation. The group velocity is strongly affected
by those damages which modify the waveguide, while thickness frequency response shows a certain
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gradient. The group velocity results directly from the Time of Flight (ToF) estimating the characteristic
time of the sensed (ts) and excited (te) waves, respectively.

ToF = ts − te (2)

Due to the dispersion restriction, the combination of wave modes, interrogation frequency
and thickness variation strongly affects the detectability varying the time of flight efficiency.
Otherwise, a discontinuity in a waveguide can be modeled as an abrupt change of the local
mechanical impedance [33], where the energy propagating in the media is scattered. Transmitted
and received portions of the energy content of the propagating wave can be monitored using the
pitch–catch approach where such a Transmission Factor (TF) identifies the hidden flaw. To obtain
an interrogation-independent metric, the transmission factor is here defined as the ratio between an
energy parameter E of the sensed and the excited signal, respectively:

TF =
Es

Ee
(3)

Both energy parameter and characteristic time can be computed by means of Short Time Fourier
Transform (STFT) of the digitized signal (see Equation (4))

STFT {x (t)} (t, ω) = X (ω, t) =
+∞

∑
t→−∞

X (t)ω (t − τ) ejωt (4)

where x(t) is the discrete signal and ω(t) is the window function, chosen here as Hanning function,
used to select a subset of samples to be further processed with Fourier transform using a certain
overlap [34]. This function ensures low aliasing a with slightly lower resolution. The amplitude of the
Power Spectral Density PSD calculated with Equation (4) identifies the energy content of the selected
Lamb wave mode exploited in Equation (3) and the characteristic time exploited in Equation (2). It is
worth noting that the ratio between excited and sensed wave in Equation (3) allows neglecting every
dependence upon discrete transformation included in Equation (4) (e.g., ω(t) and τ). For arrival time,
the STFT approach is usually preferred because of the double feature obtained preventing further
processing for cross correlation analysis which has been proven to lead to quite close results.

When the damage occurs, the wave transmitted over the flaw results from a complex interaction
which is characterized by the scattering of the incident guided mode into propagating and
non-propagating evanescent modes [35], including mode conversion in the case of multi-modal
waves (e.g., Lamb waves). In fact, to account for every change in the complex wave packet sensed
rather than the interrogating mode selected, the parameter should account for the entire diagnostic
signal. For the latter demand, the wave energy E is a key feature and it can be computed in its
generalized version [36] analyzing the time or spectral domain following Equation (5).

E =
+∞

∑
−∞

x (t)2 =
+∞

∑
−∞

|X (ω)|2 (5)

Because the primary measurements acquired are time limited signals, it is worth noting that the
time analysis is adopted to maximize the accuracy. In addition, sensing the wave from t0 (trigger time)
to t f in (observation time), the dependences upon time limited analysis can be neglected using damage
indicators as comparative features.
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The damage-related metric can be finally computed following Equation (6), where the extracted
feature f (scalar quantity), chosen among Equations (2), (3) and (5) or others, is evaluated on pristine
( fB) and currently operating ( fC) structures separately to assess the damage indicator.

DI( f ) =
| fC − fB|

fB
(6)

2.3. Multi-Path Reconstruction Principles

When the features are extracted from wave signals, a key procedure regards the decision making
approach, where the changes detected in the guided waves are defined sufficient enough to identify
any damage. The autonomous identification of failure is itself the determination of a threshold
level efficiently warning the presence of damage. Hence, a non-arbitrary decision procedure which
does not rely on the expertise of any operator is crucial. The results below the decision level are then
censured and, when available, those above the threshold are analyzed to further locate and characterize
the failure.

In detail, the detection approach is based on a multi-path analysis in which lines of sight between
every actuator–receiver pair are exploited to obtain a set of independent interrogations, whose post
processing returns the several features described. Using a cluster with a limited number of sources, it is
indeed possible to define a discrete number of paths affected by damage emerging at the surrounding
area [37]. The same approach can be used also in complex structures as depicted in Figure 2 where
a double-line array of sensors is adopted to monitor the stringer in a stiffened structure. If one damage
indicator exceeds the threshold, the path is indeed affected by damage and classified as damaged
by the system. A few selected paths are classified among all possible propagation paths using the
decisional step. Those ones are used for the localization presented in Section 2.5. It is supposed
that paths crossing the damages area are affected by stiffness variation which results in a different
vibration response reflected within the signals. Otherwise, paths crossing far from damaged area are
not affected because no stiffness variation is present. Consequently, the damage index theoretically
vanishes when signals are sensed on the same structural condition. However, repeating measurements
leads to slightly different results with nonzero value of DI, [38], demanding a specific decision tool
using prediction techniques to define the minimum indicator value warning the presence of a damage.

Figure 2. Transmitter-receiver paths for double-line array configuration around stringer in a stiffened structure.
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2.4. Decision-Making Approach

The decision-making procedure can be statistically addressed; damage detection is achieved
when measurements return damage metrics exceeding the threshold according to a certain confidence
level. In fact, decisional phase combines knowledge and uncertainties due to random and systematic
variability in measurements. To prevent the misinterpretation of those changes revealed by the dynamic
response of the structure, statistics allows the classification of the wave parameters ensuring a certain
degree of confidence. Various approaches are available in the literature to define a discriminating
threshold by unsupervised learning mode and using central statistics [39] or outliers analysis [24,40–42].
The main issue is to ensure that the extreme values are properly estimated because there the data
from pristine and altered condition may be very close. Furthermore, threshold determination can be
obtained by supervised approach using previous observations or simulations. In many investigations,
disturbances resulting from inputs and environmental variation are introduced numerically to achieve
the threshold level estimated in the next measurements [26,43,44] at the cost of analysis which are
often too much intensive.

To account such a variability due to the non-repeatability and noise of measurements, a prediction
interval can be more simply estimated according to the definition of a normal distribution. In this
case, an appropriate hypothesis test is required to classify the feature distribution while no damage is
indeed present in the structure. The damage indicator that returns from that analysis measures the
noise level instead of the damage level. Then, the Gauss bound is estimated to discern the damaged
condition from the noise. When the damage is present, the feature is expected to be above the estimated
upper bound level. In this context, an effective discrimination of sensitive signals can be reached even
with few samples and less effort using parametric statistics such as a Kolmogorov–Smirnov test [45].
An example of such application is successfully presented in Figure 3 where the energy based metric is
parametrically defined together with the threshold level, Ith:

Ith = μ + k · σ (7)

where μ is the estimated mean value and σ is the estimated standard deviation of the noise. The k
factor defines the bounds of the prediction interval and it depends on the significance level chosen in
accordance with normal distribution. With the probability of 1 − α, every sample xi of the population
X (i.e., DS population) is in the range defined by statistical bounds. For the sake of the clarity, for a
normally distributed noise, the threshold level fixed as μ + 1.96 · σ provides a 97.5% prediction interval.
If the damage indicator lies below that value, there is 97.5% confidence in stating that no damage
is indeed occurring. Likewise, a damage index higher than that limit returns a 97.5% confidence in
stating that the damage is present.

This prediction analysis returns a statistically meaningful threshold only when a certain
variability is present in the signal response. However, when a discrete transformation is computed
(see Equation (4)), signal processing of experimental data demonstrates that uncertainties are hidden
by the time–frequency discretization; the metric is classified in larger ranges whose extremes
(discrete metric) prevent the statistical analysis of such data. To overcome this lack of applicability,
the Acoustic Reciprocity Theorem is proposed in an unsupervised learning mode to discern noise from
signal response when any variability is not identified from statistics. The Betti reciprocal theorem [2]
applied to ultrasonic fields suggests that the signal response related to the direct wave should not
be dependent upon the direction of wave propagation in pristine condition. Hence, exciting Lamb
waves with a transducer located in A and sensing the wave propagation with the sensor located in B
(see Figure 4), the system should return some features that are equal to those extracted from signal
recorded by a sensor located in A while exciting propagation with a transducer located in B.
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Figure 3. Kolmogorov–Smirnov testing: Comparison between analytical and experimental cumulative
distribution functions of the signal response noise in a composite panel without defect [37].

Figure 4. According to Betti reciprocal theorem applied to direct wavefield, the same relative influence
is found considering A-B and B-A pairs.

Measurements and data processing show that this principle is not satisfied even when any damage
is not indeed present in the structure [15,38]. In addition, this consideration is applied to different
transmitter–sensor couples so that the lack of agreement is still present when a nearly repeatability
of extracted features is obtained. Thus, the reciprocity mismatch is considered here due to such
uncertainties affecting damage detection. It simply provides the decision value as the maximum
difference between the same feature observed along the two propagation directions.

2.5. Reconstruction Algorithm

The identification of damage is the first diagnostic output achievable with a SHM system, warning
the presence of a damage. With a statistical correlation, the signal response can be related to the
severity of damage [22], but it does not provide any information about its location. Using several
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signal processing techniques, the detection approach described in Section 2.4 aims to select those
paths affected by such a damage. The last result can be used to locate the damage using an opportune
reconstruction scheme aimed to assess the risk to have a damage in a specific location. Since the
identification is provided with the threshold definition, the location of damage is estimated as the
location with the highest risk. The information contained after data processing is related to the paths
and it is necessary to get that knowledge on the structure via developing an image depicting the
position of damage. Many image techniques to investigate the region surrounded by an array of
transducers have been developed in the past years in this field as reported in [46]. One of such
techniques is the guided wave based tomography where certain features of a wave mode or of a sensed
signal are used as input to create an image of the area for damage detection. Discretized the structure
to be monitored in finite elements (see Figure 5), it is possible to define two different types of mesh:
(i) the structural mesh, where the health information is desired; and (ii) the SHM mesh, where that
information is primarily known. Depending on the relation between them, it is possible to broadly
group several techniques in:

• mesh-based approaches, where SHM data are directly obtained on the structural mesh
(i.e., the SHM mesh corresponds to the structural mesh [18]); and

• meshless approaches, where the SHM data are obtained in points not previously known and
interpolated on the structural mesh (i.e., the SHM mesh does not match with the structural
mesh [47]).

The first approach usually requires a heavy computational effort accounting for each point the
effect of all possible paths resorting to a decreasing probability far from their line of sight [16].

Figure 5. Circular sensors cluster with all interrogating paths (a). Representation of a typical bi-parametric
structural mesh (b). Selected paths (light grey lines) and their intersections (sparse black points) are
highlighted in the background.

To reduce the efforts demanded by a mesh-based probabilistic formulation, the effect of selected
paths is here considered in a different way. From their intersection, few emerging points create the SHM
mesh where structural condition is parameterized according the average value of DI at intersecting
lines of sight. The coordinates of such resulting nodes, whose weight is the resulting DI, can be passed
on to an algorithm which estimates the the impact point through such a tomographic representation of
damaged area. Several image processing techniques can be exploited to portray the health status from
scattered data points to the structural mesh and they can broadly classified as:
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• discrete approach;
• spatial interpolation; and
• nodal density.

With the former approach, scattered data formally constitute a discrete system. The damage
location is estimated considering the centroid of the SHM mesh where he weight of every discrete
point is mainly the DI which returns at the emerging node. The barycentric information is estimated
first via weighted averaging algorithms. Accordingly, the damage location is then defined as the point
CG = (xCG; yCG) in the Cartesian reference. The geometric extrapolation of the coordinates (CGG) is
carried out as follows:

xG = ∑n
i=1 fi

√
n

∏
i=1

x fi
i , yG = ∑n

i=1 fi

√
n

∏
i=1

y fi
i (8)

while the arithmetic coordinates (CGA) are given by:

xG =
∑n

i=1 xi · fi

∑n
i=1 fi

, yG =
∑n

i=1 yi · fi

∑n
i=1 fi

(9)

where fi is the weight of the ith node, namely the damage indicator.
Otherwise, considering that each node of the SHM mesh contains structural information about

the surrounding area according to the emerging damage indicators, the damage can be located fitting
a surface on the scattered data. The scattered data are interpolated to smooth the surface on to
the supporting (structural) mesh which returns the risk to having a damage in a specific location.
The highest risk is thus associated to the impact position. Likewise, the latter approach enables the
density of the SHM mesh as the key feature to be interpolated and provides the damage risk. It mainly
accounts that the greater is the number of points, the higher the probability is to have damage in the
concerned area. Returning a sort of damage risk map, the last two approaches provide such a global
reconstruction rather than merely the localization of hidden diagnosed with the first approach. In both
cases, the reconstruction returns a rapidly decreasing risk moving away from the SHM mesh whose
main criteria are itemized below:

1. The damage risk is estimated on the area enclosed by the sensors which are employed to set
boundary conditions for the interpolation.

2. The data below the threshold do not affect the interpolation because are censured by the
decision-making approach.

3. Every isolated path which is not intersecting at least another path does not affect the localization.
4. The peak of smoothed function returns the damage position whose coordinates are used to

estimate the impact location.

It is worth noting that a node of the SHM mesh affects only the surrounding area according to
the specific scheme adopted for the interpolation. Here, the imaging is carried out using spline-based
algorithm, typically suited for image processing when few data are supposed to be available.

In the next section, several results are described. A first analysis based on numerical data is presented
to demonstrate and overcome a few shortcomings of the proposed methodology. Interpolation is
improved weighting the effect of DIs merging the nodal density approach to the images obtained with
a single parameter interpolation. The final improvement is obtained resorting to a normalization and
further data fusion to obtain the multi-path and multi-parameter approach called MP2 and based on
meshless reconstruction. The results are finally compared with those obtained using literature mesh
based “benchmarks” improved by resorting to the same multi-parameter approach. After validating
the reliability and efficiency of the MP2 system, real scale structures are monitored with the MP2

approach to detect and localize both delamination-like structures and stiffener disbondings.
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3. Results

3.1. Setup

The structural health monitoring based on guided wave propagation is here operated through
several steps, which are the same whether simulations or experiments are considered. The structure is
simulated/integrated with several PZTs to constitute the active diagnostic cluster of sensors where
multiple datasets are then extracted. To get all data, the multipath guided wave propagation is activated
first on the pristine structure and then on the current (damaged) structure. The currently operating
structure is obtained by introducing a barely visible damage to simulate the airplane-in-service
when cracks can initiate and propagate. The data are thus post processed with the comparative
multi-parameter analysis and the damage is reconstructed where any damage indicator is found to
overcome the threshold. A 4.5 sine-cycles windowed burst excited at low-ultrasound frequencies
is adopted as diagnostic wave to mostly excite the A0 mode and extract the described features.
That mode is selected as interrogation mode instead of S0 or SH0 modes because more tuned with
the type of sensors employed at low ultrasound frequencies. The sketch of the processes followed
during experiments is reported in Figure 6 where the modeling of Structure, PZTs and damage is
highlighted with multiple option according to how the datasets are extracted. Those are where the
experiments and simulation are indeed different. To achieve a correlation between measurements
and simulation, the methodology already developed for this type of damage and validated in [32] is
successfully adopted.

Figure 6. Scheme followed during experiment.

3.2. Validation of Multi-Parameter Analysis

While exciting low ultrasound, only the fundamental Lamb wave modes (A0 (antisymmetric) and
S0 (symmetric)) are excited. Whereas antisymmetric mode appears more tuned, group velocity and
transmission factor of the A0 mode are typically evaluated by processing recorded signals. Instead,
the energy content integrated over time allows accounting for the effect of the damage on several
propagating modes. Comparing signals, only a few paths among those defined by all possible sensors
pairs are selected as those affected by the damage. Summarizing preliminary results for the sake of
conciseness, it is worth noting that impact induced damage can be typically identified and localized
using the approach proposed in the previous section even where a minimum number of emerging
nodes results from decision-making approach. For several features, only the DIs higher than the
respective threshold currently suggest the presence of the damage and the impact location is predicted
with a negligible error compared to the size of the damage. Furthermore, the impact location predicted
with discrete approach falls exactly in the area with greater probability of damage appearance.

Although a very simple, faster (compared with other image reconstruction algorithms) and
effective approach has been obtained including discrete analysis and spatial interpolation to improve
hidden flaw localization after the decision-making approach, few criticality aspects have been detected
with the aid of numerical simulations as well.

• Phantom damages: Several spots in the image may suggest damage where no failure is present.
This event happens when few nodes in the SHM mesh are emerging far from the damage due to
the intersection of most affected paths among those selected. The high DI level associated to those
paths induces a high risk to a single node which is indeed far from damage location.
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• Feature sensitivity: Due to the complex behavior of wave propagation and the statistical
decision-making approach, a few paths that should be affected by the damage show a response
suggesting no change in the structure. Otherwise, relevant changes in signal response can be
detected even when no such a damage affects the correspondent line of sight. This happens
especially when time of flight associated with low dispersivity of A0 mode is adopted to detect
changes in the waveguide.

About the first item, it is worth noting that the most critical area (damage) corresponds always
to the area with the largest number of neighboring nodes in the SHM mesh. This remark suggests to
resort to nodal density as damage metric, i.e. the greater is the number of nodes, the higher is the risk
to have damage in the neighboring area. Namely, an isolated spot with very high damage indicator
may return false alarm. Conversely, the large number of emerging nodes with a damage indicator
exceeding threshold returns the damage diagnosis with higher reliability.

The output of a numerical simulation is considered hereinafter to analyze such aspects and to
establish a reliable solution to be further validated on real scale components. In detail, the structure
considered is a 6 mm-thick bay of a tapered wing panel designed for a lower wing panel discretized
resorting to 600 mm × 600 mm × 6 mm composite plate made of carbon-epoxy material typically
adopted in the aeronautical sector on which 12 PZT disks made of soft material PIC 255 by
Physik Instrumente are mounted and arranged in a circular network. The plate is laminated using
unidirectional laminae with fibers along 0◦ (UD) and biaxial laminae with orientation 0◦/90◦ (B)
and ±45◦ (B45) which are stacked between 5Harness (5H) external plies according to the stacking
sequence [5H/B45/U/B/U/B45/U/B]s. The plies are discretized as single layers modeling the
material properties reported in Table 1 and material orientation according to the defined layup.

Table 1. Elastic properties of graphite-epoxy laminae adopted for the 6 mm-thick composite plate.

Properties Biaxial Uniaxial 5Harness

ρ [kg/m3] 1790 1790 1770
E1 [MPa] 81,000 152,000 158,420
E2 [MPa] 81,000 8800 8800
E3 [MPa] 8800 8800 8800

G12 = G13 = G23 [MPa] 4100 4100 3600
ν12 = ν13 = ν23 0.31 0.31 0.31

The wave propagation is simulated by using equivalent single layer approach [13] and the
damage is discretized decreasing the mechanical properties around the impact [32]. The noise is then
mathematically introduced into the signals to simulate the decision-making approach. As anticipated
above, Figure 7a shows that the phantom damages are located in a sparsely populated area.
This evidence confirms the hypothesis about the critical role of the nodal density. Furthermore,
it can be confirmed as a lack of the reconstruction technique appearing appearing even while resorting
to simulations. The SHM mesh indeed consists of nodes emerging from the intersection of those paths
affected by the damage occurrence according to the decision-making output. It may happen that
two selected paths strongly affected by the hidden failure (i.e., they return a high damage indicator)
intersect each other in an area far away from the real damage location. Thus, an isolated spot arises
around that location, generating a lack of the reliability. To reduce such a false alarm in damage
prediction, the density of the SHM mesh can be calculated for each node resorting to the distance
between that node and the others as follows:

1
fi
=

∑n
j=1

√
(xi − xj)2 + (yi − yj)2

n − 1
, i �= j and i, j = 1, 2, . . . , n (10)
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where fi is the density parameter of the ith node and and n is the number of SHM nodes. Then,
the parameter is normalized in order to do not affect the DI scale as follows:

f̄i =
fi

( fi)max
, i = 1, 2, . . . , n (11)

Such a densi f ication factor is preferred here rather than a classic density definition because it allows
addressing such a weight for each node: the higher is the inverse of the average distance obtained, the
greater is the number of nodes in the surrounding area. Instead, to construct another image, a new
damage index is formulated as:

DIiw = f̄i · DIi (12)

where DIi is the damage index value assigned to the ith node after decision making phase. The DIiw
is thus preferred because it incorporates the severity of damage (DIi) with the density of emerging
nodes in the surrounding area ( fi). The ability to eliminate phantom damages is depicted in Figure 7b,
where any indecision in the damage reconstruction is overcome, without giving up the information
about the gravity of damage. In this case, the probability of a false alarm due to the occurrence of
phantom damage rapidly decreases.

Figure 7. Tomographic analysis of the numerical test-case: reconstruction of damage based on energy
level (a); and reconstruction of damage based on weighted energy level (b).

The second item regards the sensitivity of the specific feature to a specific damage. Due to the
wide range of variables involved (frequency, thickness, multimode, dispersion, damage scenarios,
etc.), establishing the relation between a classified damage and the effectiveness of a single feature
is often complex. Every feature extracted from wave modes has its own detection capability for
a specific damage considered. Generally, damage indicators based on wave energy content analysis in
time domain are quite effective for detection and localization especially while accounting all modes,
echoes and reflections affected by the failure. On the other hand, when the energy based feature
accounts the entire wave signal, it strongly reflects the noise and the threshold, which is usually very
high, and may censure also useful data. The same discussion can be pointed out for the transmission
factor based damage index. Although it is likewise effective, it is affected by those echoes and waves
appearing in the signal with the same frequency which introduce distortion in the wave spectrum.
Otherwise, a different discussion lies in the time of flight parameter because it is connected to dispersive
behavior of selected wave mode which strongly depends upon the frequency thickness. This feature
indeed appears effective while decreasing the thickness of the structure and the efficiency is strongly
reduced with thicker solids. In addition, its efficiency is related to the ratio between damage dimension
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and path length; the local effect of hidden failure is indeed mitigated by the entire propagation path
between the couple of sensors.

Among those explained, the most striking result deals with such dispersive behavior, which
affects the localization of damage using ToF single-parameter representation. Figure 8a shows the
result obtained with the ToF damage index This lack of agreement while processing wave velocity
is due to the fact that the A0 mode shows low dispersive behavior around 60 kHz, the frequency
chosen to optimize the signal response of the antisymmetric mode. Emerging even when propagating
waves are simulated, such result is mostly due to the parameter selection rather than to uncertainties
in measurements.

Figure 8. Tomographic analysis of the numerical test-case: map of damage based on single ToF (a);
and multi-parameter (b) approach.

However, a SHM system should be oriented to find the more reliable and general purpose
identification rather than the more reliable feature according to the specific case. In addition,
an autonomous decision-making approach does not allow improving results by changing the
decision level. Decisional procedure indeed affects and tightly correlates probability of false alarm
and probability of detection. When defined the system target, the probability of detection (POD) is
directly connected with safety and the operative costs due to the downtime decreases according with
the probability of false alarm (PFA) [27]. Thus, while increasing the threshold, the PFA decreases
(desirable) and the probability of missed detection increases, which means a decreasing POD
(undesirable). Otherwise, the system can be enhanced by improving the system response. Several
features parameters can be weighted and combined (data fusion) after decision-making to increase
the robustness of the system versus the damage characteristics. Although probabilistic reconstruction
is a consolidated approach for GUWs-based damage detection [16], there are few studies in which
resulting reconstruction images for the same structural state are fused to improve damage localization
and background noise [20]. The data fusion here is carried out resorting to the following steps:

• (i) weighting procedure according to Equation (12) for each parameter extracted from traveling
waves and selected by decision-making step;

• (ii) interpolation of damage according to each feature on the structural mesh (single parameter approach);
• (iii) normalization of data obtained on that mesh; and
• (iv) data fusion for the multi-parameter representation of damage.

The result obtained with data fusion of normalized weighted DIs is depicted in Figure 8 where
the misleading interpretation of the ToF based reconstruction (Figure 8a) is clearly smoothed by
introducing the multi-parameter approach (Figure 8b) including all of the three features considered.
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To establish the effectiveness of the MP2 meshless methodology, the results obtained are compared
with a classic mesh-based approach where the damage index is evaluated in the same way for every
path depicted in Figure 9a. Then, the damage probability index (DPI) is calculated in every point of
structural mesh shown in Figure 9b resorting to a decreasing probability function based on a nonlinear
definition of a distance Index (dI), which establishes the effect of the path on its surrounding area.
The effect induced by the ith path to the specific point P of the structural mesh is addressed as follows:

DPIi(P) = dIi(P) · DIi (13)

where DIi is the damage index of ith path and dIi(P) is the distance index between that path and
point P calculated according to enable a specific decreasing probability. To obtain the classic elliptical
reconstruction [18], for each point P, the distance δi(P) is calculated from the distances between that
node and the sensors connected by the ith path. The distance index is then evaluated following
Equation (14) where β is a scale parameter (i.e., it defines the farther influence of a path) to improve
the reconstruction after being calibrated on a well-known condition. Finally, the DPI of the point P is
evaluated accounting for the effects of every selected path induced on the point P and normalizing
such overall value for further data fusion according to the multi-parameter approach.

dIi(P) =
β − δi(P)

β − 1
, δi(P) ≤ βdIi(P) = 0, δi(P) ≥ β (14)

The results obtained with mesh based and meshless multi-parameter (MP2) approach are reported
in Figure 10. Figure 10a shows a mesh-based reconstruction and returns damage identification and
localization without uncertainties. Figure 10b shows the reconstruction of the meshless-based diagnosis,
where the density weight is able to restrict the localization around the damage location. From the
comparison, it is worth noting that a similar reasonable result can be obtained with the meshless
approach with less computational cost needed.

Figure 9. Cluster of sensor with all passible propagation paths (a); and typical mesh for mesh-based
reconstruction approach (b).
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Figure 10. Tomographic analysis of the numerical test-case: mesh based multi-parameter approach (a);
and MP2 meshless image reconstruction (b).

3.3. Delamination Detection in Complex Structures

The MP2 methodology described in the previous section is employed and validated on real scale
structures designed for the outer wing box of a commercial aircraft (see Figure 11). For the sake of
the conciseness, the effects of several improvements in the MP2 system are not further discussed by
using measurement datasets. The results obtained through numerical simulations are even confirmed
by the experiments, where the multi parameter approach is able to enhance the detectability of the
multipath analysis. About the structure, the same material and similar thicknesses of the composite
plate discretized in the virtual environment are designed for the wing component. In addition, several
stringers are inserted for stiffening the thin walled structure according to the actual aerospace advanced
structural design [2].

Figure 11. Lower wing panel mounted on the outer wing box of a commercial aircraft. Structural and
impacts details used for the design of the SHM configuration. Red crosses represent impact locations
while capitalized letters label the monitored area whose SHM analysis is reported afterwards.

Before monitoring the structure, the wave behavior of the A0 mode is investigated on a flat area
of the lower wing panel where a similar thickness (about 6 mm) and stacking sequence is present
([5H/B45/U/B/U/B45/U/B]s). The dispersion curves depicted in Figure 12a confirm the low
dispersivity discussed in the previous section along principal direction of propagation. Furthermore,
there is n strong dependence of the group velocity upon the direction of propagation. This result is
mostly due to the thick plate and the complex stacking sequence which is inclined to a quasi-isotropic
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configuration. Otherwise, the tuning of the anti-symmetric mode is strongly dependent upon the
frequency of excitation showing the classic bend bell curve in Figure 12b.

Figure 12. Dispersion (a); and tuning (b) characteristics of the A0 Lamb wave mode travelling through
the 6 mm composite media.

The SHM system is expected to monitor critical components of the entire structure, including
thin bays (delamination detection) and stiffened area (disbonding detection). Hence, several bays of
the structure are sensorized with clusters of PZTs bonded on the inner surface to perform condition
monitoring when the wing box is correctly assembled and mounted on the aircraft. The sensors
distribution, for each group and for each bay, is defined according to: (i) the potential critical impact
locations during lifetime; and (ii) the wave propagation directionality analysis. Figure 11 shows in
detail the critical impact points selected which are reported on the inner side of the lower wing panel.
The structure includes three different thicknesses zones and transition areas with an inhomogeneous
distribution inside each bay with respect to the nominal value of 8.3 mm. The other identified thickness
values are 12.5 mm below the T-shaped stringers, 10 mm in the left thin walled bay, and 6.4 mm in the
remaining bays where the ramp is depicted. According to the described setup, the aircraft operative life
is simulated through impact tests on the lower wing panel after wing-box assembly stage. The complex
test article constraint system (when mounted on the wing-box) and the inhomogeneous distribution of
thickness require impact energy calibration tests suggesting the energy level to obtain barely visible
damages. The experimental calibrated energies found are:

• 60 J for 6.4 mm thickness;
• 90 J for 8.3 mm thickness; and
• 100–110 J for 10 mm thickness.

After energy impact calibration, the baseline ultrasonic data are acquired and scheduled impacts
are performed through drop weight test. Each impacted area reveals the presence of barely visible
damages when inspected with nondestructive ultrasonic phased array tests which are adopted for
detailed inspection in the aeronautical sector. Finally, the current ultrasonic data are acquired for
further post processing.

Figure 13 shows one of the sensor clusters adopted to monitor delamination-like damages in
flat thin walled composite. Several PZT transducers are located on the independent bay delimited
by stringer, ribs and corner. The energy released by a low velocity impact occurring at the internal
area may lead to a barely visible set of delaminations between several layers which are stacking the
flat structure.
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Figure 13. Sensor clusters adopted to monitor delamination-like damages in flat thin walled composite (Area A in
Figure 11).

The damage identification is here strongly challenging due to the complex wave propagation
behavior in real composite aerostructures characterized by varying thicknesses and layups, stiffeners
and holes. Besides the monitored area, the remaining part of the sketched section is quite
complex, showing ramp links towards stringer and ribs which strongly affects the wave propagation.
In Figure 14, the noise introduced in the signals and the several modes and echoes recorded are
quite evident. Different response of pristine and currently damaged structure is even evident while
considering time of flight and transmission (amplitude) of A0 mode as well as generalized energy of
the entire signal.

Figure 14. Typical time history of the propagating wave captured at sensor location. Several modes
and reflections propagating at frequency of 60 KHz.

A 4.5-sine-cycle windowed burst with a frequency of 60 KHz is adopted as diagnostic wave
to achieve a trade off between tuning of A0 mode and time shift between fundamental modes.
The monitoring is operated by interrogating the structure before and after low energy impacts

237



Aerospace 2018, 5, 111

simulated on the structure employing a drop weight machine. Despite the complex operative
conditions in which the system worked, the damage reconstruction approach appears to be able
to determine the damage location, even though some ghost areas (phantom damages) are often present,
especially processing a single parameter without accounting the density of emerging nodes in the
SHM mesh. However, the introduction of the density parameter to weight damage indicators highly
reduces the presence of those areas and increases the reliability of the system. In addition, the results
can be enhanced with the multi-parameter analysis by performing the image fusion of the various
damage reconstructions using the same supporting mesh grid. It is worth noting that the best results
in terms of localization are always achieved by the data fusion of all different damage parameters (i.e.,
signal energy level, time of flight and transmission factor), as reported in Figure 15, which shows the
diagnosis of the flat area (A) depicted in Figure 13.

Figure 15. MP2 damage detection of flat thin walled composite sketched in Figure 13 (Area A).

Another test case is sketched in Figure 16, where another bay of the wing panel is characterized
by thinner inner area connected to a thicker plate on which several stiffeners are bonded. Two different
impact damages are investigated in this case: one occurring on the thinner area and the other occurring
below the right ramp. Both damages are simulated with a drop weight test and the diagnosis is
separately carried out sorting the appropriate sensor configuration as depicted in Figure 16.

Figure 16. Sensor clusters adopted to monitor delamination-like damages in tapered thin walled
composite (Area B in Figure 11).
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In both cases, the MP2 approach is able to correctly detect and localize the presence of the
damage as reported in Figure 17. Even when the ramp is strongly complicating the wave propagation,
the system does not show any indecision in localization while accounting for the density of emerging
nodes and data fusion for the final reconstruction. The damage decision approach is indeed able to
sort those paths that are mostly affected by the emerging flaw while the multi-parameter approach is
able to provide a reliable localization.

Figure 17. MP2 damage detection of tapered thin walled composite sketched in Figure 16 (Area B).

3.4. Disbonding Detection in Complex Structures

A distributed cluster of sensors used to detect propagating wave through pitch–catch approach
consists of a sensor configuration asclosed pattern or sensor matrix, where the sensors constitute
a polygonal geometry. While monitoring a possible disbonding between stringer and thin walled
composite structure, the wave propagating directly along transducers path is recorded for all possible
pairs located on the opposite sides of the stiffener (see Figure 2). Stringer, structure and their interface
are indeed expected to affect the paths crossing the damage. With meshless approach, the SHM mesh
is constructed restoring DI datasets on the intersections defined after decisional step. The results
are further interpolated to transfer health information to the structural mesh according to required
resolution. A damage index approach can be efficiently employed even in this case because the
wave propagating over the stringer behaves in completely different manner when the stringer is
disconnected rather than bonded to the hosting structure [48]. In the latter, the wave mostly penetrates
into the stringer and then is scattered back to the source location. A small amount of the energy
is transmitted through the stiffener and reaches the sensors on the other side. When the stringer
is completely detached, the wave travels in the thin walled structures without interacting with the
stiffener. When a low velocity impact occurs below the stringer feet, usually the load partially
disconnects the parts jointed together. While interrogating the structure, a portion of the energy is
transmitted behind the stringer due to the wave propagating in the plate and the remaining part
of the energy is reflected due to the wave penetrating into the stringer. Hence, the configuration in
Figure 2 allows detecting and locating the damage using the decision-making step to select the paths
affected by the hidden flaw and the dedicated algorithm to localize the damage from DI datasets,
namely exploiting the paradigms of the MP2 approaches. Namely, the approach proposed in the
previous section for delamination-like damage identification in flat plates is merely extended to
stiffened panels for disbonding detection. To demonstrate the feasibility of this global approach for
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further detecting the disbonding, another section of the same structure (Area C) is instrumented as
sketched in Figure 18.

Figure 18. Sensor clusters adopted to monitor disbondings in stiffened thin walled composite (Area C
in Figure 11).

The thin walled structure is thick 6 mm and shows a ramp connecting flat parts to the stringer leg
where the hosting structures is thick 8 mm as the leg and the web. The same interrogation procedure is
adopted before and after a low velocity impact calibrated to lead to a disbonding. The MP2 diagnosis is
reported in Figure 19, showing the disbonding diagnosis of the meshless approach. The reconstruction
is based on the multi-parameter approach where the first antisymmetric mode (A0) of propagating
Lamb waves is mostly excited. The impact location is depicted as well, showing the very marginal error
obtained. The map shows increasing risk where the structure is disbonded , achieving both its detection
and localization. The MP2 approach returns a negligible impact localization error when compared
with the real disbonding extent. It is indeed about 35 mm, as assessed with classic ultrasonic NDT.

Figure 19. MP2 diagnosis of the stringer disbonding occurred below the stringer web depicted in
Figure 18 (Area C).
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Another stiffened plate (Area D) is monitored as depicted in Figure 20 by using a non-regular
cluster of sensors. In this case, the thin walled structure hosting the stringer has a constant thickness
(8 mm). The stiffened area is characterized by the stringer legs directly connected to the surface
without any ramp link. Otherwise, one of the depicted bays shows an hole very close to the stringer
which prevents the design of a regular cluster of PZTs and strongly complicates the wave propagation.
The damage is here simulated with loading the lower leg of the stringer to localize the damage only
lower side of the stringer. No matter what the geometry and complexities are, the MP2 approach is
able to correctly detect and locate the stringer disbonding. The result depicted in Figure 21 shows the
reasonable result obtained in terms of localization even when a very complex geometry is considered.
Furthermore, the diagnosis correctly suggests the leg which is currently damaged.

Figure 20. Sensor clusters adopted to monitor disbondings in stiffened thin walled composite ( Area D
in Figure 11).

Figure 21. MP2 diagnosis of the stringer disbonding occurred below a stringer leg depicted in Figure 20
(Area D).
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4. Discussion and Concluding Remarks

The work deals with efficient identification and localization of damage in complex composite
structures by allowing a multi-path and multi-parameter approach. Despite the different and less
regular geometries involved compared to flat composite plates, the tomographic method based on
unsupervised threshold definition and multi-parameter processing does not show any indecision in
detecting and locating the impact damages. Good results are obtained even while reconstructing
damaged area where thickness ramps are present as well as where holes and stiffeners are
located near the monitored area. The results reported show the effectiveness of the implemented
approach combining mesh-less reconstruction from statistical selection of propagation paths with
multi-parameter analysis and data fusion techniques to provide higher levels of probability of detection
for all the investigated damage scenarios. Furthermore, the result is often even more promising than
that of conventional mesh-based approaches with fewer computational costs possible. It is worth
noting that the methodology proposed is here applied to aeronautical structures, where the SHM has
been demonstrated to improve the performances and the operations. However, it can be applied to
monitor all types of structures, including isotropic and anisotropic components. The MP2 framework
presented in this work is indeed general while the features affected by the hidden flaw can be addressed
to the appropriate event-induced damage (i.e., impact rather than fatigue-induced damage or others).
In addition, although impacts may randomly occur, it is worth noting that the position is a priori
established to make more challenging the investigation and the central location is likely chosen because:
(i) that area is characterized by less dense mesh; and (ii) the closer the damage is to the sensors, the more
accurate is the reconstruction [49].

One of the more challenging aspects is the robustness of the methodology versus number of
sensors adopted, which may also varying during the system lifetime. Sensors may fail due to the
harsh condition that they have to withstand [50,51] and a self diagnosis approach should be integrated
together with a health management strategy continuously pursuing the minimum target to achieve
the prescribed POD. This means that the effect of missing sensors has to be addressed a priori to
continuously predict the minimum detectable damage. On the other hand, the impact of SHM
systems strongly depends upon the weight introduced into the monitored vehicle. Although PZT
sensors are much lighter than classic probes, they need connections, wiring and driving hardware
to be mounted on the aircraft. This means that a reliability oriented approach is needed to have the
minimum detectable damage very close to the system target to minimize the weight by using as few as
sensors possible.
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POD Probability of detection
PFA Probability of false alarm
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Abstract: The European Aviation Safety Agency (EASA) plans to establish a sole risk-based set of
regulations for drones to grant access to European airspace, thus opening a multibillion-euro market.
One part of this new regulation set is the so-called “open” category, imposing only a minimum
set of regulations. The EASA’s approach presents a strong converse to traditional and prescriptive
airworthiness regulations. For decades, unmanned aircraft systems (UAS) have been state-of-the-art
assets in military forces. Aiming at the fulfilment of complex missions in extreme environments,
in different theatres of operation, and with different partners, military UAS need to be reliable, safe,
and interoperable. Therefore, NATO established internationally accepted airworthiness standards.
However, these standards might be too severe to be adhered to by small, commercial, off-the-shelf
UAS in the up-to-25 kg category, preventing the military from benefiting from the now fast-growing
civil drone market. Based on a sound literature review, the paper presents the EASA’s upcoming
regulations for civil UAS and discusses if they are applicable to military UAS. Possible opportunities,
challenges, and limitations of applying the approach for the military are shown.

Keywords: UAS; airworthiness; military; EASA; “open” category

1. Introduction

Unmanned aircraft systems (UAS), remotely piloted aircraft systems (RPAS), or just “drones”
have emerged from being a purely military asset to being a sophisticated tool for professional civil
applications and model aircraft enthusiasts. The range of UAS is nearly infinite regarding design and
performance. Manufacturers already produce millions of UAS for the private sector, causing market
prices to drop and therefore making UAS achievable for the broad public. The steady progressive
development of the field of UAS, and especially in the field of small UAS, has enabled people with no
experience in aviation to fly an aircraft [1,2].

Of course, every person who purchases a UAS wants to fly it, regardless of whether it was bought
just for leisure purposes or for professional usage. Flying these machines requires operators and
manufacturers to enter the aviation system and the related regulatory framework. The regulatory
framework of the aviation system is a highly controlled system in which operational and technical
aspects are regulated in every detail in order to ensure the utmost safety of all people involved. UAS are
prohibited from endangering existing manned aviation, therefore, they must be integrated into the
aviation system in a seamless and appropriate way [3,4].

This development was also acknowledged by the European Union (EU), and therefore, the European
Commission tasked the European Aviation Safety Agency (EASA) to facilitate the integration of UAS into
the European Airspace in a safe manner and in order to open the market for UAS [4,5].
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One of the latest results of this task was the publication of a draft regulation for making UAS
available on the EU market [6] as well as the publication of a draft regulation for operating UAS in
the EU, including an Annex document which specifies the operational regulation [7,8]. In addition to
the publication of these draft documents, EASA published the related Annex Acceptable Means of
Compliance (AMC) and Guidance Material (GM) [9]. In contrast to traditional airworthiness codes,
as for example CS-25 or CS-29 [10,11], the UAS regulation approach of EASA is operation and risk
based instead of purely product based. The risk to people and property based upon the operation of
UAS has been put into focus. In conclusion, one can say that the higher the risk of UAS operation,
the more the competent aviation authority must be involved [6–9].

This new regulatory approach is a significant step within European aviation regulations. Up to now,
UAS with a maximum take-off mass (MTOM, including fuel, batteries, payload, etc.) below 150 kg are
under the authority of the Member States of the EU [12]. Obviously, putting all UAS under one regulatory
framework will overcome the difficulty of different UAS airworthiness and operational regulations in
the EU Member States and will greatly advance the harmonization and subsequent operations of UAS in
the EU.

Harmonization is also key for interoperability within the regime of military UAS if they are used
in allied operations like those of NATO. This fact was recognized by NATO years ago. Consequently,
NATO has already published harmonized standards regarding airworthiness and operations of
UAS (for example [13–16]). While within the military community, airworthiness standards for UAS
comparable to the Certified Category of EASA are now quite common, the military community
struggled and still struggles with the harmonization of UAS comparable to the “open” category which
do not fulfill traditional airworthiness requirements but are already in use across military nations.
To overcome this issue in Europe, the European Defence Agency (EDA) has been ordered to create a
harmonized set of regulations similar to the upcoming civil regulations [17].

However, one core question remains: are the upcoming European civil UAS regulations entirely
applicable to military UAS? Military UAS are operated quite differently compared to the envisaged
usage of civil UAS. Moreover, it must be taken into account that the European civil UAS regulation
approach is not limited to UAS operations. The approach also encompasses aspects of the UAS itself and
the manufacturing industry as well as requirements of UAS pilots. Additionally, it should be considered
that, for the time being, military aviation is always under the sovereignty of the individual state, unlike
civil aviation in Europe, which is under the supervision of one authority. Several publications have
already shown the applicability of military UAS regulations on civil UAS. However, it is not so obvious
that this is also valid vice versa [18–20].

By providing sound insight into the proposed new civil regulations and comparing the different
aspects of them to military unmanned aviation, the present paper discusses the core question outlined
above. The discussion will show possible impacts and challenges for military unmanned aviation,
if those regulations would be applied in exact the same way, and if such an approach is feasible at all.
Furthermore, the possible opportunities for aligning civil and military regulations for UAS are shown.

2. The European UAS Regulation Approach

At the moment, the European UAS regulation approach consists of four central draft documents.
The titles are quoted as written within the draft documents.

• “Draft Delegated Commission Regulation (EU) . . . / . . . of XXX on making available on the
market of unmanned aircraft intended for use in the ‘open’ category and on third-country
UAS operators” [6]. For the purpose of this paper, this regulation will be called “UAS Market
Regulation”.

• “Draft Commission Regulation laying down rules and procedures (EU) . . . / . . . of XXX for the
operation of unmanned aircraft” [7]. For the purpose of this paper, this regulation will be called
“UAS Operations Regulation”.
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• “Annex UAS operations in the ‘open’ and ‘specific’ categories [PART-UAS]” [8]. For the purpose
of this paper, the annex will be called “Part UAS”.

• “Draft acceptable means of compliance (AMC) and guidance material (GM) to Regulation . . .
/ . . . [IR] laying down rules and procedures for the operation of unmanned aircraft and to the
Annex (Part-UAS—UAS operations in the ‘open’ and ‘specific’ categories)” [9]. For the purpose
of this paper, the document will be called “UAS AMC GM”.

The next subsections outline the content of each draft document. In the last subsection, a conclusive
overview in relation to traditional airworthiness regulations is provided.

2.1. UAS Market Regulation

The UAS Market Regulation [6] is going to become a law of the EU. Member States have to adopt
the regulation and to include it into their national laws [21]. The regulation is divided as shown in
Table 1.

Table 1. Content of the UAS Market Regulation [6].

Section Content

Preamble
1 General Provisions
2 Obligations of economic operators
3 Conformity of the product
4 Notification of conformity assessment bodies

5 Union market surveillance, control of products entering the Union market and Union
safeguard procedure

6 Third-country UAS operators
7 Final and transitional provisions
Appendix 1 Product requirements for a class C0 UAS
Appendix 2 Product requirements for a class C1 UAS
Appendix 3 Product requirements for a class C2 UAS
Appendix 4 Product requirements for a class C3 UAS
Appendix 5 Product requirements for a class C4 UAS
Appendix 6 Electronic identification system

Appendix 7 Conformity assessment Module A—Internal production control as per Annex II to
Decision No 768/2008/EC

Appendix 8 Conformity assessment Modules B and C—EU-type examination and conformity to type
based on internal production control as per Annex II to Decision No 768/2008/EC

Appendix 9 Conformity assessment Module H—Conformity based on full quality assurance as per
Annex II to Decision No 768/2008/EC

Appendix 10 Contents of technical documentation
Appendix 11 EU declaration of conformity
Appendix 12 Simplified EU declaration of conformity

2.2. UAS Operations Regulation

Not only will the UAS Market Regulation [6] become EU law, so will the UAS Operations
Regulation [7,21].

Table 2 presents the articles and content of the UAS Operations Regulation. In contrast to the UAS
Market Regulation, the UAS Operations Regulation is not further divided into sections and appendices.
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Table 2. Content of the UAS Operations Regulation [7].

Article Content

Preamble
1 Subject matter and scope
2 Definitions
3 Principles applicable to all UAS operations
4 The ‘open’ category of UAS operations
5 The ‘specific’ category of UAS operations
6 UAS operations conducted in the framework of model clubs and associations
7 Registration of UAS operators and their UA
8 Designation of the competent authority
9 Tasks of the competent authority
10 Means of compliance
11 Airspace conditions for UAS operations
12 Safety information
13 Derogations and limitations
14 Conversion of authorisations, declarations and certificates
15 Entry into force and application

2.3. Part UAS

The Part UAS [8] contains specific and detailed requirements on the UAS Operations Regulation [7].
The main content is shown in Table 3. It will become an annex to the UAS Operations Regulation and
therefore a law of the EU. A similar structure with regulation and annex can be seen for example in the
Implementing Regulation 748/2012 and the included annex Part 21 [22].

Table 3. Content of the Part UAS [8].

Subpart Content

A UAS operations in the “open” category
B UAS operations in the “specific” category
C Light UAS Operator Certificate (LUC)

2.4. UAS AMC GM

The UAS AMC GM [9] contains the Acceptable Means of Compliance and Guidance Material to
the UAS Operations Regulation and the Part UAS [7,8]. AMC and GM are the recommended means to
show compliance to the requirements in the regulation. For the sake of completeness, it is noteworthy
that in contrast to regulations, which become law, the AMC and GM are not mandatory. Therefore,
a UAS manufacturer might use alternative means of compliance but only if they are well justified [9,23].

2.5. Conclusion

Unlike traditional airworthiness regulations which put the aircraft, the “technical product”,
in focus, the upcoming UAS regulations put the UAS operation in the centre of all further considerations.
However, to reduce the approach only to the UAS Operations Regulation would be a shortfall. Without the
UAS Market Regulation, the Part UAS, and the UAS AMC GM, the approach would not work and would
not be as comprehensive as it is now [6–9,19].

The UAS Market Regulation, the UAS Operations Regulation, Part UAS, and the UAS AMC GM
take into account the special characteristics of UAS. Especially within the “open” category, this can be
seen very well. However, because of the necessary interconnections between the documents, the whole
set of regulations is complex. These interconnections and other details will be discussed in the next
section, in which the “open” category is outlined.
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3. The “Open” UAS Category

3.1. Manned versus Unmanned Aviation Safety

The technical airworthiness of manned aircraft is achieved by strict regulations on the aircraft
and the design and manufacturing organisations. Technical airworthiness regulations may be either
product based or performance based, but always with clear expectations of what the machine shall do
and/or shall not do.

Besides an airworthy aircraft, the professional on-board human pilot and the environment in which the
aircraft is operated (e.g., aerodromes, maintenance facilities, air traffic control and air navigation services,
weather forecast services) must guarantee flight safety to the utmost extent. Consequently, this stringent
approach primarily protects flight crews, passengers, and ground personnel but also reduces the risk to
overflown third parties as far as possible [24–26].

UAS do not have a pilot on-board and do not transport crew and/or passengers yet. On the one
hand, this allows a great amount of freedom in designing such vehicles, but on the other hand, it also
puts the protection of third parties in the environment where the UAS is operated upfront. In contrast
to manned aviation, in which a controlled environment is assumed, UAS in general, but in particular
UAS of the “open” category, may be operated in any environment without an airport infrastructure
or air traffic control. Furthermore, pilots of “open” category UAS do not need extensive training
comparable to pilots of maned aircraft [2,24,27]. Therefore, their influence on the environment might
be more intense than that of manned aircraft.

Another aspect in this context is the fact that presently available UAS of the “open” category have
usually not been built against a solid airworthiness standard. Subsequently, airworthiness of such
systems can hardly be verified [19]. Enforcing a strict airworthiness standard now and only allowing
UAS that have been built and certified against such a standard to ensure safety to third parties would
probably lead to an immense protest from the UAS industry.

Therefore, the focus change from the mainly technical product-certification-driven approach to
an operation-driven approach is quite obvious. Nevertheless, this still represents a stark contrast to
manned aviation, in which one key driver to achieve safe flight operations is an airworthy aircraft [24].
UAS of the “open” category are seen as a class of UAS operations that pose an acceptably low risk
to the public if they are operated in accordance with the UAS Operations Regulation. Because of
this fundamental assumption, UAS in the “open” category should not be put under prescriptive
airworthiness regulations and procedures comparable to manned aviation [6,7].

However, if the technical product is no longer the primary driver to ensure safety, some apparent
questions come up: In which way are the other interacting aspects for ensuring safe UAS flight
operations taken into account? How do the upcoming UAS regulations [6–9] encompass the human
pilot, the design and/or manufacturing organisation, and the environment?

Figure 1 shows the basic interaction of aspects that influence safe UAS operation. The design/
production organisation with its production processes directly influences the quality of the UAS
operated by the pilot. Furthermore, it influences the pilot by the quality of the associated operation
manuals. The pilot can only operate a UAS safely if the UAS is of good and safe design and if he or she
has the appropriate manuals and sufficient expertise. Both the UAS and the pilot affect the environment
directly with their operation, especially in case UA crashes, whereas the designer/producer does this
only indirectly but foremost also if the UA crashes because of bad design. The supervision and creation
of regulations that enable the safe operation of UAS that are not deemed airworthy but safe enough to
fly are obliged to the competent authorities, as was done by EASA and proposed in [6–9]. The entire
regulation approach can be summarized into four central requirement aspects:

• UAS operation requirements
• Requirements of the remote pilot
• Requirements of the product
• Requirements of the organisations
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Together, these aspects guarantee safe UAS operations in the “open” and “specific” categories.
All four central aspects are highlighted in the next subsections, with the focus on the “open” category
because of the scope the present paper.

Design /
Production
Organisation

UAS

Pilot

Environment

Safe UAS Operation
Direct interaction

Indirect interaction

Figure 1. Aspects and their interactions affecting safe UAS operation.

3.2. UAS Operation Requirements

The core of the regulation approach is the allowed UAS operations, which are recorded in the
UAS Operation Regulation [7] and the Part UAS [8]. These two documents are accompanied by the
UAS AMC GM [9], providing guidance and AMC (cf. Section 2.4).

It is proposed by the regulation approach that there are three types of operation: A1, A2, and A3.
All operations have the aim to reduce the risk for third parties to the greatest extent possible. Because of
this aim and because the “open” category is made especially for UAS which are not airworthy (cf.
Section 3.1), the operational limitations are very strict. The fundamental requirements on all three
types of operation are [7]:

• All UAS operations must be conducted in the visual line of sight (VLOS) of the remote pilot.
VLOS is defined as an entire unaided and unhindered view on the UA by the remote pilot.

• The UA shall not fly higher than 120 m above the ground, except in close proximity to a fixed
object that is higher than 120 m. In this case, the height may be increased up to 50 m above
this object.

These two general limitations are intended to protect other airspace users as well as persons
or property on the ground. Besides these general limitations, the operational requirements can be
categorized into three further groups:

• Protection of people on the ground
• Required pilot competence
• Required UAS class

In fact, the UAS operation requirements of [7,8] encompass all the central aspects that were outlined
in general in Section 3.1 and Figure 1, which affect safe UAS operation. This makes it obvious why the
UAS regulation approach of EASA cannot be reduced only to operational limitations. The requirements of
each group are summarized in Sections 3.2.1–3.2.3.
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3.2.1. Protection of People on the Ground

Regarding protection of people on the ground, the distinctions between the three types of
operation are presented in Table 4.

Table 4. Protection of people on the ground [8].

Operation Requirement

A1 The UA shall not be flown over an open-air assembly of persons (UAS.OPEN.020).

A2 The UA shall not be flown over and only in a safe distance to uninvolved persons
(UAS.OPEN.030).

A3
The UA shall only be flown above an area where it can be reasonably expected that
during the entire operation no uninvolved person will be endangered. A safe distance
to congested areas must be maintained (UAS.OPEN.040).

Looking at Table 4 and at the general limitations makes it obvious that, in fact, only three
operational requirements must be fulfilled by an operator who wants to conduct a UAS mission in the
“open” category. Although these few requirements per type of operation seem to be clear at first sight,
they leave room for interpretation. For example, is it allowed to fly a UA over individual persons in an
A1 operation, or what are uninvolved persons with respect to A2 and A3 operations? Such questions
can be clarified by the UAS AMC GM [9].

To discuss every single AMC in detail would be out of scope this paper. Therefore, three core
aspects will be discussed:

• Open-air assembly of persons vs. individual persons
• Uninvolved persons
• Safe distance

EASA states within the AMC to the requirement UAS.OPEN.020 that the overflight of individual
persons is allowed, and also that the overflight of groups is allowed. However, this should be
minimized, and the UA should not fly less than 3 m above ground level. This is remarkable if one
takes into account that the “open” category encompasses UA with MTOM up to 25 kg, which could
kill people if it crashes on them [28]. Nonetheless, such an interpretation is not correct, as is shown in
Sections 3.2.3 and 3.3.

With respect to “uninvolved persons”, only guidance is provided and no AMC is provided by
the UAS AMC GM because of the vast possibilities for the definition of “uninvolved persons” [9].
In conclusion, the GM to UAS.OPEN030 and UAS.OPEN.040 defines “uninvolved person” as a
person who does not occur especially for the UAS operation. An “involved person” is defined as
“someone who can reasonably be expected to follow directions and safety precautions given by the
person controlling the operation” (GM1 UAS.OPEN.030(1) and UAS.OPEN.040(1) [9]). This definition
excludes, for example, spectators who are watching a car race which is filmed by a camera drone.
To become an “involved person”, the UAS operator should ask each person for an overflight permission.
This guidance regarding “uninvolved person” is of special interest for military UAS operations and
will be discussed in Section 4.

Regarding the required “safe distance” for A2 and A3 operations, the UAS AMC GM makes
the clear statement that this distance is highly dependent upon the design of the UAS. In case of
doubt, the remote pilot has the full responsibility to ensure that a distance is kept which avoids
hitting uninvolved persons by a crashing UA. Nevertheless, it is suggested that during an operation,
a horizontal distance equal to the altitude of the UA above ground should be maintained. As minima,
the AMC defines 5 m for UA capable of limiting the speed down to 3 m/s, including balloons and
airships, and 50 m for all other cases (AMC1 UAS.OPEN.30(2) [9]). For example, a fixed-wing UA
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that flies 100 m above the ground must maintain a safe distance of 50 m to uninvolved people on the
ground, but it should maintain 100 m distance to uninvolved people on the ground.

The brief outline on the “safe distance” showed again an important factor in order to ensure safe
operation—the human pilot in the loop, who must guarantee the protection of the people on the ground
affected by the UAS operation. This brings up the question, what are the necessary requirements of
the remote pilot? The will be analysed in the next subsection.

3.2.2. Required Pilot Competence

It is stated in [7] that, besides the operator of the UAS ensuring the safety of the UAS operation,
it is the remote pilot’s mandatory duty to conduct every flight of a UA in such a UAS operation safely.
As can be seen in Table 5, the required pilot competence is again dependent upon the UAS operation,
but there is already dependency to the design of the UA with respect to the MTOM in the A1 operation.

Table 5. Required pilot competence [8].

Operation Requirement

A1

UA MTOM < 0.25 kg:
UAS familiarization is sufficient (UAS.OPEN.020(3)(a)).
UA MTOM ≥ 0.25 kg:
Remote pilot competence must be demonstrated via an online training and online test
in a format to be defined by EASA, provided by an entity, recognized by the competent
authority (UAS.OPEN.020(3)(b)).

A2
Remote pilot competence must be shown by obtaining a certificate of remote pilot
competency, by passing a theoretical test to be defined by EASA at an entity recognized
by the competent authority (UAS.OPEN.030(3)).

A3
Remote pilot competence must be demonstrated via an online training and online test
in a format to be defined by EASA, provided by an entity, recognized by the competent
authority (UAS.OPEN.040(2)).

Table 5 shows that the required remote pilot competencies range from a simple familiarization up to a
course including an examination. More details can be found in the related AMC to UAS.OPEN.020(3)(b),
UAS.OPEN.030(3), UAS.OPEN.040(2), and GM to UAS.OPEN.030(2).

In conclusion, it is envisaged that the remote pilot who conducts A1 operations with a UA that
has an MTOM ≥ 0.25 kg or who conducts A3 operations must demonstrate adequate knowledge in
the following fields (AMC1 UAS.OPEN.020(3)(b) and UAS.OPEN.040(2) [9]):

• Responsible behaviour, safety measures, basic knowledge of dangerous goods
• Maintaining VLOS, safe distance, and height above the ground
• Awareness regarding recognizing assemblies of persons and air traffic encounters
• Consciousness regarding the environment where the UAS operation takes place, including operational

conditions, low airspace structure, prohibited areas, etc. of the Member State
• Profound knowledge of emergency procedures and the UAS operational manual
• Background knowledge with respect to types of UAS operations, related restrictions, as well as

privacy and security risks.

The demonstration of these points shall be verified by the competent authority in accordance
with specifications to be set up by EASA. In contrast to this, for an A1 operation with a UA of less than
0.25 kg MTOM, self-study of the UAS and the instructions is seen as appropriate because of the very
low risk of such an operation.

Regarding the A2 operation, which poses a higher risk because it is possible to fly above involved
persons, it is foreseen that the pilot must prove a deeper knowledge of the points mentioned above
plus sufficient flying practice in order to obtain the certificate of remote pilot competency (AMC1
UAS.OPEN.030(3) [9]).
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After this quick look at the required pilot competencies, the “required UAS” will be discussed.
This completes all aspects that affect safe UAS operation with respect to the UAS Operations
Regulation [7].

3.2.3. Required UAS Class

As it has already been seen in the section before, the “open” category includes more than one
generic class of UAS. In fact, the UAS Operations Regulation defines five classes of UAS and aligns
them to the three types of operation. One could say that, with a specific class of UAS, only certain
operations are allowed. In particular, specific equipment which must be part of the UAS is also
required to conduct an operation. Table 6 presents the allocation of operation type to UAS class in
accordance with [7].

The technical requirements of each class of UAS are discussed in Section 3.3 because they are not
as extensive as traditional airworthiness codices, although they do require a more detailed review.

Table 6. Required UAS [8].

Operation Requirement

A1

C0 UAS
C1 UAS with active electronic identification and updated geo-awareness
systemsPrivately build UA < 0.25 kg MTOM
(UAS.OPEN.020)

A2 C2 UAS with active electronic identification and updated geo-awareness systems
(UAS.OPEN.030)

A3

C2 UAS with active electronic identification and updated geo-awareness systems
C3 UAS with active electronic identification and updated geo-awareness systems
C4 UAS
Privately build UA < 25 kg MTOM
(UAS.OPEN.040)

To summarize the section on UAS operation requirements, the Table 7 provides three theoretical
examples for UAS applications and the related operations allowed.

Table 7. Theoretical examples for UAS operations.

Application Environment Operation UAS Class Remarks

Movie shoot Old city town
A1 C0, C1

The area where the movie shoot takes places is cordoned off.
Uninvolved persons cannot enter the area.
An A3 operation is not possible because the requirement to
maintain a safe distance to congested areas cannot be fulfilled.A2 C2

Cell phone tower inspection Open field A3 all
Only persons who are involved with the operation are in the
area where the UA is flown.
No congested areas are close to the operation.

Traffic analysis Close to motorway A2 C2
In order to not endanger the drivers, the UA is operated at a
safe distance from the motorway.
Privacy and data protection rights are maintained.

3.3. Requirements of the Product

Despite UAS in the “open” category not being subject to traditional airworthiness requirements,
they still have to fulfil certain product or build requirements. This fact became quite obvious when
analysing the UAS Operations Regulation [7] in detail. One could expect to find the technical
requirements of the five UAS classes, shown in Tables 8–10, also in the UAS Operations Regulation or in
the PART UAS, but this expectation is misleading. The five UAS classes and the technical requirements
are part of the UAS Market Regulation [6]. Besides the definition of the UAS classes and the related
requirements, the technical requirements for the necessary electronic identification and geo-awareness
systems are also defined.
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The technical requirements can be found in appendices 1–6 of the UAS Market Regulation [6].
All requirements are written in a performance-based style by clearly outlining what shall be achieved
but not outlining how it shall be achieved [29].

Furthermore, the requirements can be split roughly into the following groups:

• Physical characteristics
• Functional characteristics
• Documentation and marking

The number of technical requirements between the UAS classes differs. This variation can be
related to the resulting risk of operation combined with UAS class:

• C0—11 Requirements
• C1—20 Requirements
• C2—21 Requirements
• C3—16 Requirements
• C4—6 Requirements

Even though the number of requirements varies among the five UAS classes, many requirements
are identical or almost identical. To get an overview and to compare the requirements of the five classes
directly, excerpts have been taken from appendices 1–5 of [6] and are summarized in Tables 8–10.

Table 8. UAS physical characteristics requirements excerpt [6].

UAS Physical Requirement C0 C1 C2 C3 C4

MTOM (kg) <0.25 <0.9 <4 <25 <25
Impact Energy (J) - <80 - - -
vMax (m/s) ≤19 ≤19 - - -
Voltage (V) ≤24 ≤24 ≤48 ≤48 -
Sound pressure (dB(A)) - <60 <60 - -

Table 9. UAS functional characteristics requirements excerpt [6].

UAS Functional Requirement C0 C1 C2 C3 C4

Safely controllable X X X X -
Safe flight design X X X X X
Safe work design - X X X -
Attainable height X X X X -
C2Link loss procedure - X X X -
Electronic identification system - X X X -
Geo-awareness system - X X X -

Table 10. UAS documentation and marking requirements excerpt [6].

UAS Documentation Requirement C0 C1 C2 C3 C4

Manual X X X X X
Class identification label X X X X X
Serial number on UA - X X X -

A sound description on the origin and development of the five UAS classes can be found in [4,30–34].
The present paper takes the classes as given and highlights only some noteworthy aspects.

As can be seen in Table 8, despite the fact that the UAS regulation approach focuses on the
operation, the first denominator in the appendices to differentiate the UA classes is the MTOM.
A urther primary parameter is the allowed speed. By limiting C0 and C1 UAS to these low masses
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and respectively low velocities, the risk to people overflown is reduced immensely. In contrast to
this, the C2, C3, and C4 classes do not have limitations regarding velocity. The resulting higher risk is
mitigated by very prescriptive operational requirements of A3.

The C2 class has no speed limit but does have an MTOM of 4 kg. Such a UA may fly above
involved persons and at a safe distance from uninvolved persons in accordance with an A2 type of
operation. Therefore, the C2 class includes the most requirements, and a certified remote pilot is
required for an operation in order to compensate the resulting highest risk throughout all combinations
of UAS and types of operation [4].

With respect to functional, documentation, and marking requirements, the C1, C2, and C3 classes
are obliged to fulfil the same requirements entirely. Furthermore, all UAS classes fall under the
essential functional requirement of “safe flight design”—the UAS must be designed and produced to
fly safely. Additionally, fundamental requirements, such as the “safe work design” (a UAS obliged
to this requirement can be operated safely if the user follows the instructions) or mandatory lost link
procedures, reduce the operational risk by technical requirements [6].

One question might arise with respect to the C4 class, which is treated hereafter. The C4 class has,
at first sight, the fewest technical requirements but the same freedom regarding MTOM and velocity
as the C3 class. The resolution can be found in one unique technical requirement to this class. For C4,
no automatic control modes are allowed [6]. Thus, this class must be seen as a model aircraft and not
as a UAS in the common sense.

Even if the technical requirements of [6] are basically not treated as “traditional” prescriptive UAS
airworthiness requirements, they ensure a high level of safety. In addition to this, similar technical
requirements, for example, on the safety and correct functioning of the UAS on lost link loss procedures,
or also on the controllability of the UAS can also be found in common UAS airworthiness standards
(e.g., [13]).

Nevertheless, the technical requirements laid down in [6] grant a great amount of flexibility to
the designers, manufacturers, distributors, or in other words, the economic operators. Consequently,
the question arises of how these organisations, e.g., the economic operators, will be controlled and
which processes will be applied. These significant points are the content of the next section.

3.4. Requirements on Organisations

It has been shown that the combination and interconnection of the driving aspects to ensure safe
UAS operations can grant a sufficient level of safety. Therefore, it is not necessary to put UAS of the
“open” category under prescriptive airworthiness requirements. It also allows much flexibility and
freedom for the design and/or manufacturing organisations, e.g., the economic operators, because
the processes for designing and manufacturing to be applied are not as strict as those in civil manned
aviation [22].

However, there are also requirements for the economic operators and their processes in order to
ensure that the requirements to grant safe UAS operations in the “open” category can be achieved.
They are laid down in UAS Market Regulation [6] and are subdivided into requirements for the
manufacturers, importers, and distributors. It can be said that this division will ensure that the UAS to
be sold on the European market will comply with the requirements laid down in the market regulation
throughout the entire economic chain.

At first, the manufacturer must ensure that the appropriate product complies with the applicable
technical requirements and have in place appropriate procedures to prove this (Article 5, [6]).

Second, the importer must take all necessary actions to ensure that the imported product complies
with the market regulation (Article 7 [6]). In fact, the importer verifies that the manufacturer has built
the product in the right way.

Third, the distributor must recheck again that the UAS obtained from the importer still is in
conformity with the market regulation (Article 8 [6]).
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This chain of control is obviously dependent upon how many bodies are involved in the
distribution of a UAS. There must not always be the chain manufacturer–importer–distributor. It is
reasonably possible that all three entities are encompassed in one company.

Besides this interdependent quality assurance between the different industrial actors, the market
regulation foresees a mandatory conformity assessment of the manufacturer by so-called notified
authorities and notified bodies to ensure the conformity of the UAS to the regulations already at the
production origin in order to guarantee independent quality assurance (preamble, (11), [6]).

Notified authorities shall be designated by each Member State. Notified authorities are obliged
to be independent but must not be a governmental body. It is also possible that the Member States
designate a national accreditation body (Articles 18 and 19, [6]).

The notified authorities will entitle competent bodies as so-called “notified bodies” after a successful
assessment of them with respect to the relevant requirements (Article 21, [6]). Further on, notified
authorities shall monitor the notified bodies (Article 18, [6]). The main task of notified bodies is to
perform the conformity assessment of the manufacturer regarding the product. If the notified body finds
that a manufacturer’s product is produced in conformity with the UAS Market Regulation, an EU-type
examination will be issued to the manufacturer for the specific product. The individual products shall
be built identical to this type. The manufacturer shall document that the product fulfils the applicable
requirements in the EU declaration of conformity.

The responsible notified authority must inform the European Commission and the other Member
States about the notified bodies, who may raise an objection against the notification (Article 25, [6]).
A noteworthy aspect within the system of notified authority and notified body is the fact that both
may subcontract other entities to perform the assessment task, although the responsibility remains
with the notified authority/body (Articles 18 and 23, [6]). Figure 2 shows the interaction and related
articles of the UAS Market Regulation between the European Commission, Member States, notifying
authority, notified body, and manufacturer.
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Figure 2. Interaction between stakeholders in accordance with the UAS Market Regulation [6].

At the moment, it cannot be said if the proposed system to control the economic operators in
order to ensure the safety of UAS products will work as expected. The designation of the first notified
bodies is especially crucial. A pure “industry controls industry” situation without any governmental
oversight and control should be avoided.
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4. Applicability of the “Open” UAS Category to Military UAS Operations

The proposed regulatory framework for civil UAS operations of the “open” category seems
to be very promising and has the potential to ease the usage of UAS in Europe immensely. If the
regulations come into force as suggested by EASA, harmonization of UAS operations in Europe would
be significantly advanced.

As stated in Section 1, harmonization across military forces is one essential factor. Therefore,
it is very reasonable to discuss if such an approach would also be feasible for military forces. Before
reviewing military UAS operations itself and if they could be compared, the paper briefly outlines
some key differences between civil and military regulations in the field of aviation and airworthiness.

4.1. Civil vs. Military Aviation

While civil aviation is organized under the leadership of EASA as the focal point, the military
aviation community in Europe does not have a single focal point. Furthermore, military aviation is
usually excluded from the fundamental civil aviation agreements and laws, as for example, in the
Chicago Convention of the International Civil Aviation Organization (Article 3, [35]) or the Basic
Regulation of EASA (Article 2, [12]). In addition to this, military aircraft always need a special permit
to fly into a foreign airspace by the state which has sovereignty over that airspace (Article 3, [35]).

Military aviation always has to achieve a balance between safety and mission accomplishment.
This is related to the fact that since military aircraft are intended to fly over enemy territory in hostile
airspaces, they carry weapons or operate from airfields with no infrastructure. In summary, military
aircraft must be as reliable as possible in the worst environmental conditions. Taking these aspects into
account, it becomes quite clear that airworthiness certification for military aircraft cannot work in the
same manner as civil airworthiness does.

Furthermore, because military aircraft may carry weapons, electronic warfare items, or similar
equipment, as well as the fact that these aircraft usually represent the cutting edge of aviation technology,
they will probably always remain under the sovereignty of a state. Consequently, airworthiness certification
bases are driven usually by the design usage spectrum of the military aircraft and therefore might differ
greatly among the states of a military alliance, e.g., NATO. With respect to the above mentioned Article 3
of the Chicago Convention, this might cause many obstacles, especially within the field of UAS in which
almost no limitations regarding design exist because of the absence of a human on-board [17,18,36].

In order to overcome these issues and to enable harmonization in the field of military aviation on a
broad, international basis, both NATO and EDA have launched several groups, for example, the NATO
Flight In Non-Segregated Air Space Group (FINAS) for UAS, the NATO Aviation Committee for or
at the EDA, and the so-called Military Airworthiness Authorities Forum (MAWA) for any kind of
military aviation among the allies [37–39].

Today, the working groups have made several steps forward. For example, NATO was able to
publish and establish harmonized airworthiness standards for UAS several years ago and continues
to develop them further [13–15]. MAWA on the European side published the European Military
Airworthiness Requirements 21 (EMAR 21) [40], which represents a military version of the civil
Part 21 [22]. However, the latest developments have shown that those standards probably are too
prescriptive for small military UAS comparable to the new civil UAS classes [17,41].

As it was outlined, the civil European regulatory approach encompasses all aspects that affect the safe
operation of UAS. To ensure that this principle is kept, the military community would have to apply the
same principles. The next subsections take the four areas outlined in the Sections 3.2, 3.2.2, 3.3, and 3.4 and
apply them to the military context.

4.2. Military UAS Operation Requirements

One of the biggest obstacles is probably the fact that military UAS operations cannot be limited to
VLOS. For example, the UAS “ALADIN” of the German Army could be classified as C2 UAS with
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respect to the MTOM of 3.5 kg. However, the usage quite differs: ALADIN is capable of flying up to
5 km away from the remote pilot at heights up to 150 m. Such a usage is obviously not in accordance
with VLOS as defined by [7]. While in military controlled airspaces this is not an issue, it would not be
applicable in the regime of the new civil UAS regulations. ALADIN would automatically fall into the
“specific” category, making the advantages of the “open” category obsolete [42,43].

Similar issues would probably arise if the UAS Operations Regulation were applied on the small
UAS program of the German Navy. The German Navy intends to purchase several UAS of the type
“PUMA AE II”. The UA will be flown by the Special Forces of the German Navy at day and night.
Even if this UAS is in conformity with the comparable C3 UAS class, the capability of flying up to
20 km in relation to the tasks of the Special Forces, for example, obtaining intelligence or observe
critical evacuations, rejects the application of any of the three types of operation [44,45].

These have been only two examples of military UAS usage. Reality shows that military UAS operations
are always of a complex nature, including gathering intelligence, reconnaissance, and surveillance of targets,
in all kinds of environments. This also makes flying over individual persons or assemblies indispensable.
Persons who are the target of such military UAS missions can probably not be counted as involved persons
because they obviously will not be asked for an overflight permission. Furthermore, military forces need
to take advantage of the entire capabilities of the UAS regarding range and endurance in particular [27].

4.3. Competence of Military Remote Pilots

Military remote pilots are required to obtain an adequate licence. This might range from remote
operator certificates for small UAS up to a pilot licence if manned aviation is necessary. Furthermore,
military remote pilots are required to obtain a sufficient amount of flight hours per year in order to
keep their licence. An example of a national military authority that has the responsibility of oversight
regarding military remote pilot licences is the German Military Aviation Authority (GMAA).

To have well-trained remote pilots is also one goal of NATO. Thus, it is not surprising that NATO
has also published a standard with respect to the training of UAS operators [16,46,47].

4.4. Military Requirements of the Product

The aspect “requirements on the product” does not need to be discussed in detail, because as
written in the abstract as well as in the introduction, the military UAS community does not have a
similar set of requirements for UAS as those foreseen by EASA for the “open” category and the related
UAS classes [6,7].

4.5. Requirements of Military Forces for Organisations

National military forces might put requirements on the qualification of the contracting companies.
In Europe, for example, this could be EMAR 21. However, at the moment, this also falls under the
responsibility of the competent national military authorities. Furthermore, because there is not a
military EASA, the national MAAs must recognize each other as competent authorities. This process
is slowly on its way, but there is no guarantee that if, for example, the Spanish MAA certifies a
company in accordance with EMAR 21, that this company would get the same privileges from the
MAA of France. A comparable system of notified authorities, notified bodies, and economic operators,
as shown in Figure 2, is not available in the military communities yet [40,48].

5. Results and Discussion

Applying the four key areas—UAS operation requirements, requirements for the remote pilot,
requirements for the product, requirements for the organisations—has resulted in the major finding
that a complete application of EASA’s UAS regulation approach on military UAS is not seen as feasible.
In order to be consistent with EASA’s regulation approach, the same strict operational limitations must
be applied also on military UAS operations. It is quite questionable if such restricted operations would
enable military forces to reach their mission aims, in particular, for missions abroad or missions of
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Special Forces. Nevertheless, there might be areas where it would be sufficient to perform a military
operation in accordance with the civil operational regulations. For example, in training operations in
the home country.

Furthermore, it cannot be said that the military community would be able to introduce an
international system with respect to the oversight and control of designers, manufactures, etc. as it was
described in Section 3.4. It is quite doubtful that the European nations would, for example, establish a
military EASA with the power to enact standards, etc. as one single point because this would mean
giving up national sovereignty over military aviation.

Regarding the competence of military remote pilots, it can reasonably be said that military remote
pilots have a very high level of competence. Based on experience in flying all types of UAS, defined
standards and procedures for the training of remote pilots, and the continuing growth of both of these
aspects in the military UAS community, one could also say that the military remote pilots are far in
advance of the civil world regarding professionalism.

Finally, with respect to the requirements of UAS products, there are already common standards
in the field of airworthiness. In the context of airworthiness standards for UAS that receive a type
certificate and the related certificates for airworthiness, the community of military aviation authorities
was able to create mutually accepted standards. Having this in mind, this community should also be
able to create a set of technical requirements for UAS that are in a similar range as the civil C0–C4
UAS classes are. While the requirements could become slightly more prescriptive because of the more
complex and risky military operations, it should be feasible to create such a harmonized set of adequate
technical requirements that provide enough product safety. In this context, it is worth considering
if risk assessment tools for UAS operations could be included in a beneficial way. This topic will be
discussed in an upcoming paper by the corresponding author.

In conclusion, if military aviation authorities would generate a UAS standard that carefully
takes into account the proposed civil UAS regulation framework as well as the given facts regarding
experience and professionalism of military UAS operators and pilots, such a standard would probably
ensure an equivalent level of safety as the proposed civil European regulations for UAS.
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