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1. Preface

The present Special Issue covers recent advances in the field of tissue engineering applied to bone
tissue. Bone tissue engineering is a wide research topic, so different works from different transversal
areas of research are shown. This Special Issue is a good example of a multidisciplinary collaboration in
this research field. Authors from different disciplines, such as medical scientists, biomedical engineers,
biologists, biomaterial researchers, clinicians, and mechanical engineers, are included from different
laboratories and universities across the world. I specially thank the work and time of the reviewers,
listed in Table A1 (in Appendix A), for their time and efforts in reviewing the papers compiled in this
Special Issue.

2. Contents

The bone tissue engineering (BTE) field aims at the development of artificial bone substitutes
that restore (partially or totally) the natural regeneration capability of bone tissue lost under the
circumstances of injury, significant defects, or diseases, such as osteoporosis. BTE is a multidisciplinary
area of research which includes the synthesis, fabrication, characterization, and experimentation of
biomaterials. The modeling and simulation of biomaterials, bone tissue, and bone tissue interactions
are also important methodologies in BTE. As a result, in this Special Issue, the 16 published papers can
be classified within these general subfields.

Regarding the synthesis, characterization, and experimentation of biomaterials in BTE,
Nguyen et al. [1] synthesized a class of scaffolds with a high surface area-to-volume ratio, which
optimizes O, delivery to the scaffold interior. This topic is one of the most important challenges to
grow artificial tissues of clinically relevant sizes. In order to evaluate the performance of different
scaffold designs, the authors used high-resolution 3D X-ray images of two common scaffold types,
namely lattice Boltzmann fluid dynamics and reactive Lagrangian scalar tracking mass transfer solvers.
The mechanical performance of scaffolds is of utmost importance in BTE for two main reasons: (i) the
scaffold should present an overall stiffness similar to the natural bone tissue [2], and (ii) the mechanical
stimuli at the bone-biomaterial surface have been evidenced as an important design parameter in
BTE scaffolds [3]. In this context, Rahmani et al. [4] evaluated in silico the mechanical performance of
additively manufactured BTE scaffolds. Moreover, the scaffolds were experimentally characterized
by means of compressive tests. The experimental results showed a good agreement versus the finite
element simulations. Similarly, Lascano et al. [5] evaluated the industrial implementation and potential
technology transfer of different powder metallurgy techniques to obtain porous titanium scaffolds
for BTE. The microstructural and mechanical properties were obtained, and further assessed by finite
element models. The authors discussed the feasibility of synthesizing BTE titanium scaffolds from
powder metallurgy techniques.

Several works have been published in this Special Issue regarding the experimentation of the
different techniques in BTE to enhance bone growth and regeneration processes. Cheng et al. [6]

Appl. Sci. 2020, 10, 2660; doi:10.3390/app10082660 1 www.mdpi.com/journal/applsci



Appl. Sci. 2020, 10, 2660

applied an electrical stimulation on human dental pulp-derived stem cells to promote bone healing.
The results presented in this work are promising, and reveal an enhancement in calcium deposition
at different days of the tests. Specifically, increasing levels of bone morphogenetic proteins were
found using electrical stimulation in the early stage of osteodifferentiation. On the other hand,
Kanawa et al. [7] studied adipogenic differentiation of mesenchymal stromal cells (MSCs), i.e., the
formation of adipocytes (fat cells) from MSCs. Adipogenesis is a key process when MSCs are used
in tissue engineering and regenerative medicine. The authors identified three genes involved in this
process. Grottoli et al. [8] investigated a non-invasive methodology to assess and quantify bone growth
and regeneration. Specifically, the authors developed a novel radiological approach, in substitution of
invasive histology, for evaluating the level of osteointegration and osteogenesis in orthopedics to oral
and maxillofacial bone grafts. The authors concluded that the newly established radiological protocol
allowed the tracking of the bone grafts, and showed effective integration and bone regeneration.
Finally, Nappo et al. [9] evaluated the dimensions and positions of dental implants regarding their
stability. This issue is relevant for the correct osteointegration and long-term success of dental implant
treatments. The authors evidenced that the implant length, diameter, and the maxillary regions have
an influence on primary stability.

Modeling and simulation of BTE and related bone tissue processes are an active field of research
with increasing importance, as demonstrated in this Special Issue. A total of nine papers were published
in this area. First, Vaitiektinas et al. [10] presented an automatic method for bone segmentation for
the clinical practice of endodontics, orthodontics, and oral and maxillofacial surgery. The automatic
method showed clinically acceptable accuracy results versus an experienced oral and maxillofacial
surgeon. This method allows one to efficiently reconstruct 3D bone geometries to be applied in oral
and maxillofacial surgery for the performance of a 3D virtual surgical plan (VSP) or for postoperative
follow-ups, as well as for their use as an input in in silico models. Raben et al. [11] modeled the
electrical stimulation as a therapeutic approach for the regeneration of large bone defects. Electrically
stimulated implants for critical size defects in the lower jaw were modeled using segmentation and
finite element software. Electric field maps were shown along the bone geometry. The authors
concluded that the parameters used in the numerical studies shall be applied in future in in vivo
validation studies. Baldonedo et al. [12] compared the different mathematical models which included
the mechanical evolution of bone tissue damage. The models were numerically implemented, using
the finite element method, and compared in 1D and 2D geometries. Moreover, Sanz-Herrera et al. [13]
presented a multiscale approach of the cortical bone tissue. The results were assessed by experimental
data, and they showed both macro- and microstructural stress and strain patterns, highlighting their
differences and emphasizing the importance of multiscale techniques for the characterization of bone
tissue. On the other hand, Koh et al. [14] developed a biomechanical model which allows to study
cartilage defect regeneration in the knee joint. The model considered a biphasic poroelastic formulation,
which was implemented in a finite element framework. The results were shown in a knee joint
model including cell and tissue distributions in the cartilage defect. The model was able to predict
interesting applications, such as the benefits of the gait cycle loading with flexion versus the use of
simple weight-bearing loading.

In silico biomechanical simulations for biomaterials and implants have also been included in this
Special Issue. In particular, Park et al. [15] studied 3D periacetabular implants using finite element
simulations. Different implant models were generated from computed tomographies and medical
images. The outcome of the simulations established the biomechanical performances of different
implant designs. This methodology can be used in the design phase of different orthopedic products
before implantation. Biomechanical analyses are also useful to predict important conclusions in
orthopedics. For example, Maknickas et al. [16] analyzed the risk of fracture in the osteoporotic lumbar
vertebra L1. The risk of fracture was evaluated by means of Monte Carlo finite element simulations.
The paper includes some validation from 3D printed vertebra models. The conclusions establish that
the risk of fracture is substantially higher for low levels of apparent density. Zaharie and Phillips [17]
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compared different finite element models of the pelvis using different continuum and structural
modeling approaches. On one hand, continuum isotropic, continuum orthotropic, hybrid isotropic,
and hybrid orthotropic models were developed. On the other hand, a structural model previously
developed by the authors was considered. The results show interesting conclusions and knowledge
when compared with a computed tomography-derived model of the pelvis.

Finally, the Special Issue ends with a review of the state-of-the-art numerical modeling and
simulation of BTE [18]. This paper emphasizes the importance of in silico simulations in two main
contexts: First, to optimize and reduce in vitro and in vivo tests (and hence to reduce time and cost) to
evaluate the performance of biomaterials in BTE processes. Second, an in silico methodology can be
used as a powerful design tool for biomaterials in BTE. The conclusions highlight the importance of
the experimental validation of the numerical models, and hence the multidisciplinary collaboration of
the involved scientific fields.

3. Conclusions

BTE is a mature field of research. It is also an active and hot topic of research. However, its clinical
practice is not as evident as the scientific results. Therefore, the transfer of methods and technology
from scientific research to clinical practice is the fundamental keystone of the methodology. It requires
the multidisciplinary and transversal collaboration of biomaterial scientists, modelers, biologists, and
clinicians. Moreover, in silico simulations of BTE processes may be helpful to accomplish this task.
This Special Issue covered the different state-of-the-art techniques and methods of BTE, including
many successful examples of multidisciplinary collaboration in this area. Therefore, the scientific
advances and accomplishments shown in this Special Issue may add some light to make BTE a clinical
viable reality.

Funding: This research was funded by the Ministerio de Economia y Competitividad del Gobierno de Esparia,
grant number PGC2018-097257-B-C31; and Consejeria de Economia, Conocimiento, Empresas y Universidad Junta
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Featured Application: Optimization of Scaffold Design and Flow Perfusion Culturing Conditions
for Maximal Delivery of Oxygen to the Cells Embedded Deep Inside of Engineered Tissues.

Abstract: Tissue engineering has the potential for repairing large bone defects, which impose
a heavy financial burden on the public health. However, difficulties with O, delivery to the cells
residing in the interior of tissue engineering scaffolds make it challenging to grow artificial tissues of
clinically-relevant sizes. This study uses image-based simulation in order to provide insight into how
to better optimize the scaffold manufacturing parameters, and the culturing conditions, in order to
resolve the O, bottleneck. To do this, high resolution 3D X-ray images of two common scaffold types
(salt leached foam and non-woven fiber mesh) are fed into Lattice Boltzmann Method fluid dynamics
and reactive Lagrangian Scalar Tracking mass transfer solvers. The obtained findings indicate that
the scaffolds should have maximal surface area-to-solid volume ratios for higher chances of the
molecular collisions with the cells. Furthermore, the cell culture media should be flown through the
scaffold pores as fast as practically possible (without detaching or killing the cells). Finally, we have
provided a parametric sweep that maps how the molecular transport within the scaffolds is affected
by variations in rates of O, consumption by the cells. Ultimately, the results of this study are expected
to benefit the computer-assisted design of tissue engineering scaffolds and culturing experiments.

Keywords: oxygen delivery; optimization; mass transfer; transport; bone tissue engineering;
computational fluid dynamics; Lattice Boltzmann method; scaffold design; culturing protocol;
Lagrangian scalar tracking

1. Introduction

Incidences of bone disorders constitute a significant economic burden to societies globally. In the
United States alone, the total annual cost (direct and indirect) of treating an estimated 126.6 million
people affected by musculoskeletal disorders exceeds $213 billion [1]. Moreover, with an increasingly
obese and ageing population, this trend is expected to continue further. Unfortunately, according to U.S
Department of Health & Human Services, only ~10% out of the 115,000 people who needed a lifesaving
organ transplant in 2018 have actually received it. This is because despite the overwhelming demand,
almost no FDA approved [2] artificial tissue products are commercially available today.

A major hurdle standing in the way of producing viable engineered bone is product size limitations.
These in turn stem from the inability to deliver sufficient amounts of metabolites (e.g., O,, nutrients,

Appl. Sci. 2019, 9, 2381; doi:10.3390/app9112381 5 www.mdpi.com/journal/applsci
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etc.) to the inner pore spaces of scaffolds, given that the cells consume them in large quantities as
they build tissue. Among these, O, plays a critical role in the cell growth and proliferation, and thus
its high concentrations have been correlated with both increased cellularity [3] and cell viability [4].
Conversely, a deficiency in O; can result in a hypoxic cell state, which is commonly associated with
decreased metabolic activity and potentially undesirable differentiation behavior [5-7]. Hence, optimal
oxygen transport is important in maintaining tissue function and overall survival within the artificial
tissues. For that reason, bone tissue engineering scaffolds are typically cultured in perfusion bioreactors,
the idea behind which is to facilitate the mass transfer using flow.

However, understanding what scaffold fabrication parameters and flow culturing conditions
result in the optimal O, delivery to the cells is made difficult by the complexity of the pore network
architectures in which they reside. This is because most large scaffolds are not transparent enough for
microscopy, and it is also difficult to measure the O, concentrations at different locations within the
scaffolds. Furthermore, the O, uptake rate by the cells changes over time [3]. All these complications
make the problem even more difficult to solve manually. For these reasons, computer simulation of
the O, transport and consumption offers itself as a viable alternative for obtaining insight into the
microenvironment, which is experienced by the cells seeded on the surfaces of the scaffold pores.

Yet, modeling of mass transport (and specifically of O,) within scaffolds is uncommon when
compared to flow parameters, such as stimulatory fluid shear stress, permeability, and pressure (see
Table IT in Ref. [8]). Furthermore, Table 1 below summarizes our overview of the few O, models that we
did find in literature. From it, it can be seen that the studies commonly use idealized geometries for the
scaffolds (e.g., a homogeneous porous medium) instead of realistic image-based. In reality, however,
the scaffold architectures may be inhomogeneous. Moreover, many of the models either do not take into
account specificities of bone tissue engineering, such as the need for flow perfusion, which generates
a stimulatory shear environment natural to the bone canaliculi [9,10]. Instead, many models either
target tissue engineering in general, or they may be specific to other tissue engineering disciplines;
for example, Ferroni et al. [11] modeled a cardiac scaffold, which is cultured under pulsatile flow
(not the case for bone). Finally, few of the models take into account O, consumption by the cells.
And among those that do, the rate is typically assumed to be constant. Thus, we were not able to find
a single bone tissue engineering model that accounted for all of the following: the realistic scaffold
structure, O, diffusion, convection, and variable consumption rates.

Table 1. Literature overview of O, simulations in tissue engineering scaffolds, shows that image-based
simulation of convection with diffusion and reaction has not yet been done.

Simulated (o)} O 0O, . e
Scaffold Type Geometry Diffusion  Convection Reaction Varied Parameter Citation
4555 Bioglass-PCL Robocast, . )
Bioactive Glass 70S30C Sol-Gel M}crgco;l;pl;ted Yes No No Void Fraction F;eldl[?;]e t
Foamed and Titania Foam Replicated omography :
Cardiac Tissue Eng. Idealized Yes Yes No Squeeze Pressure ef:r(;?i]
. . Microchannel Arrigoni
Microchanneled Hydrogel Idealized Yes No No Configuration etal. [13]
Periodically Self-Repeated . Geometry of the Liet
Representative Volume Element Idealized Yes No Yes Repeating Element al. [14]
Bone Tissue Eng. Molded Tantalum Idealized Yes Yes Yes Flow rate B;ri;gle?la]nn
Homogeneous Porous Medium Idealized Yes Yes Yes Flow rate, Porosity YaFl ; al

Therefore, in this work we aim to shed insight on how scaffold manufacturing parameters and flow
culturing conditions affect the O, transport and uptake by the cells in realistic bone tissue engineering
scaffolds. To do this, we use two types of commonly-implemented types: the salt leached foam and
the non-woven fiber mesh poly-L-lactic acid (PLLA) scaffolds. Their geometries are scanned in 3D
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using high resolution micro-computed tomography (uCT), and are imported into our image-based
Lattice Boltzmann Method (LBM) flow [16-19] and reactive Lagrangian Scalar Tracking (rLST) mass
transport [20] solvers. A big advantage of the latter is it can model particles with a range of reactivity,
which is informative about how cells that are not necessarily starved for O, consume it. In this way,
a more complete picture of O, transport within the different types of BTE scaffolds can be constructed.
The overall computational scheme is depicted in Figure 1.
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Figure 1. The image-based modeling methodology used in this work; scaffolds are scanned in 3D via
high resolution uCT, reconstructed in silico, and the resulting geometries are used by the LBM and
rLST solvers.

2. Materials and Methods

2.1. Scaffold Fabrication

The full details of the scaffold preparation protocols can be found in our previous
publications [16,17]. Briefly, the scaffolds were non-woven fiber meshes constructed using polymer
micro-fibers produced with spunbonding. The polymer used in the production of fibers was
poly-L-lactic-acid (grade 6251D, 1.4% D enantiomer 108,500 MW, 1.87 PDI, NatureWorks LLC).
A custom Brabender extruder (19.1 mm (0.75 in.) diameter x 381 mm length) was used to pressurize
and melt the polymer. A manually circulated collection screen was used to collect a random even
layering of fibers. Layers of fibers were stacked and measured until the stack reached a mass of
9.0 + 0.1 g within an area of 162.8 cm?. The collected non-woven fiber stack then had a 7 cm center cut
sheet obtained from it. Finally, using an 8 mm diameter die, discs were punched from the layered fiber
sheets. The resulting scaffolds used in culturing were 8 mm diameter and ~2.3 mm thickness. Average
fiber diameter was measured optically, using a Nikon HEX-II microscope.

The porous foam scaffolds were prepared using solvent casting/particulate leaching method [21-24].
Briefly, poly-L-lactic acid (PLLA, 114,500 MW, 1.87 PDI, Birmingham Polymers) was dissolved into
chloroform 5% w/v. The solution was then poured over a bed of sodium chloride crystals. Solvent
was allowed to evaporate for 24 h. The resulting salt-polymer composite was inserted into an 8 mm
diameter cylindrical mold and compressed at 500 psi. During compression, the composite was heated
to 130 °C and held at constant temperature and pressure for 30 min. Using a diamond wheel saw
(Model 650, South Bay Technology, Inc.), the resulting composite rod was cut into 2.3 mm thick discs.
The discs were placed into deionized water (DIH,0) under agitation for 2 days to leach out NaCl.
Entire DIH,O volumes were replaced twice per day. Leached discs were then removed from DIH,O
and placed under vacuum to remove moisture from the scaffolds. The resulting products were 8 mm
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diameter, 2.3 mm thick discs. Porosity of scaffolds was determined by measuring the solid volume
(mass of the scaffold divided by the density of PLLA) and by comparing it to the total scaffold volume
(assuming a cylindrical scaffold shape).

2.2. 3D Imaging and Virtual Reconstruction

The full details of our scanning procedure can be found in our previous publication [16,17,25].
Briefly, scaffolds were then scanned via uCT using a ScanCo VivaCT40 system (ScanCo Medical,
Bassersdorf, Switzerland) to obtain 10 um resolution, 2D intensity image slices at the optimum settings
of 88 pA (intensity), and 45 kV (energy). The acquired X-ray images were filtered for noise reduction
and assembled into 3D reconstructions of the scaffolds using a custom Matlab code (MathWorks Inc.,
Natick, MA). The scans were segmented using global thresholding. Threshold values were chosen such
that the porosity of scaffolds from 3D reconstructions were within 1% of experimentally calculated
porosities. Figure 2 is a typical 3D reconstruction of each scaffold type. Experimental porosities were
obtained by measuring the solid volume (mass of the scaffolds divided by the density of scaffold
materials) and comparing with total scaffold volume (assuming a cylindrical scaffold) as reported
in [16,17,20].

Figure 2.  Visual comparison of the two scaffold architecture types used in this study.
LEFT COLUMN—Salt-Leached Porous Foam Scaffold; RIGHT COLUMN—Non-woven Fiber Mesh
Scaffold. TOP ROW—Three dimensional reconstructions of 8-mm-diameter and 2.3-mm-thickness
scaffolds, obtained via uCT imaging (described in our previous works [16,17,25]). BOTTOM ROW—SEM
close-ups of representative regions on the scaffolds’ surfaces. Images are shown at two different
magnifications to illustrate morphological feature scales of the two scaffold types. Both of the scaffolds
are made from poly-L-lactic acid.

2.3. Fluid Flow Modeling: Lattice Boltzmann Method (LBM)

LBM was chosen for the present application because it is especially appropriate for modeling
pore-scale flow through porous media (such as scaffolds) due to the simplicity with which it handles
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complicated boundaries [16-18,20,26-29]. This is because LBM uses structured meshes for complex
geometries, unlike classical CFD approaches, which will rather utilize unstructured meshes. Another
advantage of LBM is that it uses a direct method based on first principles at the mesoscopic scale rather
than modeling the terms of the fluid flow governing equations at the macroscopic scale. In addition,
the LBM method has gained popularity within the scientific computing community because of the
ease with which it can be parallelized on supercomputers [30].

A previously developed custom-written, in-house code was used in this work [16-18,20,26,29,31].
The D3Q15 lattice [32], in conjunction with the single-relaxation time Bhatnagar, Gross, and Krook [33]
collision term approximation, was used to perform simulations. The no-slip boundary condition was
applied at solid faces using the “bounce-back” technique [34]. To take advantage of the inherent LBM
parallelizability, domains were decomposed using message passing interface [18,26]. The code has
been validated for several flow cases for which analytical solutions are available: forced flow in a slit,
flow in a pipe, and flow through an infinite array of spheres [16,26].

Each simulation domain was composed of a scaffold placed inside of a pipe. This is meant to
mimic the cassette holder that typically fixes the scaffold in the perfusion bioreactors. The pipe’s
length was taken to be approximately 10 times greater than the scaffold thickness, in order to avoid
periodicity artifacts, and to ensure that a uniform parabolic profile is developed before the flow reaches
the scaffolds. Simulations were performed for flow rates ranging between 0.15-1 mL/min. This is
considered a suitable range for culturing bone tissue in typical perfusion bioreactors. Convergence
was defined as when the average and highest velocities computed for the simulation domain vary by
less than 0.01% for two consecutive time steps.

2.4. Oxygen Transport Modeling: Reactive Lagrangian Scalar Tracking (rLST)

The full details of the rLST code can be found in our prior publications [20,26]. Briefly,
the trajectories of the rLST particles are determined by contributions from convection (obtained
using the velocity field from the LBM simulations) and diffusion (i.e., Brownian motion obtained from
a mesoscopic Monte-Carlo approach). For example, the new X position of a marker at time t+1 is
calculated from the previous position at time t as follows:

- - —(LBM) — (random)
X =X+ U At + AX; 1)

where ﬁt is the fluid velocity at the particle’s location at time ¢, as obtained from the LBM solver. On the
other hand, the random jump has a standard deviation that is given by ¢ = v2DgAt = V2vAt/Sc,
where Dy is the nominal molecular diffusivity (i.e., the diffusivity that the particles would have if
their motion was purely Brownian). It can also be expressed in terms of the dimensionless Schmidt
number Sc, which depends on the carrier fluid’s viscosity. The molecular diffusivity of O, in the cell
culture medium (assumed to be an aqueous solution at the physiological temperature of T = 37 °C)
was 2.62 x 1075 ecm?/s, which corresponded to a Schmidt number of 328.14.

The rLST simulations were performed using 1 million particles, which was found to be sufficient
to reproduce analytical results from the Taylor—Aris formula, during the validation runs. Their initial
positions were distributed uniformly in a release plane at the pipe’s entrance. Furthermore, in order to
model the O, consumption by the cells, each of the rLST particles had a probability ‘q’ to react upon
colliding with the scaffold walls: ranging from q = 0 (non-reactive) to q = 1 (fully reactive).

It was also assumed that the scaffold’s surface was uniformly covered with a monolayer of the
cells, each of them capable of consuming the O,. Since second order reactions (reactions between
solute particles) were not considered for this model, any interactions between the rLST markers were
neglected (i.e., they did not affect each other’s path). This approximation is good for a dilute solution.
The simulation was allowed to evolve for a total of 10,000-time steps, which were needed to achieve
equilibration. The "Mersenne Twister’ random number generator with a cycle of length (2% —1) was
used for all random number generation in the rLST code [35].



Appl. Sci. 2019, 9, 2381

3. Results

As previously discussed, efficient delivery of O, is vital to the cell survival in the 3D bone tissue
engineering scaffolds. Yet, choosing the optimal scaffold manufacturing parameters and the culturing
flow conditions is non-trivial, due to the complex transport phenomena occurring in the pore networks
of the engineered tissue constructs. For this reason, we have performed image-based simulation of the
fluid flow and of the O, transport that occur within two common types of bone tissue engineering
PLLA scaffolds: the salt-leached foam and the non-woven fiber mesh.

Their geometries were varied by controlling the amount and the size of the leached salt grains
for the former, and the fiber diameter for the latter. In order to compare the scaffolds on the same
scale, here the results are plotted as a function of the “specific surface area”—defined as the ratio of
surface area to total volume (as opposed to just solid volume). Furthermore, in order to analyze how
the transport of O is affected by the rate at which it is consumed by the cells, we considered different
probabilities with which its molecules can react upon colliding with the scaffold walls. Specifically,
we examined the condition of a uniform coverage of the scaffold surfaces with O,-starved cells in
Figures 3-6, while Figure 7 considers the case of the cells not starved for O,. Namely, the former
corresponds to an infinite surface reaction rate (i.e., instantaneous consumption of every O, molecule
that collides with a scaffold wall). It should be treated as a limiting case scenario, which allows for
a comparison of different scaffold structures on an equivalent basis.

Figure 3 is a plot of the O, “survival distance” in the stream-wise direction (the X-direction),
as a function of the scaffold structure and the cell-culture media perfusion flow rate. The survival
distance is defined as the distance that the rLST markers (representing the O, molecules) travel on
average, until they are “consumed” via a collision with a scaffold wall. From this figure, it is apparent
that the survival distance in the stream-wise direction increases as the flow rate goes up. This is
consistent with the Taylor-Aris dispersion theory, which states that the effective diffusivity in the
stream-wise direction should increase with the square of the Peclet number [20,34]:

Pe,,; = Re* Sc 2

where Re is the Reynolds number and Sc is the Schmidt Number. Its physical meaning is the ratio of
the transport by advection to transport by diffusion. In this study, Sc is fixed for an O, molecule in
an aqueous cell culture media at T = 37 °C, as was discussed in the methods section. Hence, according
to Equation (2), the Peclet number will increase proportionally with the value of Re, which depends on
the velocity of the fluid. This leads to a higher effective diffusivity of the solute in the stream-wise
direction, and thus, the O, can make it further into the scaffold before it is fully consumed by the cells.

Another trend that is apparent from Figure 3 is that the survival distance of O, is also inversely
proportional to the specific surface area of the scaffold. This makes sense, because the O, molecules
have a smaller chance to collide with the scaffold’s surface when it has less area exposed. Furthermore,
Figure 3 shows that the foam scaffolds have a lower specific surface area than the fiber ones. This leads
to noticeably longer survival distances of O; in the foam scaffolds.

10
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Figure 3. Survival distance in the stream-wise direction as a function of perfusion flow rate and scaffold
architecture. Data is plotted for the limiting case of the fully reactive Lagrangian Scalar Tracking
(rLST) particles.

Opverall, the result demonstrates that it is plausible to modify the scaffold’s geometry in order to
increase the efficiency of the O, transport within its structure. To that end, Equation (3) shows how the
surface area-to-total volume ratio ‘S’ of a fiber mesh scaffold is related to its porosity and fiber diameter
(see Supplementary Materials for derivation):

4(1-¢)
SFiber = ——— ®)
" Diper
where Dripe, is the fiber diameter and ¢ is the scaffold porosity. Similarly, Equation (4) shows how the
surface area-to-total volume ratio ‘S’ of a foam scaffold is related to its porosity and salt grain diameter
(see Supplementary Materials for derivation):

6¢
SFoan = DesaitGrain @
where Ds,jtGrain is the diameter of the salt grains used for leaching, and ¢ is the scaffold porosity.
Therefore, for a known scaffold porosity and diameter combination, one can relate these geometric
parameters to the surface area-to-total volume ratio of the scaffold (and thus, to the results of this
manuscript). It is also important to note that while Sgiper goes down with an increasing porosity ¢,
Sroam displays the opposite behavior, as can be seen from the Equations (3) and (4).

Interestingly, the survival distances in the Y and Z directions (i.e., perpendicular to the flow) go
down with the increasing flow rate (see Figure 4). The reason behind this is likely due to the particles
becoming entrained by the carrier fluid. Consequently, they move less in the Y and Z directions per
time step, relative to their displacement in the X. As a result, there is a smaller probability of collisions
with the walls in the former directions. However, since both the Y and Z survival distances are an order
of magnitude smaller than those in the X direction, the total survival distance is dominated by the
trend displayed by the latter.

11
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Figure 4. Survival distances in the Y & Z directions, as a function of the scaffold geometry and perfusion
flow rate. Data is plotted for the limiting case of the fully reactive rLST particles. Both scaffolds types
are chosen to have a similar specific surface area.

Another quantity of interest is the survival time of the O, molecules in the scaffolds. Figure 5 plots
this quantity as a function of the flow rate and the specific surface area of the scaffolds for the limiting
case of fully reactive rLST particles. Conversely to the survival distance in Figure 3, the survival time
in Figure 5 decreases with the flow rate, though the effect of the specific surface area remains the same,
and the survival time varies inversely-proportionally to it. Combining the results from both of the
figures, it becomes apparent that fully reactive molecules get carried to a farther distance by a higher
flow rate. However, they take a shorter time to get consumed by the cells on the surface of the scaffolds.
This is especially true for the scaffold geometries with a higher exposed surface area.
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Figure 5. Survival time in the stream-wise direction as a function of perfusion flow rate and scaffold
architecture. Data is plotted for the limiting case of the fully reactive rLST particles.
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Ultimately, it is of interest to measure the effective first order reaction rate constant kg, with which
the O, molecules get consumed in the scaffolds, after accounting for the mass transfer limitations.
To that end, Figure 6 is a plot of kg as a function of the flow rate and specific surface area of the
scaffold for the limiting case of an infinitely fast surface consumption of Oy. It reaffirms the previously
observed trends, which show that the O, is consumed faster in the scaffold structures with the higher
surface area-to-solid volume ratios. Furthermore, it also supports the finding that increasing the cell
culture media flow rate through the scaffold leads to a faster O, consumption in its pores.
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Figure 6. Effective O, reaction coefficient ke as a function of perfusion flow rate and scaffold
architecture. Data is plotted for the limiting case of the fully reactive rLST particles.

If the cells are not starved for O,, however, the rLST particles can be made to have a finite
(as opposed to infinite) probability of becoming consumed upon collision with the scaffold walls.
Thus, Figure 7 explores the role that the different cell affinities for consuming the O, have on its
transport in the pores. In this case, the rLST particles with the different reactivities are all released
simultaneously, and their survival times are compared as a function of the cell culture media flow rate
and the scaffold type.

Two trends are immediately apparent from Figure 7: 1) the O, in the fiber scaffolds (solid lines)
has a shorter survival time than in the foam ones (dotted lines), regardless of the cells” affinity for its
uptake. This is consistent with the trends in the previous section, which showed that the fiber scaffolds
have a higher specific surface area than the foams. This makes them more efficient at delivering the O,
molecules to the cells; and 2) the second trend essentially says that for a given surface reaction rate,
the consumption of O, will take longer at the slower flows. This is again consistent with a similar
trend that was shown in Figure 5, where the survival time increased with the slower flow rate.

13
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Figure 7. O, survival time as a function of the consumption rate by the cells on the scaffold surface.
Data is plotted for salt leached foam and non-woven fiber mesh scaffolds at four different flow rates.

4. Discussion

In this manuscript, we carried out a study of how the O, mass transfer is affected by the scaffold
manufacturing and the flow perfusion culturing parameters in bone tissue engineering scaffolds.
The knowledge obtained from the reported results is needed in order to overcome the product-size
limitations, which are commonly experienced due to hypoxia and necrosis in the center of large
scaffolds. To solve the problem, we used an image-based approach of scanning the true scaffold
structures in 3D using a high resolution uCT, and then fed the obtained geometries to our in-house
parallelized fluid flow (LBM) and mass transport (rLST) solvers. Two scaffolds commonly used in
bone tissue engineering, the salt leached foam and the nonwoven fiber mesh, were used for this study.
The O, transport results were parametrized as a function of the specific surface area of the scaffold,
the flow rate in the bioreactor, and the affinity to consume the molecule by the cells.

The main conclusions from our work are that the scaffolds with the higher specific area (i.e., surface
area-to-solid volume ratio) result in more frequent molecular collisions with the cells. This increases
the chances of the O, uptake by them, which results in a higher consumption (i.e., shorter survival
times and distances) of the molecules in the scaffold. Furthermore, by increasing the flow rate in the
bioreactor, the O, transport can be both facilitated (as seen from the shorter survival time in Figure 4)
and delivered deeper into the scaffold (as seen from the longer survival distance in Figure 3). Thus,
the overall effective O, reaction coefficient kg can be increased by maximizing both the specific surface
area of the scaffold and the flowrate through its pores. This is evident from Figure 6.

Interestingly, the conclusion that an increased flow rate improves the O, delivery to the cells has
also been reported by Bergemann et al. [4]. However, increasing it indefinitely is not an option because
there is a trade-off with the shear forces exerted on the cells by the flow. Specifically, values in the range
of 0.1-25 dynes/cm? [36-38] are generally considered to be beneficial because they mimic the natural
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microenvironment in bone canaliculi [9,10] and have been shown to promote tissue regeneration [39—-42].
On the other hand, an excessive shear in the range of 26-54 dynes/cm? and higher can cause cell lysing
and/or detachment from the scaffold [43,44]. Therefore, there is some optimal flow rate, which was
found to be 45 pL/min by the Bergemann et al. study [4]. However, this value is specific to their
scaffold-and-cell combination, and it could vary for other alternatives. Therefore, both image-based
numerical simulations and cell viability assays are necessary for tuning the optimal conditions for
other types of cultures. Whereas, at least the physical understanding provided in our study should be
applicable across all scaffold types because they are expressed in terms of the specific surface area.

Finally, Figure 7 in our manuscript provides insight into how the O, transport depends on its
consumption by the cells. In this case, we are not assuming that the cells are O,-starved (and as a result
take up every oxygen molecule that collides with them). Instead, we vary consumption rate of the O,
at the scaffold surface in order to measure how this affects its transport in the scaffold. The results
reported in this figure allow other researchers to understand the changes in the scaffold’s transport
microenvironment over time. They also show how the flowrate and specific surface area trends are
affected by the cell-specific O, consumption rates.

The limitations of our study are that the cells are assumed to have a uniformed coverage on
the scaffold surface. In reality, they would likely prefer some areas of the scaffold more than others.
Furthermore, the tissue they lay down and the forces they exert on the scaffold would likely alter the
internal structure of the scaffold (and in turn the flow field in its pores). Unfortunately, our model
does not account for these types of influences by the cells on the mass transfer of O,. Additionally,
the scaffold’s structure in the real experiment could change due to wetting forces, fiber flexibility,
and the natural degradation of PLLA. The latter produces acidic byproducts, whose removal is
facilitated by the fluid flow [45], yet in our study, the scaffold’s structure remains static throughout the
virtual experiment.

However, the results presented in this manuscript expose qualitative trends that should hold
true regardless of the necessary simplifications. Therefore, it is expected that they should contribute
significantly to the field of bone tissue engineering scaffold design and experiment optimization.

5. Conclusions

Mass transfer of O, in scaffolds cultured in perfusion bioreactors is of interest to the fields of bone
and other types of tissue engineering. Specifically, understanding how to control it can be instrumental
to resolving product size limitations when it comes to culturing organ-sized scaffolds. Therefore,
we performed an image-based simulation study, in which we showed that the scaffolds with the higher
surface area-to-solid volume ratio result in a more efficient transfer of O,. Additionally, we showed
that the effect can be increased further by flowing the cell culture media through the scaffold faster.
Serendipitously, this also delivers the O, deeper into the scaffold pores, which is key to overcoming
the product-size limitations mentioned earlier. Furthermore, we provided a parametric sweep over the
rates of O, consumption by the cells situated on the scaffold surfaces. This visual aid yields insight
into how the different cell affinities for consuming the O, can affect the molecule’s transport through
the biological porous media. Finally, the computational framework presented in this study can serve
as a viable tool for optimizing the scaffold design and experimental culturing protocols for other types
of tissue engineering as well.
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Abstract: Triply periodic minimal surfaces (TPMS) are becoming increasingly attractive due to
their biomedical applications and ease of production using additive manufacturing techniques.
In the present paper, the architecture of porous scaffolds was utilized to seek for the optimized
cellular structure subjected to compression loading. The deformation and stress distribution of
five lightweight scaffolds, namely: Rectangular, primitive, lattice, gyroid and honeycomb Ti6 Al4V
structures were studied. Comparison of finite element simulations and experimental compressive
test results was performed to illustrate the failure mechanism of these scaffolds. The experimental
compressive results corroborate reasonably with the finite element analyses. Results of this study can
be used for bone implants, biomaterial scaffolds and antibacterial applications, produced from the
Ti6Al4V scaffold built by a selective laser melting (SLM) method. In addition, Ti6Al4V manufactured
metallic lattice was filled by wollastonite (CaSiO3) through spark plasma sintering (SPS) to illustrate
the method for the production of a metallic-ceramic composite suitable for bone tissue engineering.

Keywords: Ti6Al4V scaffolds; triply periodic minimal surfaces; selective laser melting; additive
manufacturing; biomaterial applications; finite element analysis; spark plasma sintering; wollastonite

1. Introduction

Titanium and its alloys have been widely used for biomedical and orthopedic applications, such
as hip, knee, femur, vertebra, bone and skull, due to their excellent antibacterial/biocompatibility,
strength-to-weight ratio and wear and corrosion resistance in comparison with stainless steel [1-5].
Implants have been made by computer numeric control (CNC) machining, or powder metallurgy,
followed by different post-processing procedures. The metallic biomaterial scaffolds are applied for
stent placement [6] or bone replacement [7]. Three dimensional (3D) printed porous scaffolds are
suitable for seeding cells, delivering drugs, and are able to carry compression/tensile loading [2,3].
Biological activities along the scaffold surface (cell growth) and structural design of the scaffolds for
additive manufacturing (AM) are both very important, and extensive research has been conducted [8].
With the use of optimal scaffold material and the suitable design for AM, scaffolds with added
functionalities, elastic modulus, and strength matching the human bone can be realized [9].

Triply periodic minimal surfaces (TPMS) are some of the designs that are expected to be optimal
candidates for bone tissue engineering applications. Primary simulation of the TPMS are crucial for
designing these scaffolds to figure out the stress distribution, deformation and failure mechanism of
porous structure [10,11].
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Gradient structures, unit cell size, strut diameter, the volume fraction the of sample, plasticity and
damage tolerance, as well as the minimizing of cost/time are considered during the computer-aided
design (CAD) and simulation. In order to have optimized lightweight structures under loading
and in vivo or in vitro conditions, printed scaffolds can be graded axially or radially [12]. Recently,
research is focused upon polymeric printing using polyjet/inkjet deposition [13], which is faster with no
post-processing, unlike metal printing. However, the low mechanical properties of polymer 3D printed
materials make it non-applicable for in vivo conditions. Porous Ti6Al4V structures have yield strength
and compressive strength in the range of 90-220 MPa [14]. The computer-aided design (CAD) of
porous scaffolds and finite element analysis (FEA) have recently attracted much attention in the tissue
engineering field. Fluid permeability [15] and biocompatibility [16] of scaffolds depends directly on the
pore geometry and topology [17] of structures. The curved shape, smoothness, good flowability, 3D
manufacturability and biocompatibility of Ti6Al4V powder particles makes Ti-based alloy promising
for load bearing bone implants [18]. It is well known that the artificial bone scaffolds should have
the following characteristics: (1) Biocompatibility with living tissues; (2) mechanical properties for
trabecular bone and cortical bone (ranging from 0.7 to 15 MPa till >100 MPa [19]); and (3) porous
fabricated structures for osteoporosis diseases. Periodic porous materials like TPMS are potential
candidates for biomimetic scaffold architecture [19]. The main advantage of TPMS scaffolds is the
open interconnected cell structure, deemed to facilitate cell migration, vitalization and vascularization,
while retaining a high degree of structural stiffness [20]. Henceforth, mechanical properties, especially
compressive strength, is considered as an important parameter for TPMS scaffolds. In this paper, we
have performed compressive tests, where the experimental results are compared with the FEA for the
selected promising TPMS structures.

Ti6Al4V is considered as excellent biomaterial because of higher fatigue strength, tensile strength
and compressive strength [21-24]. However, it is bioinert, where an improper integration takes place
with the host bone, resulting in a weak interfacial bond. As a result, at the bone-implant interface,
there can be an accumulation of the necrotic fibrous tissue [25]. Nevertheless, in vivo life of the load
bearing scaffolds can be increased by improving the interfacial bond of the bone and the metallic
scaffolds. To improve the interfacial bonding, Ti6Al4V scaffolds are filled with wollastonite. Spark
plasma sintering (SPS) was used for integrating wollastonite into the cellular Ti6Al4V structure [26].
Highly porous acicular wollastonite (CaSiO3) with micro- or nano-sized pores results in high corrosion
resistance and good biocompatibility [27,28].

Hence, the present study aims to fabricate Ti6Al4V scaffolds reinforced with bioactive elements
(wollastonite) for the proper integration of the implant to the bone via tissue growth. By reviewing the
articles, the deficiency of comparison between the mechanical properties of scaffolds, FEA, and an
assortment of them regarding the applications is tangible. Five different Ti6 Al4V scaffolds (samples)
with identical outside dimensions and similar weight, namely: Rectangular, primitive, lattice, gyroid
and honeycomb, were considered. They were chosen based on the desire to provide a continuous surface
that is important for the growth/cultivation of viable cells and other aspects of tissue engineering [29].
The rectangular type has vertical available surface, whereas the primitive is made by sequential hollow
spheres (proper for fluid permeability and drag delivery). Therefore, scaffolds A and B have vertical
flat and spherical areas to flourish the cells. In the case of the lattice type structure, it is possible to
specify the size of the cell and the diameter of the strut to figure out the proper cylindrical surface of
the metallic rods. It is an intersecting cellular structure that is easy to use during the following of the
SPS process, since it can be easily modeled, printed and filled by binder powders, and also allows
a larger shrinkage required to produce hard metal-ceramic composites with a low porosity level by
SPS [30]. The gyroid-type structure represents irregular continuous curves, and honeycomb considers
embedded tubes, which are connected by horizontal washers.

A SolidWorks design and Ansys FEA combination were used to generate these structures and to
further anticipate the mechanical behavior of the scaffolds subjected to compressive loading. The results
from simulations are compared with the experimental compressive results.
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2. Materials and Methods

Five distinct scaffolds were designed by SolidWorks, as shown in Figure 1 (rectangular, primitive,
lattice, gyroid and honeycomb, respectively). The names are chosen according to the shape of the
structures. These computer-aided design (CAD) models can be used both in finite element analysis
(FEA) for the simulation of mechanical properties and the selective laser melting (SLM) process for
the fabrication of the real parts. All the five scaffolds were of the following dimensions: A diameter
of 20 mm and a height of 15 mm. The weight range of these samples varied between 3.8 and 5.5 g.
Ti6Al4V powders with size of 10-45 um (produced by a gas atomization process) from TLS Technik were
used as the raw material for the production of triply periodic minimal surfaces (TPMS)-type scaffolds.

Figure 1. Scaffolds with: (A) Rectangular-, (B) Primitive-, (C) Lattice-, (D) Gyroid- and (E)
Honeycomb-type structures (Dimensions: 20 mm in diameter and with 15 mm height), designed via
computer-aided design (CAD) software.

A Realized SLM50 device with a maximum laser power of 120 W was used for the fabrication
of the scaffolds. The following parameters were used for the fabrication of Ti6Al4V by SLM: Laser
current 3000 mA, exposure time 600 us, point distance 1 um and unit cell size 1.5 mm. These
are standard parameters that are observed for the fabrication of the Ti6Al4V samples. SLM-SPS
processes were combined for producing metal-ceramic hybrid composites, which is suggested for
chronic osteomyelitis, Vancomycin local delivery, and infected bones replacement in the field of tissue
engineering [9]. The entire spark plasma sintering (SPS) setup is kept under the glovebox, in order
to maintain the consolidation process in an inter atmosphere. This also helps in avoiding oxygen
contamination during the SPS consolidation process. Microstructure of the samples were observed
using scanning electron microscope (SEM), (Zeiss EVO MA 15, Germany)

Structural explicit dynamics using the AUTODYN solver and arbitrary Lagrange-Euler (ALE)
method via ANSYS Workbench 17.2 is applied for these simulations. A high-quality finite element
analysis (FEA) mesh is generated to gain a high-resolution response. The linearized governing motion
equation in cylindrical coordinates (7, 6, z) can be expressed by [31]:

doyy  1dog do, 1 3 _ u,
ar r 90 0z * r (orr = 000) +Fr = p ot? M
30}9 1 80‘99 aﬁgz 2 o 82u9
ar ' r d0 oz o0t Fo=p ot? @)

do 1do do 2 %u

o Yoo T T tE=rgE ®

where, 0;; = 0j; is the Cauchy stress tensor, u; is displacement, p is density and F; is body force
(Fy = Fg = 0, F; = axial compression). In the simulation, compressive punches are assumed rigid
(unchanged dimension). Bottom punch is the fixed support and the top punch was kept moving until
a maximum force of 100 kN (safe loading of machine), or a maximum deformation of 10 mm (with rate
of 2 mm/min), is reached. Both the experimental tests and the numerical simulations have identical
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boundary conditions. An Instron 8500 apparatus was used for measuring the compression tests of
these scaffolds.

3. Biomaterial Production and Characterization

Figure 2 shows the five different TPMS scaffolds with a diameter of 20 mm and a 15 mm height.
The five different TPMS scaffold types are: (a) Rectangular with a vertical flat area, (b) primitive,
(c) lattice, (which is a very common type of structure produced using SLM [32]), (d) gyroid and
(e) honeycomb (which is another common structure that is produced by SLM). Similarly Figures 3-7
exhibits the stress distribution and deformation in the five different TPMS scaffolds.

e
o‘y“‘a ";“A"‘é"lll7's‘lv“‘$‘u“‘1‘2‘|‘s 14

Figure 2. Scaffolds (their weight indicated in parentheses) with: (A) Rectangular (3.97 g), (B) Primitive
(5.35 g), (C) Lattice (3.78 g), (D) Gyroid (4.04 g) and (E) Honeycomb (5.52 g) structures with 20 mm
diameter and 15 mm height manufactured by selective laser melting.
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Figure 3. Rectangular scaffold simulation: (A) Stress and (B) displacement (final height after compression:
15 — 4.26 = 10.74 mm; red dots are separated particles in contact with compressive punches).
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Figure 4. Primitive scaffold simulation: (A) Stress and (B) displacement (final height after compression
15 - 6.91 = 8.09 mm; the red dots are separated particles in contact with compressive punches).
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The 99.9% purity wollastonite (CaSiO3) with a particle size of 1-5 um (supplied by NYAD,
grade 1250) is filled and sintered (frittage) inside an argon-atomized Ti6Al4V cellular lattice structure
via an SPS machine (made by FCT Systeme), as shown in Figure 8. The process was performed with

an optimal pressure of 30 MPa at a temperature of 1100 °C, with a heating rate of 100 °C/min and a
holding time of 5 min [33].

Deformation (mm)
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Figure 5. Lattice scaffold simulation: (A) Stress and (B) displacement (final height after compression
15 - 9.11 = 5.89 mm; red dots are separated particles in contact with compressive punches).
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Figure 6. Gyroid scaffold simulation: (A) Stress and (B) displacement (final height after compression
15 - 8.1 = 6.9 mm; these red dots are separated particles in contact with compressive punches).
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Figure 7. Honeycomb scaffold simulation: (A) Stress and (B) displacement (final height after compression
15 — 4.24 = 10.76 mm; red dots are separated particles in contact with compressive punches).
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Wollastonite composition consists theoretically of 48.28% CaO and 51.72% SiO,, while usually, the
natural mineral may contain small amounts of iron, aluminum, magnesium, potassium and sodium
(Figures 8A and 9A). An SLM-manufactured Ti6Al4V lattice with 1 mm cell size filled by CaSiO3
powder and sintered in SPS (Figures 8B and 9B) are shown. The results show a good boundary between
ceramic and lattice after SPS and polishing (Figures 8C and 9C).

C

Figure 8. (A) Wollastonite (CaSiO3) powder, (B) selective laser melting (SLM)-produced Ti6Al4V lattice
structure with 1 mm cell size, and (C) Sintered sample (dimensions of lattice structure: 20 mm diameter
and 15 mm height before spark plasma sintering (SPS) and 6 mm height after SPS and polishing).

Lattice ceramic boundary
Ti6AI4V lattice strutdiameter

Figure 9. SEM micrographs of (A) wollastonite (CaSiO3) powder, (B) Sintered CaSiO3 embedded in a
Ti6Al4V lattice after SPS, and (C) High magnification image of metal-ceramic boundary.

4. Results and Discussion

An in vitro simulation and experimental results are required before an in vivo assessment of
any biomaterial. From the literature, the ultimate strength of Ti6Al4V manufactured by SLM or
electron beam melting (EBM) can be found between ~1.0-1.2 GPa [34,35], and this value is applied for
simulations in the current research. The rectangular scaffold (Figure 3) exhibits a high compressive
strength, and deformation mostly occurs in the top and/or bottom part of the sample. The final
height of rectangular and honeycomb after the compression test are similar. Comparison between
Figures 3 and 7 present the findings that due to interlayer horizontal sheets, embedded multi-tubes
(inspired by multi-walled carbon nanotubes) and hexagonal pores, the honeycomb scaffold has less
stress concentration values; it is wrinkled with an expansion in diameter.

As expected, primitive, lattice and gyroid scaffolds (Figures 4-6) exhibited uniform deformation.
For these three conditions, adding layers upon layers with a defined unit cell size (for example a lattice
with intersecting cellular rods) produce desired structure shapes easily, but will be deformed relatively
easily during compressive loading. It shows that cell type, size and alignment together play a pivotal
role on their failure mechanism [36]. The experimental stress-strain curves from the compression
test are shown in Figure 10. As seen from Figure 10, primitive, lattice and gyroid scaffolds show a
more inferior deformation stress than in the case of rectangular scaffolds. In addition, the rectangular
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scaffold shows uniform plastic deformation allowances, where the stresses were distributed uniformly
and the local overloading is completely avoided. It is shown that rectangular (due to vertical channels
and fluid permeability) and honeycomb (due to horizontal plates and hexagon pores) are structures
can bear high compressive loads. As demonstrated in section views of Figure 11, rectangular scaffolds
have vertical thin plates that are resistant against distortion and deformation, whereas, honeycomb is
more suitable for alive cell growth due to horizontal plates and continuous open porosity.
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Figure 10. Stress-Strain compression results of scaffolds produced using the selective laser melting.

A B

Figure 11. Section view of: (A) Rectangular, and (B) Honeycomb scaffolds.

The applicability of the porous TPMS scaffolds can be extended to applications related to (1) oxygen
transport and/or (2) scaffold permeability [37]. The porous TPMS scaffolds can also contribute to
enhanced cell seeding, and at the same time can maintain nutrient transport throughout the whole
scaffold during in vitro culturing [16]. Regarding the final height of the deformed samples, the
experimental compressive results (Figure 12A-E) are compared with the FEA analytical outcomes
(Figures 3B, 4B, 5B, 6B and 7B), which are in good agreement. Regarding the Von Mises stress
distribution (Figures 3A, 4A, 5A, 6A and 7A), primitive, lattice and gyroid scaffolds are relatively
flexible/deformable structures, while more deformation energy can be absorbed by rectangular and
honeycomb structures. Hence, for the rectangular structure, stress concentration and distortion can
appear in the upper part of sample, but honeycomb failure started from the bottom of structures.
Adding metalliclattice structure (Ti6Al4V) to ceramic reinforcement like wollastonite (CaSiO3) produces
a composite with higher wear resistance, damage tolerance and mechanical properties resulting in a
higher durability of bones [38,39]. The strut diameter of the lattice is currently ~ 200 um, while it could
be increased up to 1 mm (Figure 9C). This ability helps to control volume fraction of both Ti6Al4V
and CaSiOj3 in the composite required to achieve the density and porosity characteristic for bones.
Besides, our SLM-SPS combination provides the possibility of making complicated shapes/structures
for antibacterial or biomedical applications (Figure 8C). Height of scaffolds after the analytical and
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experimental compression test are presented in Table 1. Statistical comparison shows a satisfying
agreement between them. For Lattice scaffold (1 mm cell size and 0.5 mm strut diameter), the simulation
outcomes show relatively lower weight than the experimental results. Such differences between the
simulation and experimental results may be attributed to the porosity and unmelted/attached Ti6Al4V
particles in the SLM parts [38,40].

Table 1. Compression test data (comparison of finite element analysis (FEA) simulation and
experimental results).

Weight Before Volume H'elght a.fter Helgh"t after Maxunur'n
. Simulation Experiment Compressive
Scaffold Type Test (g) Fraction

(Figure 2) (% of Metal) (mm) (mm) Load (kN)

(Figures 3-7) (Figure 8) (Figure 9)
Rectangular 40+01 19+1 11+1 11+£2 100 +5
Primitive 54+02 28+1 8+2 8+2 52+2
Lattice 3.8+0.1 17 +2 6+2 8+2 12+1
Gyroid 40+0.1 26 +2 7+2 8+1 35+2
Honeycomb 56+0.1 19+1 11+1 12+£3 70 £ 4

A B C D

Figure 12. Triply periodic minimal surfaces (TPMS) scaffolds after compressive test with indication of
their final height: (A) Rectangular —11 mm, (B) Primitive —8.4 mm, (C) Lattice —8.8 mm, (D) Gyroid
—7.6 mm and (E) Honeycomb —12.1 mm.

Primitive TPMS have the highest volume fraction (28.2%, Table 1), and it might be interesting for
biological activities due to a larger specific surface area. Stress distribution was uniform (Figure 4A),
and shows a least difference between the simulation and experiment result (Figure 12B). Gyroid shows
similar behavior as primitive, but including some broken/separated pieces in the top area because of a
curvy cross section surface under compression. Strength of rectangular scaffold (Figure 12A) subjected
to compressive loading is presented in Figure 9 and Table 1.

It survived under the maximum test load (100 kN). Comparison between A and Figure 12A shows
that middle rectangular sections are less affected during compression, and any major deformation
starts from the outer layers. Rectangular structure with rectangular/vertical channels is supposed for
cells viability, oxygen transport and fluid permeability, otherwise it can be reinforced by horizontal
plates (similar to honeycomb, Figure 11) for higher resistance against shear stress.

5. Conclusions

In this paper, five different Ti6Al4V triply periodic minimal surface structures with different surface
areas were created by CAD design, namely rectangular, primitive, lattice, gyroid and honeycomb.
The finite element simulation in comparison with 3D additive manufactured experimental results
illustrated similar mechanical behaviors when the samples were subjected to compressive loading.
They had uniform stress distributions and relatively identical displacements. It was found that ANSYS
simulation has a potential to predict the mechanical behavior of additively manufactured scaffolds.
Rectangular and honeycomb were novel cellular scaffolds designed for high compressive load-bearing
and biological application with vertical and horizontal available surfaces, respectively. Rectangular
scaffold is identified as suitable for oxygen transport and fluid permeability, whereas, honeycomb is

26



Appl. Sci. 2019, 9, 3844

found to be the best for the growth of cells. SLM-manufactured Ti6Al4V lattice can be sintered via SPS
along with CaSiOj3 for load bearing bone replacements.
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Abstract: Titanium and its alloys are reference materials in biomedical applications because of
their desirable properties. However, one of the most important concerns in long-term prostheses
is bone resorption as a result of the stress-shielding phenomena. Development of porous titanium
for implants with a low Young’s modulus has accomplished increasing scientific and technological
attention. The aim of this study is to evaluate the viability, industrial implementation and potential
technology transfer of different powder-metallurgy techniques to obtain porous titanium with
stiffness values similar to that exhibited by cortical bone. Porous samples of commercial pure titanium
grade-4 were obtained by following both conventional powder metallurgy (PM) and space-holder
technique. The conventional PM frontier (Loose-Sintering) was evaluated. Additionally, the technical
feasibility of two different space holders (NH4;HCO3 and NaCl) was investigated. The microstructural
and mechanical properties were assessed. Furthermore, the mechanical properties of titanium porous
structures with porosities of 40% were studied by Finite Element Method (FEM) and compared with
the experimental results. Some important findings are: (i) the optimal parameters for processing
routes used to obtain low Young’s modulus values, retaining suitable mechanical strength; (ii) better
mechanical response was obtained by using NH4HCOj3 as space holder; and (iii) Ti matrix hardening
when the interconnected porosity was 36-45% of total porosity. Finally, the advantages and limitations
of the PM techniques employed, towards an industrial implementation, were discussed.

Keywords: biomaterials; titanium; powder metallurgy; loose sintering; finite element method;
mechanical behaviour

1. Introduction

Nowadays, most of the research efforts are focused on the development of metallic biomaterials
for bone replacement. Among all biomaterials, it is widely known that titanium and its alloys are the
candidates with the best in vitro and in vivo behaviour. However, the stress-shielding phenomenon
remains a concern in their use for biomedical applications. The stress shielding is associated with the
mismatch between the Young’s modulus of bone tissue and titanium (cortical bone around 20-25 GPa
and titanium 110 GPa) [1], which causes bone resorption and eventual fracture of the host cortical
bone surrounding the implants [2,3].

The design and manufacturing of implants with lower stiffness materials could be a solution for
this problem [4] and several works conducted aiming to develop scaffolds with a suitable balance
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between mechanical and biofunctional behaviour [5-7]. Currently, there are different methods to reduce
the stress shielding, such as: (i) Polymer matrix compounds. An example of this kind of biomaterial is
the HAPEX®, composed by 40% hydroxyapatite and 60% HDPE (High Density Polyethylene), although
itis not used for load-bearing applications due to their limited mechanical properties [8]. (ii) Metastable
f-titanium alloys. These materials have lower moduli (55-90 GPa) and have been in development since
the 1990s. Even the low moduli monolithic Ti alloys are significantly stiffer than bone [9]. Their medical
use is also conditioned for their low wear resistance and limited strength. Important advances in
new Ti-Nb-Ta-Mn alloys represent a promising way to solve problems related to stress shielding but
still the reduced strength of the samples is considered a concern [10]. (iii) Porous materials. Up to
34 processing routes to fabricate porous materials have been reported [11-13]. The objective of many
of these methods is the manufacturing of titanium foams [14-20], in which the porosity percentage
must be controlled with the aim to reduce the implant stiffness without any undesirable influence
on the mechanical properties [21]. In this context, the limitations in controlling the quantity, size,
distribution and morphology of the pores by conventional routes should be considered. Furthermore,
the high cost, and the great difficulty in obtaining reproducibility and versatility of the new processing
routes (laser sintering, ion beam milling, field-assisted sintering technology (FAST), etc.) should be
also contemplated. On the contrary, both the powder-metallurgy processing and the space-holder
technique provide a suitable route to obtain Ti porous structures [21]; they also have a remarkable
advantage because they are an economical and non-toxic methods, without a toxic agent that can affect
cellular functions.

From a powder-technology point of view, porous titanium could be produced by several
methods [12,13,17-25]. The performance of porous titanium via conventional Powder Metallurgy
(PM) offers flexibility and it is also a cost-effective alternative. Among the different techniques, there
are interesting manufacturing processes where low compaction pressures are employed because of
higher porosities and a lower Young’s modulus can be obtained. Loose sintering (LS) is an attractive
method to produce porous specimens. In this process, compaction pressure is not applied. In this way,
specimens produced by this technique have higher porosity than specimens fabricated via conventional
PM. Despite that, there are not so many works where the porous titanium could be produced at low
compaction pressure [1]. In order to solve the limitations of conventional PM, space holder techniques
help to control porosity parameters such as pore morphology and percentage [1,15,26-31].

In addition, the effective material response can be determined experimentally or numerically.
Although the experimental characterization cannot be replaced entirely by numerical methods,
numerical analyses complementing the experimental characterization may serve to reduce the
experimental effort significantly, filling gaps in experimentation. In this sense, numerical models
have the potential to provide a deeper insight into the underlying microstructural mechanisms of
deformation and thus a deeper understanding of the material behaviour. Finite Element Method
(FEM) is presented as a useful technique to generate the models of titanium foams in order to obtain
mechanical properties [32].

Therefore, within the above context, the aim of the present study is to appraise the feasibility and
repeatability of described processing techniques: conventional PM, LS and space-holder technique.
In addition, the mechanical properties of porous structures have been assessed by FEM. The results
obtained are compared in order to evaluate those different techniques, in terms of advantages
and limitations, and the particular features of each fabrication route. The present work has been
concluded with a summary of the most favourable technique according to industrial viability, economic
benefits and reproducibility, achieving an optimal equilibrium between mechanical properties and
biofunctional behaviour.

2. Materials and Methods

Commercially pure titanium (cp Ti) powder produced by a hydrogenation/dehydrogenation
process has been used as the starting powder (SE-JONG Materials Co. Ltd., Incheon, Korea).
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Its chemical composition is equivalent to cp Ti ASTM F67-00 Grade IV. Two different space holders have
been employed: sodium chloride, NaCl (Panreac Quimica S.A.U., Barcelona, Spain, purity > 99.5%)
and ammonium bicarbonate, NH4;HCOj3, (Cymit Quimica S.L, Barcelona, Spain, with a purity of 99.9%).
The space-holder granules, NaCl and NH,;HCOj3, with a large particle size (according to Table 1) were
selected to promote a higher degree of interconnectivity of the pores, and a high average size of space
holder (>100 um) would fulfil the requirements to ensure the bone ingrowth.

Table 1. Particle size distribution of materials used.

dp10), um dis0), um dpoo}, um
Ti powder 9.7 23.3 48.4
NaCl 183.0 384.0 701.0
NH4HCO3; 73.0 233.0 497.0

In order to obtain the green bodies, conventional PM at low pressure (including its particular
limits: loose sintering, LS) and space-holder techniques have been implemented. In an LS route,
the metal powder has been poured and vibrated into a cylindrical mould of alumina for 2 min,
which has then been heated to the sintering temperature chosen (1000 °C and 1200 °C) under high
vacuum (~10~% mbar). In the space-holder technique: (1) the blends of cp Ti powder and space-holder
particles [cp Ti+NaCl or cp Ti + NH4HCO3], only powder mixtures with 30 and 40 volume percent of
space holders were prepared in a Turbula® T2C, blended for 40 min to ensure good homogenization;
(2) afterwards, the compaction of the mixture takes place (800 MPa, pressure defined according to
the compressibility curve of the material and the results of a previous work [26]), (3) subsequently,
regarding to the space holder used, the elimination step has been performed. The NH,;HCO; is
thermally removed (60 °C + 110 °C; both stages of the thermal treatment are carried out for 10-12 h and
at low vacuum conditions 10~2 mbar) [26], while the salt has dissolved in distilled water (temperature
between 50 and 60 °C, without agitation and during 4-5 immersion cycles) [19]. Sintering was carried
out under high vacuum in a CARBOLYTE STF 15/75/450 ceramic furnace with a horizontal tube (2 h
at 1250 °C under high vacuum conditions: ~1075 mbar) [26].

The manufacturing parameters have been stablished in order to obtain mechanical properties
(Young’s modulus, E, and yield strength, ¢, similar to the cortical bone. The powder mass has been
calculated to produce specimens with fit dimensions for compression tests (height/diameter = 0.8).
The compaction stage in conventional PM and space-holder technique has been carried out in an
INSTRON 5505 machine (Instron, Massachusetts, United State).

Density measurement has been performed out through the Archimedes’” method with distilled
water impregnation, due to its experimental simplicity and reasonable reliability (ASTM C373-88).
Total porosity P(Arch) and interconnected porosity (Pi) have been calculated from the density
measurements. For the image analysis, sectioned parts have been prepared by a sequence of
conventional metallographic steps (resin mounting and grinding) followed by a mechanic-chemical
polishing with magnesium oxide and hydrogen peroxide. The porosity evaluation by image analysis
has been performed by using an optical microscope Nikon Epiphot (Nikon, Tokyo, Japan) coupled
with a camera Jenoptik Progres C3 (Jenoptik, Jena, Germany), and the software Image-Pro Plus 6.2,
Mediacibernetic, Bethesda, MD, USA. Image analysis has been evaluated with 10 pictures of 5x and
20x for each processing condition. The following morphological pore parameters have been estimated
by this method: (i) the total porosity P(IA), (ii) equivalent diameter (D,;) defined as the average
diameter measured from the pore centroid, (iii) the pore shape factor, Fy = 4mA/ (PE)?, where A is the
pore area and PE is the experimental perimeter of the pore, (iv) the mean free path between the pores is
described as the mean size of the necks between the pores, A, and (v) the pore interconnectivity (Cpore)
is defined as the fraction of connected pores of the total reference line length. Light Microscopy (LM)
has also been used for the basic observation of the microstructural features of the surface samples.
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The mechanical compression testing has been achieved according to the recommendations of the
Standard ASTM E9-89A, by means of a universal electromechanical Instron machine 5505 applying a
strain rate of 0.005 mm/mm-min. All tests have been run up to a strain of 50%. The yield strength (o),
relative strength (defined as the ratio between the strength of porous material and the bulk material)
and Young’s modulus (E;) have also been determined. Furthermore, dynamic Young’s modulus (E;)
measurements by the ultrasound technique have been performed [26,33]. Three specimens have been
tested in order to calculate a mean value of dynamic Young’s modulus. Previously, the specimens have
been characterised by porosity measurements (density) and mechanical compression testing.

Finally, FEM was implemented to conduct the numerical characterization of mechanical properties
(Young’s modulus, E, and yield strength, U’y) for the sample with 40 vol.% of porosity developed in
this work. For this, a 2D finite element model proposed by the authors [6,34] was used. This numerical
model, based on geometries generated from information of the pore morphology, combines a 2D
periodic geometry with the information of the pore morphology extracted from image analysis (P(IA),
pore size distribution, and elongation factor, F,).

3. Results

This section may be divided by subheadings. It should provide a concise and precise description
of the experimental results, and their interpretation as well as the experimental conclusions that can
be drawn.

3.1. Physical and Microstructural Properties

LM micrographs and parameters associated to porosity (P(IA), Deg, Ff, A and Cpore) are shown in
Figure 1 and Table 2. These parameters are related to the researched processing routes: conventional
PM technique (compaction pressure (0 and 13 MPa) and sintering temperature (1000 and 1200 °C))
and space-holder technique (type (NaCl and NH4HCO3) and space-holder content (30 and 40 vol.%)).
For the last route, compaction pressure and sintering temperature have been fixed in 600 MPa and
1250 °C, respectively.

Figure 1. Micrographs corresponding to different processing conditions of evaluated techniques: Loose
Sintering, conventional Powder Metallurgy (PM) and space-holder technique: (a) 0 MPa and 1000 °C;
(b) 0 MPa and 1200 °C; (c¢) 13 MPa and 1000 °C; (d) 13 MPa and 1200 °C; (e) 30 vol.% NaCl; (f) 40 vol.%
NaCl (g) 30 vol.% NH4HCO3; and (h) 40 vol.% NH4HCOj3. All of the samples have been sintered for
2 h under high vacuum (~1075 bar).
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Table 2. Effect of different techniques and processing conditions on the porosity of the samples.

Archimedes Image Analysis
Processing Conditions
Pi, % P(Arch), % P(A), %  Deg, pm Fr Cpore A, pm
Loose Sinterin. 1000 °C 44.1 44.8 45.3 17 0.70 0.2 25
8 1200 °C 28.5 35.2 30.0 15 0.82 0.1 41
13 MP. 1000 °C 28.0 29.3 30.8 14 0.79 0.1 36
a 1200 °C 6.2 13.6 13.1 10 0.93 0.0 66
30 vol.% NaCl 20.5 28.5 28.4 47.0 0.90 0.3 157
40 vol.% NaCl 27.5 35.8 35.1 78.0 0.74 0.2 181
Space holder 30 vol.% 224 27.8 29.1 18.1 0.90 0.3 57
P NH,HCO; . . . . . .
40 vol.%
NH,HCO, 29.3 37.6 36.6 32.0 0.84 0.3 80

3.2. Mechanical Properties

In this work, the influence of the manufacturing technique that would lead to obtaining an
optimal equilibrium between the mechanical strength and the Young’s modulus in order to replace the
cortical bone (150-200 MPa and 20-25 GPa, respectively) is analysed. Table 3 summarizes the results
of mechanical compression testing and ultrasound technique.

Table 3. Effect of different techniques and processing conditions on mechanical properties of the
samples obtained by compression test and ultrasound testing.

Experimental
Processing Conditions
oy, MPa E;, GPa E;, GPa
Loose Sinterin. 1000 °C 67 9.6 29.1
8 1200 °C 165 25.1 50.5
1000 °C 200 125 50.1
13 MPa 1200°C 350 26.1 59.4
30 vol.% NaCl 415 4.6 45.1
Space holder 40 vol.% NaCl 187 5.3 29.0
P 30 vol.% NH4HCO; 389 15.9 38.9
40 vol.% NH4HCO3 272 5.8 30.0

In addition, the influence of the total porosity in the Young modulus (by ultrasound technique)
is illustrated in Figure 2. As expected, the material stiffness presents a direct relation to the effective
area of the titanium matrix (inverse to the porosity). Mathematical models are also added to fit the
experimental results: Gibson and Ashby [35], Pabst-Gregorova [36], and Knudsen [37] and Spriggs [38].

¥ Loose Sintering
100+ ¥¢ Conventional PM
4@ Space-Holders (NaCl)
<> Space-Holders (NH4HCO3)
— — Gibson & Ashby [42]
—— Pabst & Gregorova [43]
= = Knudsen [44] & Spriggs [45]
—— This work

80+

60+

40

20 Dt %

0 T T "
10 20 30 40 50 60 70
Total Porosity (%)

Dynamic Young's Modulus, E (GPa)

Figure 2. Dynamic Young modulus vs. total porosity: Influence of the manufacturing route.
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In the present work, a new and suitable model is proposed in order to represent the experimental
results in porous titanium materials from total porosity between 10 and 60 vol.% (see in Equation (1)):

E=Ep (e*o'w’ ) — 0.03Ep;, )

where Er; is the Young’s modulus for bulk titanium and P is the total porosity of the sample.

Moreover, in previous research, different models have been developed to explain the correlation
between the relative strength and the density in sintered materials. In the geometric model, spherical
pores are assumed [39]. It is based on the geometrical relation between the porosity and the cross
section area of the material. In addition, there is a model known as “simple Brick” where the pores with
a cubic geometry are supposed [40]. The relative strength is determined in this method, considering
the probability of being found a solid part in the tested volume. A correlation between the relative
strength vs. density and interconnected porosity of the porous titanium specimens, produced via
conventional PM and space-holder techniques, are shown in Figure 3a,b, respectively.

X Loose Sintering
¥ Conventional PM

0.904 @ Space-Holders (NaCl) — 0.754
= <> Space-Holders (NH4HCO3) b':
b 0.75 Geometric Model [35] / -0.601 P(Arch) = 42-47 %
e - - Simple Brick [36] ¢ %, L™ Pi=36-45%
= 0.60{— This work % / % <
£ v Y # S 045/ Oy: 175 -211 MPa
S o e 0
& 0.45- P g
s 5 X B 030 \
n -304 &
o 0.30 2 0\
2 - s 0.15
8 0.15 - o '
2 Py % o %
0.00 , . . . . . . 0.00 . . : . . .
15 20 25 3.0 35 40 45 10 20 30 40 50 60 70
Density (g/cm®) Interconnected Porosity (%)
(a) (b)

Figure 3. (a) Density vs. Relative Strength; (b) Interconnected Porosity and Relative Porosity vs.
Relative Strength (porous material strength/full dense material strength).

The analysis of mechanical behaviour of specimens produced via conventional PM, could be
estimated using the simple brick model; however, the geometrical model is not capable of predicting
any tendency. Therefore, in Equation (2), an exponential model is proposed in order to fit successfully
the type and range of pores, which are produced by the space -holder technique:

% = <1.88 3*3”) —02. )

3.3. Finite Element Simulation

The case under study chosen in this numerical analysis is the porous compact fabricated
following the space holder technique, by using ammonium bicarbonate, NHy;HCOj3, as a space
holder and obtaining a 40 vol.% of total porosity. This is the porous compact that has shown the most
interesting mechanical properties, with the best balance between stiffness and mechanical integrity and,
consequently, the ideal candidate for the use in cortical bone replacement. Following the methodology
described by Mufioz et al. [6,34], and making use of the main porosity characteristics extracted from
experiments (total porosity, pore size distribution and elongation factor distribution), one finite element
geometry has been randomly generated for the porous materials under study: 40 vol.% of total porosity.
The simulated microstructure of the porous material is comprised of two different phases: a titanium
matrix and a series of pores randomly distributed. The mechanical properties of cp Ti have been used
to describe the behaviour of the titanium matrix: a Young’s modulus E7; = 110 GPa, a yield stress
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og; = 700 MPa and a Poisson’s ratio v = 0.33. In order to describe the hardening plasticity behaviour
of titanium, an isotropic hardening with a very small tangent modulus Et = 1 GPa has been used.
The pore morphology (equivalent diameter, D, and elongation factor, F,) has randomly generated
following a normal distribution from the experimental data. The following values have been extracted
from experimentation to be used in the pore generation: D¢y = 32 um and F = 0.65. In addition, the
pore orientation has also been randomly generated following a uniform distribution.

Making use of the FE models, two different compression tests have been simulated. First, with
the aim of predicting the mechanical properties of the porous material, a compression test under
displacement control up to 1% macroscopic strain has been simulated. Then, the predicted uniaxial
stress—strain responses have been obtained. The results in the simulation are summarized in Table 4.

Table 4. Prediction of mechanical properties for the case of study corresponding to a porous compact
fabricated by 40 vol.% NH4HCOj3 space holder.

Properties Experimental FEM
E, GPa 31 39
oy, MPa 170 153

From the presented results, it can be seen that very good agreement is achieved with the proposed
FE model, for both Young’s modulus and yield stress.

Second, in order to complete the numerical analysis and for a better understanding of the
mechanical behaviour of the porous material, the stress distribution within the porous matrix has
been analysed in detail. By using the proposed FE model, a compression test under displacement
control was performed until the macroscopic yield is reached (¢, = 170 MPa, in this case). The results
of this virtual test can be seen in Figure 4, where the contour plot of the von Mises stress distribution
at macroscopic yield is shown.

Loading
direction

0 100 200 300 500 650 900
MPa

Figure 4. Example of Von Mises stress distribution at macroscopic yield. The case studied
corresponding to a porous compact fabricated by a 40 vol.% NH4HCOj3 space holder.

In Figure 4, it can be observed that, even though the applied macroscopic stress is only 170 MPa,
there is a considerable portion of the material with a high stress level, due to stress concentration
around the pores, as it could be expected.

4. Discussion

In the present study, potentialities and disadvantages of different processing routes are compared
in terms of: viability (cost and potential industrial application), reproducibility (reliability), limitations
(porosity range, size, shape and distribution) and transversality of stablished or optimized protocols
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to other interested emerged and/or higher value added sectors. The framework used to make that
comparison is based on the capability to achieve an optimum equilibrium between mechanical (E and
oy, according according to bone tissue to substitute) and biofunctional behaviour (allowing bone
ingrowth and obtaining an inside porous roughness to improve osteointegration and infiltration with
bioactive materials).

Concerning to the microstructural results, in conventional PM, compaction pressure and sintering
temperature have a significant effect in porosity (see Table 2). In general, temperature has the highest
effect over porous morphological parameters as well as final porosity. For the temperature range
studied, when temperature increases, an approximately 70% porosity reduction is observed. Porosity
range that can be achieved through the implementation of this technique is from 13.6% to 44.8%,
reaching the highest values by LS at 1000 °C sintering temperature. In this case, the porosity becomes
more interconnected (44.1% at 0 MPa and 28.0% at 13 MPa). As it was expected, when temperature
increases: (a) pore size is reduced, a 12% for 0 MPa compaction pressure level and a 29% for the
highest pressure value; (b) pores are more rounded (shape factor, Iy, close to one); (c) closed or isolated
porosity is higher; (d) porous contiguity decreases until reaching zero value (isolated porosity); and
(e) the distance between porous is 2.64 higher. Moreover, in general, compaction pressure effect is
lower than the temperature influence.

Regarding to the space-holder technique, the type of space holder used defines the porous
morphology (irregular surface), fracture behaviour and plastic deformation of the specimens. These
factors could affect, to some extent: (1) preserving the pore size (related to the space-holder volume);
(2) the pore walls roughness; (3) increasing of interconnectivity between the pores; (4) the collapse of the
porous structure of specimens (structural integrity of the samples during the process of space-holder
evacuation); (5) the manufacturing cost of the specimens (time and resources); (6) the reproducibility of
the evacuation space-holder process (it depends on the number and control of the process parameters)
and (7) the risk of the residual space-holder content, from the point of biomedical view.

In this context, considering the range of compaction pressure, it is observed how the use of space
holders allows for achieving higher porosity levels and similar sizes to the original space holder
distribution compared to the conventional PM technique.

The total porosity could be controlled by varying space-holder content, although a small
proportion of isolated micro-porosity has been observed (Figure 1 and Table 2). This micro-porosity is
produced during the sintering of titanium powders.

The role and the comparison of the studied space-holder size (NaCl and NH;HCO3) should be
analysed by considering the particle size distribution of the starting powders (Table 1). By using
30 vol.% of space-holder content, D, of the obtained pores is around 2.6 greater employing NaCl
Although the differences between the obtained D,; can lead to a decrease in a 15% using 40 vol.%
of space holder. The increasing of interconnectivity (A) for NHyHCOj3; implies balances between the
differences due to an original space-holder size employed.

Moreover, a round shaped porosity is formed (slightly shape boundary related to the sintering
stage). Nevertheless, a small part of the porous, for NaCl as a space-holder, could be preserving
the cubic geometry according to the original morphology, whereas the pores are shaped due to the
employment of the NHy;HCOj3; showing an elliptical and elongated morphology. Additionally, the
porous titanium specimens produced by NH;HCO3; manifest a better porous homogeneity distribution
than the ones fabricated with NaCl; during the powder compaction, the NaCl is less fractured than
the NH4HCO;3. In spite of that, the NaCl removal is more costly, less repeatable and less feasible to
industrial implementation.

Regardless of the nature of the space-holder, increasing their content has some important
outcomes: pore shape factor is reduced (irregular morphology of porous boundary); the contiguity
(Cpore) is kept constant for both cases; interconnected porosity for 30 vol.% of space holder represents the
75% of the total porosity, while 40 vol.% of space holder reaches 78 %. Both values of the interconnected
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porosity and the suitable size of the pores promote the bone ingrowth. However, its influences on the
mechanical behaviour should be considered (see below).

At this point of this reported research, the results and discussion have been focused on the analysis
of each fabrication method independently, where the influence of the processing parameters on the
porosity has been evaluated. The following stage is now emphasised on a general comparison of
both processing routes. A significant difference in morphology and porosity distribution among the
specimens produced via conventional PM and a space-holder technique is observed (see in Figure 1).
In conventional PM, the obtained pores present an irregular shape and a more homogenous distribution
than in the space-holder process, in which the morphology of the pores reproduces the employed
space-holder geometry. The D, obtained by using a space holder are larger than those resulted from
the conventional PM (Table 2). These results verify the potential and versatility of the space-holder
method to control the shape, the size, the proportion and distribution of the porosity, in order to
achieve biofunctional and biomechanical equilibrium of the implants. This notwithstanding, both
industrial application viability and low cost of conventional PM routes are well known features.

Within the context of porous implants in contact with bone tissue, some previous papers have
reported that a suitable bone ingrowth can be achieved with a mean pore size of around 50 pm [41,42].
However, there are other studies where the optimal bone ingrowth happens for pore size range of
100-200 pm [9,43,44]. Nevertheless, several authors” works show a better infiltration achievement with
polymers or bioactive glasses if the pore size overcomes 200 um [45]. Accordingly, the conventional
PM route manifests a drawback and thus only 6% of the pores (0 MPa and 1000 °C), which assures
doubtful bone ingrowth, being almost a non-existent possibility to perform infiltration tests. On the
other hand, the space-holder method allows for achieving successful results of optimal bone growth
and better infiltration of the polymers or bio-glasses in the pores [45].

Considering the mechanical behaviour analysis results (Figure 2), to achieve a suitable stiffness
range (2025 GPa), it is necessary to obtain a total porosity between 40-55%. It could be achieved by
using conventional PM, only when temperature and pressure are in the limits of this technique (0 MPa
and sintering temperatures 1000 °C and 1100 °C), although there is a notable loss of the mechanical
strength (see below). However, the space-holder technique presents a great feasibility to get these
values of total porosity and even to lower stiffness values (6-8 GPa at higher porosity), it being possible
to replace the trabecular tissue by these obtained results.

Concerning mechanical properties, two different analyses have been made, aiming at the
evaluation of the role of the manufacturing route tested in the compression behaviour (Figure 5).
Independent of the processing technique used, a parameter is fixed for each comparison: in Figure 5a,
Young’s modulus close to the cortical bone is set in ~29 GPa (porosity total range between 37.6-44.8%)
and the influence of the processing technique on the yield strength (c) of the porous specimens is
studied. In order to reach the same Young’s modulus, higher porosity is needed for a loose-sintering
technique, its compression yield strength being committed (Table 3). This fact is related to the lack
of powder compaction step and low sintering temperatures, without ensuring a good strength of the
formed neck (also critical to fatigue and flexural requirements).

Yield strength values are fixed in a range from 150 to 200 MPa meeting the requirements of the
cortical bone tissue in Figure 5b, evaluating what occurs with the total porosity, the mean size of
the pores (Table 2) and the Young’s modulus (Table 3). A complete analysis of the results seen in
Figure 5b allows for specifying that only samples processed by a space-holder technique with 40 vol.%
could be implemented as substitute of the cortical tissue (bio-mechanical balance between stiffness
~20-25 GPa and mechanical strength, ~150-200 MPa). These specimens present a total porosity of
~37%. Two behaviours of losing mechanical efficiency are observed related respectively to: decreasing
compaction pressure by a conventional PM route (reduction of cold welding of titanium powders,
weaker necks); and increasing the pore size in a space-holder technique.
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Figure 5. Uniaxial compression tests: (a) Young’s modulus closed to the cortical bone is set in ~29 GPa
(porosity total range between 37.6-44.8%); (b) yield strength values are fixed in a range (150-200 MPa)
meeting the requirements of the cortical tissue. Compression stress vs. Strain curves of specimens
manufactured by different PM routes.

The decreasing trend of the relative strength observed in Figure 3a,b undergoes two different
performances (see in the slope curves). A proportional and expected loss of the mechanical strength
with the reduction of the load section is observed. Then, a part of the strength decrement regarding the
pore content, is compensated by the titanium matrix strengthening (see in the lowest slope); this fact
occurs in ratio P;/P(Arch) > 0.89 (P; = 40%) and it is related to the large stress triaxiality originated by
more interconnected porosity, in addition to more roughness contour of pores. This strengthening is
not representative to the porosity range achieved via conventional PM. The mechanical requirements
of cortical bone tissue could be guaranteed in the shaded area in Figure 3b (175-211 MPa). These
results are consistent with that proposed by Kubicki [46]: before the mean stress reaches levels close to
the yield strength (approx. 33%), in the surrounding area of the notch, it is produced a triaxiality stress
state and local plastic strain. As a consequence in ductile material, the yield strength of a notched
specimen is higher than the uniaxial one [47]. Therefore, the local plastic strain involves a macroscopic
hardening reflected in the yield strength increment of the material [48]. This aspect was observed
in Figure 4, where a localized effect of pores was made evident, but a good balance between the
mechanical properties was achieved (Table 4), according to the results obtained by the FE model.

5. Conclusions

The assessing of conventional PM and space holder technique reported here allowed for stating
some findings about the influence on both microstructural and mechanical properties of porous Ti for
bone replacement:

1. Young’s modulus of porous Ti samples could be reached close enough to the cortical bone by
conventional PM (29 GPa), in the absence of the compaction pressure stage (loose-sintering technique),
with a sintering temperature of 1000 °C, and 2 h under high vacuum. However, the mean pore
size (~17 pm) and the mechanical strength (~67 MPa) of the porous titanium do not guarantee the
mechanical requirements of biomedical applications. Both increments of compaction pressure and
sintering temperature improve the quality of the sintering necks, which imply decreasing of the
amount and the size of the pores; consequently, the stiffness is increased (>50.5 GPa) and the capability
of bone ingrowth.

2. The space-holder method is the more suitable of the two evaluated routes to reach a
biomechanical balance (E and ¢y) and biofunctional equilibrium (bone ingrowth), through the control
of the processing parameters, the type of space holder, the compaction pressure and the sintering
temperature, according to viability, feasibility and implementation costs in the industrial sector, in
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addition to the achievement of the desirable balance. The use of NH;HCO3 as space holder (40 vol.%
and ~200-300 um mean particle size distribution) is recommended. The optimal manufacturing
parameters proposed are the following ones: firstly, a compaction pressure of 600 MPa, next, in the
space-holder elimination stage, 60 °C for 10 h plus 110 °C for 12 h in vacuum (10~ mbar) and sintering
conditions at 1250 °C, for 2 h and high vacuum (10~° mbar). These parameters ensure the production of
porous titanium where the stress-shielding phenomenon is reduced, and suitable mechanical strength
and bone ingrowth are achieved.
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Abstract: Human dental pulp-derived stem cells (hDPSCs) are promising cellular sources for bone
healing. The acceleration of their differentiation should be beneficial to their clinical application.
Therefore, a conductive polypyrrole (PPy)-made electrical stimulation (ES) device was fabricated
to provide direct-current electric field (DCEF) treatment, and its effect on osteo-differentiation of
hDPSCs was investigated in this study. To determine the optimal treating time, electrical field of
0.33 V/em was applied to hDPSCs once for 4 h on different days after the osteo-induction. The
alizarin red S staining results suggested that ES accelerated the mineralization rates of hDPSCs. The
quantification analysis results revealed a nearly threefold enhancement in calcium deposition by
ES at day 0, 2, and 4, whereas the promotion effect in later stages was in vain. To determine the
ES-mediated signaling pathway, the expression of genes in the bone morphogenetic protein (BMP)
family and related receptors were quantified using qPCR. In the early stages of osteo-differentiation,
the mRNA levels of BMP2, BMP3, BMP4, and BMP5 were increased significantly in the ES groups,
indicating that these genes were involved in the specific signaling routes induced by ES. We are
the first using DCEF to improve the osteo-differentiation of hDPSCs, and our results promise the
therapeutic applications of hDPSCs on cell-based bone tissue engineering.

Keywords: human dental pulp stem cells; substrate-mediated electrical stimulation; direct current
electric field; osteo-differentiation; bone morphogenesis proteins

1. Introduction

Mesenchymal stem cells (MSCs) are one of the promising stem cell types due to their availability
and relatively simple requirements for in vitro expansion and genetic manipulation [1]. In addition to
the well-characterized MSCs derived from bone marrow, increasing evidence suggests that human
dental pulp contains a substantial amount of stem cells, i.e., human dental pulp stem cells (hDPSCs) [2].
These cells demonstrate proliferation and differentiation properties similar to those of MSCs [3]. Unlike
bone marrow stem cells, the harvest of hDPSCs does not require additional clinical procedures, making
them a promising source of stem cells for tissue regeneration [4]. In addition to the application of
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generating dentin-like structures [5], hDPSCs also exhibit proliferative ability in vitro and can be
induced to differentiate into numerous cell types, such as neurons, osteoblasts, and adipocytes [6-8].
Therefore, hDPSCs have been applied in several regenerative studies including ischemia [9], muscular
dystrophy [10], neurological diseases [11], and diseases of bone and cartilages [12,13].

Bone is a specialized connective tissue that develops through the differentiation of osteo-progenitor
cells, primarily osteoblasts, towards gradual ossification, i.e., osteogenesis [14]. Osteoblasts produce
amorphously fibrous tissue that gradually becomes densely packed to form core bone matrix through
adhesion between the secreted extracellular matrices (ECM) followed by calcium phosphate crystal
deposition, which is known as bone mineralization [15]. When the stem cells were cultured in vitro,
they could be osteo-induced by chemicals, including dexamethasone, 2-phospho-L-ascorbic acid, and
3-glycerophosphate [16]. Because osteogenic growth factors, such as bone morphogenetic proteins
(BMPs) and their receptors, can modulate the proliferation and differentiation of implanted osteogenic
cells [17], another induction method is to transfect cells with certain kind of BMPs genes to increase
their osteogenic capability [18]. Due to multiple functions of BMPs in postnatal bone growth and
bone homeostasis [19], they are highly required for osteoblast differentiation and bone formation
during embryonic development. Therefore, BMPs are broadly applied for bone regeneration to attract
precursor cells from the host to invade scaffolds and induce osteoblastic differentiation.

In addition to chemical and biological inductions, physical cues are also applied for bone tissue
engineering. Electrical stimulation (ES) has been proven to influence numerous cellular processes,
including migration (via TORC2/PI3K), cell cycle, cell proliferation, and angiogenesis [20-22]. Therefore,
different tissues, such as nerves, muscles, and cartilage, have been guided by ES to promote their
development and regeneration [23]. Actually, hDPSCs have been administrated in vivo combing pulsed
electrical magnetic field (PEMF) treatment for healing injured nerves, however, there was no difference
when comparing to the PEMF only group [24]. In contrast, electrodes have been inserted to medium to
directly stimulate hDPSCs, which significantly improved the expression of osteocalcin [25], suggesting
that direct-current electric field (DCEF) may facilitate the differentiation of hDPSCs compared to the
PEMF treatment. Regarding the bone repair, Wolff’s law indicates that bone regeneration always adapts
to the loading. Because collagen in bone tissue demonstrates piezoelectricity, it has been hypothesized
that mechanical signals delivered to cells may be mediated by electrical current generated by bone
matrix [26]. Therefore, ES may be a potential treatment to promote differentiation of stem cells.

Although the insertion of electrodes to culture medium may easily provide DCEF treatment, this
method may elicit unwanted redox reactions of the medium ingredients as well as the faradaic reaction
and corrosion of the electrodes [27]. Therefore, we have previously fabricated a conductive polypyrrole
(PPy) film to construct an ES device [28]. Different from 3D conductive scaffolds, 2D conductive films
allow us to easily monitor cells [29,30]. These PPy films were applied for direct-current electric field
(DCEF) treatment to rat bone marrow stromal cells (rBMSCs) [28]. Although these PPy films were not
examined in vivo, r-BMSCs demonstrated good adhesion and proliferation on these PPy films because
of their good biocompatibility [31,32]. Our results revealed that the mineralization of rBMSCs can
be highly promoted by DCEF treatment, and the improvement highly depended on the ES treating
time [33].

Although our study indicated that DCEF may facilitate osteogenesis of rBMSCs, whether this ES
provides similar effects on hDPSCs is still unclear. Therefore, ES devices fabricated using conductive
PPy films were applied in this study to investigate the promotion effect of substrate-mediated ES
treatment on osteo-differentiation of hDPSCs in vitro. Mineralization levels were illustrated by alizarin
red S staining and quantified by the calcium-(ocresolphthalein complexone) (Ca-OCPC) complex
method. The expression profiles of genes in the BMP family were also evaluated by qPCR. In addition,
stimulations at different time points were performed to determine the temporal influences of ES
on osteogenesis.
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2. Materials and Methods

2.1. Materials

Fetal bovine serum (FBS) and trypsin-EDTA were obtained from Gibco/Thermo Fisher Scientific
(Waltham, MA, USA). The DPSC BulletKit was obtained from Lonza (Basal, Switzerland). Pyrrole,
ammonium persulfate, dexamethasone, 2-phospho-L-ascorbic acid trisodium salt, 3-glycerophosphate
disodium salt hydrate, Triton X-100, and glutaraldehyde were purchased from Sigma-Aldrich (St Louis,
MO, USA).

2.2. Cell Culture of Human Dental Pulp Stem Cells (1DPSCs) and Osteogenesis Induction

Human dental pulp stem cells (hDPSCs) were obtained from Lonza (Basel, Switzerland), which
were isolated from adult third molars collected during the extraction of a donor’s “wisdom” teeth.
These cells express CD105, CD166, CD29, CD90, and CD73, and they do not express CD34, CD45, and
CD133 markers. After being thawed from cryopreserved tubes, the cells were maintained in DPSC
BulletKit medium with 10% FBS. The osteogenesis of hDPSCs was induced by adding osteogenic
supplements (100 pm ascorbic-2-phosphate, 10 mM (3-glycerophosphate, and 100 nM dexamethasone)

to the DPSC BulletKit medium.

2.3. The Preparation of Polypyrrole (PPy) Films and the Fabrication of the Electrical Stimulation Device

The fabrication of PPy films was performed following our previous publication [20] with slight
modifications. Tissue culture polystyrene (TCPS) dishes with diameters of 10 cm were used as the
substrates for PPy film deposition. First, 15 mL each of 0.1, 0.3, or 0.5 M of pyrrole and ammonium
persulfate at 0.2 equivalent concentrations (i.e., 0.02, 0.06, and 0.1 M, respectively) were added to the
dishes and gently mixed for 15 min at 4 °C to facilitate film formation. Afterward, the film was rinsed
with deionized water and dried in an oven at 37 °C. The sheet resistances of these PPy films were
examined using four-point probe (EverBeing, Hsinchu, Taiwan) analysis. To ensure coating uniformity,
each film was examined at 20 different points in different regions. Afterward, the fabricated PPy films
were trimmed to rectangles with dimensions of 60 mm X 58 mm. Polypropylene rings with diameters
of 10 mm and heights of 8 mm were glued onto the PPy films to create wells for the cell culture
(Figure 1). The opposite ends of the films were covered with tin foil paper as electrodes and fixed
with stainless steel clips. The device was sterilized under UV light for 30 min. The culture areas were
washed with phosphate-buffered saline (PBS) followed by culture medium. These ES devices were
placed in polystyrene culture dishes with diameters of 15 cm for insulation, and the electrodes were
connected in parallel to a DC power supply (Regulated DC power supply, Hola, Taiwan). In addition,
these ES devices were examined by DCEF procedure for 12 h to ensure their electrical stability.

2.4. Culture of hDPSCs on the Electrical Stimulation Devices and the Induction of Osteogenesis

For the DCEF treatment, the cells were seeded in regular culture medium on the PPy films at a
density of 15,000 cells/cm? for one day. Afterward, the medium was replaced with osteogenic medium,
and the DCEF treatment with an electric field of 0.33 V/cm was immediately applied for 4 h, which
was determined according to our previous study [28,33]. The medium was changed every three days.

2.5. Lactate Dehydrogenase (LDH) Assay

Cell numbers were quantified using the CytoTox 96 Non-Radioactive Cytotoxicity Assay (Promega,
Madison, WI, USA) by measuring cytosolic lactate dehydrogenase (LDH) activity. Prior to the analysis,
100 puL of fresh medium was replaced to each well, and 15 puL of lysis buffer was added to release LDH
from the live cells. After transferring 50 uL of LDH-releasing medium to 96-well microplates, 50 uL of
LDH reagent was added and incubated for 30 min at room temperature. Finally, 50 uL of stop solution
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was added per well, and the absorbance at a wavelength of 490 nm was measured. A standard curve
was generated using known cell amounts to calculate the cell numbers of the samples.

A B

Figure 1. The layout of the electrical stimulation (ES) device and the actual fabrication format. (A) The
design of substrate-mediated ES device. The polypyrrole (PPy) films were deposited on the tissue
culture polystyrene (TCPS) dishes and trimmed to rectangles with dimensions of 60 mm X 58 mm.
Nine polypropylene rings with diameters of 10 mm were glued onto PPy films to constrain the area of
cell culture. Two electrodes were placed at the opposite ends of the PPy films and were connected in
parallel to an external DC power source. (B) The actual photo of the ES device.

2.6. RNA Extraction and Real-Time Quantitative PCR (gPCR)

Cells in each experimental group were collected, and their mRNAs were extracted using
TRIzol reagent (Life Technologies/Thermo Fisher Scientific, Waltham, MA, USA). The collected
mRNA was reversely transcribed to cDNA using the SuperScript III First-Strand Synthesis System
(Invitrogen/Thermo Fisher Scientific, Waltham, MA, USA). The relative mRNA levels were quantified
using qPCR in the presence of a TagMan probe and the TagMan Master Mix (Roche Diagnostics
GmbH, Mannheim, Germany), according to the manufacturer’s instructions. The primers used for
the amplification of each gene are listed in Table 1. The expression levels of the target genes were
normalized to that of GAPDH. The LightCycler Software (Version 4.05, Roche Diagnostics GmbH) was
used to generate the quantitative data.

2.7. Alizarin Red S Staining

The cells were washed with PBS, and then 70% ethanol was added to fix the cells at 4 °C for 1
h. Next, cells were washed with PBS, and the staining solution (40 mM alizarin red S, pH 4.2) was
added at room temperature for 5 min. The staining solution was subsequently discarded, and then the
cells were washed three times with distilled water. The stained images were visualized using a Nikon
Eclipse 80i fluorescence microscope and captured using a cooled CCD apparatus (Nikon Instruments,
Tokyo, Japan).

2.8. Quantitative and Qualitative Analyses of Calcium Deposition in the Extracellular Matrix (ECM)

The Ca-OCPC complex method was used to quantify the level of calcium deposition. Before the
assay, the medium was removed from the well, which was washed twice with PBS. Next, 100 pL of
0.5 N acetic acid was added to release the calcium. Then, 10 pL of the calcium-released sample was
added to 200 uL of calcium-binding reagent (0.1 mg/mL of o-cresolphthalein complexone (OCPC) and
1 mg/mL of 8-hydroxyquinoline) and 200 uL of buffer reagent (1.6 M 2-amino-2-methyl-1-propanol,
pH 10.7). After 15 min incubation, 100 uL of purple-colored Ca-OCPC complex was collected for the
measurement of absorbance at a wavelength of 575 nm, and these reads were compared to those of the
CaCl, standard solutions for quantification.
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Table 1. Primers for qPCR analysis.

Gene Primers
GAPDH 5-CTCTGCTCCTCCTGTTCGAC
3’-ACGACCAAATCCGTTGACTC
BMP1 5-ACCCTGGGCAGCTACAAGT
3’-TGAGGAATCCGCCACAAG
BMP2 5-CAGACCACCGGTTGGAGA
3’-CCCACTCGTTTCTGGTAGTTCT
BMP3 5-CCCAAGTCCTTTGATGCCTA
3-TCTGGATGGTAGCATGATTTGA
BMP4 5-CTTTACCGGCTTCAGTCTGG
3’-TGGGATGTTCTCCAGATGTTC
BMP5 5-AACCGCAATAAATCCAGCTC
3’-TTTTGCTCACTTGTGTTATAATCTCC
BMP6 5-ACATGGTCATGAGCTTTGTGA
3-ACTCTTTGTGGTGTCGCTGA
BMP7 5-ACCACTGGGTGGTCAATCC
3’-CAACTTGGGGTTGATGCTCT
BMPR1A 5-GGACGAAAGCCTGAACAAAA
3’-GCAATTGGTATTCTTCCACGA
BMPR1B 5-CGAATGTAATAAAGACCTACACCCTA
3’-GTGTATAGGTCCATCAACAAAATCTC
BMPR2 5-TCTGGATCTTTCAGCCACAA

3’-TGCCATCTTGTGTTGACTCAC

2.9. Statistical Analysis

The statistical analyses were performed using a two-tailed Student’s t-test to make comparison,
and the errors were reported as standard deviations.

3. Results

3.1. Osteogenic Potential of Human Dental Pulp Stem Cells on Conductive PPy Films

For treatment of skeletal defects, osteo-conductive materials are critical to promote bone
healing [34]. To determine whether PPy is a suitable substrate for cell culture in vitro, hDPSCs
were seeded on PPy films. The morphology of the hDPSCs on PPy was maintained as spindle-like,
which was similar to that of cells grown on TCPS (Figure 2A). The results of lactose dehydrogenase
(LDH) assay revealed that there was nearly no difference in the proliferation rates of hDPSCs cultured
on TCPS and PPy, suggesting the good biocompatibility of PPy (Figure 2B).

To investigate the effects of conductivity of cell substrate on osteogenesis, differentiation
concentrations of pyrrole were used to prepare PPy films. Four-point probe analysis was applied to
measure sheet resistances of PPy films, and the results indicate that electrical resistances decreased
with increasing pyrrole concentrations (Table 2), suggesting that the conductivity of PPy films can
be easily manipulated. These PPy films were then applied as substrates to examine their effects on
osteo-differentiation of hDPSCs. These seeded cells were induced by osteogenic medium, and alizarin
red S staining was applied on day 14 to determine the level of calcium deposition (Figure 2C). The
results showed that cells grown on PPy films with lower electrical resistances demonstrated higher
levels of mineralization.
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Figure 2. (A) Phase contrast images of human dental pulp stem cells (hDPSCs) on TCPS (left) and PPy
films (right). The hDPSCs were cultivated on TCPS or PPy for 3 days. The cells on both materials
exhibited almost the same typical fibroblast-like morphology with comparable confluency, indicating
that cell adhesion and extension were similar on these two surfaces (scale bar = 100 um). (B) The LDH
assays were applied to quantify the amounts of hDPSCs on TCPS or PPy films. All cell numbers were
compared to those in day 1. The results showed comparable cell viability and proliferation between
two surfaces, suggesting the good biocompatibility of PPy films (n = 3). (C) Alizarin red S staining was
performed to evaluate the level of mineralization. The hDPSCs were seeded on PPy films prepared by
pyrrole solutions in concentrations of 0.1, 0.3, and 0.5 M, respectively. The photos were taken 14 days
after osteo-induction, which indicated that PPy films prepared in higher concentrations of pyrroles
resulted in the better mineralization (scale bar = 500 pm).

Table 2. The sheet resistances of PPy films prepared by different concentrations of pyrrole.

Solutions for PPy Preparation Sheet Resistances of PPy Films (k()/Square)
0.1 M pyrrole 25.72 +1.52
0.3 M pyrrole 10.58 £ 0.65
0.5 M pyrrole 7.83 +0.47

3.2. Analysis of Gene Expression of the BMP Family and BMP Receptors in hDPSCs under Electrical
Stimulation

Because PPy films were not only suitable but also beneficial to osteogenesis, these conductive
substrates were further applied to investigate the potential of ES on facilitating hDPSCs differentiation.
Bone morphogenetic proteins (BMPs) are well-known signal proteins in osteogenesis [35]; thus, the
gene expression profiles of the BMP family and BMP receptors were evaluated in this study. After
seeding hDPSCs on PPy films for one day, these cells were osteo-induced by replacing the culture
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medium with osteogenetic medium (day 0) and ES was immediately performed once for 4 h. The
mRNAs were extracted from the hDPSCs with or without ES treatment on different days for qPCR
analysis. Gene expressions were investigated from day 0 to day 6 because genes affected in early stage
of differentiation may participate in the ES-driven signaling pathways. The qPCR results demonstrated
increasing expression levels of BMP2, BMP3, BMP4, BMP5, and BMPR1B in the ES group (Figure 3).
Among these up-regulated genes, the differences were significant for BMP2 on day 0 and 1, BMP3 on
day 0 and day 4, BMP4 on day 0 and 1, BMP5 on day 0 and 2, and BMPR1B on day 0. It is worth noting
that the expression of BMP2 on day 1 exhibited 7.7-fold increase, BMP3 on day 0 exhibited 3.9-fold
increase, BMP4 on day 1 exhibited 2-fold increase, BMP5 on day 2 exhibited a nearly 2-fold increase,
and BMPR1B on day 0 exhibited 2.2-fold increase by ES, compared to those of the control group. These
significant changes suggested that these genes may be directly influenced by ES. The expression levels
of BMP1, BMP6, and BMPR2 did not demonstrate significant difference between two groups. The gene
expressions of BMP7 and BMPR1-A were also evaluated; however, the expressions of these two genes
were undetectable in hDPSCs.
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Figure 3. Gene expressions of bone morphogenesis proteins (BMPs) and BMP receptors family in
osteogenesis-induced hDPSCs under ES. To determine the ES effects on gene expressions during
osteo-differentiation, hDPSCs were seeded to PPy films for 1 day and then were induced by osteogenic
medium. In the same time, one-time DCEF treatment was performed for 4 h to stimulate cells
immediately after medium replacement (day 0). The mRNAs were harvested from differentiated
hDPSCs on different days, and the transcriptional levels of BMP family were determined using
quantitative real-time PCR (qPCR). All relative results were compared to those from undifferentiated
hDPSCs, and the red and black circles represent the relative gene expression levels of hDPSCs with or
without DCEF treatment, respectively. Each value is the average + SD of three independent experiments
(n=3;* p<0.05,*: p<0.01).

3.3. Electrical Stimulation Enhanced the Calcium Deposition of hDPSCs on PPy Films Under Osteogenesis
Induction

The qPCR results indicated that some of BMPs were up-regulated by ES treatment in the early
osteogenesis stage. It is essential to evaluate whether these up-regulated BMPs indeed promoted
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osteo-differentiation and eventually improved bone matrix formation. In addition, the optimal ES
treating time is still undetermined.

To investigate the temporal effects of ES on osteogenesis, hDPSCs were stimulated by DCEF once
for 4 h at different time points after the induction with osteogenic medium. Mineralized matrix was
stained by alizarin red S (Figure 4), and the deposited calcium was analyzed using Ca-OCPC complex
method on day 12, day 14, and day 21 after osteo-induction (Figure 5).

Control

Figure 4. The levels and distributions of mineralization of hDPSCs treated with direct-current electric
field (DCEF) on different days during osteo-differentiation. After the induction of osteogenic medium,
hDPSCs were stimulated by DCEF on different days (indicated by yellow words at the bottom-right
corner of each image). Alizarin red S staining was performed on (A) day 12, (B) day 14, and (C) day 21
after osteo-induction to visualize the mineralization condition.

The alizarin red S results demonstrated that DCEF highly improved mineralization (Figure 4). For
the day 12 results, hDPSCs treated with DCEF on day 0, 2, and 4 all exhibited great enhancement in
calcium deposition compared to that of the control group (no ES) (Figure 4A). However, the promotion
effects were reduced when the ES was performed after day 6 or later. The results evaluated on day 14
demonstrated a similar trend (Figure 4B). These results indicate that the ES seemed to work mainly on
the early stage of osteogenesis. However, when the alizarin red S staining was performed on day 21,
there was almost no difference among groups (Figure 4C).

In addition to qualitative alizarin red S staining, Ca-OCPC complex method was also applied
to measure the deposited calcium in ECM to quantitatively evaluate the level of mineralization
(Figure 5). The results of day 12 and day 14 both indicated that hDPSCs treated with DCEF before
day 6 exhibited a trend of gradual enhancement in calcium deposition compared to the control with
statistical significance, and the optimum enhancement appeared on day 4 (Figure 5A,B). In addition,
the calcium content reached a plateau by day 21 (Figure 5C). These results were consistent with the
alizarin red S staining, suggesting that the ES-triggered pathways were likely involved in the early
stages of the osteogenesis process, and the mineralization was therefore accelerated.
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Figure 5. The calcium deposition of hDPSCs under DCEF treatment on different days during
osteo-differentiation. To determine the temporal effects of ES on mineralization, hDPSCs seeded on PPy
films were treated with DCEF (0.33 V/cm) for 4 h on different days after the induction with osteogenic
medium. The calcium deposition of cells was evaluated using calcium-(ocresolphthalein complexone)
(Ca-OCPC) complex method on (A) day 12, (B) day 14, and (C) day 21 after osteo-induction. (D) The
overall results were grouped to better understand the efficacy of ES. The negative and positive control
groups were hDPSCs cultured on PPy films using normal or osteogenic media, respectively. These two
control groups were not treated by DCEE. (n = 3; *: p < 0.05, **: p < 0.01 compared with the positive
control group) (N.D.: Non-detectable).

3.4. Enhanced Potential Derived from ES in the Process of Osteogenesis

Although our results demonstrated that the DCEF treatment effectively promoted mineralization,
it was unclear whether the augment in calcium deposition was due to enhanced osteogenesis or
an increase in cell number. To address this question, we quantified the cells by the LDH assay to
determine the osteo-differentiation potential as Ca?* content normalized with cell number. The level
of mineralization in the early stage was analyzed on day 12, and the results showed that ES treatment
before day 8 increased the differentiation potential twofold compared with the positive control group
(Figure 6A). The results of assay on day 14 also showed the same trends (Figure 6B). However, when
the analysis was performed on day 21, i.e., the late stage of mineralization, there was no difference
between the experimental and positive control groups, indicating that ES plays a role in accelerating
the rate of osteogenesis rather than in increasing the numbers of differentiated cells in our study model
(Figure 6C). Again, there was no observed effect on the rate of osteogenesis when ES was applied after
day 6, suggesting that the effect of ES on accelerating osteo-differentiation should mainly trigger the
early pathways in the osteogenesis progress.
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Figure 6. The normalized quantification of calcium deposition of hDPSCs under DCEF treatment at
different stages of osteo-differentiation. To distinguish whether the calcium deposition results were
affected by cell proliferation, the quantification results in Figure 5 were divided by cell numbers for
normalization. Cells were lysed and the released LDH were evaluated to determine cell numbers. The
normalized results were evaluated on (A) day 12, (B) day 14, and (C) day 21 after osteo-induction. (D)
The results from all experimental groups were grouped to better understand the efficacy of ES. The
negative and positive control groups were hDPSCs cultured on PPy films using normal or osteogenic
media, respectively. These two control groups were not treated by DCEE. (1 = 3; *: p < 0.05, **: p < 0.01
compared with the positive control group) (N.D.: Non-detectable).

4. Discussion

Human dental pulp stem cells (hDPSCs) are a kind of mesenchymal stem cells derived from the
pulp of human tooth. Because hDPSCs demonstrate the capacity of self-renewal and multilineage
differentiation, they have therapeutic potentials similar to those of bone marrow stem cells [36]. In
addition, hDPSCs can be extracted from teeth recovered during routine dental procedures, making them
a convenient source of stem cells for cell-based therapy. Furthermore, the multilineage differentiation
of hDPSCs makes them an alternative strategy for treating various human diseases, rather than limiting
to the treatment of dental-related problems [37].

Although the application of biochemical cues is the gold standard to induce cell differentiation,
the promising promotion effects of physical stimulations, especially electrical stimulation (ES), have
also been proven. For example, neural differentiation of PC12 cells in the presence of nerve growth
factor (NGF) can be significantly enhanced by ES treatment [38]. Mobini et al. also demonstrated that
ES improves osteogenic-related gene expression at specific time points with different gene expression
patterns between bone marrow and adipose-derived MSCs [39]. These findings suggest that ES may
regulate the physiology of the cell and the differentiation potential of stem cells.

To date, the promotion effect of ES on the hDPSCs differentiation is rare. Im et al. have inserted
electrodes in culture medium to stimulate hDPSCs by electrical current, and their results showed
that this fluid-mediated ES treatment seems to improve cell proliferation, and the expression of OCN
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is slightly enhanced [25]. However, whether ES may promote osteo-differentiation, especially the
level of mineralization, is still unclear. In addition, the exact role of electrical signals in regulating the
biosynthetic activity and homeostasis of osteogenesis remains elusive.

In our previous study, conductive PPy films have been developed for ES to significantly improve
the osteo-differentiation of rBMSCs [28]. These PPy films can be deposited onto various substrates,
such as culture dishes, glass plates, and even metal devices. In addition, the electrical resistances of PPy
films can be easily adjusted to meet specific requirements. These properties suggest that PPy-mediated
ES treatment is a feasible approach to promote tissue regeneration [33].

Here, we demonstrated that hDPSCs could adhere on conductive PPy films with comparable
proliferation rate to those on TCPS (Figure 2b). In addition, the lower resistances of PPy films resulted
in the higher level of mineralization of hDPSCs (Figure 2c), which were in accordance with our
previous finding of rBMSCs, suggesting that osteo-differentiation of hDPSCs can be improved by the
conductivity of scaffolds [28].

Regarding the DCEF treatment, it can be either constant or in different waveforms, and the
frequency of the electrical current may influence the biological effects [22]. Therefore, our previous
study has treated rBMSCs using DCEF in different modes, including DCEF in constant and square waves
in different frequency, offset, amplitude, and duty cycle [33]. Although these systematic examinations
are helpful for optimization, we only applied 0.33 V/cm of continuous DCEF in this study because the
goal of this study is to determine whether ES treatment may promote osteo-differentiation, and this
constant electric field has been proven to stably improve osteo-differentiation of rBMSCs [28,33]. The
DCEF treatment of hDPSCs not only enhanced osteogenic capacity but also promoted mineralization. In
addition, only ES performed before day 6 resulted in increasing calcium deposition and mineralization.
Therefore, we conclude that ES mainly triggers pathways in the early stages of osteo-differentiation.

Gene regulation plays an important role in osteogenesis. It has been shown that mesenchymal
stem cells and osteo-progenitor cells can be differentiated into osteoblasts by certain key cytokines and
functional proteins, including proteins in the BMP family, Runx2, and certain ECM proteins [40,41].
Bone morphogenesis proteins (BMPs) belong to the transforming growth factor-3 (TGF-f3) superfamily.
Because BMPs comprise a group of proteins participating in bone formation [42], they are important
in adult tissue homeostasis [43]. BMPs may initiate Smad-dependent or non-canonical pathways
via binding to type I and type II heterotetrameric receptors [44]. According to a previous sequence
alignment analysis, BMP2/4 and BMP5/6/7 are two groups of structurally related proteins; however,
BMP1 and BMP3 are more distantly related [42]. BMP1 exhibits no sequence similarity to BMP2/4 or
BMP5/6/7 because BMP1 is a metalloprotease that participates in collagen maturation and is therefore
independent of BMP-mediated pathways [45]. In our study model, there was a 3.9-fold up-regulation
in the expression of BMP3 on day 0. Although BMP3 has been shown to be a negative regulator of
osteogenesis [46], it also has been reported that BMP3 expression in the perichondrium of chick limbs
may regulate cartilage cell proliferation to ensure proper ossification [47]. Therefore, we speculate that
the up-regulated expression of BMP3 by ES may play a role in modulating the levels of other BMP
signaling, thereby enhancing mineralization. However, further experiments are needed to confirm
this hypothesis.

The expression levels of BMP1 and BMP6 in our study model fluctuated in both control and
ES-treated groups during the experimental time period, indicating that these BMPs may not be involved
in ES-stimulated osteogenesis. BMP7 was reported to participate in eye and kidney development [48],
but its expression is undetectable in hDPSCs. BMP2 has been studied extensively in osteogenesis [49],
and numerous evidence indicates that BMP2 plays a crucial role in osteogenesis via its modulation
of RUNX2 expression, especially in the early stages of osteogenesis [50]. In our study model, the
expression of BMP2 was up-regulated 7.7-fold by ES on day 1. It was a significant change because
no other BMPs exhibited such a profound up-regulation by ES in the early stages of osteogenesis.
Therefore, we deduce that the ES-induced promotion of osteogenesis may be directly modulated
via BMP2.
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There are two types of BMP receptors, i.e., type I and type II, and these receptors participate in
BMP-mediated signal transduction [51]. When these serine/threonine kinase receptors are triggered by
a ligand, they form a heterotetrameric complex in which the type II receptor transphosphorylates the
type I receptor, and the signal conducts though Smads to the nucleus [52]. In hDPSCs, the expression of
BMPR1-A was undetectable with qPCR; therefore, we assume that BMPR1-B and BMPR?2 are expressed
in hDPSCs as heterotetramers to accept BMP protein-ligands.

In this study, we comprehensively investigated mRNA of BMPs and their receptors through
qPCR analysis because BMPs are the most well-known growth factors to initiate osteo-differentiation.
However, these qPCR results did not represent the corresponding protein expression levels. Further
analysis such as Western blotting or ELISA should be performed to specifically determine ES
effects on protein expressions. In addition, if BMPs induce osteo-differentiation of hDPSCs, relative
outcome markers, such as Runx2, collagen I, alkaline phosphatase activity/expression, osteocalcin,
and osteonectin, should thus be up-regulated [33]. Therefore, our future study will also focus on
exploring the profiles of these outcome markers of osteogenic differentiation. As shown in Figures 4
and 5, when the assay was performed on day 21, i.e., the late stage of osteo-differentiation, there was
no difference between the experimental and positive control groups, suggesting that ES plays a role
in accelerating but not increasing the level of mineralization. Similarly, it has been reported that the
mineralization of rat bone marrow stromal cells may only be improved when ES is applied at early
stage of osteo-differentiation [33]. However, Srirussamee et al. have applied ES to pre-osteoblasts
(MC3T3-E1), and their results showed that the level of Runx2 expression remains unchanged during
the early stage [27]. Because pre-osteoblasts are committed cells, their results implied that ES may
mainly promote stem cell differentiation to therefore accelerate mineralization.

The promotion effect of ES treatment on osteogenesis has also been reported by Zhang et al. [53].
They seeded adipose-derived mesenchymal stem cells (AD-MSCs) to electrically conductive scaffold,
and DCEF was applied to treat these seeded cells. Blockers of different voltage-gated ion channels were
applied before ES treatment, and their results showed that the promotion effect of ES on AD-MSCs
highly related to voltage-gated calcium channels. According to this study, we speculate that ES may
promote the influx of calcium to bind calmodulin, by which CaM kinase is activated to regulate
transcription factor of BMPs [54,55].

5. Conclusions

In this study, hDPSCs were successfully induced by osteo-differentiation, suggesting their potential
use in bone regeneration. In addition, the differentiation levels were enhanced as hDPSCs were seeded
on PPy films, indicating that the conductive substrates were favorable to osteogenesis. When these PPy
films were applied to treat DCEF on hDPSCs, the mRNA levels of BMPs were significantly up-regulated.
Therefore, the in vitro experiment showed that the calcium deposition of hDPSCs was effectively
improved when DCEF was applied in the early stage of osteo-differentiation, which suggested that ES
treatment can accelerate the mineralization of hDPSCs. To the best of our knowledge, this study is the
first to use substrate-mediated ES treatment to enhance the osteo-differentiation and mineralization of
hDPSCs, and our results should be beneficial for tissue engineering application.
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Abstract: Mesenchymal stromal cells (MSCs) are a promising source for tissue engineering of soft
connective tissues. However, the differentiation capacity of MSCs varies among individual cell
lines. Here, we show marker genes to predict the adipogenic potential of MSCs. To clarify the
correlation between gene expression patterns before adipogenic induction and the differentiation
level of MSCs after differentiation, we compared mRNA levels of 95 genes and glycerol-3-phosphate
dehydrogenase (GPDH) activities in 15 MSC lines (five jaw and 10 ilium MSCs) from 15 donors.
Expression profiles of 22 genes before differentiation significantly correlated with GPDH activities
after differentiation. Expression levels of 11 out of the 22 genes in highly potent ilium MSCs were
at least three times higher compared with jaw MSCs, which have limited differentiation potential.
Furthermore, three-dimensional scatter plot for mRNA expression of ITGA5, CDKN2D, and CD74
could completely distinguish highly potent MSCs from poorly potent MSCs for adipogenesis.
The treatment of MSC cultures with the anti-ITGA5 antibody reduced adipogenic differentiation
of MSCs. Collectively, these results suggest that the three genes play a role in adipogenesis before
induction and can serve as predictors to select potent MSCs for adipogenic differentiation.
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1. Introduction

Mesenchymal stromal cells (MSCs) can be used in regenerative medicine to treat various tissue
defects [1-3]. Adipose tissue engineering was developed to reconstruct soft tissue with defects caused
by trauma or resection of tumors. Since adipose tissue transplantation did not provide promising
results, stem cell transplantation is now gaining support as another strategy for restoring soft tissue
defects [4]. Although stem cells such as MSCs can proliferate and differentiate into various types of
cells, MSCs obtained from different sources may differ in potential or direction of differentiation [5-7].
For the reconstruction of soft connective tissues, cells capable of differentiating into adipocytes are
essential. Thus, there is an urgent need for effective strategies to select suitable MSCs. Recent studies
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have described cell surface markers that predict the potential of MSCs to differentiate into chondrocytes
or osteoblasts [8,9]. However, prediction markers for the adipogenic potential of MSCs have not yet
been identified.

Recently, we identified marker genes to predict the chondrogenic differentiation potential of
MSCs [7]. The mRNA levels of the prediction markers before differentiation showed significant
correlations with the protein levels of glycosaminoglycan, a chondrogenic marker, in MSC cultures
after chondrogenic differentiation. The combined analysis of three marker genes presented an excellent
predictive ability for screening MSCs with high differentiation potential for chondrogenesis.

Here we report potential prediction markers for the selection of potent MSCs for adipogenesis.
By comparing expression profiles of 95 genes in 15 undifferentiated MSCs with glycerol-3-phosphate
dehydrogenase (GPDH) activities in the same MSCs after adipogenic induction, 22 genes were
selected for further analysis. Combined three-dimensional (3D) analysis of mRNA expression of these
genes showed the complete separation of highly potent ilium MSCs from jaw MSCs with limited
differentiation capacity.

2. Materials and Methods

2.1. Cells

Human MSCs were obtained from the iliac crest or jaw bone marrow of 15 patients at Hiroshima
University Hospital as described previously [7]. Patient information is listed in Table S1. The protocol
was approved by the Hiroshima University Ethics Committee (Permit Number: Epd-D88-4).

2.2. Adipogenic Differentiation of MSCs

After four passages, MSCs were seeded at 3 x 10 cells per cm? in 24-well plates and maintained to
90% confluence in Dulbecco’s modified Eagle’s medium (DMEM; Sigma) supplemented with 10% fetal
bovine serum (FBS, Hyclone), 100 U/mL penicillin G (Sigma), and 100 mg/mL streptomycin (Sigma).
For adipogenic induction, the MSCs were maintained in DMEM (high glucose) (Sigma) containing 10%
FBS, 10 mg/mL insulin (Wako), 0.2 mM indomethacin (Wako), 0.5 mM 3-isobutyl-1-methyl-xanthine
(Wako), and 1 mM dexamethasone (Sigma) (adipogenic induction medium) for three days, followed by
a 4-day incubation with DMEM containing 10% FBS and 10 mg/mL insulin (maintenance medium).
The adipogenic treatment was repeated four times. GPDH activities were determined at 28 days using
a GPDH activity assay kit (Hokudo), as previously described [10]. GPDH activities were normalized
using genomic DNA content, which was determined by the PicoGreen fluorescence assay (Invitrogen).

2.3. Osteogenic Differentiation of MSCs

Confluent MSCs were maintained in DMEM supplemented with 10% FBS, 100 nM dexamethasone,
10 mM f-glycerophosphate (Tokyo-Kasei-Kogyo), 50 mg/mL ascorbic 2-phosphate (Sigma), 100 U/mL
penicillin G, and 100 mg/mL streptomycin (osteogenic induction medium) for 28 days. Calcium content
was determined using Calcium C Test (Wako) as described previously [11] and normalized to the
content of genomic DNA (Figure S1).

2.4. Quantitative RT-PCR

The selection of 95 genes as candidate markers and the measurement of mRNA expression by a
TagMan low-density array (Applied Biosystems) with the ABI Prism 7900 Sequence Detection System
(Applied Biosystems) has been described previously [7,10]. Relative mRNA levels were normalized
to those of B-actin. The gene names and the probe set IDs for primers, and TagMan probes are
summarized in Table S2.
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2.5. 3D Scatter Plot

Scatter plots of the relative mRNA expression of CDKN2D, ITGA5, and CD74 in 15 MSC lines
were generated using SPSS 24.0. (IBM Corp.). Distances between the origin and each point were
measured to compare differences among the MSC lines.

2.6. Effects of Anti-ITGAS5 Antibody on Adipogenesis

To examine the effects of anti-ITGAS5 antibody on adipogenic differentiation, anti-ITGA5
(BioLegend, #328004) or control IgG (BioLegend, #400348) was added to the adipogenic induction
medium and maintenance medium of ilium MSCs (Riken BRC) for 21 days. Cultures were washed
with PBS and incubated with oil red O dye (Wako, 0.3% in isopropanol) for 15 min at 37 °C [12].
The percent of the stained area of cells was quantified using Image] software [13].

2.7. Statistical Analysis

Statistical analyses were conducted using SPSS. Correlation between mRNA expression levels and
GPDH activities was identified using the Pearson correlation coefficient as described previously [7].
The statistical significance between two groups was determined by Student’s t-test. One-way ANOVA
was used for multiple comparisons. A p value of less than 0.05 was considered statistically significant.

3. Results

3.1. Correlational Analysis between Gene Expression before Differentiation and GPDH Activity after
Adipogenic Differentiation

The ability of MSCs to differentiate into a distinct type of cells, such as adipocytes, is thought
to vary among MSCs isolated from different tissues and/or donors. To confirm this assumption, we
measured the activity of GPDH, an adipogenic differentiation marker, in 15 different MSCs (five jaw
and 10 ilium MSCs) from 15 donors at 28 days after induction of adipogenesis. As expected, GPDH
activities significantly varied across the MSC lines (Figure 1, p < 0.001, one-way ANOVA). However,
the GPDH activity of ilium MSCs was 18 times higher than that of jaw MSCs (Figure Sla). On the
other hand, after osteogenic differentiation, calcium content, an osteogenic differentiation marker, was
not significantly different between jaw and ilium MSCs (Figure S1b).
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Figure 1. Adipogenic differentiation levels of bone marrow mesenchymal stromal cells (MSCs)
evaluated by glycerol-3-phosphate dehydrogenase (GPDH) activity at 28 days after adipogenic
induction. The activity was normalized using genomic DNA content to show means + standard error
(n = 3). 1-15, donor ID numbers; 1-5, jaw MSCs; 6-15, ilium MSCs.
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To screen candidate markers for predicting the adipogenic differentiation ability of MSCs before
adipogenic induction, we investigated the correlation between GPDH activities described above and
mRNA expression of 95 genes in undifferentiated MSCs using the data from low-density arrays of
previous studies [7,10] (Table S2). The expression patterns of 22 out of 95 genes in the 15 MSCs before
differentiation significantly positively related to the GPDH activities in the same MSC lines after
adipogenic differentiation (Table 1 and Table S2).

Table 1. Candidate genes whose mRNA expression in MSCs before differentiation showing positive
correlation with GPDH activities after adipogenic differentiation.

Symbol Gene Name Correlation (r)
ITGA5 integrin subunit alpha 5 0.826 ***
MCAM melanoma cell adhesion molecule 0.812 ***
GPR37 G protein-coupled receptor 37 0.782 **
PSMC5 proteasome 26S subunit, ATPase 5 0.769 **
ACLY ATP citrate lyase 0.737 **
DNCI1 dynein cytoplasmic 1 intermediate chain 1 0.732**
P4HA2 prolyl 4-hydroxylase subunit alpha 2 0.720 **
LIF leukemia inhibitory factor 0.708 **
ZNF185 zinc finger protein 185 with LIM domain 0.708 **
CDKN2D cyclin dependent kinase inhibitor 2D 0.703 **
DPYSL3 dihydropyrimidinase like 3 0.664 **
INPP5E inositol polyphosphate-5-phosphatase E 0.650 **
UBE2C ubiquitin conjugating enzyme E2 C 0.612*
E2F1 E2F transcription factor 1 0.608 *
CCNB1 cyclin B1 0.598 *
CD74 CD74 antigen 0.561 *
COL7A1 collagen type VII alpha 1 chain 0.561 *
AURKB aurora kinase B 0.556 *
AMD1 adenosylmethionine decarboxylase 1 0.545 *
CDC20 cell division cycle 20 0.526 *
SLC2A1 solute carrier family 2 member 1 0.526 *
MCM7 minichromosome maintenance complex component 7 0.517*

r: Pearson correlation coefficient; * p < 0.05, ** p < 0.01, ** p < 0.001.

3.2. Combined Evaluation of mRNA Expression of Candidate Genes

Since GPDH activity was much higher in ilium MSCs relative to jaw MSCs (Figure Sla), the mRNA
expression of the isolated 22 candidates in ilium MSCs was compared with that in jaw MSCs (Table 2).
We found that 18 of the 22 genes in ilium MSCs were expressed at significantly higher levels compared
with jaw MSCs, whereas the remaining four genes were not significantly higher in ilium MSCs.
In addition, mRNA levels of 11 genes in ilium MSCs were at least three times higher than those in
jaw MSCs.

The levels of the 11 genes in individual jaw MSCs were lower than those in most, but not all, ilium
MSCs (Figure S2), although mean levels of these genes in jaw MSCs were at least three times lower
than those in ilium MSCs (Table 2). The highest value of each gene in jaw MSC lines is higher than the
lowest value in ilium MSC lines. This inconsistency is because the expression levels of the 11 genes
greatly varied across MSC lines even in the same group. To reduce the effect of the inter-individual
variation, we performed a combined 3D analysis of gene expression (Figure 2). In this analysis, we
chose CD74 and CDKN2D, the expression levels of which were approximately 20 times higher in
ilium MSCs compared with jaw MSCs (Table 2). We also chose ITGAS5, which showed the highest
correlation coefficient of 0.826 in the correlation analysis (Table 1). The 3D scatter plot for CDKN2D,
ITGAS5, and CD74 mRNA expression showed the complete separation between ilium MSCs and jaw
MSCs. The values in all ilium MSC lines were more than three times higher than those in any jaw MSC
line (Figure 2b).
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Table 2. Comparison of mRNA levels of candidate prediction markers between jaw and ilium MSCs
before adipogenic induction. Relative mRNA levels means =+ standard errors, # = 5 and 1 = 10 for jaw

and ilium MSCs.
Relative mRNA Levels
Gene
Jaw Ilium
CDKN2D 1.00 +0.16 22.09 + 4.09 **
CD74 1.00 +0.41 18.02 + 5.05 **
MCAM 1.00 + 0.64 13.44 +2.94 **
DNCI1 1.00 +0.23 4.52 £ 0.61 ***
GPR37 1.00 + 0.65 4.32 +0.83 **
P4HA2 1.00 +0.43 4.31 +£0.91*
ACLY 1.00 +0.15 4.14 £ 0.49 ***
SLC2A1 1.00 £ 0.17 3.78 + 0.44 ***
ITGAS 1.00 £ 0.13 3.72 £ 0.42 ***
LIF 1.00 +0.39 3.66 £ 0.53 **
AURKB 1.00 + 0.26 3.09+0.70*
E2F1 1.00 +0.12 2.38 +0.40 **
COL7A1 1.00 +0.23 221 +042*
UBE2C 1.00 +0.20 215+045*
CDC20 1.00 +0.23 2.02+040*
PSMC5 1.00 + 0.08 1.98 +0.31*
MCM7 1.00 +0.10 1.81+0.27*
INPP5E 1.00 + 0.24 1.79 +0.26 *
ZNF185 1.00 + 0.06 1.79 + 0.69
CCNB1 1.00 +0.16 1.69 + 0.36
DPYSL3 1.00 +0.17 1.35+0.16
AMD1 1.00 +0.11 1.22 +0.16
Student’s t-test; * p < 0.05, ** p < 0.01, *** p < 0.001.
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Figure 2. Three-dimensional (3D) scatter plots to analyze CDKN2D, ITGA5, and CD74 mRNA
expression. (a) Using SPSS, the scatter plots showing expression levels of CDKN2D (x-axis), ITGA5
(y-axis), and CD74 (z-axis) were drawn. (b) Distances between the origin and each point of ilium MSCs
(closed circles, 6-15) were compared with those of jaw MSCs (open circles, 1-5). Mean values are
indicated by bars. Student’s t-test, *** p < 0.001.
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3.3. Effects of Anti-ITGA5 Antibody on Adipogenic Differentiation of Ilium MSCs

To explore the potential role of ITGA5, whose correlation coefficient was the highest of all 95
genes examined (Table 1), we investigated the effects of the anti-ITGA5 antibody on the adipogenic
differentiation of ilium MSCs. Treatment with the anti-ITGA5 antibody significantly suppressed the
adipogenic differentiation of MSCs as compared with control IgG (Figure 3).
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Figure 3. Effects of the anti-ITGA5 antibody on adipogenic differentiation of ilium MSCs. (a) MSCs
were treated with the anti-ITGA5 or control IgG for 21 days during adipogenic induction and stained
with oil red O (scale bar, 70 um). (b) Oil droplet area was quantified by using Image]J software. Data
are presented as mean percent area + standard error (n = 3). Student’s t-test, ** p < 0.01.

4. Discussion

In our previous study, we selected 95 genes as candidate MSC marker genes based on microarray
analysis data [10]. Although the 95 genes may not be enough to identify useful markers, and other
genes may serve as more reliable markers, these 95 genes can be a promising starting point for
further analysis. In this study, we correlated mRNA expression levels in MSCs before induction with
GPDH activities after adipogenic differentiation in order to identify marker genes for MSCs with high
adipogenic potential. Twenty-two out of the 95 genes showed the expression profiles significantly
correlated with GPDH activities. Expression levels of 11 out of the 22 genes in ilium MSCs, which show
high differentiation potential, were more than three times higher than those in jaw MSCs, which have
only limited potential. We selected the 11 genes, ITGA5, MCAM, GPR37, ACLY, DNCI1, P4HA2, LIF,
CDKN2D, CD74, AURKB, and SLC2A1, as potential markers. Although none of these genes accurately
distinguished ilium MSCs from jaw MSCs, combined 3D analysis of CDKN2D, ITGA5, and CD74
mRNA expression allowed us to completely separate the two types of MSCs. Thus, the 3D analysis can
provide an effective strategy to select MSCs with high adipogenic potential.

All 11 genes identified in the present study are involved in cell growth and/or cell cycle
regulation [14-24]. ITGA5 codes the important adhesion molecule involved in adipogenesis [14],
and ACLY codes a key enzyme in fat synthesis [17,25]. MCAM (CD146) regulates the proliferation
and differentiation of MSCs [15] and serves as a cell surface marker for predicting the potential of
MSCs to differentiate into chondrocytes [8]. Although our results suggest that ITGAS plays a role
in the differentiation of MSCs at the early stage of adipogenesis, the exact function of these genes in
adipogenesis remains to be investigated in future studies.

The differentiation potential and direction of MSCs seems to differ depending on their origins,
although MSCs can be obtained from various tissues, including the bone marrow, adipose tissue,
synovium, and dental pulp. Matsubara et al. [5] found that MSCs derived from alveolar bone marrow
have poor adipogenic or chondrogenic differentiation potential, but high osteogenic differentiation
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potential similar to ilium MSCs. On the other hand, MSCs from synovium are superior to ilium
MSCs in both adipogenesis and chondrogenesis [26]. In this study, we also found bone marrow MSCs
obtained from the jaw to have a limited capacity to differentiate into adipocytes as compared with
bone marrow MSCs from the ilium, although jaw MSCs have a high ability to become osteoblasts.
Furthermore, Mohamed-Ahmed et al. [27] demonstrated that MSCs from adipose tissues have a higher
adipogenic ability than MSCs from bone marrow. In contrast, bone marrow MSCs showed a higher
ability to differentiate into osteoblasts and chondrocytes than adipose MSCs. However, differentiation
levels determined by oil red O staining varied widely among donors of MSCs. In addition, MSCs
obtained from adipose tissues have a reduced proliferative capacity [28,29]. Since MSCs from the ilium
bone marrow have a high proliferative and multipotent capacity to differentiate into various types of
cells, we speculate that ilium bone marrow MSCs have a high adipogenic differentiation potential,
and can serve as materials for soft tissue engineering, although their differentiation potential varies
among cell lines.

In most previous studies, preadipocytes have been used for tissue engineering of soft connective
tissues [30]. However, the precursor cells already committed to certain lineages have only limited
proliferative activity [4,31]. MSCs derived from adipose tissues have also been shown to have an ability
to differentiate into various types of cells including adipocytes, as described above [27-29]. However,
the difference between preadipocytes and MSCs is not clear. Further studies are warranted to evaluate
the potential of preadipocytes and MSCs.

In our previous study, we found eight gene markers capable of predicting the potential to
differentiate into chondrocytes [7]. In this study, five out of the eight genes were also identified
as marker genes for predicting adipogenic differentiation. In addition, we identified the gene for
MCAM (CD146), a cell surface marker capable of isolating potent MSCs for chondrogenesis [8], as a
prediction marker for adipogenesis. These findings suggest the existence of a common genetic basis for
chondrogenesis and adipogenesis. Accordingly, a significant correlation of differentiation marker levels
after induction was observed between chondrocytes and adipocytes derived from 17 ilium MSCs [11].

In the present study, we selected CDKN2D, ITGAS5, and CD74 for 3D analysis. As we described
above, the expression levels of CDKN2D and CD74 in ilium MSCs were approximately 20 times higher
than those in jaw MSCs (Table 2), making them promising candidates. Although ITGA5 showed the
highest correlation coefficient (Table 1), there is another candidate for 3D analysis. When MCAM,
whose expression levels were 13.4 times higher in ilium MSCs (Table 2), was used instead of ITGA5,
the 3D analysis showed similar results (Figure S3). CDKN2D and CD74 used for the 3D analysis in this
study were also used for the 3D analysis for chondrogenic potential in the previous study [7]. However,
the third chondrogenic prediction marker gene, TGM2, was not identified even as a candidate gene in
this study. Therefore, two types of 3D analysis with different combinations of the four genes (CDKN2D,
ITGAS5, CD74, and TGM2) can be used to predict the differentiation of MSCs for adipogenesis as well
as chondrogenesis.

5. Conclusions

The 3D analysis of CDKN2D, ITGA5, and CD74 mRNA expression may offer a novel strategy
to identify MSCs with the potential to differentiate into adipocytes. This strategy could be useful to
improve clinical outcomes for soft tissue regeneration using MSCs.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/9/14/2942/s1,
Figure S1: Comparison of differentiation levels between jaw and ilium MSCs, Figure S2: Comparison of expression
levels between jaw and ilium MSCs of the predictor genes before adipogenic induction, Figure S3: 3D analysis of
CDKN2D, CD74 and MCAM mRNA expression, Table S1: Donor information, Table S2: Correlation between gene
expression levels before induction and GPDH activities after adipogenic induction in 15 MSCs.
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Featured Application: This protocol allows tracking new bone formation after implantation of a
xenohybrid bone graft (SmartBone®), without invasive histological samples.

Abstract: (1) Background: Bone tissue engineering is a promising tool to develop new smart solutions
for regeneration of complex bone districts, from orthopedic to oral and maxillo-facial fields. In this
respect, a crucial characteristic for biomaterials is the ability to fully integrate within the patient
body. In this work, we developed a novel radiological approach, in substitution to invasive histology,
for evaluating the level of osteointegration and osteogenesis, in both qualitative and quantitative
manners. (2) SmartBone®, a composite xeno-hybrid bone graft, was selected as the base material
because of its remarkable effectiveness in clinical practice. Using pre- and post-surgery computed
tomography (CT), we built 3D models that faithfully represented the patient’s anatomy, with special
attention to the bone defects. (3) Results: This way, it was possible to assess whether the new
bone formation respected the natural geometry of the healthy bone. In all cases of the study (four
dental, one maxillo-facial, and one orthopedic) we evaluated the presence of new bone formation
and volumetric increase. (4) Conclusion: The newly established radiological protocol allowed the
tracking of SmartBone®effective integration and bone regeneration. Moreover, the patient’s anatomy
was completely restored in the defect area and functionality completely rehabilitated without foreign
body reaction or inflammation.

Keywords: bone tissue regeneration; computed tomography; Xenografts
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1. Introduction

In the last 50 years, remarkable advances have been made in the biomaterials field in
general, including those for bone regeneration purposes [1]. In this respect, natural and synthetic
materials [2] have evolved and are now able to properly replicate complex tissue structures, playing
an active role in the repair and regeneration of bone defects [3,4].

Different approaches have been developed to mimic native tissue function [5,6]. One of the
most successful one, is the use of porous scaffolds [7] that allow, initially, cell migration and
nutrients diffusion, and afterwards provide structural support [8]. This way, cells can grow in
the correct shape and location [9,10]. In this respect, certainly the usage of trabecular bone itself
(i.e., bone grafts [11-14]) as a template, represent a major strategy, as its porous structure is already
naturally suited for cell colonization [15,16]. Moreover, ideal scaffolds, together with biocompatibility,
osteocompatibility, osteoconduction, osteoinduction, and neovasculogenic profile [17] should be
resorbed or replaced once new bone has formed and they are no longer needed [14]. Apart from
bone grafts, other resorbable scaffold constructs are generally composed of a collagen matrix [18],
hyaluronan [19], and polymer-based [20,21] materials. If properly formulated [22], they also ensure,
together with resorption profile that can be tailored to desired timeframe [23,24], adequate mechanical
support [11,16,25] and promoted interactions between growth factors and progenitor cells allowing
their proliferation and differentiation into various types [26,27].

In our study, we used SmartBone® (SB), a xeno-hybrid heterologous bone scaffold proved to
have osteoconductive abilities [28-30] available on the market since 2012 as a CE-marked class III
medical device (according to Directive 93/42/EEC of the European Union). Initially used only in
the oral field [31-33], its integration with natural bone resulted to be efficient enough (averagely
about one millimeter per month in the complex microenvironment of the mouth, characterized
by high concentration of bacteria, which theoretically could limit its osteointegration and cell
differentiation [34]) to be successfully extended to other areas [35,36]. As a matter of fact, nowadays,
SB is used in the orthopedic field as well.

Together with post-marketing surveillance, in general, advanced clinical and biological analysis
are of utmost importance in evaluating an implantable medical device’s performance (European
Commission guideline Med.Dev 2.7.1, Rev.4, June 2016). This way, in the case of resorbable grafts,
it is possible to track whether natural restructuring has allowed the creation of biological tissue with
optimized microstructure, according to the physiological function [37,38]. In this respect, certainly
histological examinations represent a crucial analysis [39]. This technique involves tissue biopsy,
which requires the collection of bone material from the patient [29,31,35]. As a consequence, it results
to be an invasive practice and, although it can be carried out fairly smoothly in the oral field, it becomes
rather difficult in the skull region or in the orthopedic one [40]. Another very important analysis
is represented by in vitro studies that allow directly tracking the cell growth within the scaffold
framework [30,41]. On the other hand, they have the limitation of being only partially representative
of the actual performance upon implantation into the patient body.

Similar studies have already been performed on SB [29,30,41], providing a complete and detailed
explanation of its integration mechanism over time on an averaged base, though not allowing
the evaluation of each patient’s specific situations. This was mostly due to the aforementioned
difficulty in collecting tissue samples from the implantation site. In this respect, we focused, therefore,
in developing a non-invasive method that allows an objective and quantitative analysis on the
performance of the implanted SB without the surgical procedure for histological samples harvesting.
That is, radiographically assessing the new bone formation and its volumetric increase directly in the
graft site. Indeed, this can be nicely imaged through computed tomography (CT) [42,43], because
native bone and SB have different densities. Therefore, they can be distinguished, and such differences
measured by Hounsfield unit (HU).

We here developed a bioinformatical approach to build 3D models by CT scans and validated it
evaluating bone regeneration in six individual patients, pre- and post- SB grafting, taking advantage
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of CT. This represents a non-invasive method based on radiological examination only, used in
compliance with the radioprotection principles of justification and optimization. This approach
allowed patient-specific analysis of new bone formation over time, objectively and quantitatively:
by overlapping CT models, we calculated the volumetric increase of new bone formation, recording
higher volumes with respect to grafts after an average of 7 months post-surgery in all dental cases.
Finally, apart from this quantitative analysis, we also investigated the density of the newly generated
bone, as a read-out of bone quality: the obtained data shows that an average of 80% of bone remodeling
occurs already after an average of 9 weeks post-surgery, hence, confirming the excellent performance
of SB.

2. Materials and Methods

2.1. Scaffold Preparation

The bovine-derived xenohybrid composite bone scaffold SB was sourced as previously described,
being certified for human use and of BSE/TSE (i.e., Bovine Spongiform Encephalopathy / Transmissible
Spongiform Encephalopathy) free origin [44]. SB standard blocks, as well as custom-made SB blocks,
were used in the surgical interventions, being the latter one also commercially traded under the name
SmartBone® on Demand™ (SBoD) [35].

2.2. Clinical Investigations

Six patients were analyzed, and all of them underwent a surgical procedure with SB,
receiving either standard blocks or custom-made blocks (Industrie Biomediche Insubri S/A,
Mezzovico-Vira, Switzerland). Specifically, four patients underwent dental implants, one case
underwent cranio-maxillo-facial (CMF) skull implants, and one case underwent orthopedic implant.
Each case is described in detail hereby:

e Case #1: The first patient, 60-year-old female, showed hypodontia in the lower dental arch (three
teeth in region 45, 46, 47 missing) and lack of a bone portion at diagnosis by Cone Beam CT
(a.k.a. CBCT) (Figure 1a). Since a greater amount of bone was needed to carry out the dental
implant, she underwent bone grafting with custom manufactured SBoD. The operating technique
required a horizontal and vertical augmentation: bone defect did not have a simple shape, so a
customized graft was required. By 3D reconstruction a model of the patient’s mandibular bone
was generated first, and then the missing bone component was designed (Figures S1 and S2 in
Supplementary Materials). The missing pieces were also tested on a stereolithographic model.
The surgical operation required an engraving into the gum to reach the alveolar bone. Next,
the custom-made pieces of SB were positioned in the area where an increase of the amount
of bone was needed. When the right position for the bone graft was found, it was fixed with
screws, to allow the tight anchoring of the graft to the patient receiving bone. Furthermore, in the
procedure of soft tissue closure over the implant, good care was taken to release the tissue flaps
proximally using an elevator to obtain a tension free flap.

e  Case #2: The second patient, 57-year-old female, smoker, showed partial edentulia and lack of
bone and teeth from 21 to 27 throughout the upper right dental arch, as diagnosed by CBCT.
The patient’s jaw was rebuilt based on CT and surgeon cut SB standard blocks on a sterile 3D
model of the patient’s anatomy (Figure 1b). A “periosteal elevation” was further performed,
a procedure by which the periosteum together with the soft tissues is removed from the bone,
to allow the positioning of the customized SB graft. The custom-made block grafts were implanted
within the bone defect area. Screws in the bone stabilized the graft. After checking the stability of
the system and having the screws firmly positioned, the incision was sutured; soft tissues covered
the bone graft, and the two gum flaps were sutured.

e  Case #3: The third patient, 59-year-old female, showed severe edentulia with only two teeth left on
the upper arch, at diagnosis by CBCT (Figure 1c). This loss of teeth has led to bone reabsorption,
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and, thus, the lack of bone portion was deep. She underwent surgery, after custom made
SBoD blocks were obtained. A periosteum elevation procedure was performed, as previously
described. Additionally, before placing the graft in the bone defect area, the surface of the bone
was micro-drilled to induce bleeding intending to further enhance the regenerative processes
(a.k.a. micro-channeling practice). Then, the bone graft was implanted and stabilized by screws.
After checking the stability of the system and having the screws firmly positioned, the dentist
deposited an autologous platelet concentrate (PRP) to promote tissue healing. Lastly, the bone
graft was covered by soft tissues. and the two flaps of the gum were sutured.

o  Case #4: The fourth patient, 57-year-old male, showed four different bone defects as diagnosis
by CBCT (Figure 1d). The periosteum disconnection procedure was performed, as described in
previous cases. Once the bone was reached, the surgeon customized by hand SB standard blocks,
that were implanted and firmly stabilized by screws. As in previous cases, the wound was finally
closed on all its levels till external gums.

e  Case #5: The fifth patient, 65-year-old female, showed a meningioma tumor located at the back
of the right eye, diagnosed by CT (Figure 1e). The tumor included temporal and sphenoid bone
in the skull. The surgical operation involved the removal of the tumor as well as part of two
bones, which were rebuilt with custom-made SBoD grafts (Figure S3 in Supplementary Materail).
CT was used to design surgery, both in terms of tumor rescission and further bone reconstruction.
Given the wide extension of the tumor mass, a significant portion of bone had to be removed,
and custom-made SB was provided in pieces, which were assembled during surgery, bed-side,
and soaked into blood before grafting, to accelerate the osteointegration process [35]. Once placed,
the complete graft has been stabilized with two small titanium plates (KLS-Martin, Germany).

e  Case #6: The sixth case, 65-year-old male, presented a clear lack of bone in the distal left radial
epiphysis of the left hand, at diagnosis by CT. For a better design of bed-side hand customized SB
standard blocks, a 3D model where the bone defect was visible at the apex of the radial bone was
built (Figure 1f). The surgical operation required the insertion of the SB block inside the defect
during stabilization.

Figure 1. Initial conditions of the six investigated clinical cases. (a) Clinical case #1, patient with
hypodontia in the lower dental arch; (b) Clinical case #2, sterile 3D real model of upper dental arch of
partially edentulus patient, with bed-side hand cut SmartBone® blocks; (c) Clinical case #3, CBCT scan
of upper arch of patient’s severe edentulia; (d) Clinical case #4, CBCT scan of upper arch of patient’s

severe edentulia; (e) Clinical case #5, CT shows meningioma tumor located at the back of the right eye;
(f) Clinical case #6, CT slice showing apex of the radial bone defect.
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2.3. Computed Tomography (CT)

Table 1 shows radiological equipment and key settings used for image acquisition.
For CBCT equipment, isotropic voxels are always intrinsically defined by the acquisition protocol,
with dimensions ranging between 0.16 and 0.4 mm. For case #5 and #6, images were acquired with
a multi slice computed tomography (MSCT), for which the pixel size is defined by the choice of the
field of view combined with a standard 512 x 512 matrix, while the slice thickness is determined
by the type of detector used. As part of a multi-planar and three-dimensional reconstruction from
MSCT images, it is possible to reformat the voxels of the volume using reconstructions of partially
overlapping tomographic sections. In any case, the spatial resolution will be lower than that commonly
obtained with CBCT equipment.

The kilovolt and milliampere radiological output parameters (associated with energy and intensity
of the X-ray beam) are common values for the indicated equipment, defined to obtain an adequate
level of contrast and image noise. For each case, the images used to evaluate the temporal variations of
bone volume were acquired on the same scanner.

Table 1. Type of radiological equipment, manufacturer, and exposure parameters used for image
acquisition of the six analyzed cases.

Cases Radiological Manufacturer FOW Diameter Pixel Size Slice Exposure
Equipment (mm) (mm) Thickness Parameters

Case 1 CBCT Imaging Science Int. 9% 02 02 120 kV, 5 mA
1 CAT

Case 2 CBCT Imaging Science Int. 85 0.4 0.4 120 kV, 5 mA
ICAT

Case3 CBCT de Gotzen Acteon 104 02 02 85KV, 8 mA
Group

Case 4 CBCT Sirona 82 0.16 0.16 85kV,7mA

Case 5 CT Toshiba 256 0.5 2 120 kV, 50 mA

Case 6 CT GE 148 0.3 0.625 100 kV, 100 mA

2.4. 3D Virtual Reconstruction: Model Building

The 3D bone model reconstruction was carried out using the Mimics Innovation Suite by
Materialise (Materialise HQ, Technologielaan 15, 3001 Leuven, Belgium).

Patients’” CT scans are mandatory to perform a 3D reconstruction: indeed, results accuracy mostly
relies on how the CT is carried out. Artefacts can compromise the quality of the 3D reconstruction.
It is advisable to check that all CT slices are in order and sequential, and show a correct orientation
(right-anterior-back) so that the 3D image can be designed correctly with respect to the reference
system. The software Mimics converts the clinical images according to specific instructions regarding
the orientation of the individual slices, and displays the CT from different levels (as shown in Figure S4
in Supplementary Material).

To obtain a usable 3D model, it is necessary to segment images according to the most common
methods of image discretization. Digital filters are applied to enhance the quality of the images by
performing high degree noise reduction, with the final goal of making the model the most identical
possible to the anatomy of the patients.

Binomial blur filters are traditionally used to remove noise from images, by attenuating high
spatial frequencies. A curvature flow filter performs an edge-preserving smoothing on the images.
The discrete Gaussian filter computes the convolution of the image with a Gaussian kernel. It is used
to smooth and reduce the image detail, preserving the edges for the low variance. Gradient magnitude
is mainly used to help in the determination of object contours and separation of homogenous regions.
The mena filter is commonly used for simple image noise reduction. The median filter is useful to
reduce speckle noise and salt and pepper noise [45].

It is necessary to define a mask, which is created by a digitization process that allows to convert
tissue analogic signals so that they can be processed with numerical calculation devices, by considering
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the variation of the gray scale. A range of values is defined to represent a particular tissue: In our
case, the adult compact bone range is around 500 to 2000 Hounsfield unit (HU) [46], while SmartBone®
is in the range 100 to 400 HU. The gray value, defined in HU, precisely defines the tissue in each
point. The HU is a value attributed to a voxel, which coincides to the average attenuation of the
corresponding tissue volume. The choice of this range allows optimal tissue discrimination within the
CT [47,48]. In some cases, this range value is modified to conceal the screws, to obtain a better view of
SB and to have a better representation of the corresponding bone model.

Once the mask is created, it is possible to convert it into a 3D object. Next, the 3D model mesh
quality is improved digitally by the software. If the model is highly consistent with the patient’s
anatomy no additional steps are required, otherwise, possible defects can be edited manually on the
final model by the operator using 3-Matic, the CAD software of the Mimics Innovation Suite. It may
be necessary to delete some artifacts that can be caused by poor CT quality or by the presence of metal
implants or components that produce scattering. In those cases, a new definition of the slice contour
on the slices of the CT scan is needed and Mimics software allow you to have many tools to correct
those artefacts to obtain a consistent model.

2.5. Overlapping Models and Calculation of the Volumes

GOM Inspect (GOM GmbH, Braunschweig, Germany) is the software dedicated to the analysis
of 3D measuring data for quality control, product development, and production. GOM software is
used to evaluate 3D measuring data derived from GOM systems, 3D scanners, laser scanners, CTs and
other sources, such as STL (stereolithography file type, made basing on Standard Triangle Language) models.
The procedure of the overlapping of volumes is one among many possible methods to evaluate the
volumetric bone growth that took place following the SB implant. Two 3D models are needed to
perform the overlapping: The one built through pre-operation CT and the one constructed through
post-operation CT.

Once models reproduce the patient’s anatomy faithfully, it is possible to import the two geometric
models into GOM Inspect to measure the differences between them. This image matching has to be
done on images taken before the surgery versus those taken at least six months after when the patient
is undergoing a control CT: Such timeframe allows seeing the beginning of the remodeling process
supported by SB [29]. Moreover, this step overlap is necessary to get a comparison between the two
models. The reference system of one model is converted into the reference system of the other model,
to get a correct overlapping and avoid errors. It is very important to have a perfect alignment of
the measuring model to the nominal model. Figure 2 shows an example of the pre-operative model
imported as a mesh file (in gray) and the post-operative template imported as a CAD body file (in blue).

Figure 2. Example of the pre-operative model imported as a mesh file (in gray) and the post-operative
template imported as a CAD body file (in blue).
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It is crucial, in the overlapping procedure, to perform all possible alignment modes. Two types
of alignment have been developed: 1) automatic pre-alignment and 2) alignments made by points.
Pre-alignment is an automatic alignment created by the software through robust, effective algorithms.
It works by recognizing three-dimensional features, such as edges or angles. Alignment by point
consists of defining in the reference model a number of relevant anatomical points that are constant
and also easily identifiable in the control model. The chosen points do not change in the two models
enabling the chosen points to be perfectly aligned. After alignment, measurements are performed
thanks to the GOM Inspects tools, which also provides the models’ deviations and the measurements
of increased bone volume (AV). That AV is the bone material regenerated from the SB graft.

The other method used to evaluate the volumetric bone growth is the Boolean subtraction between
the two solid models. The software that carries out the subtraction is 3-Matic Medical (Materialise).
With 3-Matic, the Boolean subtraction is performed on the 3D models obtained starting from two
CT scans: one before the surgery and the other one always at least 6 months after the surgery. After
an automatic alignment, the models obtained from the CT scan before surgery is subtracted from
the model obtained from the CT scan after surgery. The software shows the remaining volume,
which coincides with the bone regenerated (Figure 3).

Figure 3. Example of the pre-operative model imported as a mesh file (in gray) and the post-operative
template imported as a CAD body file (in blue).

3. Results

The cases included in the study were divided into two groups: The first group (1) included those
cases in which the initial SB volume used during surgery was known, because they were custom-made
implanted SB blocks (Table 2), hence, blocks designed and manufactured on demand specifically by the
manufacturing company. The increase is considered with respect to the initial situation, i.e., the empty
defect (considered as the 0 mm? reference); comparison is made between grafted SB (initial volume of
SB) and final volumetric increase.

Table 2. Volumetric comparison on cases made with pre-customized SB blocks.

c Region of Interest Final Volumetric Follow up Time Initial Volume of
ases (ROI) Increase [mm?®] 4 SB [mm®]
Case One Dental 391 13 months 277
Case Three Dental 605 6 months 781
Case Five MCF 10,190 24 months 17831
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The second group (2) included those other cases that did not have custom-made implants.
Therefore, the surgeon had to cut and hand remodel standard blocks (Table 3). Here, again, the increase
is considered with respect to the initial situation, i.e., the empty defect (considered as the 0 mm?
reference); comparison between grafted SB (initial volume of SB not known) and the final volumetric
increase was, hence, not possible.

Table 3. Volumetric increase on cases made with handy customized SB blocks during surgery.

Region of Interest Volumetric Increase .

Cases (ROI) [mm?] Follow up Time
Case Two Dental 605 8 months
Case Four Dental 1028 14 months
Case Six Orthopedic 1794 6 months

These last cases resulted in a lack of exact bone grafted volume information, and, thus, it was
not possible to make a direct and precise comparison between the resulting volume and the initially
implanted volume. Nevertheless, these cases are relevant given the intent of this work to assess these
types of situations, being frequent in current common clinical practice.

Table 2 shows the volumetric increase in all studied cases with respect to initial conditions.
Group 1 collects three cases in which the initial volume of SB is known. Moreover, in one dental
case, the resulting volume was greater than the initial volume of implanted SB. Importantly, after 7
to 9 months the new bone always represented a large part of the volume (80.8%), and SB was almost
completely reabsorbed (0.5%). These data were consistent with previous results from the literature [29].

Group 2 shows instead that all patients had new bone generation because in the pre-surgery CT a
lack of bone was evident, and in post-surgery CT the defect is corrected by the formation of new bone.
This could be established because native bone and SB have different densities. Therefore, they can be
distinguished, and such difference can be measured by HU. This difference in density was particularly
noticeable in case #5, hence, presented in Figure 4a,b, where the red circle (the defective bone) had a
smaller white part (the newly formed bone) in the same area. This deduction was straightforward: New
bone was clearly visible after two years post-surgery. Further details for each case are here described:

e  Case #1: The patient responded well to the implant: By comparing the CT before the operation
and the CT 13 months after surgery, a volumetric increase of 114 mm3 was calculated and no signs
of inflammation. It was possible to proceed with the design of the dental implant, after checking
that the body integrated the implant and the graft had allowed the regeneration of new bone.
The project established dental implant positioning, which is important because they replaced
the missing tooth roots. The surgery allowed the dentist to have the right plan specifications,
for example, the distance between the teeth or the depth of the implant. One year later the patient
still did not show any inflammation or foreign body reaction against implanted material so the
implants could be fitted. They were implanted in the mandibular bone to create the base for the
prosthesis crown that was fitted later on. The implants were ready to be attached to the abutment,
which is the part connecting the implant to the crown. Moreover, it was evident that the graft
maintained good stability for the implant, like natural bone. In Figure 5a, it is possible to observe
the left mandible reconstruction. The anatomy of the new mandibular bone was highly similar to
the healthy geometry (see the left part of the gray volume). This statement is supported by the
fact that, if we divide the mandible with a sagittal plane in the center, we can compare the right
part with the newly formed bone and check that both parts are symmetrically identical. On the
other hand, in the gray part on the right, likely the bone was still regenerating because the natural
geometry of the bone was not respected yet. In fact, symmetry, as regards the sagittal plane, has
not occurred.

e Case #2: The patient responded very well to the implant: 8 months after the bone graft we
calculated a volumetric increase of 142 mm?, with respect to the empty defect and no signs of
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inflammation. In the upper dental arch, it was possible to observe the formation of new bone,
which did not appear in the first CT (Figure 5b). At that time after 8 months, it was necessary
to re-operate to remove the five screws implanted to proceed with the insertion of the dental
implants. Next, the abutment was fitted to the implant by means of a screw to allow dental implant
anchoring. If we divided the jaw with a sagittal plane, we could observe that the geometry was
completely restored after eight months, because the left and the right part were symmetrical.
In this case, the patient was ready for the dental implant because the bone thickness needed for
the implant had been fully restored.

o  Case #3: In this case, 6 months after the bone graft implantation, we could already observe the
formation of new bone, not present in the first CT, as well as bone resurfacing even in parts where
SB was not implanted (Figure 5c). In the upper dental arch, it was possible to detect the presence
of the three screws, which ensured the stability of the bone graft. The two grafts could no longer
be seen as they have been replaced by one reconstructed bone. Not only bone cells generated
bone within SB but also osteogenesis occurred outside the grafts. There was a marked horizontal
bone increase, which led to the correct anatomical shape being restored.

e Case #4: Follow ups of the patient were performed at different times, 6, 9, and 14 months,
respectively. After 6 months post-surgery, the grafts appear to have filled the lack of bone (image
not shown), with four screws stabilizing the bone grafts. The second follow up, 9 months after
surgery, was performed to check whether the patient had complications. The tissue appears
healthy and free of inflammation, and the graft was fully integrated into the patient’s bone.
At this point, the dentist could remove the screws that ensured stability. After 14 months, SB was
completely replaced by the patient’s bone. In Figure 5d, it is possible to observe how the bone was
regenerated in all four points where SB was implanted. In the two central parts, where the lack of
bone was more significant, the growth of the new bone was greater than in the other two parts.
Notably, the grafts grew symmetrically and restored the natural anatomy of the maxillary bone.

o  Case #5: After 11 days post-surgery a CT was performed to check the complete removal of the
tumor and that the SB was integrating without causing foreign body reaction or inflammation.
After 2 years post-surgery, osteointegration was fully successful, with the reconstruction of the
temporal and sphenoid bone. The bone was perfectly regenerated, and the patient’s cranial
anatomy was completely reconstructed (Figure 5e). When we compared the two regions of
interest in the post-surgery CT, we observed that the second one included a greater amount of
bone. The bone was grown not only within the SB plaque but it was also remodeled to restore the
correct skull anatomy; as a result, the right and left sides were symmetrical.

e  Case #6: The patient underwent a CT after 5 months post-surgery to check whether the insertion
of the SB was functional (image not shown). In the post-surgery CT, the little SB block grafted
was visible, which was allowing the generation of new bone. Figure 5f shows the radius and the
ulna: the bone not only grew within the SB' but also around the graft, thus, completely filling
the hole inside the epiphysis: The complete integration of the SB could be observed two years
after surgery.
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Figure 4. Clinical case #5; (a) CT slice immediately post-surgery, showing relatively low bone density,
as highlighted in the graft are (red circle); (b) CT slice 2 years post-surgery, showing much higher
signal, hence, higher bone density, due to new bone formation in the grafted region (red circle).
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Figure 5. Follow-up images of the six investigated clinical cases; the gray area evidences the grafted
volumes, indicated as bone regenerated volumes. (a) Clinical case #1, 13 months post-surgery
reconstruction, volume stability is high and symmetry almost perfect. (b) Clinical case #2, 8 months
post-surgery reconstruction, high volume stability of grafted SB. (c) Clinical case #3, 6 months
post-surgery reconstruction, high volume stability and remodeling already in progress. (d) Clinical
case #4, 14 months post-surgery reconstruction, excellent results on all SB grafted sites. (e) Clinical
case #5, 24 months post-surgery reconstruction, complete graft integration and good symmetry.
(f) Clinical case #6, 24 months post-surgery reconstruction, complete bone remodeling and restoration
of functional anatomy.

4. Discussion

In the vast majority of cases, the quality of the new bone formation upon surgery is investigated
through histology or densitometry, thus, implying a bone sampling from patient collected through a
second operation. In our work, we have here proposed an innovative non-invasive method to establish
a healthy bone volumetric increase after different time spans from the implant, which could be easily

80



Appl. Sci. 2019, 9, 1469

used in follow up analyses. Specifically, to achieve this goal, the unique radiographic properties of SB
have been exploited and were investigated to create 3D templates that faithfully mirrored the anatomy
of the individual patient. The trickiest aspect of the applied method was to find the right way to make
pre- and post- 3D models overlay accurately, because if the superimposition is precise, the volumetric
increase should have respected the real anatomy. The overlay depends on the correct alignment of the
3D templates, and the pre-model reference system should change into the post-model reference one.
We tested two different methods to evaluate the volumetric bone growth that took place following
the SB implant. Both model-measuring methods used, by means of GOM and by Boolean subtraction
with 3-matic, showed equivalent results and depended on the accurate creation of the models from
the CT images. Hence, we decided to merge them. Indeed, the peculiarity of the final method is to
create templates faithfully respecting the patient’s anatomy by the two above mentioned alignments to
obtain the best accurate overlapping, which could help us in the understanding the correct volumetric
increase for all cases analyzed in the study.

As reasonably expected, the quality of the CT played a primary role in this radiological approach:
A good quality yield provided a better resolution and a greater discretization of tissues as it allowed
to calculate 3D models identical to the bone anatomical region and, consequently, to reach a more
accurate calculation of the possible volumetric increase. Importantly, it has to be taken into account
that the SB has low density allowing an optimal CT quality to be recognized.

The main technical aspects related to the acquisition and processing of CT images to obtain
quantitative information on the skeletal system have recently been reviewed in Troy et al. [49],
providing recommendations finalized to maximize the repeatability and objectivity of measurements.
It is particularly important to perform the scans on the same equipment, standardizing the X-ray tube
settings, the field of view and the slice thickness. To properly evaluate bone mineral density and
distinguish components of integral, cortical, and trabecular bone, a calibration phantom with known
hydroxyapatite density standards should be scanned together with the anatomical district of interest.
This kind of phantom can reduce the effects of many error sources, such as change in acquisition
settings, resolution, or those due to the scanner itself. It is also important to consider that voxel density
values are less stable for CBCT equipment than MSCT, with noticeable variations even within the
same scan for materials with homogeneous composition [50]. For these reasons, the quantitative
method used in this study was limited to the assessments of compact bone volume, after appropriate
segmentation, without further investigations about bone densities and composition. The determination
of the threshold used for the extraction of bone volumes was not particularly critical given the high
degree of separation with respect to the soft tissue densities, for all the considered equipment [49,50].

The developed novel radiological approach not only was successfully tested in a set of different
cases related to different anatomical districts confirming its robustness but also allowed drawing
conclusions on SB performances. In each analyzed case, good results were recorded: The geometry of
the volumetric increase was similar or identical to the lack of bone in the injured area, and, importantly,
the amount was expected, considering both post-surgery timing and defect shape. Independent
experienced users judged the overlapping of the images to define the acceptable score: This explains
minor displacements differences, by a few millimeters, between first and second alignment.

As expected, the volumetric increase was not the same in all patients because of both different
investigated anatomical sites and different post-surgery times. Additionally, bone resorption also
differed among patient as it depends on age and on other possible pathologies as well as on the size of
the region where SB was grafted. Thus, although it was not possible to estimate the growth of SB at a
given time, the results showed that this scaffold allowed the formation of new bone in all the examined
cases, coherent with literature evidences. We also demonstrated a volumetric increase in each patient.
Moreover, there is a clear morphological pattern on the evolution of the standard X-Ray imaging series
over time which shows the substitution of the grafted material with a more homogeneous signal in
the area of graft implant. The progressive remodeling together with an increase of the mineral signal
cannot be dependent on the active remodeling of the graft per se given it is a decellularized matrix.
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Therefore, the increase in the density over time must be dependent on novel mineral matrix apposition
likely induced by the graft as previously shown in vitro [30]. This neo-apposition is quantified in the
measures reported using CT scan. Indeed, clinically, partial increase of bone regeneration was already
evident from CT scans performed 6 to 7 months post-surgery, likely due to the regeneration process
ongoing, while obtained bone gain allows obtaining complete anatomy in a two-years timeframe
averagely. Furthermore, bone growth was not only limited to the site where SB was inserted, but new
bone was also growing in the areas adjoining the implant, suggesting that bone growth continued
until the natural anatomy of the site was fully restored, further confirming SB mechanism of action.

Supplementary Materials: The following are available online at http:/ /www.mdpi.com /2076-3417/9/7 /1469 /51,
Figure S1: Clinical case #1, patient with hypodontia in the lower dental arch, highlighted in red, Figure S2: Clinical
case #1, patient with hypodontia in the lower dental arch; 3D render model of mandibular bone with the design of
the custom made SmartBone®on Demand™ graft, Figure S3: Case #5, custom-made SBoD grafts built bed-side,
prior to implantation, to reconstruct the temporal and sphenoid bones of the skull which had been previously
removed due to the tumor, Figure S4: Exemplificative clinical images converted and displayed by Mimics software,
according to specific instructions regarding the orientation of the individual slices.
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Abstract: Implant stability is relevant for the correct osseointegration and long-term success of
dental implant treatments. The aim of this study has been to evaluate the influence of implant
dimensions and position on primary and secondary stability of implants placed in maxilla using
resonance frequency analysis. Thirty-one healthy patients who underwent dental implant placement
were enrolled for the study. A total of 70 OsseoSpeed TX (Astra Tech Implant System—Dentsply
Implants; Molndal, Sweden) implants were placed. All implants have been placed according to a
conventional two-stage surgical procedure according to the manufacturer instructions. Bone quality
and implant stability quotient were recorded. Mean implant stability quotient (ISQ) at baseline (ISQ1)
was statistically significant lower compared to 3-months post-implant placement (ISQ2) (p < 0.05).
Initial implant stability was significantly higher with 4 mm diameter implants with respect to 3.5 mm.
No differences were observed within maxilla regions. Implant length, diameter and maxillary regions
have an influence on primary stability.

Keywords: dental implants; osseointegration; resonance frequency analysis

1. Introduction

In the literature many authors have proposed advantageous long-term results for
implant-supported single-unit crowns, as well as, implant-supported short-span fixed dental
prostheses (FDP) [1,2]. Implant success depends on tissue biological response and on several other
factors such as smoking habit, periodontal status and surgical technique [3-6]. Primary and secondary
stability are determining factors for successful implant osseointegration [7] and the absence of
micro-movements is a necessary condition [8-10]. A combination of multiple variables could influence
primary implant stability such as:

e  The quality and quantity of bone at the recipient site;
e  The surgical technique used in order to place the implant;
e  The macro-/microscopic morphology of the implant [11-16].

Secondary stability is the progressive increase in stability as a consequence of the dynamic
interrelationship between new bone formation and remodelling occurring at the bone-implant
interfacial zone [17]. In the literature it is demonstrated that the implant success depends on the
quality and quantity of the bone as most important factors [18-20]. Bone resorption and healing delay
are the result of implant failure due to weak bone quantity and quality. Jaffin et al. showed a 35%
failure rate in type 4 bone. In their study, the major risk factors for implant failure were weak bone
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quantity and quality [21]. Moreover, Bischof and co-workers demonstrated that the primary stability of
the implant depends only on jaw and the bone type and not on other factors such as diameter, length
and deepening of the implant [22].

Therefore, the aim of the present study was to evaluate the influence of implant dimensions
(length and diameter) and position (anterior and posterior maxilla) on the primary and secondary
stability of implants placed in the upper arch.

2. Materials and Methods

2.1. Study Design

The study was designed as a prospective clinical trial.

2.2. Patient Selection

Patients consecutively treated at the Department of Oral Surgery of the University of Siena and
University “Federico II” of Napoli, Italy, were enrolled for the study, the recruitment period of included
patients was 12 months. All patients agreed to participate in the study and signed informed consent.
Thirty-one patients (mean age: 57; range from 31 to 77) have been enrolled in the study, 17 females
(mean age: 56; range from 31 to 73) and 14 males (mean age: 59; range from 31 to 77). The study was
conducted according to the principles of the Declaration of Helsinki on experimentation involving
human subjects.

The inclusion criteria were as follows:

e  Patients were aged 18 years or older;

e Absence of medical history or conditions that could contraindicate surgery;

e 4 to 6 months waiting time were necessary for healing after tooth extraction;

e Presence of sufficient residual alveolar bone volume to achieve primary implant stability without
concomitant or previous bone augmentation;

e  Full-mouth plaque score (FMPS) < 25% at baseline;

e  Full-mouth bleeding score (FMBS) < 25% at baseline;

Exclusion criteria were:

Tobacco smoking;
Pregnancy and lactation;
Bisphosphonates use;

Untreated periodontal conditions;
e  Absence at least of 2 mm of keratinized tissue;
e  Lower arches.

2.3. Clinical Procedure

Dental implants (“OsseoSpeed TX”, Astra Tech Implant System—Dentsply Implants; MoIndal,
Sweden) were placed following a two-stage protocol according to the manufacturer’s instructions.
These kinds of implant have two main features: an exclusive implant surface with a fluoride-treated
nanostructure that stimulates early bone formation and provides a firmer bone-implant connection;
micro-threads on the neck of the implant that ensure optimal load distribution and optimal stress
values. Implants were placed exclusively in the upper jaw. For definition purposes, implants placed
in the “anterior” maxilla were meant to replace central and lateral incisors and canines; whereas in
the “posterior” maxilla implants were placed to replace premolars and molars. Implants were usually
positioned with the implant shoulder at the level of the alveolar bone crest and then covered with the
mucosal flap. All the implants were placed in native bone and without bone regeneration. The torque
was measured through the implant motor. The implants, placed with handpiece, had all torque up
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to 35 ncm. The second-phase surgery was carried out at 3 months. Different implant lengths (9, 11
and 13 mm) and diameters (3.5 and 4 mm) were used. The diameter of the last tool used was based
on the diameter of the implants, it was 2.7 for diameter 3.5 and 3.2 for diameter 4. A beta-lactam
antibiotic (Amoxicillin) was given to all patients for 5 days post-surgically. The postoperative therapy
required good oral hygiene, rinsing with mouth wash containing 0.2% chlorhexidine solution twice a
day for four post-operative weeks from the surgery. Sutures were removed at seven days at the surgery.
All implants were evaluated with peri-apical x-rays immediately after insertion and after 3 months.
Definitive crowns were delivered at 4-6 months post-surgery. All prosthesis were manufactured in
order to facilitate oral hygiene procedures. No implant failures were recorded. The bone quality
was clinically evaluated using the index of Lekholm and Zarb, in agreement with the radiographic
evaluations and the drilling resistance perceived by the clinician operator [23]. Implants distribution
according to bone quality is showed in Table 1. Implant stability measurements through resonance
frequency analysis (RFA) were performed by a single operator immediately after implant placement
in terms of the implant stability quotient (ISQ1) and after 3 months (ISQ2). The ISQ was obtained
installing a “Smartpeg” transducer (Integration Diagnostics AB, Géteborg, Sweden) into the fixture
and approaching it perpendicularly with the handpiece probe of the Osstell (Integration Diagnostics
AB, Goteborg, Sweden) device.

Table 1. Implants distribution according to bone quality assessment.

Bone Quality I I 111 v Total
N 2 36 29 3 70
% 2.9 514 414 4.3 100%

2.4. Statistical Analysis

Descriptive statistics (e.g., means and standard deviation (SD)) were used to present the outcomes.
The primary outcome was based on the ISQ. Analysis of variance and Tukey’s multiple comparison tests
and paired t-test were performed. A value of p > 0.05 was considered as level of statistical significance.

3. Results

Mean ISQ at implant placement (ISQ1) was 75.3 + 5.5 whereas after 3 months (ISQ2) it was
statistically significantly higher (p < 0.05), with a mean of 79.6 & 5.8 (Figure 1). Descriptive statistics of
ISQ values distribution within implant diameter and length, maxilla regions, sex and age are reported
in Figures 2—4. Tukey’s multiple comparison test of ISQ1 and ISQ2 values for all before mentioned
parameters are shown in Tables 2—4.

100+
904

804 | I | —
704

1SQ value

50 ]

1sQ1 1SQ2

Figure 1. Paired t test for implant stability quotient (ISQ) values at implant placement (ISQ1) and after
3 months (ISQ2).
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Figure 2. ISQ 1 and 2 values distribution within different implant diameters (3.5 and 4 mm).
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Figure 3. ISQ 1 and 2 values distribution within different implant lengths (9, 11 and 13 mm).
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Figure 4. ISQ 1 and 2 values distribution within different maxilla regions (frontal and posterior).

Table 2. Tukey’s multiple comparison test of ISQ1 and ISQ2 values for 3.5- and 4-mm diameter
implants. Numbers are means and values in brackets are standard deviations. Lowercase letters
indicate statistically significant differences among the diameter within the ISQ 1 or 2 values. Uppercase
letters indicate statistically significant differences between the ISQ 1 or 2 values within the diameter.

Implant Diameter (mm)

1SQ1 1SQ2

3.5
4

71.38 (5.79) aA
76.23 (5.16) bA

78.46 (6.43) aB
79.89 (5.73) aB
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Table 3. Tukey’s multiple comparison test of ISQ1 and ISQ2 values for 9-, 11- and 13-mm implants.
Numbers are means and values in brackets are standard deviations. Lowercase letters indicate
statistically significant differences among the length within the ISQ 1 or 2 values. Uppercase letters
indicate statistically significant differences between the ISQ 1 or 2 values within the length. * and **
indicate statistically significant differences between ISQ1 and 2 values across the lengths.

Implant Length (mm) I1SQ1 1SQ2
9 73.5(5.91) aA * 80.93 (4.28) aB **
11 74.95 (5.95) aA ** 79.25 (4.49) aB *
13 77.88 (3.13) abA 79.44 (9.31) aA

Table 4. Tukey’s multiple comparison test of ISQ1 and ISQ2 values for different maxilla regions (frontal
and posterior). Numbers are means and values in brackets are standard deviations. Uppercase letters
indicate statistically significant differences between the ISQ 1 or 2 values within the maxillary region. *
indicates statistically significant differences between ISQ 1 and 2 values across the maxillary regions.

Maxilla Region 1SQ1 1SQ2
Frontal 75.59 (5.57) 80.05 (4.97) *
Posterior 7521 (5.62) A* 79.44 (6.24) B

3.1. Differences in Implant Stability Quotient (ISQ) Values According to Implant Diameter

Atimplant placement ISQ values were statistically significantly higher for 4 mm diameter implants
(76.23 & 5.16) compared with 3.5 mm diameter implants (71.38 & 5.79) (Table 2).

3.2. Differences in ISQ Values According to Implant Length

At implant placement, ISQ values progressively increased with implant length, even if no
statistically significant differences were observed within the groups (9, 11 and 13 mm). After 3 months,
ISQ values were statistically significantly higher than baseline (ISQ1), but exclusively for 9- and 11-mm
length implants. Implants with 13 mm length showed no differences between ISQ1 and ISQ2 values
(Table 3).

3.3. Differences in ISQ Values According to Maxilla Regions

Both ISQ values at baseline and after 3 months post-implantation were found to be comparable
for implants placed in anterior or posterior maxilla, although implants placed in posterior maxilla
showed a significant increase of ISQ values after 3 months compared to baseline. No statistically
significantly differences were observed within frontal and posterior maxilla at implant placement
and after 3 months. ISQ values after 3 months compared to implant placement were statistically
significantly higher exclusively for implants placed in the posterior maxilla (Table 4).

4. Discussion

This study has evaluated the influence of implant dimensions (length and diameter) on the
primary and secondary stability of implants placed in the upper arch.

The results of the present study suggest that the ISQ values significantly increase during the
three months of follow-up. The findings also include significant differences between some parameters
analysed (implant diameter, implant length and maxilla regions).

Bone density seems to strongly influence implant stability and long-term success, as demonstrated
by the higher implant survival rates in the mandible compared to the maxilla, especially the posterior
maxilla [24]. Bone density can be objectively measured with different methods, including microCT [25]
that may define the bone quality, even if the concept of “bone quality” is not clearly defined in literature.

Currently the most accepted method to assess the bone quality is the one proposed by Lekholm
and Zarb [23], which give a scale from 1 to 4 based on the amount of cortical and trabecular bone
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evaluated in preoperative radiographs and the tactile sensation of resistance experienced by the
clinician during the drilling procedure of implant site preparation. This method, however, is rather
subjective [23]. Depending on the bone quality, surgeons may adapt the surgical protocol in order to
increase implant primary stability. Adapted surgical protocols includes the preparation of undersized
implant size, the use of osteotomes for bone condensation, the use of different specific drills such as
countersink or screw tap drills [26-28].

Implant stability can be measured clinically with different more objective quantitative methods,
such as the insertion torque, or electronic devices such as the Periotest (Medizintechnik Gulden,
Germany) and the Osstell (Integration Diagnostics, Sweden). The insertion torque provides a reliable
assessment of the implant stability, but it can be evaluated only at the implant insertion time and
cannot be repeated in the follow-up. A recent systematic review concluded that there is no correlation
between ISQ and insertion torque values [29]. The Periotest device produces vibrations on the implant
and gives a value (PTV) from 8 to 50, while the Osstell device profits from RFA and gives a value (ISQ)
from 1 to 100.

Among these two devices the first one raised some criticism since it seems to have a lower
sensitivity and is more susceptible to the operator [30].

Implant stability quotient values recorded at the time of implant installation do not reflect the nature
of the bone/implant interface and hence the degree of mechanical anchorage. Primary stability may
not only be influenced by bone volumetric density and/or bone trabecular connectivity but also by
the thickness and density of the cortical layer of the alveolar bone crest. Concerning the bone quality,
the outcomes of the present study are in agreement with those presented by Degidi and co-workers,
who reported that bone quality does not appear to be crucial for gaining high ISQ values [31], and the
low association between bone quality and ISQ values has been demonstrated in clinical studies [32,33].
Moreover, Barewal [34] observed the correlation between the RFA and the Lekholm and Zarb classification
and showed a difference only between bone types 1 and 4. By contrast, Ostman [35] demonstrated a close
correlation between bone quality and RFA values. Huang [36] demonstrated a direct correspondence
between bone quality around implants and calculated a decreasing frequency trend. Moreover, Friberg [27]
revealed a correlation between bone quality and implant stability measuring the cutting torque and RFA
values during implant placement. Furthermore, it has been reported that this is due to the fact that cortical
bone is 10 to 20 times stiffer than trabecular bone [37].

5. Conclusions

In conclusion, in this study no statistically significant differences in ISQ values were found in
terms of different maxillary areas and, therefore, between different bone quality.

Within the limitations of this study, we conclude that some parameters such as implant length and
diameter may influence only the primary stability. However, additional controlled and comparative
studies are needed to confirm or refute these findings.
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Abstract: Due to technical aspects of Cone Beam Computed Tomography (CBCT), the automatic
methods for bone segmentation are not widely used in the clinical practice of endodontics,
orthodontics, oral and maxillofacial surgery. The aim of this study was to evaluate method’s accuracy
for bone segmentation in CBCT data sets. The sliding three dimensional (3D) window, histogram filter
and Otsu’s method were used to implement the automatic segmentation. The results of automatic
segmentation were compared with the results of segmentation performed by an experienced oral
and maxillofacial surgeon. Twenty patients and their forty CBCT data sets were used in this study
(20 preoperative and 20 postoperative). Intraclass Correlation Coefficients (ICC) were calculated
to prove the reliability of surgeon segmentations. ICC was 0.958 with 95% confidence interval
[0.896 ... 0.983] in preoperative data sets and 0.931 with 95% confidence interval [0.836 ... 0.972]
in postoperative data sets. Three basic metrics were used in order to evaluate the accuracy of the
automatic method—Dice Similarity Coefficient (DSC), Root Mean Square (RMS), Average Distance
Error (ADE) of surfaces mismatch and additional metric in order to evaluate computation time
of segmentation was used. The mean value of preoperative DSC was 0.921, postoperative—0.911,
the mean value of preoperative RMS was 0.559 mm, postoperative—0.647 mm, the ADE value of
preoperative cases was 0.043 mm, postoperative—0.057 mm, the mean computational time to perform
the segmentation was 46 s. The automatic method showed clinically acceptable accuracy results and
thus can be used as a new tool for automatic bone segmentation in CBCT data. It can be applied in
oral and maxillofacial surgery for performance of 3D Virtual Surgical Plan (VSP) or for postoperative
follow-up.

Keywords: cone beam computed tomography; automatic segmentation; sliding window; 3D virtual
surgical plan; Otsu’s method

1. Introduction

Three dimensional (3D) segmentation of bones from Cone Beam Computed Tomography (CBCT)
is very important for the orthodontics, endodontics, oral and maxillofacial surgeons. Accuracy
of segmentation ensures a correct diagnosis, an accurate 3D Virtual Surgical Plan (VSP) and a
successful postoperative follow-up of the patients with Cranio-maxillofacial (CMF) deformities [1,2].
Application of CBCT imaging modality in oral and maxillofacial surgery is increased due to its
lower radiation dose and shorter acquisition time compared with the conventional multislice CT
(MSCT). However, images of CBCT most often are noisier and have beam hardening artifacts.
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Properties of CBCT also affect the ability to correctly display Hounsfield units (HU) of head tissues
(immediately after surgery when edema of soft tissues is present) as opposed to traditional CT [3,4].
These disadvantages also influence image quality and accuracy of bone segmentation [5]. Due to these
reasons, 3D VSP and evaluation of postoperative follow-up must be performed using segmentation by
highly experienced experts. Such a procedure of bone segmentation becomes time-consuming [6].

Wang et al. published three studies dedicated to fully automatic bone segmentation using CBCT
images [6-8]. In 2013 [6] and 2014 [7] studies, the principle of the automatic method was a patch-based
sparse representation. Patient-specific atlas (probability map) using a sparse label fusion strategy
from conventional CT atlases was used as a first estimation. Then a convex segmentation framework
was used in order to get the final result. The introduced method led to an accurate segmentation but
the basic limitation of this method was computation time (about 5 h [7]). Also, the variety of CBCT
data sets (patients with metallic implants, metallic plates and different face deformities) was low in
their studies. Data collection of CT to get more variety of the atlases is complicated in relation to
the requirements of bioethics. In a 2016 study [8], the same authors also suggested a new automatic
method that used the random forest. The multiclass classifier was used to create probability maps for
each region of interest (mandible, maxilla and background). The results of the method were achieved
almost the same as in the previous study [7] but also with some similar limitations: the limited amount
of CBCT data and also computation time of segmentation (20 min). Gollmer and Buzug presented a
fully automatic method for mandible segmentation. Segmentation was based on the idea of using a
statistical shape model (SSM). They showed accurate results, however, they also—as did the previous
authors—tested the algorithm with just six CBCT data sets [9]. Fan et al. [10] proposed an automatic
method for mandible segmentation. Marker-based watershed transform method was used in their
study. The authors performed accurate and fast enough (12-14 min per data set) segmentation on 20
CBCT data sets. The errors of segmentation were obtained mostly in these three basic areas—around
the wisdom teeth, condyles and dental enamel. The reasons of segmentation errors were the different
(bigger) or the same intensity of selected basic markers (mandible and background). Performance of
manual editing in these areas was recommended. Eijnatten et al. [11] carried out a review of literature
on different methods for bone segmentation. The authors discovered that global thresholding is the
most used method for bone segmentation. However, a limitation of this method is that the manual
post-processing is required.

This study presents a fully automatic 3D thresholding method which is based on local statistical
information. In the previous pilot study [12], the automatic segmentation of ten CBCT data sets of
preoperative patients was performed. We increased the amount and variety (postoperative cases)
of data sets (n = 40) in the current study. Compared with the previous study, we included more
anatomical areas of interest in order to better evaluate the accuracy of the presented method. Otsu’s
method [13], histogram filter and 3D sliding window [14] are used for the implementation of the
segmentation method. The accuracy of the current method is evaluated using three metrics—Dice
Similarity Coefficient (DSC) [15], Root Mean Square (RMS) [16,17], Average Distance Error (ADE).
The computation time of the segmentation is also evaluated. The results of the automatic segmentation
are compared with the segmentation results of an experienced oral and maxillofacial surgeon.

2. Materials and Methods

2.1. Data Acquisition

A retrospective study was performed by using 40 CBCT data sets from the database of the Simonas
Grybauskas” Orthognathic Surgery clinic. Before the study, all CBCT data sets were anonymised in
order to protect the patients” data. Half of them (n = 20) were preoperative (obtained one week before
the surgery) and another half (n = 20) were postoperative (obtained about one week after surgery)
scans of the same patients” group. All scans were done using the i-CAT FLX V17 machine. All patients
undertook double jaws correction. CBCT data sets were acquired with a resolution of an isotropic
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voxel of 0.3 mm, 230 mm x 170 mm field of view (FOV), the time of exposure was 7 s, tube voltage
120 kV and tube current 5 mA. Preoperative and postoperative CBCT data sets were segmented by
an experienced oral and maxillofacial surgeon using ITK-SNAP software (Version 3.4.0) selecting
a global threshold value for each case individually. Mandible and lower parts of skull (including
maxilla, zygomatic bone) were used to perform the segmentation. Therefore, mentioned anatomical
regions were selected as the segmentation target assessing the importance of them to perform a surgery.
The study framework is presented in Figure 1.

Data sets of CBCT

n=40

Preoperative (n=20) Postoperative (n=20)

Surgeon Proposed Surgeon Proposed
method method method method

Segmentation

Eﬁ
E¢
B
B
B
B
B

Figure 1. The framework of the current study. The study was performed using preoperative and
postoperative Cone Beam Computed Tomography (CBCT) data sets. Four metrics (Root Mean Square
(RMS), Dice Similarity Coefficient (DSC), Average Distance Error (ADE) and Time) were used to
evaluate the proposed method.

2.2. Description of Proposed Method

The proposed method was based on the finding of an optimal threshold by using Otsu’s method in
a sliding 3D window. However, Otsu’s method works most accurately when the analyzing histogram
is bimodal. This means that the intensity values of voxels must be divided into two basic classes
Cp with intensity range [1, ..., T] and C; with intensity range [T + 1, ..., L] (where L is the upper
limit of intensity in the volume), T representing the threshold optimally separating modes in bimodal
histogram. The number of voxels with intensity threshold i is denoted by #;. A probability of intensity
threshold i in an image is

ni

Pi=yN 1

N—the total number of voxels. Then, the probabilities that a randomly selected voxels belong to
one of the classes Cy or C; are

T
Co:wo(T) =) pi )
i=0
L
Crian(T)= ) pie ®)
i=T+1
The average of classes is defined
T .
le " pi
Co:po="—rrr- 4
0 M0 =TT 4)
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L .
3 _ =T+
Crip = w1 (T) ®)
The intensity average of the total image is defined by
wWolo + w1y = pr (6)
wo+wp =1 (7)

Using discriminant analysis, Otsu’s method defines both classes variance of the thresholded image
of = wo(po — pr)* + wr (i — i), ®)

Then the optimal threshold value is calculated by
T* = Arg Max {0%(T)} )

1<T<L. (10)

The illustration of the proposed method is presented in Figure 2.

Original CBCT
matrix I(x,y,z)

Determine sliding
Irrelevant area il window (S(x,y,z)

~~~~~~

Filter
If CO and C1

Remove irrevalant
area

Perform the final
segmentation A(X,y,z)

Figure 2. Implementation of segmentation by using the proposed automatic method.

The typical histogram of CBCT data set is not bimodal and Otsu’s method does not work
accurately in order to find optimal threshold value. The typical histogram of CBCT data set is
presented in Figure 3.
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Figure 3. Typical histogram of CBCT data set. The basic areas: air (1), internal anatomical structures
containing air (2), soft tissues/soft bone (3), bone (4) and metal artifacts/restorative materials (5).

In order to perform an accurate segmentation using Otsu’s method, a histogram filter was
involved. The purpose of the filter is to remove irrelevant areas and to make analysed histograms
bimodal. The optimal threshold was found after filtration, that is, removal of the 1st, 2nd and 5th areas
in the histogram (Figure 3). Intensity values for histogram filtering areas were defined by the results of
studies published in References [18,19]. Misch et al. [18] determined that the intensity of cortical bone
of mandible is 1250 HU and it cover about 8% of the volume of mandible, trabecular bone intensity
of mandible is 850-1250 HU, 350-850 HU levels corresponds to trabecular bone intensity of maxilla,
levels of 150-350 HU limit posterior maxilla and levels of 150 HU could be found in sinus areas where
the bone is very soft. The study performed by Norton et al. [19] divided the intensity scale of bone
into these ranges of HU: anterior mandible 850 HU, posterior mandible/anterior maxilla 500-850 HU,
posterior maxilla 0-500 HU, tuberosity region 0 HU. Air intensity is —1000 HU and internal anatomical
areas such as cavity of maxillary sinuses, nasal cavities, airways are between —950 HU and —500 HU.
This analysis was used to set which areas of the histogram are useful for the segmentation and which
areas should be filtered out. Then the filter was built to automatically remove areas in the sliding
volume histogram with the intensities of more than 1250 HU and areas with the intensities less than
—500 HU. An optimal threshold value using Otsu’s method is found in the defined range [-500 HU ...
1250 HU]J. The filter is involved before processing CBCT data set and it ensures that CBCT volumetric
histogram is bimodal (Figure 4, CO0—object, C1—background). Then the matrix of local thresholds
(T(x,y,2)) is filled by the found T values and the final segmentation (A(x,y,z)) is performed by:

0if I(x,y,z) < T(x,y,2)

Axyz) = { (11)

1 otherwise .

Here A(x,y,z)—3D final matrix of segmentation, I(x,y,z)—3D matrix of the original CBCT data set.

The local threshold value T is found in a volume of sliding window (S(x,y,z)), the segmentation
object is the segment of bone (mandible and maxilla)—C0 and background is the segment of soft
tissues (including soft bone)—C1 (Figure 4).

97



Appl. Sci. 2020, 10, 236

5000
!
f| T=421 HU
II 4000
/ 3500

Count of voxels
NN oW
8 & 8
g &8 8
8 38 8

1500
1000
500
\
\ 0
\ -600 -400 200 0 200 400 600 800 1000 1200
\ Intensity, HU

Figure 4. Analysing histogram (2) in selected sliding window volume (1) in order to find an optimal

threshold T to segmented a bone (3).

2.3. Surface Reconstruction

Segmented bone (A(x,y,z)) is saved as a surface in the STereoLithography (STL) file format.
The reconstruction of the bone surface from segmented voxels is performed by the volumetric
reconstruction algorithm (Visualization and Computer Graphics (VCG) reconstruction filter) using
MeshLab software (Visual Computing Lab of ISTI-CNR, University of Pisa) [20,21] (Figure 5).
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Figure 5. Reconstruction of segmented bone. (A) The surface of the bone after segmentation,
(B) Reconstructed surface of the bone. At the top, are shown the small fragments of surfaces before and

after reconstruction.

The basic parameters of the surface reconstruction ((1) voxel size, (2) the level of the subvolume
reconstruction process, (3) geodesic weighting, number of Volume Laplacian iterations, (4) widening,
(5) number of smoothing iterations) were used the same for all forty cases in order to have comparable

results of reconstruction.
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2.4. Evaluation of Method Accuracy

The results of the proposed algorithm were compared with the results of segmentation
performed by an experienced surgeon. In order to evaluate the reliability of surgeon’s segmentation,
the segmentations were done twice with a 2 weeks interval. For the quantitative evaluation of the
reliability, Intraclass Correlation Coefficient (ICC) by using a two-way mixed model, unit: single rater
and the type of relationship: absolute agreement method [22] was calculated by:

MSg — MSE

ICC = - ,
MSg + (k —1)MSg + X (MSc — MSg)

(12)

where MSg = mean square for rows, k = number of raters/measurements; MSr = mean square for
error; MSc = mean square for columns; n = number of subjects.

ICC was calculated separately for preoperative and postoperative cases and segmentation
thresholds selected by the surgeon were used for this.

The evaluation of segmentation accuracy by using proposed method three basic metrics were used:

(1) Root mean square (RMS) of the intersurface distance used to evaluate reconstructed surface
mismatch:

1 n
RMS = —- Z (Axyz — bx,y,z)z, (13)
\/ﬁ xy,z=1

where ay , . represents the coordinates of reference surface point, by y .—the coordinates of surface
point created with the proposed method;
(2)  Dice similarity coefficient (DSC), used to evaluate volume discrepancy:

2|AN B

DSC = ——+——,
(1A]+[B)

(14)

where A represents the volume of the reference model, B—volume of automatically
segmented bone;
(3)  Average intersurface distance error (ADE) was calculated by:

1

ADE = — -
N

-

Il
-

(ax,y,z - bx,y,z)/ (15)

where ay y » represents the coordinates of 3D point of the reference model, by y .—the coordinates

of 3D point of the automatically segmented model;

Positive and negative ADE values were calculated also.

Additional metric to evaluate the rapidity of segmentation the computation time of automatic
segmentation was calculated. In this study, personal computer with parameters—processor—Intel(R)
Core(TM) i7-4790 CPU @ 3.60 GHz, RAM—16 GB, system type—64-bit Windows 10 Operating System
was used. The automatic method was implemented by using Matlab software.

3. Results

The reliability of segmentations performed by surgeon was evaluated by calculating ICC values
for preoperative and postoperative CBCT data sets (Table 1).
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Table 1. Results of Intraclass Correlation Coefficient (ICC) using single rater, absolute agreement and
2-way random effects model.

Itraclass 95% Confidence Interval F Test with True Value 0
Correlation Lower Bound Upper Bound Value dfl df2 Sig

Single measures

preoperative 0.958 0.896 0.983 49.03 19 19 0.000

Single measures

- 0.931 0.836 0.972 2743 19 19  0.000
postoperative

The results show that in preoperative data ICC = 0.958 with 95% confidence interval
[0.896 ... 0.983] and in postoperative data ICC = 0.931 with 95% confidence interval [0.836 ... 0.972].
Calculated values of ICC show that the level of surgeon reliability is sufficient [22].

(1) The mean RMS value of intersurface distance in preoperative cases was 0.559 mm and in
postoperative—0.647 mm. Calculated RMS values of intersurface distance for all cases are presented
by a boxplot in Figure 6.

0.8123
0.3575) H 04234
0.5128 — 0.9663
0523 ‘ 0.706
0.5441 ! 0.7675
0.5035 ‘ 0.7087
0.7128 | 04726
0.6935 | 0.7268
0.6718 | 0.7272
0.3703 0517
0.4898 il 0.5291
0.5245 0.6223
0.5864 0.5508
0.5697 0.7029
0.5953 0417
0.5644 } 05275
0.5116
0
0.6509 | ; 0.6928
Preoperative Postoperative -

Figure 6. Distributions of RMS values of preoperative and postoperative segmentation data.

The interquartile range of boxplot is narrower for preoperative RMS values. The bigger
distribution of RMS values is seen in postoperative cases. This could have been caused by a better
quality of preoperative CBCT data sets.

(2) The mean value of DSC was 0.921 in preoperative cases. In postoperative cases, the mean value
of DSC was 0.911. Calculated DSC values are similar and are very high—more than 0.9. The results of
DSC in preoperative and postoperative segmentation data are presented by using the boxplot function
in Figure 7.

The narrower range of interquartile is found in postoperative cases. Two DSC values are out of
the DSC range in postoperative cases and are marked as outliers.
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Figure 7. Distribution of DSC values of preoperative and postoperative segmentation data.

(3) The ADE values were calculated and divided into three groups: general average, positive
average and negative average. The whole results are presented in Table 2.

The mean value of computational time to perform an automatic segmentation by using all CBCT
data sets was 46 s. Compared with other studies, this computation time is very fast. The achieved
results are compared with the results of other similar studies. The comparison is presented in Table 2.

Table 2. The comparison of different automatic methods by 4 metrics.

Metric Wang etal. [(] Wangetal. [7] Wangetal. [8] Fanetal. [10] Proposed

RMS, mm - - - - 0.559 7 10.647

DSC 0.91°10.87 4 0.92°10.87 4 0.94°10.91 4 0.97 0.921 70911 °

ADE, mm 0.61 0.65 0.42 - 0.043 1710.279 27| —0.242 37
0.057 1010.293 20 | —0.282 3¢

Time, s - 18,000 1200 720840 45714770

a—preoperative, b —postoperative, c—region of interest maxilla, c—region of interest mandible,
1—average distance error, 2—possitive average distance error, 3—negative average distance error.

DSC is the most popular metric in order to prove the accuracy of segmentation. Achieved values
of DSC were similar in comparison with other studies (values were near 0.9). ADE also is a frequent
metric in order to evaluate the segmentation. In our study, ADE was calculated and divided into three
groups. The results between ADE values in different groups (preoperative and postoperative) were
compared. It was found that differences were similar (Table 2). In comparison with the other studies,
in which the proposed method was used, ADE values were found lower. The proposed method
showed a short computation time to an automatic segmentation performance. The comparison of
segmentation results by using automatic and surgeon methods are shown in Figure 8.

The results of segmentation by using the proposed method showed that bones with low density
were not fully segmented. However, areas of condyles and sinuses were segmented with fewer holes
by using the proposed method, compared to the surgeon segmentation results (Figure 8).
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Figure 8. Evaluation of two random selected 3D models using different segmentation methods.
(A) represents 3D models segmented using a global threshold method by the surgeon, (B)—segmented
with proposed method (region of interest: 1-condyles, 2-sinuses).

4. Discussion

Automatic methods for bone segmentation are very important in order to get 3D surfaces. It helps
surgeons in making correct diagnoses, in performing accurate and quicker VSP and in the evaluation
of postoperative follow-up without the influence of surgeon’s experience [23-27]. The aim of this study
was to evaluate method’s accuracy for bone segmentation in CBCT data sets. The method is based on
the histogram filter, 3D sliding window and Otsu’s thresholding. The results of automatic segmentation
revealed sufficient accuracy of bone segmentation. For the evaluation of method accuracy, three kind
of metrics were used: voxel-based-DSC [15,17,28], based on the intersurface distance evaluation-RMS
and ADE [16,17]. Additional metric based on the time to perform segmentation—computation time
was calculated. The mean DSC coefficient values of two groups (preoperative and postoperative)
were bigger than 0.9, which proved the complete overlap and high accuracy of the automatic and
surgeon segmented bone voxels. The mean RMS values of intersurface distance for preoperative
(0.559 mm) and postoperative (0.647 mm) cases were about two times bigger than the voxel size
(0.3 mm). Calculated ADE values showed small discrepancies of surfaces. It shows that segmentation
result is good, either we succeeded to avoid superimposition step because both automatic and global
segmentations were made by using the same source data sets. In this way, surface superimposition
did not yield any additional errors. Compared with the other studies [7,8,10], the proposed method
performed the segmentation very rapidly (46 s/case). The achieved results showed that the proposed
automatic method worked accurately.

However, the proposed method had some limitations. CBCT images were not filtered for metal
artefacts (brackets, metal plates and mini-implants) before or after segmentation. Due to this reason,
metal artefacts were seen in 3D models. These artefacts hide important areas of bone. Therefore,
assessment of the bone near these artefacts became complicated and inaccurate. Especially it is
important when postoperative follow-ups are performed [29,30]. The other limitation of the proposed
method is the difficulty to segment areas with low density (thin anatomical areas, e.g., alveolar part
of the mandible, mandibular condyles or areas of maxillary sinuses) in CBCT images [31]. This is
also valid for other threshold-based segmentation methods. Problematic areas could be segmented
including more sensitive techniques [31-34].

Further studies may be concentrated to evaluate proposed method with higher amount and
different kind of CT/CBCT data sets. The next direction of further study may be to increase accuracy
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of the segmentation for anatomical areas with low density. Fully automatic segmentation of selected
anatomical areas especially condyles would be important tool to increase the evaluation of treatment
or postoperative follow-up [35,36].

5. Conclusions

The presented study proposed a new automatic method for bone segmentation in a CBCT data
set. The important feature of the proposed segmentation method is simple and rapid implementation.
The results of segmentation were very accurate and reliable to use in the clinical practice of oral and
maxillofacial surgery. The method does not require access to a computer with high computation power
parameters. It can be integrated into the most popular software of 3D medical imaging processing
using an ordinary computer.
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Abstract: Electrical stimulation is a promising therapeutic approach for the regeneration of large
bone defects. Innovative electrically stimulating implants for critical size defects in the lower jaw
are under development and need to be optimized in silico and tested in vivo prior to application.
In this context, numerical modelling and simulation are useful tools in the design process. In this
study, a numerical model of an electrically stimulated minipig mandible was established to find
optimal stimulation parameters that allow for a maximum area of beneficially stimulated tissue.
Finite-element simulations were performed to determine the stimulation impact of the proposed
implant design and to optimize the electric field distribution resulting from sinusoidal low-frequency
(f = 20Hz) electric stimulation. Optimal stimulation parameters of the electrode length hg =
25mm and the stimulation potential @gim = 0.5V were determined. These parameter sets shall be
applied in future in vivo validation studies. Furthermore, our results suggest that changing tissue
properties during the course of the healing process might make a feedback-controlled stimulation
system necessary.

Keywords: finite-element simulation; electric stimulation; bone regeneration; computational
modelling; electrically active implants; bioelectromagnetism; critical size defect; maxillofacial; minipig

1. Introduction

Electrical stimulation of bone has received a lot of attention in recent decades. It can be employed
to improve bone healing in the case of fractures [1-5], non-unions [6,7], or other bone defects [8-10]
such as those resulting after tumor resection. A further benefit could be stimulation of osseous
healing capacities especially in compromised situations such as irradiated sites or patients with
systemic intake of antiresorptive drugs [11,12]. The reason for the therapeutic effect of electrical
stimulation is seen in the imitation of the electric fields that occur naturally in bone as a bioelectric
tissue. The bioelectricity of bone has been an object of study for a long time. One example is
in long bones showing the accumulation of charges when exposed to mechanical stress or strain:
On the concave side negative charges accumulate and bone formation can be observed, whereas
positive charges and bone resorption occur on the convex side [13]. These effects are attributed to
streaming potentials [14-16] and piezoelectricity [17-19]. Also, some studies hypothesize strong
interdependencies between both phenomena [20,21].
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Taking advantage of bone’s bioelectric properties, electrical stimulation for bone regeneration was
attempted as early as in the 1950s with Yasuda [22] as the “pioneer” in the field of bone bioelectricity
and stimulation. Since then, accelerated bone regeneration due to electrical stimulation has been
widely investigated in numerous in vitro, in vivo, in silico, and clinical studies [23,24].

The naturally occurring electric fields in loaded bone contribute to a complicated signaling
network involved in bone modelling and remodeling that has not yet been fully understood. However,
cell experiments showed that stimulation of osteoblasts with low-frequency electromagnetic fields
induces enhanced collagen synthesis [25]. Brighton et al. observed significantly enhanced DNA
production following electric stimulation of bone cells [26]. Further in vitro studies could prove
effects of electric stimulation on processes such as proliferation, differentiation, and migration of bone
mesenchymal stem cells [27] and osteoblasts [28].

There are many ways of applying certain types of stimulating signals, for example constant,
pulsed or alternating currents or fields (electric, magnetic, electromagnetic). These signals may be
coupled to the tissue directly, capacitively, or inductively [29,30]. The diverse stimulation parameters
applied in different studies are mainly used empirically or phenomenologically. This is because the
complex physiological processes of bone remodeling are still not fully decoded. In clinical practice,
low-frequency stimulation with sinusoidal electromagnetic fields between 5 and 70 V/m at f = 20Hz
empirically led to improved healing results [31]. Consequently, it is assumed that electric field strengths
above 70 V/m might lead to harmful tissue damage due to overstimulation, whereas field strength
below 5V /m would show no supportive effect on bone regeneration. The method established by Kraus
and Lechner [31] has been further developed. Mittelmeier et al. proposed the “bipolar induction screw
system” (BISS) [32] that became an established method and that has been applied mainly to patients
with loosened hip endoprostheses or femoral head necrosis. These findings were also supported by
recent in vitro studies: Cell experiments applying an AC sinusoidal signal (f = 20Hz) on human
osteoblasts showed voltage-dependent enhanced differentiation of the cells [33]. Using the BISS system,
electromagnetic fields in combination with additional alternating electric fields at 20 Hz and 700 mV
potential difference between the electrodes of the screw showed a positive impact on bone cell viability
and differentiation [34].

As for the development of electro-stimulating implants for bone regeneration, numerical
simulation is a useful tool in the design process. It allows testing of possible stimulation setups
and the exclusion of unfeasible designs already at an early stage. In this context, electro-stimulating
implants for a hip revision system were developed and numerically optimized [35-38]. Furthermore,
electrically stimulating dental implants were designed and examined in vivo [39] and in silico [40].

However, large bone voids such as critical size defects in the mandible (lower jaw) have not been
considered so far. Such defects extend over several centimeters and thus do not heal spontaneously
without plastic reconstruction. Critical size defects occur mainly after partial resection of the mandible
due to tumors, and are of great clinical relevance with over 3100 surgeries per year in Germany
alone [41]. These defects are conventionally treated with a combination of bone replacement material
and an osteosynthesis plate to keep the material in position with the help of screws. Unfortunately, this
approach is frequently accompanied with complications that may make a revision surgery necessary.
These complications include fracture of the plate, loosening of the fixation screws, or dehiscence [42-44].
To avoid such a second surgery with its additional risks for the patient, our aim is to use electrical
stimulation as an approach to achieve faster bone healing and better fixation of bone and implant.

Although we already proposed preliminary numerical models of an electrically stimulated human
mandible [45,46], the current work for the first time examines an electrical stimulation system for the
regeneration of critical size defects in mandibular bone suitable for practical application in validation
experiments. Specifically, in the current study we focus on a numerical model of a porcine, i.e., minipig
mandible. This was chosen because of planned in vivo experiments with minipigs that will follow this
numerical study. Compared to the human mandible, minipigs provide a similar geometry of the lower
jaw. For the minipig mandible, a critical size defect is stated to be 2 cm [47].
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The aim of the present study is to develop and numerically examine electro-stimulating devices
that directly stimulate the tissue in the defect region. In this way, no external primary coil—in
contrast to the BISS method [28,32]—is necessary. This would increase the patient’s comfort and
ensure patient compliance. In this context, this work introduces the procedure to numerically simulate
and optimize an electro-stimulating device for a critical size defect in the lower jaw of a minipig.
The conducted finite-element simulation studies constitute an important first step in preparation for in
vivo experiments. These experiments will be described in the future.

In our current study, we hypothesize that the proposed design of a bipolar electro-stimulating
device allows for a suitable region of beneficially stimulated tissue in the lower jaw of a minipig with
a critical size defect. To support this hypothesis, the stimulation impact is estimated with the help of
a finite-element simulation model. In addition, we assume that the resulting numerical model enables
us to determine optimal stimulation parameters such as electrode length and stimulation potential
for a given stimulation frequency of f = 20 Hz to achieve a maximum beneficially stimulated area.
To optimize the electro-stimulating implant with respect to best possible electric field distribution
within the defect region, the finite-element method was used. Prior to simulation, a 3D model of
a minipig mandible with a critical size defect, surrounding soft tissue, and an electro-stimulating
implant was created. The implant parameters, i.e., the length of the electrodes and the applied voltage
were optimized. In addition, we assessed the impact of varying the electric conductivity assigned
to the defect and concluded important requirements for the application and further development of
future electro-stimulating implants.

2. Materials and Methods

Here, we introduce the steps that need to be performed to establish a bioelectric numerical model
of electrically stimulated biological tissue. These steps include

e  setting up the anatomical and technical model, i.e., segmenting computer tomographic (CT) data
and computer-aided design (CAD) modelling based on the segmentation.

e  setting up the physical model, i.e., the anatomical and technical models are assigned their
dielectric properties.

e  setting up the corresponding boundary value problem, i.e., the needed equations for simulating
the electric field distribution.

e  solving the boundary value problem.

The 3D models and the simulation models created in this study are available at [48]. For the
Materialise 3-matic project files (Materialise, Leuven, Belgium. http:/ /www.materialise.com) and the
COMSOL Multiphysics® (COMSOL Inc., Stockholm, Sweden. https://www.comsol.com/) models
the corresponding licenses are needed. Please note that the CT data and segmentation project files are
excluded from public availability.

We would like to emphasize here that all modelling steps have been undertaken with respect to
the planned in vivo experiments.

2.1. Anatomical and Technical Model Generation

The geometrical model that is subject to the finite-element studies is shown in Figure 1b and was
built up from the results of two modelling steps: firstly the anatomical modelling, i.e., creating the
model of the defective minipig mandible and its surrounding tissue; secondly, the technical modelling,
where technical components such as the electro-stimulating implant or osteosynthesis plates and
screws are created.
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Figure 1. (a) Computer tomographic pictures of the head of a minipig. To reduce unnecessary
computational costs in the later simulations the upper part of the head has been removed in the
modelling process. (b) CAD model of a defective minipig mandible and its surrounding tissues,
equipped with an electro-stimulating implant. The critical size defect (region of interest) is highlighted
in red. (c) Bipolar electro-stimulating implant consisting of stimulating electrode (“Electrode 1”),
insulator and counter-electrode (“Electrode 2”). The parameters /1¢] and @gtim, are to be optimized.

The anatomical modelling of the regarded model object, i.e., the minipig mandible, was done
based on CT data of a 17-month-old male Gottingen minipig, see Figure 1a. The CT data comprised
442 slices with 512 x 512 pixels each and a pixel spacing of ca. 0.39 mm. The slice thickness was
1mm and the spacing between the slices was 0.5 mm. By segmenting the data, i.e., assigning certain
thresholds of gray values to the respective biological tissue (cortical bone, teeth, and soft tissue) a first
rough anatomical model was created. For this, we used the image processing software Materialise
Mimics® version 19 (Materialise, Leuven, Belgium. http:/ /www.materialise.com).

One part of the anatomical model is the mandible (cortical bone) from which the teeth were
subtracted. This was done to avoid unnecessary small details in the geometry that might lead to
problems during the simulation. This is valid since the field amplitude can be easily estimated to be
well below the stimulation threshold in the neighborhood of the teeth. The resulting coarse anatomical
model (stereolithography (STL) file) was imported into the CAD software Materialise 3-matic®
version 11 (Materialise, Leuven, Belgium. http://www.materialise.com) to be further processed.
The modifications included manually filling larger holes in the geometry object that resulted from
subtracting the teeth, wrapping (i.e., automatically filling smaller holes and creating a “watertight”
model), smoothing of the surface, and removing other geometrical artefacts such as spikes, double
or intersecting triangles, and sharp triangles. The latter modifications were performed automatically
using 3-matic’s “Fix Wizard”. In addition, manually performed local smoothing of the surface ensured
removal of further unwanted and unrealistic geometric features (little bumps and unevenness of the
surface). Finally, the number of triangles describing the STL object were reduced, while preserving the
mesh quality.

The soft tissue domain was created analogously: Firstly, the coarse STL file resulting after
segmentation was imported into Materialise 3-matic® and the ears and the upper part of the minipig
head were removed. Again, here the fields can be assessed to be negligible with respect to the
stimulation threshold. Secondly, wrapping, smoothing, and repairing analogously to the bone
geometry was performed. To create a skin domain, the hollow operation was used to create a shell
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with a uniform thickness of 2.28 mm [49]. Soft tissue and skin object were uniformly remeshed with
a desired edge length of 3 mm. After importing the bone geometry, all domains, i.e., bone, soft tissue,
and skin, were then combined into one final model object by creating a non-manifold assembly.

Due to the limited CT scan resolution, the cancellous bone region was not modelled based on
segmentation. Instead, we modelled it as a generically shaped object (see Figure 1b) directly inside the
geometry preprocessor of the simulation software COMSOL Multiphysics® version 5.3a (COMSOL;
COMSOL Inc., Stockholm, Sweden. https://www.comsol.com/). Apart from that, the cancellous
bone layer was neglected in bone parts far away from the so-called region of interest (ROI). The ROI is
defined as the volume inside the defect domain, highlighted in red in Figure 1b.

Due to technical reasons, the geometry file of the anatomical model (consisting of the mandible and
the surrounding soft tissue) and the cancellous bone firstly had to be imported into COMSOL, secondly
exported as a COMSOL-internal geometry file type .mphbin, and could only then be reimported and
further modified inside the simulation software. The critical size defect in the angular region of
the mandible, measuring 35 mm in width and ca. 20 mm in height, was modelled within COMSOL
by subtracting a cuboid from the cortical bone geometry. The defect is supposed to be filled with
cancellous bone from another part of the body and will be equipped with growth factors in the in vivo
experiment. Finally, so-called virtual operations were used to simplify the topological structure of
the geometry, namely forming composite domains and composite faces. This allows for an easier and
more regular finite-element mesh generation.

In the current study, the technical modelling of the implant design and positioning was
performed directly in the geometry module of COMSOL. The technical model only comprises the
electro-stimulating implant, whereas a reconstruction plate is not modelled geometrically to reduce the
problem size. Instead, a boundary condition (see Section 2.4) mimics the stabilizing Ti6Al4V mesh tray
around the defect domain that is supposed to hold the filling material in place. It will be 3D printed
for the in vivo experiments.

The proposed cylindrical electro-stimulating implant is 55 mm long and designed in a bipolar
manner, see the parametrized implant geometry in Figure 1c: Two electrodes (stimulating electrode
“Electrode 1” and counter-electrode “Electrode 2”) of length ) are separated by an insulator of length
55mm-—2h,). This geometry was chosen due to comparably easy manufacturing and very regular
field distribution around the electrodes. Because the mandible’s thickness is only around 5 mm in
its posterior region, here the last 10 mm of the electrode are realized as a thin fixation pin of 1 mm in
diameter. The diameter of the remaining implant is 4 mm and it is positioned approximately in the
center of the defect.

The electrode length /) is a fundamental parameter influencing the electric field distribution
and hence the regeneration success. Therefore, this parameter will be optimized to aim for the most
beneficial electric field distribution (see Section 2.5).

2.2. Generation of the Physical Model

The physical modelling step regards assigning the physical tissue and material properties and
distribution to the anatomical and technical model. In this study, it is necessary to assign the dielectric
tissue and material properties, i.e., electric conductivity ¢ and relative permittivity ¢,, to the respective
model domains to simulate the electric field distribution resulting from electric stimulation of the
mandible. These quantities are highly frequency-dependent and their values at the stimulation
frequency of f = 20 Hz have been taken from the literature [50,51] in the case of the biological tissues
(a practical online tool can be found at [52]). As described earlier, the model takes into account two
types of bone: cortical bone representing the mandible and cancellous bone inside the mandible and
filling the defect domain.

As for the electro-stimulating implant, the assigned biocompatible material commonly used in
orthopedics and maxillofacial surgery are Ti6Al4V for the electrodes and PEEK (polyether ether ketone)
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for the insulator. The dielectric properties of these materials have been taken from technical data
sheets [53,54]. The assigned dielectric tissue and material properties are summarized in Table 1.

Table 1. Dielectric properties (electric conductivity ¢ and relative permittivity ¢,) of the tissues and
materials used in the simulation at f = 20 Hz.

Tissue/Material o (S/m) &
Cortical bone [50] 0.02 25,100
Cancellous bone [50] 0.079 4,020,200
Soft tissue (buccal mucosa) [51] 0.01 3 % 100
Skin [50] 2x107* 1140
Ti6AI4V [53] 5.6 x 10° 1
PEEK [54] 10~12 32

In this study, the individual tissues and materials are modelled macroscopically. Furthermore,
they are simplified to be linear, isotropic, and locally homogeneous. In that case, the constitutive
relations ] = ¢cE and D = ¢¢, E apply, with the current density J, the electric field strength E, the electric
flux density D, and the dielectric constant of vacuum &y. Still, it must be noted that bone is in general a
highly anisotropic tissue with a hierarchic microscopic substructure [55]. Nonetheless, to employ a
homogenization approach is feasible in our case. This holds especially true since only macroscopic
dielectric tissue properties are available in the literature [50].

2.3. Modelling of the Electrode-Tissue Interface

In the numerical model, the electrochemical processes at the electrode—electrolyte interface
between the electro-stimulating implant and the conductive tissue need to be taken into account,
because part of the applied potential drops over this interface layer. These processes include the
capacitive charging of the electrical double layer (non-Faradaic processes) as well as transfer of charges
through the interface (Faradaic processes), as they determine the ratio of flowing current and the
associated voltage drop. The electrical double layer results from the redistribution of ions in the
surrounding electrolyte when interacting with the charged electrode surface. Its pseudocapacitive
behavior is empirically modelled by a so-called constant phase element (CPE) [56]. This means that
a constant phase difference between voltage and current exists, but generally with a larger value than
the —90° that would apply to a pure capacitance. The CPE is described by the equation

-p
Zepe = K (;%) , (1)

with K being the ratio of the amplitudes of voltage and current, j the imaginary unit, w the angular
frequency w = 27f, and wp = 1s~! a normalization frequency to account for proper units of Q for
Zcpg- The parameter § = 0, ..., 1 reflects the frequency dependence of the CPE and how much it
deviates from a pure capacitance (8 = 1).

The electrode-tissue interface is modelled via an equivalent circuit model that is commonly used
to model simple systems: a parallel connection of the impedance of a constant phase element Zcpg
and a charge transfer resistance Rct [56], see Figure 2. The impedance of the tissue Zrisgye is defined
by its dielectric properties o and ¢, (ref. Section 2.2).
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Figure 2. Equivalent circuit model for the electrode-tissue interface.

Thus, each of the two electrode-tissue interfaces of the bipolar electrode is described by one
double layer impedance Zgpr; (i = 1, 2), with
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In Equation (3), the contributions to the impedance have been scaled with respect to the surface
of the measurement electrode used in electrochemical impedance spectroscopy (EIS) measurements
with Ameas = 314 mm? [57] and the surface of the stimulation electrode Agli used in the simulations.

The parameters (8, K, Rcr) to model the electrode-tissue interface have been derived via
EIS measurements of polished titanium specimens [57]. Their values from [57] are B = 0.95,
K= (YLW1/F)PQ = (3895 x 1070)79% () = 15453Q), Rcr = 137.7kQ. Please note that in
EIS measurements, using the capacitance parameter Y| instead of the parameter K (used by Richardot
and McAdams [56]) is more common.

The charge transfer resistance Rcr is generally non-linear, but as we use rather small stimulation
voltages we may assume its measured value to be also valid in our simulations. As the interface
behavior mainly depends on the surface structure and not so much on the material itself, it can be well
assumed that the values measured for titanium also give a good approximation for the titanium alloy
Ti6Al4V employed in the current study.

2.4. Electro-Quasistatic Boundary Value Problem

In general, the macroscopic behavior of electromagnetic fields is described by Maxwell’s equations.
Assuming negligible magnetic inductive effects and propagation in the low-frequency regime (f =
20 Hz) as is commonly valid for bioelectric phenomena, Maxwell’s equations can be simplified and
the so-called electro-quasistatic approximation can be applied. In this case, the time-harmonic electric
field is uniquely defined by the complex scalar potential ¢ with E = —V¢. Assuming no impressed
currents, this leads to B B

V- ([jweoes(r,w) +(r,w)] Vo(r)) =0, @

with the imaginary unit j, the angular frequency w, the permittivity of free space ¢, the relative
permittivity ¢,(r, w), and the electric conductivity o (r, w). Details on the derivation can be retraced in,
e.g., [58-60].

We apply terminals with Dirichlet boundary conditions at the electrodes, with ground potential
(¢ = 0V) at the surface of the posterior electrode and the stimulation potential to be optimized
@stim 7 0V at the surface of the anterior electrode (Figure 3). Homogeneous Neumann boundary
conditions are applied to the surface of the skin domain representing the insulating air.
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Figure 3. Boundary conditions applied in the simulation model: We assigned Dirichlet boundary
conditions to the surfaces of both electrodes (black), homogeneous Neumann boundary conditions to
the surface of the skin (blue), and a floating potential boundary condition to the surface enclosing the
defect (red).

The mesh tray introduced in Section 2.1 serves as an additional stabilization for the bone but
also has an impact on the resulting electric field distribution. To reduce the complexity of the model
and computation time, the mesh tray has not been modelled explicitly, but only been regarded as
a floating potential boundary condition at the lateral and lower boarder of the defect region (Figure 3).
The floating potential boundary condition

=9, /an—n~]dS:IQ:OA ®)

applies a constant potential ¢y on the chosen surfaces, implying that the tangential electric field is zero
and the electric field is perpendicular to the boundary. The value of the resulting potential depends on
the integral source current Iy. In our study, we regard Iy = 0 A, implying that the boundary will act as
an unconnected perfect conductor. As the conductivity of the mesh tray is several orders of magnitude
higher than that of the surrounding tissue, this is a valid approximation. Comparative simulations in a
simplified model setup showed that the error in the electric field norm compared to a fully modelled
mesh tray is less than 3% but the reduction in CPU time is 45%.

Considering the mentioned boundary conditions summarized in Figure 3, Equation (4) is solved
for the complex electric potential ¢(r). From this quantity, the complex amplitude of the electric field
strength E = —V ¢ can be derived. Finally, the electric field norm |E| is computed that is used to rate
the stimulation impact.

2.5. Optimization of the Stimulation Parameters

The stimulation parameters, i.e., the electrode length /i, and the stimulation voltage @gim need
to be optimized to achieve the best possible electric stimulation in the ROL In this context, a goal
function is defined concerning the volume of beneficially stimulated tissue in the ROI. Here, beneficially
stimulated means that in the considered region the following applies:

5V/m < [E| <70V/m, (6)

whereas overstimulation would correspond to |[E| > 70V/m and understimulation would imply
|E| <5V/m.

For optimizing the stimulation parameters for a most beneficial electric field distribution,
the objective is a maximum volume of beneficially stimulated tissue in the ROI. At the same time,
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the volume of overstimulated and understimulated tissue is to be minimized. In the Optimization
module of COMSOL these goals are expressed in terms of integral objective functions

Sben - /1 —if(|E| >5V/m&&[E| <70V/m)dV, @)
Sover * /lf(|E| > 70V/m) dv, 8)
Sunder * /lf(|E| < 5V/m) dv. )

Simply put, the objective functions represent the volume of beneficially stimulated (7),
overstimulated (8), or understimulated (9) tissue and are only computed inside the ROI The sum of
the goal functions (7)—(9) is to be minimized to achieve the best possible stimulation impact. The goal
functions are scaled with scale factors spen = Sunder = 4 X 1075, Sover = 2 x 107 so0 that the goal
functions are in the order of one. This ensures stability of COMSOL’s optimization methods. Because
overstimulation is especially harmful as it might lead to tissue damage, goal function (8) is weighed
with a higher factor than the other goal functions.

We consider the goal functions only in the ROI because at the current application of
electro-stimulation we are not interested in an optimal fixation of the electrodes inside the residual
bone. In this case, one would also consider the cortical and cancellous bone domains. Instead, we are
only interested in how the electric field evolves inside a large volume of tissue to be regenerated.

The control variable is the stimulation amplitude @gtin, only, since optimizing both /) and @gtim
simultaneously was unfortunately not possible due to the rather complicated model geometry. Instead,
the electrode length /e was varied parametrically for an exemplary stimulation amplitude of 1V.
The parameter was varied between i, = 10.5mm and h, = 27 mm in increments of a few mm
which is admissible for the manufacturing tolerances to be expected. The “optimal” electrode length
yielded &g = 25mm (see Section 3.2). This value was then further used during the optimization of the
stimulation amplitude @ggim.

The stimulation potential applied to the electrodes has been optimized using the Optimization
module of COMSOL. For this purpose, the Nelder-Mead-Simplex optimization algorithm [61,62] was
used. We specified an optimality tolerance of 0.001, representing the relative accuracy in the final
values of the scaled control variables. Scaling of the control variables, i.e., dividing the variables by
their associated scale, ensures stability of the optimization method if the scaled control variables are in
the order of unity. The derivative-free Nelder-Mead algorithm explores the design space around the
current iterate by evaluating the objective function. Transformations are applied on the point of the
simplex with the worst objective function value. If no further improvement of the objective function is
achieved with relative increments of the scaled control variables greater or equal to the tolerance, the
optimization iteration stops. In our study, the stimulation amplitude was optimized within lower and
upper bounds of the control variable @gim = 0.2...4 V with an initial value of g = 0.2 V. We defined
a scaling factor of 2 V to ensure that this control variable is in the order of 1, enabling the optimization
algorithm to work properly.

2.6. Finite-Element Simulation

The finite-element simulations were conducted with COMSOL Multiphysics® version 5.4, using
the Electric Currents and Electrical Circuit interfaces of the ACDC module in order to solve the
electro-quasistatic approximation of Maxwell’s equations (Equation (4)). The electrode-tissue interface
was modelled via an Electrical Circuit interface at each electrode. The coupling between electrical
circuit and the terminal boundary condition is achieved via a so-called External-I-Terminal that applies
a voltage relative to ground to the circuit node, i.e., the surface of the electrodes. For the optimization
of the stimulation amplitude we used the Optimization Module of COMSOL.
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As for the finite-element discretization, second-order Laplace elements were used on a
tetrahedral mesh to approximate the dependent variable in the model, i.e., the electric potential ¢.
The finite-element mesh consisted of ca. 1.24 million tetrahedral elements resulting in ca. 1.68 million
degrees of freedom solved for. Based on a mesh convergence study we ensured that further refining
the mesh would only change the electric energy in the whole computational domain by less than 0.04%
with respect to the finest mesh resolution used. Additionally, we made sure that the mesh quality,
especially in the RO, is quite high, i.e., close to 1.

The computations were performed using the frequency domain solver of COMSOL that uses
the iterative solver BiCGStab (biconjugate gradient stabilized method) with a relative tolerance of
tol= 1 x 1073 and a factor p = 400 in COMSOL’s error estimate. This ensures that the desired tolerance
would be achieved even in ill-conditioned problems. The computations were performed on a Windows
workstation with 24 x 3.00 GHz CPU and 256 GB RAM. The computation time for one simulation run
was about three minutes on the chosen mesh. 22 simulation runs were necessary to reach the desired
optimality tolerance in the optimization study.

3. Results

3.1. Electric Field Distribution

Figure 4a shows the simulated electric field norm |E| and the electric field lines in a vertical slice
of the mandible bone right through the defect region and electrodes. The field plot is shown for the
optimized stimulation parameters i, = 25mm and @gim = 0.523V (details in Section 3.2). Please
note that the color legend only reaches from 5-70 V/m to emphasize the thresholds for beneficial bone
stimulation. The field evolves rod-shaped around the electrodes where it achieves the desired values
between 5 and 70 V/m, but also quickly diminishes with increasing distance to the electrodes, as the
conductivity of the tissue is comparably high.

70

E[ (V/m)

(@) (b)

Figure 4. (a) Simulated electric field norm |E| in a slice through the electrically stimulated minipig
mandible (i1g) = 25 mm and @i, = 0.523 V). Scale is bounded for field strengths between5and 70 V/m
and the arrow length is normalized. (b) Region with beneficially (top, green) and overstimulated
(bottom, red) tissue around the electro-stimulating implant. The depicted mesh on the mandible bone
corresponds to the finite-element discretization used in the simulations.

Figure 4b depicts the volumes of beneficially stimulated and overstimulated tissue in the defect.
It can be seen that the beneficial stimulation volume reaches at least 6 mm into the tissue. As the
field is not limited by the mesh tray at the sides outside of the defect, here the beneficial stimulation
volume extends even further into the soft tissue. However, at a distance of roughly 10 mm away from
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the electrode, the electric field norm has decreased below 2 V/m. The region with overstimulation
(|[E| > 70 V/m) is restricted to a small area directly around the electrodes.

3.2. Optimized Electrode Parameters

Figure 5 shows the volume percentage of beneficially, over-, and understimulated tissue in the
defect domain in dependence on the electrode length /) for an exemplary stimulating voltage of
Pstim = 1Vv.
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Figure 5. Volume of under-, beneficially, and overstimulated tissue in the ROI at a stimulation
amplitude of @gim = 1V as a function of the electrode length /1.

It can be observed that the electrode length has a strong impact on the volume of stimulated tissue.
Over the whole range of },) the stimulated volumes vary by factors of ca. 2.2 (understimulation),
2.4 (beneficial stimulation), and 12 (overstimulation). Generally, with increasing electrode length
the volume of beneficially stimulated tissue (5V/m < [E| < 70V/m) increases linearly, reaching
a plateau at around 23 mm-27 mm. At /1] = 25 mm the volume of beneficially stimulated tissue reaches
a maximum with 54% of the defect volume being stimulated. Smaller and larger electrode lengths
lead to slightly reduced volumes of beneficially stimulated tissue. The volume of understimulated
tissue (|E| < 5V/m) generally shows an inverse behavior: It decreases from ca. 77% to ca. 35% with
increasing electrode length. The volume of overstimulated tissue (|[E| > 70 V/m) in the considered
domain is generally about one order of magnitude smaller than the volumes for beneficial and
understimulation. It increases from ca. 1% to ca. 12% with increasing electrode length.

Based on the optimum electrode length /i) = 25 mm, the stimulation potential applied to the
electrode was also optimized numerically. For the optimal stimulation amplitude, we obtain @gtim,opt =
0.523 V. With this parameter setting, approximately 49% of the tissue in the defect is stimulated
beneficially, 49% is understimulated and 2% is overstimulated.

3.3. Impact of Varying Tissue Conductivity

Furthermore, the electrical conductivity of the defect domain, which is not exactly known, was
varied parametrically between the extreme values of cancellous bone and cortical bone. This was
done on the assumption that during the healing process the formerly soft cancellous bone develops
and begins to resemble more structured and dense cortical bone [63]. Recent studies proposed
the electrical properties of bone as a biomarker for bone fracture healing [64], e.g., increasing bone
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resistance as an indicator for bone fracture healing [65]. Hence, we may assume that the electrical
conductivity in the defect domain—formerly being cancellous bone—decreases and approaches that
of cortical bone during bone remodeling. The simulations show that decreasing the conductivity
from Ogefect = 0.079S/m (cancellous bone) to yefect = 0.02S/m (cortical bone) results in a volume of
beneficially stimulated tissue that is increased by ca. 21%, as can be seen in Figure 6.
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Figure 6. Impact of changing the electrical conductivity ogefect in the defect domain on the volume of
stimulated tissue and the current flowing through the electrodes.

However, there is also an increase in the volume of overstimulated tissue: from 2.3 to 10.6%.
Hence, a reduction of the stimulation amplitude might be recommendable in the course of the physical
treatment to avoid tissue damage. The current flowing through the electrodes is ca. 1.244 mA in the
original, optimized setting (cancellous bone). With decreasing defect conductivity, it decreases to ca.
0.71mA (cortical bone), thus leading to a reduced power consumption of the implant.

4. Discussion

In this study, a finite-element simulation model of a minipig mandible with an electro-stimulating
implant without contact to the oral cavity could be built. This model enabled us to determine optimized
stimulation parameters for the electro-stimulating setup. Furthermore, we could draw conclusions on
the impact of changing material properties during bone healing.

The simulation results lead to a recommendation for the stimulation parameters to be used in
the in vivo experiments following this study. Applying the optimized parameters /i = 25 mm and
Pstim,opt = 0.523V, nearly one half of the defect volume is being stimulated beneficially (Figure 6, case
for 0gefect = 0.078 S/m). By specifying strict weighting of the objective function for overstimulation, in
the optimized setting only 2% of the tissue receives unfavorable electric field strengths greater than
70 V/m. It is favorable that the simulated volume of overstimulated tissue is generally much smaller
than the volume of beneficially stimulated tissue. Otherwise, the related tissue damage would undo
the healing impact of the electric stimulation in certain regions of the defect. However, we observed
that the desired field threshold between 5 and 70 V/m is not only achieved in the bone, but also in the
soft tissue (Figure 4b). The consequences of this need to be carefully studied in the in vivo experiments
as the impact of such fields on soft tissue is not exactly known.

Forcing the optimization to avoid overstimulation, a relatively low optimal stimulation amplitude
of ca. @stim,opt = 0.5V results. This is also favorable in terms of ensuring long lifetime of the battery
being used in the planned animal experiments. Furthermore, Liboff et al. [66] observed profound
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electrolysis at stimulation potentials higher than 1 V. Therefore, in the planned electro-stimulating
devices voltages as high as this should be avoided. In this context, comparative numerical test
studies with higher stimulation amplitudes of ¢gim = 1V and @gim = 2V showed that the volume of
beneficially stimulated tissue could be increased by 11.0% and 15.6% respectively, but these lead to
a 5-fold or 11-fold increase respectively in the overstimulated volume. This brings us to the conclusion
that the stimulation voltage should be monitored carefully and kept low to avoid possible tissue
damage during application.

To sum up, the optimized stimulation parameters /o = 25 mm and @stim,opt = 0.5V allow for an
energy-efficient beneficial electrical stimulation of roughly one half of the defect volume with only
very small regions of overstimulated tissue.

The computed currents of 1.244 mA flowing between electrode and tissue may be perceptible
according to [67] (reproduced in [68]); however, this value is far from the threshold for muscular
reactions (5mA [67]). Consequently, the electric currents present in the optimized stimulation setup
may be acceptable for long-term stimulation. However, in the end only the in vivo experiments can
reveal the actual impact.

Analyzing the consequences of changing conductivity in the defect domain allowed us to roughly
estimate how the stimulation impact might change over the whole treatment time. For the in vivo
experiments this might extend over 6-12 weeks. We draw the conclusion that a corresponding
adjustment in the stimulation parameters is necessary to ensure proper stimulation throughout the
entire therapy. Specifically, decreasing the conductivity in the defect domain (Figure 6) revealed that
with the same amplitude of the signal driving the stimulation a higher percentage of the defect region
could be stimulated beneficially. What this implies is that a lower stimulation potential would be
sufficient to obtain the same volume of beneficially stimulated tissue, or that the healing stimulation
would reach further into the tissue, enabling a better growth of new tissue into the volume. However,
substantially increased overstimulation could also be observed in this case. Therefore, the ideal
stimulation unit would be feedback—controlled and able to adjust the stimulation signal during the
treatment. As the flowing current decreases with the healing progress, the power consumption is
reduced as well. This may allow for a longer lifetime of the battery.

For the future application in vivo—and later also in the clinic—a stimulation unit that will control
and monitor the stimulation signal is under development. Regarding the design of the circuitry,
the electrical impedance of the electrodes in the biological tissue is an important measure. For the
optimized stimulation configuration the impedance is Z = M = 1%223[;/ % = 4204Q). Ex vivo
experiments are planned to validate the numerical results. These experiments will include impedance
measurements as well as measurements of the electric potential around the electrode in a porcine
mandible.

Regarding the assumptions and limitations of the numerical study, there are different aspects to
be noted. With respect to the dielectric tissue properties, we chose to include only the conductivity but
not the permittivity. This has the advantage of simplifying the mathematical and numerical model
and thus reducing computational demands. This decision is well justified since it is the conductivity
which has the main impact when simulating electric stimulation of biological tissue [69]. A limitation
of all such numerical studies on bioelectric effects is given by the fact that the dielectric properties of
biological tissues available in the literature vary strongly among different species and also depend on
the experimental conditions and the specific anatomic site [70-72]. Furthermore, the tissue properties
depend on age [73] and health conditions of the subject: osteoporosis [74,75] will have an impact, for
example. In addition, we assumed the defect to be filled purely with cancellous bone. In practice
however, the cancellous bone material that is taken from another part of the body will be molded to fit
into the defect, and equipped with growth factors. Hence, the cancellous bone will not be available in
its original structure, thus having an unknown effect on its dielectric properties. Aside from that, we
assumed each single sub-domain of the model that is representing one kind of tissue to be homogeneous
and isotropic, neglecting the possible impact on the dielectric properties due to tissue heterogeneity
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and composition. To better capture the impact of the latter assumptions and the only vaguely known
dielectric tissue properties, our future studies will include Uncertainty Quantification (UQ) methods
in the numerical model. With this, the impact of the uncertain input parameters, especially the
electric conductivity, on the obtained stimulation parameters could be identified. UQ methods are
currently gaining in importance for this reason in numerical simulations of biological tissues [76-78].
In addition to the uncertainties in tissue parameters, geometrical uncertainties resulting from different
jaw geometries or from manufacturing limitations of the implant could be estimated in terms of
stochastic measures as well.

As the electric field decays rapidly with increasing distance to the electrodes (Figure 4a) and
multiple simulations are necessary in UQ studies, future simulation models of the stimulation setup
will be restricted to model only parts of the jaw geometry fully, e.g., only one half of it. This will
reduce the degrees of freedom solved for and therefore reduce the computation time accordingly.
Faster calculations would be especially favorable regarding UQ studies. In addition, upon success of
the in vivo experiments, further numerical models including critical size defects in human mandibles
will be established and analyzed.

In the current study, we neglected the complex hierarchic substructure of bone by assuming
homogeneous, isotropic materials. Also, the physiological processes during bone remodeling have
not been modelled. Future studies should include such microscopic details, as already quite simple
studies in 2D showed notably increased electric field strengths as compared to the homogeneous
case [79]. Therefore, so-called multi-scale models of electrical bone stimulation should be established.
These would enable the inclusion of information from micro-scale simulations in the macro-scale
model via appropriate scale-bridging techniques as presented, for instance, by Chopard et al. [80].
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Abstract: Bone tissue is a material with a complex structure and mechanical properties. Diseases
or even normal repetitive loads may cause microfractures to appear in the bone structure, leading
to a deterioration of its properties. A better understanding of this phenomenon will lead to better
predictions of bone fracture or bone-implant performance. In this work, the model proposed by
Frémond and Nedjar in 1996 (initially for concrete structures) is numerically analyzed and compared
against a bone specific mechanical model proposed by Garcia et al. in 2009. The objective is to
evaluate both models implemented with a finite element method. This will allow us to determine if
the modified Frémond-Nedjar model is adequate for this purpose. We show that, in one dimension,
both models show similar results, reproducing the qualitative behaviour of bone subjected to typical
engineering tests. In particular, the Frémond-Nedjar model with the introduced modifications shows
good agreement with experimental data. Finally, some two-dimensional results are also provided for
the Frémond-Nedjar model to show its behaviour in the simulation of a real tensile test.

Keywords: cortical bone; damage; finite elements; numerical results

1. Introduction

Damage models arise in order to describe how mechanical properties of materials degrade over
time. This degradation can be caused both because of the loading it is subjected to, and due to external
causes (such as crack formation due to thermal shock or chemical attack). These models have been
deeply studied for structures, usually concrete structures, where the progressive wear of the materials
can be critical to its integrity. In this field, works about damage exist since the decade of 1980 [1].
A later work from Frémond and Nedjar in 1996 [2] became a reference for new concrete damage models
based on the continuum elastoplastic damage approach [3]. In this approach, the principle of virtual
power is modified, including the damage in the term of the power of the internal forces. Also, damage
is represented by a scalar field.

The study of engineering concepts in the field of biology and medicine is more recent, but it is
growing fast. In the particular case of bone tissue, biological aspects such as bone remodelling were
studied also since the decade of 1980 [4]. The model proposed by Weinans, Huiskes and Grootenboer
in 1992 [5] started the possibility of simulating this effect numerically, and led to a large number
of contributions in this field. The effect of damage described previously can be seen in bones too.
In bone tissue, both loading and external causes (now related to illness such as osteoporosis) produce
again a growing deterioration of its elastic properties [6]. The first studies of damage were focused
on cumulative damage caused by cyclic loading [7,8]. This approach allows for fatigue estimations
of the number of cycles that a probe can withstand, but it is not effective for its implementation in
numerical simulations. In 1999, Fondrk, Bahniuk and Davy proposed a model that reproduced the
tensile behaviour of cortical bone [9]; however, it is limited to one-dimensional simulations, obtaining
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bending results by applying beam theory assumptions. A recent work from and Garcia et al. in
2009 [10] introduced rheological bone specific models that reproduced uniaxial and cyclic tests and
could be extended to three dimensional simulations. Other works about bone damage can be seen
in [11-14].

In this work, the Frémond—-Nedjar model is compared against the Garcia et al. model in order to
assess its capabilities to reproduce bone tissue behaviour. Indeed, one of the main novelties of this
work is its application in the simulation of the bone damage process. The selection and the interest of
analysing the Frémond-Nejdar model relies on the fact that its formulated as a set of partial differential
equations (in particular a subdifferential inclusion) that couples the damage evolution with the well
known linear elasticity model. This allows for its numerical analysis and its implementation in a finite
element simulation. Also, it is not restricted to one dimensional simulations, like the previously
mentioned Fondrk, Bahniuk and Davy model.

Furthermore, since the formulation is similar to the Weinans—Huiskes—Grootenboer model of bone
remodelling, it would allow for a direct coupling of these models, a future objective of the authors.
Although an existing work presents a coupling between damage and a remodelling model [15], it is
based on a simple remodelling rule and the numerical analysis is not performed.

The paper is structured as follows. In Section 2, the formulations of the studied models are
presented, then, in Section 3, the implementation and results obtained are shown and discussed,
followed by some conclusions in Section 4.

2. Damage Models

In this paper, as mentioned before, two damage models for numerical simulations are analyzed:
the Frémond-Nedjar model, first developed for concrete structures, and the model proposed by Garcia
etal. (bone specific). The particular formulation of each model is described in the following subsections.
Special emphasis is placed on the Frémond-Nedjar model, for which the numerical analysis of the
algorithm proposed for its resolution is shown.

2.1. Frémond—Nedjar Model

The damage model proposed by Frémond and Nedjar in 1996 considers damage as an unknown
of the problem (B) that varies between 1 (undamaged material) and 0 (completely damaged).
This counter-intuitive definition accounts for the fact that the variable multiplies the mechanical
properties of the material (the elastic modulus in the one-dimensional case) in such a way that, in a
damaged material, they will be affected by this variable.

As mentioned before, this model was presented for concrete structures, so some modifications to
include bone behaviour were necessary. Since bone tissue is a living material that can heal over time,
the assumption that this variable cannot recover, < 0, is no longer true and it is removed from the
initial formulation.

The mathematical formulation of this model with the modifications to account for bone properties
is defined in what follows.

In [2] the damage source function ¢ was defined by

(el B) = Aa (152 )~ Auletw) 2+
where A4, Ay and Ay are constitutive parameters. The second term becomes unmanageable
mathematically when strains are very large, but then the whole model becomes inadequate, so we
truncate the term as follows. Given g* > 0, a sufficiently large strain energy truncation constant, let ¥
be given by
q* otherwise,
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where |'r\2 = TjTj, and here and below, i,j = 1,...,d (d is the dimension of the problem), and
a repeated index indicates summation. Therefore, we use the truncated damage source function:

1—
(e, 8) =13 (15 F ) < Aty elu) 1 R
Finally, the mechanical problem is written as follows.
Problem P. Find the displacement field # = (1;)?_, : Q x [0, T] — R? and the damage field
B:Q x[0,T] — Rsuch that

o =2Bue(u)+ PADiv(u)Z in Qx(0,T), ()
~Dive=f, in Qx(0,T), 3
p—x"BB+0lg, 1) (B) 2 ¢(e(u),p) in Qx(0,T), “)
u=0 on Ipx(0,T), (5)
% _ 0 I'x(0,T 6
5, =0 on x (0,T), ©)
ov=g on I'yx(0,T), 7)
B(x,0) = Bo(x) in Q, (8)

where () represents the bone, whose boundary I' is assumed to be decomposed into two parts I'p and
I'y such that T = I'p UT'y, with meas(T'p) > 0, [0, T], for T > 0, denotes the time interval of interest,
and let Div be the divergence of tensor-valued functions. A and y are the classical Lame’s coefficients
and «* > 0 is a damage diffusion coefficient. Moreover, B is an initial condition for the damage field,
fo and g represent volume and traction forces, respectively, and we include the subdifferential of the
indicator function Iz, 1) into (4) to ensure that the damage function belongs to the interval (B, 1]. Here,
B« > 0is a positive constant, assumed small, and it is introduced for mathematical reasons. In any
case, when damage becomes zero, the material is dense with microcracks and modelling it as elastic
ceases to make sense (see [16] for details). Finally, we note that damage function ¢ is given in (1),
where constants A4, A, and A, are constitutive parameters.

Now, in order to obtain the variational formulation of Problem P, let Y = L2(Q), H = [L2(Q)]*
and Q = [L?(Q)]**? and denote by (-, )y, (-,-)i and (-, -)q the respective scalar products in these
spaces. Moreover, let us define the variational space V as follows,

V={ve[H'(Q);v=0 on Tp},

with the scalar product (-, )y, and norm || - ||y.
Finally, let us define the convex set of admissible damage functions,

K={CeH(Q); . <{<1lae inO}.

By using Green'’s formula and boundary conditions (5)—(7), we write the variational formulation
of problem P.

Problem VP. Find the displacement field u : [0, T] — V and the damage field  : [0, T] — K such that
B(0) = Bp and, fora.e. t € (0,T),and forallv € Vand { € K,

c(B(t);u(t),v) = (f(t),v)v, 9)
(B(H), ¢ = B(t)y + 6" (VB(), V(T = B()r = (p(e(u(t), B(1), T — B(H))y, (10)
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where the bilinear functional ¢ : K x V x V — R is defined as follows, forall v,w € V and { € K,
c(gv,w) = /Q ¢ (2ue(v) : e(w) + Adivodivw) dx.

The operator div represents now the divergence of vector-valued functions, the element f(t) € V'
(as usual, V’ denotes the dual space of V) is obtained from Riesz’ theorem as

(.f(t)/ w)V = (fo(t)/w)H + (g(t)/ w)[LZ(FN)]’I Yw eV,

and we recall that damage function ¢ is defined in (1).

We now consider a fully discrete approximation of problem VP. To solve it numerically, a finite
element scheme is used. This is done in two steps. First, we assume that the domain Q) is polyhedral
and we denote by T" a regular triangulation in the sense of [17]. Thus, we construct the finite
dimensional spaces V" C V and E" ¢ H'(Q) given by

VI = {o" e [C(@Q); oy, € [P(T)])" VTreT", o"=0 on Tp},
E'={¢"ec(Q); &l e P(Tr) VIreT"},

where P; (Tr) represents the space of polynomials of degree less or equal to one in the element Tr, i.e.,
the finite element spaces V" and E" are composed of continuous and piecewise affine functions. Here,
h > 0 denotes the spatial discretization parameter. Moreover, let K" = K N E" and assume that the
discrete initial condition, denoted by B4, is given by

Bl = P"Bo,

where P is the classical finite element interpolation operator over E" (see, e.g., [17]).

Secondly, we consider a partition of the time interval [0, T], denoted by 0 = tp < t; < -+ <
ty = T. In this case, we use a uniform partition with step size k = T/N and nodes t, = nk for
n=20,1,...,N.

Therefore, using a combination of both implicit and explicit Euler schemes, the fully discrete
approximations are considered as follows.

Problem VP"*. Find the discrete displacement field u* = {ufﬁk}ffzo C V" and the discrete damage
field " = {BIk}N_ K’ such that ¥ = gl and, for all " € V", " € K",

(/32k~ W) = (fu")v n=01,...,N, (a1
(B, " — BIYy + ki (VB v (C"*Bhk)) > (Y1, ¢ = By
+k (plety) B, S = BY) m=1,.N. 12)

We remark that in problem VP the “initial condition” #}i¥ for the displacement field must be
calculated because it is not previously given. Thus, we take it as the solution to the corresponding
discrete problem:

c(Byui,o") = (fo, ")y Vo' e VI,

We have the following theorem which states the linear convergence of these approximations
under suitable additional regularity conditions.

Theorem 1. Assume that problem VP has a unique solution (u, B) with the following reqularity:

u € C([0, T]; [H2(Q)]) nCl([o, T]; V),
B € H>0,T;Y) N H'(0,T; H'(Q)) NnC([0, T]; H2(Q)),
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and let (u"%, B"%) be the solution to Problem VP, Then, it follows that the numerical approximation is linearly

convergent; that is, there exists a positive constant C, independent of the discretization parameters h and k,
such that

omax {lln —wlflv + 1Bn — Bl } < C ).
Proof. First, proceeding as in [16], we have the following estimates for the damage field, for all
g ={g c K,

162 = BIIF +k2 1(Ba — BEYIE < € (110 — BEIG + 1181 — SH1 + 118 — I}

+k2|\/3]1—/3hk ||y+k2|\u]—uhk|\v+k2u/3] G +k2+kZH5ﬁ/ Billy

j=

+k;H¢(8(uj)//5j)*55/+K*Aﬁf||y 16— ¢y + 57 i 18141 = &t = (8= DDIR),
z

where we used the notation 68; = (8; — B;—1)/k and the regularity of the continuous solution .
Now, we obtain the estimates for the displacement fields. Subtracting the variational Equation (9)
at time t,, for v = v" € V" C V and the discrete variational Equation (11) we have

c(Bu; un, v )f c(ﬁn ,un ,vh) Vol e V!,
so it follows that, for all o" € V%,

(B ttn, tn — i) — (B un — i) = (B tn, 1w — 0") = (B, — "),
Taking into account that

c(Bu; wn, un — ”ﬁk) C(ﬁhk/ u}r;k/ Up — ufik) = C(ﬁn JUn — ”Zk/un - ”Zk) +c(Bu— .Bﬁk? Up, Un — u’ék)/
(Bl — iy — ) = Cly — w3,

using the fact that ¥ € K" (and so, ¥ > B.) and the regularity u € C([0, T]; [H2(Q2)]¢) we have
i = 13 < C(11Ba — BIEIG + lun —2"}) Vo' € V.

Therefore, combining the previous estimates of both damage and displacement fields we
conclude that

n
180 = B3 + Il — |15, < C(Hﬁo — BOIF + 181 = CHIT + 1Bn — Tully + Z 1Bj-1 = B4 113

+k2||u]*uhk\|v+k2|lﬁ] &2y +k2+k2||5ﬁ] ﬁ]Herllun*vth
=1
n—1

+k Z p(euj), By) — 0B+ ABjlly 1B) — & llv + K Y 1181 — &a — (Bj — C})H%)-
j=1
Finally, keeping in mind that
1 n—1 ; )
k= Z HﬁjJrl - é/'1+l - (ﬁ CJ)HY <Ch ”;B”Hl (0,T;HY (Q))”
j=1

using the well-known approximation properties by finite elements (see [17]) and a discrete version of
Gronwall’s inequality, we obtain the desired linear convergence. [
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The fully discrete scheme provided in problem VP* has been solved using a penalty-duality
algorithm, related to Uzawa’s algorithm, for the numerical resolution of the discrete variational
inequality. The discrete displacements have been obtained solving the discrete linear variational
equation with the classical conjugate gradient method. We note that a similar scheme has also been
employed for the numerical approximation of dynamic contact problems (see, for example, [16]).
Moreover, the resulting algorithm has been implemented within the well-known code MATLAB in
a 3.3 GHz PC (with 16 Gb of RAM memory), and a typical 1D run with parameters i = k = 10? took
about 1.54 s of CPU time.

In order to show the numerical convergence of the algorithm we solve Problem P with the
following parameters:

2, Q= (071)/ I'p= {0}/ I'y= {1}/ 8= 0,
0, u=1348x109, «*=05 B.=001,
*=105, Ag=17, Ay =42x10°, Ap=0,

>~
Il

-

with the initial condition:
Bo(x) =1 forall xe€ (0,1),

and the volumetric force:
90 x10°-t ift<1,

x,t) =
folx1) {90><106 if > 1.

The numerical errors are given by

EM = max { s — v+ 10— BV
considering as “exact solution” (uy, B,) the one obtained for h = 2712 and k = 1075. The errors
(multiplied by 100), obtained for different discretizations, are shown in Table 1 and depicted in Figure 1
against & + k. As shown, the linear convergence of the algorithm stated in Theorem 1 seems to
be achieved.

0.14
0.12
0.1
0.08

=
w
0.06

0.04 -

0.02 -

0 . . . . . .
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

h+k

Figure 1. Asymptotic constant error.
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Table 1. Numerical errors (x100) for some discretization parameters.

hlk— 0.1 0.01 0.001 0.0001

22 135490 13.5613 13.561268 13.561268
273 6.6596  6.6679  6.667863  6.667863
24 33080 3.3054  3.305386  3.305386
25 1.6641  1.6457  1.645661  1.645661
276 0.8460  0.8210  0.821036  0.821036
277 04370 04099  0.409942  0.409942
28 0.2328 02046  0.204565  0.204565
279 0.1315  0.1017  0.101652  0.101653
2-10 0.0822  0.0496  0.049597  0.049596

2.2. Garcia et al. Model

The other model examined is the one proposed by Garcia et al. [10,18]. It consists of a rheological
model developed specifically for cortical bone, to reproduce the macroscopical phenomenon observed
in this tissue. The model is written using several internal variables for damage and plastic strain,
as well as laws to describe the evolution of these internal variables.

In [10], several models are presented. For the present study the rate independent model is chosen,
since it allows for a more immediate comparison. The rheological model is composed of an elastic
spring in series with the damageable part, which consists of a secondary spring, whose elasticity varies
with damage, and a friction element that determines the plasticity threshold.

From this rheological model a free energy potential is obtained, which is convex and nonsmooth:

1Ey(e—e")?+1E &’ + 1y (D) ifD >0,

Y(e e?,D) = (13)

%EQSZ-FI{O}(SV) ifD =0,

and the state laws of the material can be derived from this potential. The details of this derivation can
be found in [10], and we omit them for the sake of clarity in the presentation.

Regarding the Garcia et al. model, the algorithm they developed to solve their model was used.
Again, we refer to [10] for more details about its implementation. It is based on the combination of the
classical finite element method with a Newton integration scheme and a projection operator. The latter
one is used to satisfy the criterion defined for the internal variables.

3. Numerical Results and Discussion

3.1. Comparison in a One-Dimensional Problem

To compare the performance of the models presented in the previous section, a one-dimensional
version of both was implemented. To test the models, a typical tensile test was reproduced, since there
is experimental data in the literature to evaluate the performance [18]. The one-dimensional model
represents a bone fixed on one end and with an increasing displacement imposed on the other end.
Stress was computed in postprocessing once the deformation was obtained.

First, we solve the Frémond-Nedjar model with the following data:

T:2/ Q:(O,l), FD:{O,l}, rN:®/ f0:0,
g=0, A=0, p=1348x10, «x*=05 PB.=001,
- =10°, Ag=17, A, =42x10°, Ayp =0,

and the initial condition:
Bo(x) =1 forall xe (0,1).
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That is, at initial time we assumed that the bone was completely healed. Moreover, since no
mechanical forces were applied, the deformation is produced defining an imposed displacement at the

right corner as,

u(1,6) =5x1073-t forall te0,2].

We note that the modifications needed to include this case into problem P were really
straightforward, so the analysis performed in the previous section could be extended easily.

Using the discretization parameters k = 0.01 and & = 0.05 in Figure 2 (up) the stress—strain curve
obtained with the Frémond-Nedjar model is shown. As it can be seen in the evolution of the damage
variable (down), the mechanical properties of the bone degrade as the strain increases, leading to the
“plastic” region which corresponds with the damage regime of the stress—strain curve.

Stress [Pa]

Damage variable (mean)

54
©

o
®

o
3

o
)

<
3

0.4

107 Stress-Strain curve

0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
Strain

Evolution of damage

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time

Figure 2. Stress-strain curve obtained with the Frémond-Nedjar model in a tensile test (up) and
evolution of the damage variable in the tensile test (down).
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Secondly, the Garcia et al. model was solved, so in Figure 3 the shape of the stress—strain curve
seen before is reproduced again with the rheological model.

14 107 Stress-Strain curve

12

10

Stress

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
Strain

Figure 3. Stress—strain curve obtained with the Garcia et al. model in a tensile test.

Finally, both models were compared with experimental data obtained from [18]. Figure 4
shows the stress—strain curves obtained from both models against the experimental data (black dots).
Both models show good agreement with the experimental results, with small differences in the linear
part of the curve and the beginning of the damage range. The Frémond-Nedjar model shows better
agreement in the linear part, but the curvature of the damage range fits worse than the rheological
model. However, these small differences were not significant, since mechanical properties vary greatly
from bone to bone, making very accurate fittings not useful.

14 107 Stress-Strain curve
12r PPN
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Figure 4. Comparative of both models with experimental data. Source of the experimental data: [18].
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In any case, both models were capable of reproducing the qualitative characteristics of bone
mechanics. In particular, the modified Frémond-Nedjar model shows its capability to be used to
model bone tissue in spite of it being proposed to model concrete structures.

3.2. A Two-Dimensional Problem Solved Using Frémond—Nedjar Model

Now, we consider a two-dimensional case to simulate a more realistic setting. Thus, the bone
occupied a two-dimensional domain (), which was assumed fixed on its left part I'p (the whole part
clamped on the vertical direction and its lower point also in the horizontal one), and subjected to the
action of a surface force on its right part I'y (see Figure 5).

The following data have been used in this example:

T=5 f,=0, g=(50), A=211x10"°, u=2461x10" «* =1, B.=001,
" =10°, A;=001, A,=15 Ay = —0.0001,

and the initial condition:
Bo(x,y) =1 forall (x,y) € Q.

That is, again at initial time we assumed that the bone was completely healed.

rD FN

75Y
VaseaVAVAV

VAVAVAVA

AVAVAVAVAV.VAVAVAVAVAVAVAVAVAVAVAVAVAY
;ﬁ%gg¢V¢wAVAVAvAVAVAVAVAVAVAvmVAﬁ*
A AYAVAYVAVAVAVAVAVAV; v,

NN
avy y'AVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAV¢

vAVAYY
K
X0

4.
S
<
X0
B8
A0

2
K&
SRR

Wy,
SROCONNNNNNNNNNINNNN
S 4AYAVAVAVAVAVAVAVAVAVAVAVAVAVAVAY

Ve
%VAV
K

R
X
N N

Figure 5. Physical settting and finite element mesh.

Using the time discretization parameter k = 0.1 and the finite element mesh shown in Figure 5,
the damage field at final time is plotted over the deformed configuration in Figure 6. As expected,
the most damaged areas concentrated in the middle of the bone due to the applied force and the

clamping conditions.

Damage

Figure 6. Damage field at final time over the deformed configuration.
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Finally, in Figure 7 the stress field is shown at final time over the deformed configuration. We note
that now the highest stressed areas concentrated in the middle part of the bone. The concentration of
the damage and stress in the middle of the sample agree with the observed fracture of the real probes
in uniaxial tests by on middle section.

Stress (VM)

-2

-4 I I I I I
0 5 10 15 20 25

Figure 7. The von Mises stress norm at final time over the deformed configuration.

4. Conclusions

In this work, two ways of modelling damage in cortical bone were studied. The first one was
a modification of a well-known damage model for concrete structures, never used for bone tissue.
The second one was developed specifically for bone damage and based on a rheological model.
One-dimensional simulations were performed to compare both models, reproducing a classical tensile
test. Both models show similar solutions and a good agreement with experimental data. Moreover,
a two-dimensional example was also considered using the Frémond-Nedjar model to show the
behaviour of its solution in a more real situation. The advantage of the use of the Frémond—Nedjar
model relies in its formulation, which makes it easier to couple with bone remodelling models, and
it allows for a formal numerical analysis. The number of parameters required for this model is also
reduced with respect to the Garcia et al. model. These results open the possibility of using this model
in bone tissue simulations.
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Featured Application: Multiscale analysis is widely applied in the field of mechanics of
heterogeneous materials, as a numerical tool, to simulate both microstructure evolution and
macroscopic response to loads. The potential of this technique is applied in this work to the micro-
and macro-mechanical study of the cortical bone tissue, using a mixed experimental-numerical
approach. Hence, the experimental characterisation of the cortical bone is used to calibrate the
outcome of the multiscale analysis. This strategy provides useful information at macro- and
micro scales. First, the apparent mechanical (orthotropic) behaviour of the tissue is obtained.
Second, microstrain and microstress distributions are shown along the bone microstructure. The
multiscale analysis presented in this paper can be a useful technique to further investigate the
microstructural and local mechanical stimulus which orchestrates several bone functions, such as
bone remodelling.

Abstract: Multiscale analysis has become an attractive technique to predict the behaviour of
materials whose microstructure strongly changes spatially or among samples, with that microstructure
controlling the local constitutive behaviour. This is the case, for example, of most biological
tissues—such as bone. Multiscale approaches not only allow, not only to better characterise the local
behaviour, but also to predict the field-variable distributions (e.g., strains, stresses) at both scales
(macro and micro) simultaneously. However, multiscale analysis usually lacks sufficient experimental
feedback to demonstrate its validity. In this paper an experimental and numerical micromechanics
analysis is developed with application to cortical bone. Displacement and strain fields are obtained
across the microstructure by means of digital image correlation (DIC). The other mechanical variables
are computed following the micromechanics theory. Special emphasis is given to the differences
found in the different field variables between the micro- and macro-structures, which points out the
need for this multiscale approach in cortical bone tissue. The obtained results are used to establish
the basis of a multiscale methodology with application to the analysis of bone tissue mechanics at
different spatial scales.

Keywords: cortical bone; digital image correlation; multiscale analysis; micromechanics;
computational mechanics

1. Introduction

The key importance of mechanical factors on the physiological functions and processes that
take place in the bone tissue, in both healthy and pathological conditions, is widely accepted [1-3].
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Therefore, in recent decades, important efforts have been made in the mechanical characterisation
of bone tissue [4,5] (at different scales), and the mathematical modelling of its mechanical and
mechanobiological behaviour [6-8].

On the one hand, the properties of the bone tissue are affected by a high number of factors,
such as its morphological complexity and porosity, anisotropic orientation of trabeculae and osteons
or its inherent hierarchical structure. A large number of studies characterise the structural and
mechanical behaviour of the bone tissue by means of micromechanical [9,10], nano-mechanical [11]
and macroscopic approaches [12], to cite a few. They all show the heterogeneity of this tissue at all
scales and the difficulty of relating experimental measurements to real tissue properties. For example,
Tai et al. [11] show, with atomic force microscopy experiments and computational simulations, that
the nanomechanical properties and shape of cortical bone are directly related to their macroscopic
mechanical behaviour, being this structure-property relation a key factor in some non-physiological
behaviour of the bone tissue. Therefore, processes such as bone damage, bone remodelling and
bone-related diseases (e.g., osteoporosis and fracture healing) could be better understood by relating
microscale material heterogeneity to its macroscopic structural performance.

One of the techniques that allows to obtain microscopic parameters in inhomogeneous, anisotropic
and non-linear materials is digital image correlation (DIC). It is particularly suitable for biological
tissues and has been successfully used for measuring the strain field in bone tissue [13-15]. It consists
of comparing the positions of different points of reference within a deformable loaded region that
is photographed at different times. These points of reference are usually painted in the sample
using a spray to create a speckles pattern. Using this method, the strain field of a region of interest
within a specimen may be provided with microscopic resolution. The advantage of this method over
others, such as nanoindentation [10,11], is that the whole strain field is recorded easily for different
loading conditions. This technique, however, generate large amounts of data in comparison with
traditional methods.

On the other hand, there is a vast literature related to modelling bone tissue in many different
scenarios and at several scales. The models may be classified—according to the observation scale—as
macroscopic and microscopic. At the macroscopic scale, several issues have been addressed in the last
few decades, such as modelling/remodelling [16-23], poroelasticity [24,25], bone healing [26-28] or bone
tissue engineering [29-32] among many others. Moreover, the driven mechanical stimulus [27,33-36]
and the microstructural distribution of mechanical variables have also been studied [37-40].

The multiscale analysis is a technique initially applied in the framework of the mechanics
of heterogeneous materials. Specifically, multiscale techniques have been used in the analysis of
fluid circulation within a porous medium [41], plasticity [42,43], thermoelasticity or composite
adhesives [44,45], to cite a few (refer to [46] for a review of multiscale analysis in different applications).
On the other hand, multiscale analysis has progressively developed great potential for the combined
macro-and-micro analysis of biological tissues due to their hierarchical, multiphasic and heterogeneous
nature [47], such as tissue engineering processes [30,31,48]. Cancellous bone has been one the first
candidates to be analysed through a multiscale approach [49-51]. However, cortical bone tissue has not
been such a clear candidate, probably due to the lack of such a clear porous microstructure as compared
to the cancellous bone, so it has been traditionally modelled as homogeneous, anisotropic material
with directly homogenised properties [52]. However, some of the most interesting microstructures
of the bone tissue are present in the cortical region including canaliculi, or Haversian and Volkmann
canals [53,54].

The referred studies of the multiscale analysis of the bone tissue are developed independently of
its mechanical characterization. In this paper, cortical bone is studied from a multiscale perspective
to model an experimental setup specifically developed for this analysis. Therefore, the developed
mathematical analysis and simulation is fed by the results recorded in the experiments providing a
novel and mixed computational-experimental approach. The outcomes of the multiscale approach
for the cortical tissue allow to conclude the importance of using a multiscale approach to capture the

138



Appl. Sci. 2019, 9, 5228

heterogeneity of the results along the microstructure, which is critical in order to understand many of
the essential biological processes of bone tissue at this level.

The paper is arranged as follows: first, the experimental setup is introduced in the Section 2.
Second, the mathematical multiscale approach is developed in Section 3. Both experimental and
numerical results are presented in Section 4. Finally, the results are discussed and some conclusions
are established at the end of the paper.

2. Materials and Methods

A cortical bone sample from the left femur of an adult male horse, aged between 15-20 years old,
was used to obtain the strain maps under both longitudinal and transversal forces by means of the
Digital Image Correlation (DIC) technology. Sample preparation and experimental tests were carried
out as follows.

2.1. Sample Preparation

To prepare the bone sample, first, a rectangular bone piece was extracted from the mid diaphysis
of the femur, lateral cranial side, by means of a band saw (Figure 1a). Second, the surface of the
sample was polished with carbide papers (P600 to P4000). Colloidal silica slurry (0.04 pm) was used
for the final polishing step. The sample was cleaned ultrasonically with distilled water between each
polishing step. The size of the plane specimen obtained after this stage was 50 x 20 x 4 mm, with the
direction of the larger side corresponding to the longitudinal direction of the bone (Figure 1b). Thirdly,
the sample bone ends (10 mm approximately) were embedded in Epoxy® resin (Struers Inc, Cleveland,
OH, USA) to fix them to the testing machine (Figure 1c). Finally, the spray painting was carried out
with black speckles over a bright white background. It can be observed in Figure 1d that the speckles
are consistent in size.

(a) (b)

Figure 1. Cont.
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(0 (d)

Figure 1. (a) Horse femur after extracting a piece from the mid diaphysis for machining; (b) one of the
four specimens after milling; (c) embedding process; (d) spray speckle for digital image correlation
strain measurements.

2.2. Experimental Tests

The experimental tests are composed of mechanical tests and strain measurements of the sample.
The former consisted of applying both longitudinal compressive (Fy) and transversal compressive (Fr)
forces to the prepared sample (Figure 2a). The F;, was applied in the direction of the larger side of the
specimen by means of a push-pull testing machine (KEELAVITE® 50 kN) (Figure 2b). This machine
consists of a hydraulic actuator directed by an automatic control (MTS 407®), which allows to apply
loads up to 50 kN (Figure 2b). The longitudinal system is equipped with an Eaton Lebow 20 Klbf load
cell (model: 3174-20K) for force measurement. The piston of the machine, threaded to the inferior end
of the sample, compresses the sample, whose superior end is threaded to the fixed frame. In addition,
a complementary device [55] allows to apply transversal compressive force (Fr) in the mid-section of
the specimen as shown in Figure 2a. This device consists of a linear screw type actuator controlled
manually [55], in which forces up to 1500 N are measured with a load cell connected in series (Interface
2 Klbf, model: WMC-2000).
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@ | (b)

Figure 2. (a) Scheme of the loads applied to the specimen, longitudinal forces, F; , and transversal forces,
Fr; (b) picture of the system during experiments. The push-pull testing machine may be observed in
the back ground. The piston and the load cell above, attached to the green frame, can be observed. The
system that applies the transversal load can be seen below, while the DIC camera appears in front.

A total of eight different loading states were simulated for transversal and longitudinal force
values 0, 250 and 500 N as indicated in Table 1. For each loading state, transversal and longitudinal
loads were applied from 0 to the desired level of load in static conditions. The load was applied very
slowly, below 10 N/s. During load application, the strain in the region of interest was measured as
described below. During the 6 h required to complete the test, from the moment that the samples are
taken out of the freezer, the sample was not hydrated.

Table 1. Macroscopic results of the mechanical tests.

FL [N] Fr [N] £r 1073 [%] er x1073 [%]

0 —250 5.8 -176

0 —500 214 -359
-250 0 -16,5 9.5
-250 -250 -9.8 -88
-250 -500 0.55 -27.7
-500 0 -36.3 16.8
-500 -250 282 —0.025
-500 -500 -17.9 -203

Note: Table notes. Fp: Overall longitudinal force. Fr: Overall transversal force. ¢ : Averaged longitudinal
component of the strain tensor. e7 : Averaged transversal component of the strain tensor.

To determine the strain of the bone sample during the biaxial test, an optical non-contact system
(Limess®, Q400; Vic Snap Image Acquisition®, version 2010, build 902; and Vic2D 2009®, version
2009.1.0, build 345M) was used (Figure 3a). This system allows to obtain the history of deformations in
real time on the outer surface of the sample. Strain measurements were performed in the 10 x 10 mm
region of interest located in the middle of the sample (see Figure 2a). The resolution of the system
allows to measure strains in points with a separation of 57 um within the region of interest. It means
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that the analysed region generates a strain field of around 34,000 points. Strain maps were taken at
the loading points selected with the DIC camera, which took pictures of the bone surface every 20 ms
(Figure 3b). In addition, a micrograph of the region of interest in the bone sample was carried out for
meshing purposes. A high resolution image with a size of 11.63 x 11.8 mm was manually generated
from 54 images taken by microscopy with 5x magnification. These images were converted into a finite
element model of the mineralised portion of the specimen.

(@ (b)

Figure 3. (a) Non-contact two-dimensional (2D) deformation system used to obtain the strain maps in
the bone samples; (b) strains measured in the region of interest of the sample.

3. Mathematical Approach

The analysis of heterogeneous media involves two well-distinguished scales: the macroscopic
scale (x), with characteristic length (L), in which the size of the heterogeneities is very small; and
the microscopic scale (y), with characteristic length (£), which is the scale of the heterogeneities. To
sustain this statement, we must assume the length separation scale condition, i.e., L > {. In order
to deal with the macroscopic scale as a continuum in a macroscopic material point, the microscopic
scale is homogenised in terms of its effective behaviour over a Representative Volume Element (RVE).
An RVE must statistically represent the underlying microstructure of the specimen, in such a way
that every material point of the macroscopic region is featured by such RVE. Another definition of
the RVE may be established as it being the smallest microstructural volume that sufficiently and
accurately represents the overall macroscopic properties of interest. The minimum required RVE size
also depends on the type of material behaviour, macroscopic loading path and difference of properties
between heterogeneities.

In the following, the variable x stands in the homogeneous macroscopic body, whereas y describes
the microscopic scale of the RVE. In the microscopic scale, the domain is composed by the (solid or
bulk) bone (B) and pore (P) bodies, so that RVE = Q? U Ql(f The linear elastic equations are posed
in the RVE domain to obtain the averaged, apparent or homogenised mechanical properties and the
microscopic distribution of the stress and strain fields. Then, the primary variables are asymptotically
expanded as:

u? = u’(x) + pu’ (x,y) M

where u? is the total displacement field, u’ is the associated field variable averaged at the macroscopic
scale and u" is the perturbation (oscillating) functions due to the heterogeneity of the microscopic scale.
In Equation (1), ¢ = /L refers to the ratio between the microscopic and macroscopic levels.

For averaging the macroscopic fields, the following operator is defined over a microscopic volume

generally denoted by ©:
1
= f@ ni0 @)
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This expression enables us to obtain macroscopic quantities and, eventually, the macroscopic
response (behaviour) induced by the underlying microstructure.  This approach is called
homogenisation. The inverse procedure, localisation, allows to determine the microscopic values from
the macroscopic ones. Both are outlined below.

3.1. Localisation

The linear, elastic, microscopic problem in the absence of body loads reads as:

Via? =0

& = 3(Vu? + (Vur)")
0¥ = CPe?
() =&

®G)

There is an absence of boundary conditions in Equation (3). These boundary conditions must
reproduce, as closely as possible, the in situ state of the RVE inside the material. Therefore, they
strongly depend on the choice of the RVE itself, and particularly on its size. Amongst the classical
boundary conditions considered in the literature (see Suquet [56] for further reading), Dirichlet
boundary conditions are used in our problem:

u? =u° on 80? 4)
Then, the local strain £”(u?) is split into its average and fluctuating term so that:

€ (u?) = & + &9 (u")

(& (")) = 0 ©)

Let Equation (5) be substituted into the equilibrium (divergence free) equation of the stress tensor
(see Equation (3)), namely:

V-(CPe? (i) = —V{(C?%) in Of (y)
-+boundary conditions

(6)

where the boundary conditions are related to Equation (4). By virtue of the linearity of the problem, the
solution of &” (u*) in Equation (3) for a general macro strain e’ may be expressed as the superposition
of elementary unit strain solutions &? (xy;,) [56], such that:

&? (u*) = Egh &’ (th) (7)

where xj, are the displacements associated to those elementary strain states denoted by indices kh
resulting from the solution of Equation (3).
By substitution of Equation (7) into Equation (5), the micro-strains are expressed as:

e (u?) = &), (I, + € (xun)) ®)

where Ij;, is the identity fourth order tensor with components Iy, = (Iif)kh =1/ 2(6ik6jh + 6,~/16jk).
Equation (8) allows us to obtain the microstructural distribution of the strain field, under
the aforementioned hypothesis and once the boundary conditions are established through the
macroscopic ones.
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3.2. Homogenisation

Once the elementary solutions &”(xy,) are obtained through (8), the macroscopic stress-strain
relationship is directly obtained:

0" = (0% (u?)) = (C7e* (u?)) = (C7 (L, + & (xua)) : € ©)
Consequently, at the macroscopic scale, the elasticity tensor is identified in Equation (9) as:

C0 = (C (T, + & (X)) (10)
3.3. Variational Formulation

Using the standard formulation, the variational form of Equation (6) yields to [56]:
f P (w) : (CPe?(u))dy = —f e’ (w) : ((C‘f’so)dy\f w(y) € Vy (11)
of af

where the space VY is defined as:
Vy : fw ‘ w e H'(Qf)) 12)

with H! (Q(g) as the first-order Sobolev space. Using (7), Equation (11) can be further developed, namely:

Iy dw; dw;
@ powi ¢ Jw;
fn‘g i dyq Iy, dy fog Cij Iy; i =

)(’;,l represents the characteristic microstructure displacement at p directions due to an applied kI
unit strain, being k = [ normal unit strain states and k # [ shear unit strain states. w; represents
a virtual displacement. There are three total strain states (two normal and one shear, assuming
plane stress two-dimensional (2D) modelling) corresponding to the three linear equations above
(Equation (13)). Once these functions are obtained, the macroscopic stiffness tensor can be computed
through Equation (10).

3.4. Multiscale Approach

The multiscale analysis of the cortical bone tissue proceeds as follows. First, at the microstructural
level, the overall, apparent or homogenised properties of the macroscopic cortical bone tissue are
obtained by solving the homogenisation problem, i.e., Equation (10) in the microscopic domain. The
input data to solve this problem are the microstructural domain of the cortical bone tissue (Figure 4)
and the mechanical properties of the mineral bone material, which are a parameters to be fitted as
explained in Section 4.2.

Second, using the obtained homogenised mechanical properties, the mechanical problem is
then solved at the macroscopic domain for a given loading state. Finally, strain and displacement
macroscopic quantities, associated to such a loading state, are passed to the microstructure where the
localisation problem is solved.

Macro and micro variables are recorded from the macroscopic and microscopic localisation
problems, respectively. A sketch of the multiscale procedure can be seen in Figure 5. The details of the
computational implementation can be found, as an example, in Yuan and Fish [57].
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Microstructure
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Figure 4. Workflow to generate the computational model for microstructural analysis. The porosity

level of the microstructure is 6.17%.
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Figure 5. Sketch of the procedure followed for multiscale characterisation of cortical bone tissue.
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4. Results

4.1. Computational Models

Two different levels of analysis are considered in the present multiscale approach of cortical bone
tissue modelling and simulation.

First, at the macroscopic level, the experimental setup shown in Figure 2a is modelled. The model
was solved using the software Abaqus Simulia® v6.17 and modelled under the plane stress hypothesis
so that a 2D geometry is considered. Bilinear quadratic (plane stress) elements were selected. The
model resulted in 2846 nodes and 2737 elements. Load boundary conditions are applied along the
left and bottom regions of the specimen as shown in Figure 2a. Moreover, normal displacements are
prescribed along the right and top regions (Figure 2a).

Second, a finite element model was developed for the microstructure presented in the region
of interest (see Figure 2a). First, the microstructure image was converted into a grey level image.
Then, a binary mask was created and filtered using a filter of 5 pixels (i.e., objects smaller than
5 x 5 pixels are removed). Pixels of the filtered mask were converted then to a regular quadrilateral
finite element mesh with a resolution of 1358 x 1358 pixels. Matlab® R2017a was used during this
process. Dirichlet boundary conditions were applied along the boundary of the domain, as a hypothesis,
following the micromechanics theory [56]. The workflow of the methodology is summarised in Figure 5.

4.2. Homogenisation Macrostructural Results

4.2.1. Homogenisation

The model of the microstructure of the cortical bone tissue (see Figure 4), was used to solve
the micromechanics equations presented in Section 3.2, under the finite element framework, with
the objective of obtaining the homogenised mechanical properties tensor (Equation (10)) from the
micromechanical analysis of the microconstituents of the microstructure.

The microstructure of the cortical bone was considered to be composed of mineral bone material
and pores (voids). Mineral bone is considered at the observation scale of our model as a homogeneous
material with orthotropic (2D) mechanical behaviour along the longitudinal and transversal directions,
according to the literature [58,59]. After a fitting iterative procedure of the experimental results
(introduced and explained below), the following values were obtained for the mechanical behaviour of
bone mineral tissue: E;, = 20 GPa, E1 = 48 GPa, Gy = 12.5 GPa and vy = 0.395. These mechanical
properties are associated to the following orthotropic tensor:

770 304 0
CY=|304 320 0 |[GPa] (14)
0 0 125

Therefore, after the homogenisation procedure, the macroscopic (or apparent) mechanical
properties tensor yields to:
2313 8.63 1.01
C'=| 863 1954 091 |[GPa] (15)
1.01 091 6.90

4.2.2. Macrostructural Results

The experimental mechanical tests (see Figure 2) provided the macroscopic results (averaged in
the region of interest shown in Table 1. These results are the basis for fitting the mechanical properties
of the mineral bone tissue iteratively as follows:

(i)  Choose values for the mechanical properties of the mineral bone tissue (assumed as orthotropic).
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(ii) Solve the homogenisation problem in the microstructural domain (Figure 4) and obtain the
(homogenised) macroscopic mechanical properties.

(iii) Solve the macroscopic problem shown in Figure 2a. At the macroscopic level, bone is assumed as
a homogeneous continuum medium with macroscopic (homogenised) mechanical properties
derived from the micromechanics analysis of the microstructure (ii).

(iv) Obtain the average for the solution of the macroscopic problem along the ROI and compare
results with Table 1.

The iterative process converged to values of the mechanical properties of the bone mineral tissue
and macroscopic cortical bone tissue shown in Equations (14) and (15), respectively. The fitting of the
numerical results versus the experimental ones is plotted in Figure 6.

0.03 - . - . 0.02
o Fp=0M]
002 « Fp=-250[N) o
: o Fy=-500[N]

Finite element fitling

0.01

\.J \’_
-0.01 -0.02
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Figure 6. Fitting of the macroscopic modelling to experimental results. Left: Averaged (in the region of
interest) longitudinal component of the strain tensor versus overall longitudinal force (for different
values of the overall transversal force). Right: Averaged (in the region of interest) transversal component
of the strain tensor versus overall longitudinal force (for different values of the overall transversal force).
See macroscopic setup of the problem in Figure 2a. ROI dimensions: 10 X 10 mm (n = 1 specimen).
Average R? of the fitting: 0.992.

4.3. Multiscale Results

As we have discussed throughout the paper, the proposed multiscale approach allows to obtain
both the macroscopic (mechanical) solution of the problem at hand, as well as the distribution of
mechanical variables along the domain of the microstructure. Therefore, micromechanical variables
are recovered in the microstructure following the localisation procedure introduced in Section 3.1.
On the other hand, multiscale results are obtained according to Section 3.3.

The multiscale results, i.e., results belonging to the macro geometry and microstructure, are shown
in Figures 7-9 for the displacement, strain and stress fields, respectively. The microstructure of the ROI
is distinguished in these figures and the results are represented both in the macroscopic (homogeneous)
and microscopic (heterogeneous) domains.
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Figure 7. Displacement field [mm]. (a) Transversal component: macroscopic results, (b) transversal
component: multiscale results, (c) transversal component: microscopic results. (d) Longitudinal
component: macroscopic results, (e) longitudinal: multiscale results, (f) longitudinal component:
microscopic results.

Figure 8. Strain field [-]. (a) Transversal component: macroscopic results, (b) transversal component:
multiscale results, (c) transversal component: microscopic results. (d) Longitudinal component:
macroscopic results, (e) longitudinal component: multiscale results, (f) longitudinal component:
microscopic results.
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Figure 9. Stress field [MPa]. (a) Transversal component: macroscopic results, (b) transversal component:
multiscale results, (c) transversal component: microscopic results. (d) Longitudinal component:
macroscopic results, (e) longitudinal component: multiscale results, (f) longitudinal component:
microscopic results.

5. Discussion

The multiscale characterisation and analysis of the cortical bone tissue shown in this paper
included several steps of analyses at different spatial scales, namely, microscopic and macroscopic
scales. The micromechanical analyses performed in the microstructure of the cortical bone tissue
initially took place through a homogenisation analysis. This procedure allowed to estimate both the
micromechanical properties of the mineral bone material of the matrix, as well as the homogenised
apparent properties of the bone tissue. Specifically, using the information of the performed mechanical
tests (Table 1), we could fit the properties of the mineral bone matrix by means of the homogenisation
problem (Equation (14)), and then, the overall macroscopic or apparent behaviour (Equation (15)).
Several interesting conclusions can be drawn from this analysis, as we shall reveal next.

Assuming an orthotropic mechanical behaviour of the bone mineral matrix, the microstructural
arrangement of the cortical pores yields to an approximately orthotropic mechanical behaviour at
the apparent level as well, along the longitudinal and transversal directions. This can be concluded
from Equation (15) where it is seen that the components 1-3 and 2-3 of the matrix are one order of
magnitude lower than the others. With a broad consensus, an orthotropic behaviour of the cortical
bone is considered in the literature [4,58-60].

Assuming an orthotropic apparent behaviour for the bone tissue, the following values are
estimated, using homogenisation, in the longitudinal and transversal directions: Ej = 16.32 GPa,
Er =19.31 GPa, vi7 = 0.373 and vty = 0.442. These values are within the range of values measured in
the literature for cortical bone tissue. For example, values in the range of 15-22 GPa are reported for the
elasticity modulus of equine cortical bone [61-64]. On the other hand, for human bone tissue, values in
the range of 1025 GPa are found for the elasticity modulus, and 0.3-0.6 for the Poisson’s ratio [4].

In the microstructural approach mineral bone is considered a homogeneous material without
distinguishing among hydroxyapatite or collagen. A multiscale analysis may be recursively established
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at the microstructural level to accurately obtain the micromechanical interaction and overall behaviour
of mineral bone [11,65,66].

Results referring to the multiscale approach were obtained using the fitted properties of the
mineral bone matrix at the microscopic domain in the localisation problem. These results show a
smooth variation along the microstructure of the displacement field (see Figure 7). Therefore, as a first
approach, the displacement field may be estimated through its macroscopic modelling. However, both
the strain field and—most importantly—the stress field show peak magnification of 3x versus their
macroscopic and homogenised (mean) values (see Figure 9). This is an extra and important added
value given by the multiscale approach. It is currently accepted that the mechanical stimulus which
orchestrates many bone processes and diseases, such as osteoporosis, remodelling or consolidation,
is local and microstructural [27,33-36,67-70]. In this context, a multiscale approach is critical to link
mechanical loading of the bone organ with internal and microstructural evolution of the bone tissue.

Finally, as highlighted in the introduction, the low porosity level of the cortical bone makes this
tissue not very attractive from a multiscale point of view, assuming a priori a similar mechanical
behaviour to the mineral bone tissue matrix. However, in this work, significant differences between the
macro and micro behaviours have been evidenced, highlighting the importance of considering cortical
bone tissue through a multiscale approach, for a suitable characterisation of its mechanical response.
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Abstract: Numerous clinical studies have reported cell-based treatments for cartilage regeneration
in knee joint osteoarthritis using mesenchymal stem cells (MSCs). However, the post-surgery
rehabilitation and weight-bearing times remain unclear. Phenomenological computational models
of cartilage regeneration have been only partially successful in predicting experimental results and
this may be due to simplistic modeling assumptions and loading conditions of cellular activity.
In the present study, we developed a knee joint model of cell and tissue differentiation based on
a more mechanistic approach, which was applied to cartilage regeneration in osteoarthritis. First,
a phenomenological biphasic poroelastic finite element model was developed and validated according
to a previous study. Second, this method was applied to a real knee joint model with a cartilage
defect created to simulate the tissue regeneration process. The knee joint model was able to accurately
predict several aspects of cartilage regeneration, such as the cell and tissue distributions in the
cartilage defect. Additionally, our results indicated that gait cycle loading with flexion was helpful
for cartilage regeneration compared to the use of simple weight-bearing loading.

Keywords: stem cell; cartilage; finite element

1. Introduction

Osteoarthritis (OA) of the knee is the most common result of arthritis that leads to pain,
stiffness and decreased mobility, with this disease being one of the major causes of disability among
non-institutionalized adults [1,2]. OA is a process of cartilage degeneration that involves the immune
system, in which local inflammatory responses are observed with the production of proinflammatory
cytokines [3,4]. The articular cartilage possesses limited reparative abilities and the associated
osteochondral defects present in young patients generally do not heal but usually progress to
degeneration of the surrounding cartilage [5]. There are a limited number of treatment options
available to improve or reverse the process [3,4]. Additionally, with the exception of joint replacement,
the most common treatments for OA are not widely applied and can be associated with substantial
adverse events, high costs or both [6].

Mesenchymal stem cells (MSCs) have been proposed to possess potential in the cell-based
treatment of cartilage lesions [7]. These cells show great promise as a therapeutic agent in regenerative
medicine due to their multilineage potential, immunosuppressive activities, limited immunogenicity
and relative ease of growth in culture [7]. Additionally, MSCs represent an autologous cell source that
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reduces the chance for rejection and disease transmission they are also less tumorigenic than their
embryonic counterparts [8]. However, there are no studies that have quantitatively evaluated the
degree of rehabilitation of an OA knee joint after injection or transplantation of MSCs.

Mechano-regulation algorithms have been suggested to evaluate the possible relationship between
mechanical stimulation and the differentiation of cells and tissues [9-15]. These phenomenological
computational models, however, have several problems, particularly regarding the general
simplification, such as loading condition and simplified geometry [9-12]. Recently we studied
to predict the mechanical properties of an optimum scaffold required for cartilage regeneration using
three-dimensional knee joint developed from medical imaging and mechano-regulation theory [16].

Therefor, the aim of the present study was to investigate cartilage regeneration in OA or cartilage
defects based on the knee joint mechano-regulation of MSC differentiation theory using a realistic
model based on three-dimensional (3D) medical imaging. This model considers the effect of mechanical
stimuli on cell mitosis and death and it also incorporates the influence of the tissues on cell dispersal
rate We hypothesized that the prediction of mechano-regulated tissue differentiation would differ with
respect to the loading conditions.

2. Materials and Methods

To investigate individual cellular model parameters of cartilage regeneration, a mechano-biological
tissue-differentiation model that included theoretical descriptions of cellular processes was used
according to a previous validation method [17]. This model has been employed to simulate the major
aspects of normal conditions and cartilage regeneration [17,18]. Mechano-regulation processes are
driven by the mechanical environment in the vicinity of the cell. A computational approach, such as
finite element (FE) modeling, enables the evaluation of the mechanical stimuli within the extracellular
matrix of a regenerating tissue. In this study, a cartilage defect within the knee joint was investigated
using a poroelastic FE model. Briefly, the entire callus was assumed to consist of granulation tissue at
the beginning of the stimulation regimen. Generally, once the subchondral bone is penetrated, MSCs
invade the defect in the bone marrow. Given this, the stem cells were assumed to originate from the
periosteum, outer cortical surface and medullary canal in a previous study [18]. This method was
applied to generate the first phenomenological model. In the second model, adipose synovium-derived
MSCs were used for cartilage defect implantation because we have had successful clinical experience
with this approach [19-21].

To simulate the diffusion of stem cells throughout the callus, a diffusion coefficient was selected to
predict 99% stem cell coverage at six weeks after implantation [12]. After this, the differentiation of the
granulation tissue in a given element towards the fibrous tissue, cartilage or bone was determined by
the stimulus factor (S) according to Equation (1):

-7
S==+ &

S

where v is the octahedral shear strain, v is the fluid velocity and a (3.75%) and b (3 pm/s) are the
scaling factors for each stimulus. Based on the mechano-regulation theory, S > 3 is predicted as fibrous
connective tissue, 1 < S < 3 indicates cartilage, 0.53 < S < 1 indicates immature woven bone, 0.01 < S <
0.53 indicates mature woven bone and 0 < S < 0.01 indicates bone resorption [4,12,13,18,19,22].

Poroelastic material properties were updated according to a rule of mixtures based on the
concentration of cells in a given element (1), the volume fractions (¢;) and material properties of the
granulation tissue and j types of differentiated tissues in that element. For example, Young’s modulus
(E) for a given element was calculated according to Equation (2):

1t
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where 1" is the maximum number of cells that can occupy any single element and Ej is Young'’s

Modulus of the jth differentiated tissue. The volume fraction ¢; of a given type of differentiated tissue
was evaluated as the fraction of the last ten iterations for which this particular differentiated tissue type
was predicted in the element. This enabled the material properties to change gradually and prevented
instability in the algorithm [23]. Material property was calculated for each element by this formula
using a custom FORTRAN script.

The two poroelastic FE models were developed to simulate in vivo mechnical conditions within
knee joint OA mechano-regulation under different loading conditions. The first phenomenological
axi-symmetric FE model of the knee was created, which included a meniscus, femoral condyle and
articular cartilage layer to validate this approach (Figure 1). The pore fluid pressure was adjusted
to zero at free. The meniscus and the cartilage surface could not penetrate each other in the axial
direction. However, the surfaces were allowed to slide relative to each other. The cartilage defect size
and depth were set at 5 mm each. Complete integration was assumed between the repair tissue and
normal tissue. An axial ramp load of 800 N was applied for 0.5 s. All tissues were modeled as being
biphasic based on the poroelastic theory. The material properties used for each tissue type are shown
in Table 1. The meniscus was modeled as transversely isotropic and poroelastic with a higher stiffness
in the circumferential direction [12].

3 3 3 3

I\M Articuldr cartilage

Tibial plateau Contact layer/A A A A
Y ———

P=0

Figure 1. Schematic of the phenomenological axi-symmetric FE model of the knee including a femoral
condyle, articular cartilage layer and meniscus for validation.

Table 1. Material properties used in this simulation.

Granulation  Fibrous Cartil Immature Mature Cortical

Tissue Tissue artilage Bone Bone Bone

Young’s modulus (MPa) 0.2 2 10 1000 6000 17,000
Poisson’s ratio (v) 0.167 0.167 0.167 0.3 0.3 0.3

Permeability 1 1 05 0.1 037 0001

(m*/Ns x 10714) ' : ' '
Porosity 0.8 0.8 0.8 0.8 0.8 0.04
Diffusion coefficient 08 01 0.05 0.01 0.01 B

(mm?/iteration)
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The second poroelastic FE model of the knee joint (Figure 2c) was developed from real medical
imaging based on a previously reported model [24-26] that was further developed. Briefly, a 3D FE
model of a normal knee joint was developed using data from computed tomography (CT) (Figure 2a)
and magnetic resonance imaging (MRI) scans (Figure 2b) of a healthy 37-year-old male subject. The CT
and MRI models were developed with a slice thickness of 0.1 mm and 0.4 mm, respectively. Unlike the
phenomenological model, this model was developed specifically for the tibial cartilage to describe
an actual clinical situation. Contact was modeled between the femoral cartilage and the meniscus,
the meniscus and the tibial cartilage and the femoral cartilage and the tibial cartilage for both the
medial and lateral sides, which resulted in a total of six contact pairs. In short, the components were not
penetrating. The second model developed at 64 mm? with a depth of 3 mm. Two loading conditions
were applied. The first condition was an axial ramp load of 1750 N, which was the same as that
applied in the phenomenological model, and the second was a stance-phase gait cycle derived from
the ISO14,243-1 standard [27]. All FE analyses were completed using ABAQUS 6.5 (Abaqus, Inc., East
Providence, RI, USA) and the mechano-regulation theory was a user-defined subroutine constructed
by the FORTRAN code.

(€)
Femoral surface
coupled with
reaction force point

* Axial loading
« Stance-phase gait loading

Cartilage
defect

Femoral

cartilage

Lateral
meniscus

Lateral N \ Lateral
meniscus tibial cartilage
Lateral
tibial cartilage Bottom of tibia fixed

Figure 2. A realistic 3D knee joint model developed using data from (a) CT and (b) MRI scans.
(c) Schematic representations of the cartilage defect model and the boundary conditions for cartilage
regeneration prediction.

3. Results

Figure 3 presents the phenomenological computational model of predicted patterns of tissue
differentiation in cartilage defects. This results in higher cell death predictions in the superficial
layer of the repair tissue as MSCs differentiate into fibroblasts and undergo death in the high-strain
environment. This trend was also observed in a previous study [9].
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Figure 3. Predicted patterns of tissue differentiation with 5 mm cartilage defect in a simulation of (a) 25
iterations and (b) 50 iterations.

The cell concentration and each tissue type formation observed in this study and Kelly and
Prendergast’s study were compared in Figure 4 [9]. A minor difference was observed, but the overall
trend is consistent. In particular, there were similar predictions for the simulated fibrous tissue
formation (18% in the present study and 16% in the previous study) and bone formation (61% in the
present study and 64% in the previous study) [9].
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Figure 4. Comparison of prediction of (a) cell concentration at the articular surface and (b) percentage
of tissue types between this study and a previous study [9] for validation.

Figure 5 shows the pattern of regeneration of the cartilage defect in the knee joint model for
axial and stance-phase gait cycle loadings. The predicted patterns of tissue differentiation after MSC
implantation in the stance-phase gait cycle condition model were found to be remarkably different
from those predicted by the axial force model. The stance-phase gait model was predicted to support
early chondrogenesis, with the chondral region of the defect consisting primarily of immature cartilage
tissue. Increased cartilage formation was predicted as the simulation of the defect repair progressed
and a remarkably greater proportion of the defect consisted of cartilage tissue. A strong uniform
band of fibrous tissue was maintained at the articular cartilage. Additionally, the remainder of
the chondral portion of the defect consisted of cartilage tissue. However, in the axial force model,
the simulations showed that the defect was partially shielded by the adjacent intact cartilage and the
stimulus within the defect was low. As the regenerated tissue begins to stiffen, it begins to support
loads and chondrogenesis is favored within the center of the defect. After a given period of time,
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increased bone formation is predicted to occur by endochondral ossification and particular regions of
cartilage begin to differentiate into fibrous tissue, ultimately resulting in a reduction in the amount of
cartilage within the defect. Figure 6 showed cell concentration in axial force model and stance phase
gait model. Axial force model cell death was found in articular surface, but stance phase gait model
cell death was prevented because rotation or translation because controlled axial force was exerted
only at the defect region. Figure 7 shows tissue type formation after 40 iterations in axial force model in
stance phase gait model. In 40 iterations, greater amounts of cartilage tissue formation were predicted,
with 56% in the stance-phase gait model and 29% in the axial force model.

(B)g

Iteration 10 Iteration 10

(A)

—”

M Granulation tissue

[ Fibrous tissue
Iteration 20 Iteration 20 [J tmmature cartilage

B Mature cartilage

B Immature bone
I Mature bone

=1 &G

Iteration 40 Iteration 40

Figure 5. Pattern of regeneration of the cartilage defect in the knee joint model in 10, 20 and 40 iterations
for (a) axial and (b) stance-phase gait cycle loading.
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Figure 6. Comparison of the prediction of cell concentration between the axial loading and the
stance-phase gait loading model.
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Figure 7. Percentage of each tissue type formation in the axial loading and the stance-phase gait loading
model after 40 iterations.

4. Discussion

The most important finding of this study was that different results were found with respect to the
loading conditions in a real knee joint model for mechano-biological tissue differentiation.

Cartilage defects possess a very limited intrinsic healing capacity. Curl et al. described 53,569
hyaline cartilage lesions in 19,827 patients that received total knee arthroplasty [28]. Similarly, a more
recent prospective survey of 993 consecutive knee arthroscopies showed evidence of articular cartilage
abnormality in 66% of the patients [29]. Several techniques for articular cartilage defect treatment
have been described recently with various results and indications [24,30]. Microfracture represents
a widely used technique for the repair of symptomatic articular cartilage defects of the knee [31,32].
The penetration of the subchondral bone plate in these defects causes clot formation in the defect.
This clot contains pluripotent, marrow-derived MSCs, which can induce fibrocartilage repair as they
possess varying amounts of type II collagen [30]. However, the microfracture technique is limited for
treating large-sized defects. Small defects can spontaneously undergo repair with the hyaline cartilage,
while larger defects undergo repair only with fibrous tissue or fibrocartilage, which are biochemically
and biomechanically different from normal hyaline cartilage [3]. A recent review paper indicated
that osteochondral autograft transfer may achieve higher activity levels and a lower risk of failure
compared to the microfracture technique for cartilage lesions greater than 3 cm?, although there was
no significant difference for lesions smaller than 3 cm? at midterm [33]. Therefore, degeneration may
occur, which can subsequently progress to osteoarthritic changes [34].

Recently, MSCs have been recommended for use in the cell-based treatment of cartilage lesions.
Chondrogenesis of MSCs was primarily reported by Ashton et al. [35] and a defined medium for the
in-vitro chondrogenesis of MSCs was primarily reported by Johnstone et al. [36], who used micromass
culture with transforming growth factor-beta and dexamethasone. With regard to the in-vivo studies,
the transplantation of MSCs into full-thickness articular cartilage defects has been attempted under
various conditions. Some studies recently reported that adipose-derived MSCs therapy for young and
even elderly patients with knee OA was effective with respect to cartilage healing, reducing pain and
improving function [19-21]. Additionally, Kim et al. demonstrated that the implantation of MSCs for
knee OA resulted in improved clinical and second-look arthroscopic outcomes compared to those
reported after an injection of MSCs [37]. Another recent study recommended that non-weight-bearing
conditions with only toe-touching for 8 weeks may have similar effects to those achieved within the
period used in other treatments for cartilage regeneration when MSCs were injected to OA patients [38].
However, the authors also stated that although this prolonged period of non-weight-bearing may
enable some native repair, it decreased and delayed the recovery of knee function after injections
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as evidenced by an initial decline of the Knee Society Clinical Rating System function score [38].
Therefore, an optimal rehabilitation protocol for the injection and implantation of MSCs should be
further investigated and determined.

To date, the Prendergast mechano-regulation theory has been applied to a number of different
scenarios of bone healing and cartilage regeneration and it has displayed tremendous promise as a
theory that could accurately describe the course of mesenchymal tissue differentiation in response to a
wide spectrum of mechanical conditions [12,17,18]. However, all of these studies performed simulations
from a microfracture perspective [12,17,18,39]. Moreover, the stem cells were assumed to originate
from the periosteum, the outer cortical surface and medullary canal according to mechano-regulation
tissue differentiation [12,17,18,39].

The objective of the present study was to perform a robust test of this theory by applying it to
a MSC implantation model in knee OA where different mechanical loadings were used to alter the
cartilage regeneration response. One of the main strengths of this study is that the modeling technique
used to test the mechano-regulation theory is dissimilar to those typically used to investigate the
mechano-regulation of cartilage regeneration. Many previous computational studies examining the
mechano-biology of cartilage regeneration only investigated the physiological axial load. Additionally,
they described boundary and contact conditions that do not accurately reflect clinical situations using
simple phenomenological computational models. Our knee joint model that was developed from real
medical imaging could successfully predict the patterns of cellular differentiation in osteochondral
defect regeneration. A previous study demonstrated regeneration through both endochondral and
direct intramembranous ossification in the base of the defect, with cartilage formation occurring at the
center of the defect and fibrous tissue formation superficially [40]. This pattern of repair was also found
in the present model. We also found that gait cycle loading was better than vertical loading for cartilage
regeneration. However, in the simple vertical loading model, increased bone formation was predicted
to occur via endochondral ossification and particular regions of the cartilage began to differentiate into
fibrous tissue, ultimately leading to a reduction in the amount of cartilage within the defect. Due to an
increase in the magnitude of fluid flow within the defect, the stimulus for fibrous tissue formation
is increased [41]. This increase in strain also promotes cell death at the articular surface [41]. Thus,
preventing this fibrous tissue formation superficially and any subsequent cell death by an appropriate
rehabilitation protocol would be beneficial in avoiding long-term failure of tissue repair.

There are also several limitations to this study. First, we assumed that cell movement can be
described using a diffusion equation of a non-linear relationship that exists between mitosis/cell death
and the magnitude of strain experienced by cells; and that tissue differentiation is regulated by a
combination of the magnitude of octahedral shear strain and fluid flow within the tissue, which may
not be completely accurate. Second, we did not account for the rate at which cells differentiate and
produce a matrix and we did not attempt to model the effects of growth factors, such as transforming
growth factor-beta. Third, we did not model the scaffold. The MSCs are not actually injected directly
but should rather be implanted in combination with a scaffold.

Fourth, our model could not be validated using experimental data. It is very challenging to
find experimental data with identical conditions. There are also advantages of using computational
simulations to predict the results in this way. In addition, we validated it with previous computational
results.

Finally, the developed models did not consider cells that only migrate into the defect from
the exposed cancellous bone and it was instead assumed that MSCs could only enter the defect
through implantation.

Developments of computational technology have now enabled researchers to perform simulations
from a patient- or subject-specific perspective in the orthopedic field. Our results were obtained using a
3D model developed from real medical imaging and our results demonstrate that stance-phase loading
was better than axial loading for cartilage regeneration. This is because simple vertical loading may
cause excessive strain, while a stance-phase gait cycle prevents this strain at the cartilage defect due
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to the relationship with other loadings. The advantage of using such an approach is that it is one of
the key features of computational methods in tissue engineering that enables the expedition of the
testing of new constructs and the development of strategies for identifying the optimal therapy for each
patient [42]. From this perspective, our results could provide patient-specific rehabilitation guidelines
for the implantation of MSCs.

In conclusion, we developed a computational approach to simulate tissue differentiation that
was tested by attempting to simulate cartilage regeneration and the results yielded tissue formation
patterns similar to those observed clinically. Although we found that a stance-phase gait was better
than axial loading in the context of cartilage regeneration, a more complex study protocol is required
for future investigations and such a protocol should include consideration of the effects of passive
flexion after axial force or crutches in weight-bearing.
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Abstract: Pelvic implants require complex geometrical shapes to reconstruct unusual areas of bone
defects, as well as a high mechanical strength in order to endure high compressive loads. The electron
beam melting (EBM) method is capable of directly fabricating complex metallic structures and
shapes based on digital models. Fixation design is important during the 3D printing of pelvic
implants, given that the fixation secures the pelvic implants to the remaining bones, while also
bearing large amounts of the loads placed on the bone. In this study, a horseshoe-shaped plate
fixation with a bridge component between two straight plates is designed to enhance the mechanical
stability of pelvic implants. The aim of this study is to investigate the biomechanics of the
horseshoe-shaped plate fixation in a 3D-printed pelvic implant using a finite element (FE) simulation.
First, computed tomography (CT) scans were acquired from a patient with periacetabular bone
tumors. Second, 3D FE implant models were created using the patient’s Digital Imaging and
Communications in Medicine (DICOM) data. Third, a FE simulation was conducted and the stress
distribution between a conventional straight-type plate model, and the horseshoe-shaped plate model
was compared. In both of the models, high-stress regions were observed at the iliac fixation area.
In contrast, minimal stress regions were located at the pubic ramus and ischium fixation area. The key
finding of this study was that the maximal stress of the horseshoe-shaped plate model (38.6 MPa) was
21% lower than that of the straight-type plate model (48.9 MPa) in the iliac fixation area. The clinical
potential for the application of the horseshoe-shaped plate fixation model to the pelvic implant has
been demonstrated, although this is a pilot study.

Keywords: Pelvis; Bone tumor; 3D-printed implant; Fixation design; von Mises stress

1. Introduction

Pelvic implants require complex geometrical shapes to reconstruct unusual areas of bone defects,
as well as mechanical strength to endure high compressive loads [1]. For limb salvage procedures,
custom pelvic prostheses have been utilized for reconstruction after the resection of bone tumors [1,2].
Custom pelvic prostheses have been fabricated by machining a solid titanium block, and this requires
intensive labor and a long fabrication time [2]. Electron-beam melting (EBM), a type of 3D printing
technology, can directly fabricate complex metallic structures with excellent material properties
(almost no porosity) [3] and shapes, on the basis of digital models [4]. Thus, the EBM has been
utilized to fabricate orthopedic components such as knee, hip, and jaw replacements, and maxillofacial
plates [5-8].
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For custom pelvic implants, fixation design is important, considering that the fixation secures the
pelvic implants to the remaining bones, and should bear substantial loads as well [9]. A double column
plating or a single column plating combined with lag screws has been commonly utilized to fix pelvic
bones. The double column plating is effective to fix the complex fractures of pelvic bones [10]. However,
the double column plating requires more screws for penetration during surgery, and this often results
in a serious traumatic complication [11,12] that can lead to the development of osteoarthritis [11].
The single column plating combined with lag screws was regarded as the preferred technique, as it
produces minimal exposure and devascularization of the pelvis [13], with comparable stability to the
double column plating [13,14]. Therefore, in pelvic implants, two or three straight column platings
combined with lag screws have been conventionally utilized for fixation [15,16]. These fixation
types reportedly incur high traumatic fracture risks under compressive loading conditions [16,17].
Enhancements of the mechanical stability using spinal rod connectors, which have a bridge component
between two straight connectors, have been reported in spine surgery publications [18,19]. Thus far,
this bridge component design has not been utilized for pelvic implant fixation. We designed a
horseshoe-shaped plate fixation with a bridge component between two straight plates, in an effort to
enhance the mechanical stability of pelvic implants. Several studies have evaluated the strength of a
conventional straight-type plate fixation for the posterior wall or transverse acetabular fractures [20-23].
In pelvic implants, there have been no studies comparing the biomechanical stabilities of the new
horseshoe-shaped plate fixation with the conventional straight-type plate fixation consisting of column
plates and lag screws.

The aim of this study is to investigate the biomechanics of the horseshoe-shaped plate fixation in
a 3D-printed pelvic implant, using a finite element (FE) simulation. First, computed tomography (CT)
scans were acquired from a patient suffering from periacetabular bone tumors. Second, 3D FE implant
models, in this case a conventional straight-type plate model and the horseshoe-shaped plate model,
were created using the patient’s Digital Imaging and Communications in Medicine (DICOM) data.
Third, a FE simulation was performed, and the stress distribution between the straight-type plate and
the horseshoe-shaped plate models was compared.

2. Materials and Methods

2.1. Patient Information

The patient was a 53-year-old woman with a height of 157 cm, weighing 50 kg. She had a recurrent
high-grade spindle cell sarcoma in the left pelvic bone and proximal femur. After a type II resection,
reconstruction surgery was planned using a 3D-printed titanium periacetabular implant.

2.2. 3D-Reconstruction of the Pelvic Implant Model

Figure 1 shows the anterior view of the radiographic (Figure 1a) and 3D CT (Figure 1b) images
obtained from the patient. The sarcoma resection areas were represented in red dashed circles.
The patient’s pelvis model was constructed using Digital Imaging and Communications in Medicine
(DICOM) data based on computerized tomography (CT) scans. The DICOM data comprise a series
of slices through the patient’s left pelvis, each approximately 1.0 mm thick. A 3D model of the intact
pelvis was constructed using a mirror image of the right pelvis, from a series of slices.
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Figure 1. Pre-operative medical images of the pelvis area obtained from the patient: (a) plain radiograph
and (b) 3D computed tomography (CT) images.

Figure 2 presents the 3D implant model developed from the pelvic bone model using the
offset function in the software MIMICS (Version 20.0, Materialise Company, Leuven, Belgium).
The pelvic bone and implant are shown in grey and light yellow, respectively. For the implant
fixation, the straight-type plates (Figure 2a) and the horseshoe-shaped plates (Figure 2b) were designed.
The sizes of the holes in the fixation were designed to fit cannulated screw holes (D = 3.0 mm). The final
implant design was completed by smoothing the rough surfaces of the implant model using the
software 3-Matic (Version 13.0, Materialise Company, Leuven, Belgium). The design was stored as a
Standard Triangle Language (STL) file.

(b)

Figure 2. 3D model of the periacetabular implant and femur shaft area. The implant fixation models
with (a) the straight-type plates and (b) the horseshoe-shaped plates.

2.3. Finite Element Simulation of a Pelvic Implant Model

The FE simulation was performed using the software ANSYS (Workbench 18.0, ANSYS Inc.,
Canonsburg, PA, USA). Figure 3 shows the pelvic implant FE models created using the straight-type
plate fixation (Figure 3a) and the horseshoe-shaped plate fixation (Figure 3b). The volume mesh was
created on the implant models using the software ANSYS (Workbench 18.0, ANSYS Inc., Canonsburg,
PA, USA). The straight-type plate model and horseshoe-shaped plate model consist of 215,838 and
222,488 tetrahedral elements, respectively. Here, the cortical bone, cancellous bone, straight-type
plate model, and horseshoe-shaped plate model are represented in yellow, blue, purple, and orange,
respectively. Table 1 summarizes the material properties of the cortical bone, cancellous bone, and
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titanium, chosen from previous mechanical measurements [24]. Both the cortical bone and cancellous
bone were assumed to be isotropic and homogeneous. The boundary conditions were defined such
that the hemi-pelvis was fixed in all directions by the pubis symphysis and femoral head, represented
as the green surface laid over the FE models. The contact type between the pelvis and implant was
set to “bonded”, and the contact surface between the femoral head and the acetabulum was set to
“frictionless.” A distributed compressive force of 4.9 kN was applied to the iliac crest, represented by
the red surface laid over the FE models, along the vertical axis of the pelvis, based on the maximal
load exerted by the patient’s weight [25].

4.9 kN

Pubic ramus
Ischium

@

Figure 3. Boundary conditions of finite element (FE) models with (a) the straight-type plate fixation
and (b) the horseshoe-shaped plate fixation.

Table 1. Material properties used for the finite element simulation.

Material Density  Young’s Modulus  Poisson’s  Tensile Strength Compressive
(g/em®) (MPa) Ratio (v) (MPa) Strength (MPa)
Cortical bone 1.64 16,700 0.26 106 157
Cancellous bone 0.16 155 0.30 6 6
Ti-6Al-4V 4.62 96,000 0.36 1070 1070
3. Results

Figure 4 presents the von Mises stress distribution of the FE models with the straight-type
plate fixation and the horseshoe-shaped plate fixation. In the straight-type plate model and the
horseshoe-shaped plate model, a high-stress region was observed at the iliac fixation area. In contrast,
low-stress regions were located at the pubic ramus and ischium fixation areas. For the straight-type
plate model, the proportions of the stress concentration in the ilium, pubic ramus, and ischium were
17.8%, 2.3%, and 0.5%, respectively. For the horseshoe-shaped plate model, the corresponding stress
concentration proportions were 19.8%, 2.3%, and 0.6%. In the iliac fixation area, the maximal stress
of the horseshoe-shaped plate model (38.6 MPa) was 21% lower than that of the straight-type plate
model (48.9 MPa).
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Figure 4. The von Mises stress distribution of the finite element (FE) models with (a) the straight-type
plate fixation and (b) the horseshoe-shaped plate fixation.

The horseshoe-shaped plate model was fabricated for the patient’s reconstruction surgery,
using EBM with the following process parameters: beam power of 3000 W, beam scan speed of
8000 m/s, beam spot size of 0.2 mm, build rate of 55 mm?3 /h, and a build thickness of 50 um, on all
sides of the scanning strategy. Figure 5 shows the horseshoe-shaped plate model fabricated with
medical-grade titanium (Ti-6Al-4V-ELI per ASTM 136) using a powder-based EBM 3D printer (model:
ARCAM A1, Arcam AB, Mélndal, Sweden) [26].

| S

mm

Anterior view Posterior view

Figure 5. 3D-printed titanium periacetabular implant with the horseshoe-shaped plates.

Figure 6 presents the medical images of the pelvis area obtained from the patient after the
implantation surgery. The post-operative radiograph (Figure 6a) and 3D CT (Figure 6b) images
demonstrated that the pelvis showed a satisfactory implant alignment and no evidence of implant
loosening. In the postoperative evaluation, the patient was allowed to walk with underarm crutches
two weeks after the surgery, and her feedback was positive.
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Figure 6. Post-operative medical images of the pelvis area obtained from a patient: (a) plain radiograph
and (b) 3D CT images.

4. Discussion

The FE simulation results indicated that a high-stress concentration existed in the iliac fixation
area. In contrast, a low-stress region was found at the pubis and ischium fixation area (Figure 4).
This high-stress concentration at the iliac fixation area has been previously reported [27,28]. Based on
this stress distribution, we could conclude that the iliac fixation area bore most of the compressive
load, and thus that the region of the ilium required more stable fixation with the implant than the
pubis and ischium regions after type II tumor resection.

The important finding of this study was that the bridge component in the horseshoe plate model
reduced the stress concentration by as much as 21% at the iliac fixation area (Figure 4). This indicates
that the bridge component dissipated a large portion of the compressive load to the surrounding
bones, and thus reduced the risk of fracture at the iliac fixation area. While this is the FE simulation
result from only one patient’s pelvic implant, this study suggests that the bridge component of the
periacetabular implant fixation would enhance the mechanical stability after type Il resection. In future
work, the mechanical stability of the horseshoe-shaped plate model should be evaluated in order to
determine the suitability of this model for periacetabular implants in more patients.

This study demonstrated that the horseshoe-shaped plate model exhibited a more stable fixation
than the conventional straight-type plate model in the pelvic implant fixation. For the fixation of a
pelvic bone fracture, previous investigators have developed various fixation systems by incorporating
screws or another plate into the fixation system with a column plate [13,14,29,30]. In addition to
the pelvic implant fixation, our horseshoe-shaped plate model could be beneficial to enhance the
stabilities of the fixation system in the pelvic bone fracture. In future studies, we will investigate stable
fixation systems for the pelvic bone fracture by comparing the biomechanical stabilities between the
horseshoe-shaped plate model and other conventional fixation systems.

In this study, the porous structure was applied on the surface of the titanium implants in order to
reduce the stress shielding effect. The titanium implant is much stiffer than the surrounding bones,
and the stress transfer between an implant device and a bone is not homogeneous [31]. The surrounding
bone is then stress shielded and experiences abnormally low levels of stress, which can lead to the
resorption of the bone, and again, loosening of the implant [32]. The porous titanium material has
the advantages of enhancing the bone—-implant interface strength by promoting bone and soft tissue
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ingrowth, and of reducing the bone-implant strength mismatch [33]. In future studies, the porous
design, such as pores, holes, or lattice structure, should be investigated in order to enhance the
mechanical properties as well as osteointegration.

Our FE simulation approach has several limitations. First, the FE simulation model was created
with a uniform thickness of the cortical bone. In an actual pelvic bone, the thickness of the cortical
bone varies across the pelvic bone in order to adjust to load transfers [28]. This variable thickness of
the cortical bone would affect the stress distribution in the pelvic bone and the implant. Therefore,
the mechanical stability of the horseshoe-shaped plate model should be evaluated further with various
cortical bone thicknesses via FE simulations. Second, in the FE model, the contact type between the
pelvis and implant was set to “bonded”, and the effects of the screws on the stress distribution in the
pelvis bone were not considered. In future research, the stress concentration at the screw holes should
be investigated with the horseshoe-shaped plate model. Third, the FE simulation was performed
while only considering compressive loading conditions. We assumed that the compressive load of the
patient’s weight was the most influential loading condition in the pelvis area. However, pelvic bones
normally experience complex mechanical loading conditions [34]. More in-depth investigations should
be performed while considering complex loading conditions in order to validate the stress distribution
results in this study. Fourth, we undertook an FE simulation using a simplified FE model without
including ligaments. This FE model produced sufficient results for a stress distribution comparison
between the straight-type plate model and the horseshoe-shaped plate model. However, the stress
distribution obtained from this FE model may not fully represent the actual loading conditions.
Fifth, only the von Mises stress results were analyzed to compare the stress distribution between the
conventional model and the horseshoe-shaped plate model within the scope of this study. In future
studies, more parameters, such as principle stresses and strains, should be investigated in order to
validate the mechanical stability of the horseshoe-shaped plate model.

5. Conclusions

The horseshoe-shaped plate fixation demonstrated an enhanced mechanical stability in a
3D-printed titanium periacetabular implant. The horseshoe-shaped plate fixation model may have
clinical potential and thus warrants more extensive clinical investigations.
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Abstract: This paper presents a finite element method (FEM)-based fracture risk assessment
in patient-specific osteoporotic lumbar vertebra L1. The influence of osteoporosis is defined
by variation of parameters such as thickness of the cortical shell, the bone volume-total volume
ratio (BV/TV), and the trabecular bone score (TBS). The mechanical behaviour of bone is defined
using the Ramberg-Osgood material model. This study involves the static and nonlinear dynamic
calculations of von Mises stresses and follows statistical processing of the obtained results in order
to develop the patient-specific vertebra reliability. In addition, different scenarios of parameters
show that the reliability of the proposed model of human vertebra highly decreases with low levels
of BV/TV and is critical due to the thinner cortical bone, suggesting high trauma risk by reason
of osteoporosis.

Keywords: bone tissue; elastoplasticity; finite element method; fracture risk; osteoporosis; trabeculae;
trabecular bone score; vertebra

1. Introduction

Spinal bones can be affected by several diseases, but spinal brittleness is mainly caused
by osteoporosis. Due to the importance of studying this disease and its consequences, various social
and medical aspects of osteoporosis have been investigated all over the world [1-4]. A comprehensive
discussion of the role of computational biomechanical modeling is presented in a review article
by Doblare et al. [5]. The paper emphasized numerical modeling as the main directions for
future research. The adequacy of the modeling of finite elements strongly depends on the
selection of the mechanical properties, the geometrical form of the numerical model, and mesh
making possibilities.

With regard to considerable difficulties in the assignment of the anatomical geometry to the
model, most researches are focused on simplifications. Some developments are restrained to small
fragments of the vertebra [6,7], but most studies concerning the vertebral body in isolation [8-11] also
use a simplified form, excluding the posterior elements [12,13].

A two-scale modeling approach was proposed in a series of papers where the macroscopic defining
behavior is defined by the influence of the microstructure. For example, the work of McDonald et al.
used a microscopic lattice network [12]. A similar approach was applied by Reference [14]. In contrast,
a more comprehensive method of modeling was used in Reference [15] where the porous trabecular
cell in the cancellous bone is considered as three-dimensional solid.

To determine the level of stress and bone strength, classical criteria for fluidity at the continuum
level are often applied. Thus, the von Mises yield criterion is the most frequently used [11]
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criterion used for the trabecular bone of a vertebra, but a tissue-dependent orthotropic yield criterion
Tsai-Wu [16] was proposed also.

In most cases, studies were perfomed by using static loads, while the number of investigations
with dynamic loads are rather limited [13,17]. Also, the computational biomechanics can provide
the ability to assess fracture risk and can serve as a useful diagnostic tool for analysing the state of
osteoporotic bones. One of the most effective modern indicators used to verify vertebral fragility
is the the trabecular bone score (TBS). This method involves the measurment of gray level texture,
which shows the average state of trabecular bone microarchitecture [18], closely related to the ratio
volume-total bone volume (BV/TV) [19]. Although TBS is a rough estimate of the strength properties
of bone tissue, it can also be provided to study bone fragility and predict bone fractures.

There are several developed methods which employ bone mineral density (BMD) to predict
the long-term fracture risk. BMD is usually assessed by dual-energy X-ray absorptiometry (DXA),
and some studies have shown that a decrease of BMD is bonded with a higher risk for future
fracture [20-22]. In addition, modern techniques of medical diagnostics also dispose computer-based
algorithms, such as FRAX [23], which calculate fracture probability from clinical risk factors, such
as age and body mass index(BMI), and dichotomized risk factors comprising prior fragility fracture,
parental history of hip fracture, currently smoking tobacco, long-term oral glucocorticoid use,
rheumatoid arthritis, other causes of secondary osteoporosis, and alcohol consumption [24]. In contrast,
these methods do not verify the complicated relationship between the important parameters such as
BV /TV, the thickness of the cortical shell, and the external load. The finite element method (FEM)-based
continuum models can supply the additional patient-specific data to define the risk of fracture by
additionally applying the reliability theory.

One of the aims of present work is numerical investigation of the osteoportic affect on strength
properties of the proposed vertebrae model including the time-dependent load. The evaluation
results might be useful for the medical diagnostics of the osteoporosis and for verifying the strength
properties of the bone tissue of the patient. The main aim of this study is proposing the structural
mechanics-based method of calculating fracture risk based on statistically processed results obtained
by the numerical investigation of strength properties of the lumbar vertebral L1 body with various
grades of osteoporotic degradation.

2. Methods and Materials

2.1. Problem Formulation

In order to model bone tissue as elastoplastic three-dimensional solid, the Ramberg—Osgood
stress—strain equation was applied [25]:
o o\" b
e=——+a() ¢ 1
Egped + (K) )
where E is the modulus of elasticity, K is the strain hardening coefficient, 7 is the strain-hardening
exponent, and « is the yield offset, where ¢ = 1 equality was used. According to research [25],
the loading rate of cortical bone influences the behaviour of the stress—strain relation. Therefore, our
model of risk evaluation should be treated as the upper risk limit for load rates, which do not exceed
rates of ¢ < 1.
In this work, the von Mises—Hencky criterion is chosen to predict the fracture of the model.

It is defined in Equation (2): There, 01, 02 and 03 are the maximum, intermediate and minimum
principal stresses. oy presents yield stress (40 MPa) [26].

\/(0’10'2)2+(0'20'3)2+(0'30'1)2 =0y 2)
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In the case of nonlinear analysis, the equilibrium equations are presented at time step t + At:

MO | ORI o A DD A() — tHAtR  t+AFR(G-1) ®)

where M is the mass matrix, C is the damping matrix, '+A/K() is the stiffness matrix, {+A'R is the vector
of nodal loads, ! 1#/atE(i-1) js the vector of nodal forces in case of iteration iteration (i — 1), A AU()
is the vector nodal displacements while the iteration is (i), {+4/U’ (i) is the vector of total velocities
while the iteration is (i), and M+t21U"(0) is the vector of total accelerations while the iterations is (7).
Using an implicit time integration Newmark—Beta scheme and employing Newton’s iterative method,
the presented equations are cast in the following form:

t+AfK(f)f+AtAU(i) — f+AfR (4)

where TMRO) s the effective load vector and TA'K() is the effective stiffness matrix.
The three-dimensional static and dynamic analyses were performed using Abaqus (c) [27] software.

2.2. Structure and Geometrical Properties of the Model

The inhomogeneous model is made of two basic parts members: the lumbar body with posterior
elements and intervertebral disks. The lumbar geometrical form is extracted by processing DICOM
format data and then converted into a numerical model using Slice3D software. It is presented
in Figure la.

(@) The view of lumbar vertebra model (b) The fragment of the trabecular network
with intervertebral disks. and its geometrical parameters.

Figure 1. Geometrical models of vertebra.

The trabecular network is formed by cylindrical cuts which are extruded from vertical
and horizontal planes. This method allowed the creation of the characteristic structure made of rod-like
and plate-like trabeculas, and a fragment of the trabecular lattice is shown in Figure 1b.

2.3. Mechanical Properties

The nonlinear stress—strain diagram of bone is presented in Figure 2. On the other hand,
the intervertebral disks were considered as isotropic and perfectly elastic. The material constants of
the listed components were taken from data reported by Reference [10] and presented in table Table 1.
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Figure 2. Osgood-Ramberg stress—strain relation for cortical bone.

Table 1. Elasticity constants of model components.

Property Lumbar Body Intervertebra Disc
Young modulus, MPa 8000 10
Ulimate strength, MPa 60 -

Yield strength, MPa 40 -
Poisson’s ratio 0.30 0.40

2.4. The Parameters of Osteoporosis Impact

The effect of osteoporotic degradation is implemented by thickening the cortical bone and
by varying the TBS, which depending on BV/TV. This research proposes the investigation of
three parametric models with various cortical thicknesses of 0.2, 0.4, and 0.5 mm first offered in
References [12,14]. Also, the relation of the BV/TV as well as the TBS value is typical for a high level

of osteoporosis. The data taken from References [18,19] is presented in Table 2.

Table 2. The parameters of a healthy and osteoporotic model.

Model Thickness, mm BV/TV TBS

Healthy 0.5 0.35 1.45
Ostseopenea 0.4 0.20 1.33
Osteoporosis 0.2 0.10 1.20

To make a profound investigation, the parameters in Table 2 were combined in different cases
of calculations that were performed for both static and dynamic analyses (Table 3).

Table 3. The parameters of different lumbar body models.

Cortical Shell Thickness, mm BV/TV TBS

0.20 0.10 1.28
0.40 0.10 1.28
0.50 0.10 1.28
0.20 0.20 1.33
0.40 0.20 1.33
0.50 0.20 1.33
0.20 0.35 1.45
0.40 0.35 1.45
0.50 0.35 1.45
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2.5. Boundary Conditions and Mesh

The model was tested by the external loads in the range of 0.15-0.75 MPa which arise
in the results of daily motions [14]. The conditions of loading are reflected in Figure 3. Also, in the case
of the nonlinear problem, the load direction is bonded with the displacement values and, during the
test, follows the deformed shape of the model.

Load

Intervertebral Lumbar
disks body

Rigid model fixture

Figure 3. Load conditions of the compression test.

The time curve of the load is presented in Figure 4 and simulates the bearing of dynamic load.
The time curve character comes from experimental data reported by Reference [28].

The model is meshed with tetrahedral finite elements and characterized by 306,435, 277,896,
and 256,438 mesh elements for BV /TV ratios of 0.35, 0.20, and 0.1 or TBS values of 1.45, 1.33,
and 1.2, respectively.

080
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Time, s

Figure 4. Time curve of dynamic load.
The contact between vertebra and intervertebral disks is treated as no penetration-bonded contact.

2.6. Risk Evaluation

The following three random variables were used to evaluate risk: external load P, the cortical shell
thickness of lumbar vertebra A, and bone volume to total volume ratio BpyTy which was obtained
from TBS interdependence. In contrast, TBS was obtained from the 2-D vertebra CT scan. These
variables were used for solving the FEM for the proposed mechanical model strength of the lumbar
vertebra. Finally, the obtained set of points values for different combinations of independent variables
were used for least square fitting by cubic polynomial as follows

k<3
o(Bop)= Y. aupopt (@)
i,j k=0
where p is the external load, ¢ is the cortical shell thickness, and g is the BV/TV ratio.
Furthermore, the approximation was obtained by using logarithmic values of FEM stresses
10g(Twonmises) by searching minima of the following expression:

min | Z log(cvonmises (i, 7,k)) — o5 (Bi, 5/’/ i)l (6)
ijk
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where indexes i, j, k denote values of discrete independent variables used in FEM computations.
Fracture risk Fg of lumbar vertebra can be expressed in term of reliability:

R=P(Z<0)=1-FR(Z<0), @)

where Z = X, — Yy, X is max stress, and Yy, is yield strength. The general expression for the fracture
risk of a stress—strength system has the following cumulative density function (CDF) [29]:

FR:17P(Z§O):1f/Ow/ooofxa(aJrz)fygy(U)dadz 8)

where fx, and fy, are probability density functions (PDFs) of the random values X, and Y,
of the maximum stress caused by the external load p and the strength, respectively.

3. Numerical Results and Discussion

Important parameters that impact the state of lumbar body, such as the thickness of the cortical
shell and the BV/TV relation, were combined between themselves and investigated due to various
values of external load. Also, the numerical results of both static and dynamic analysis
and the discussion of the results are presented in the following section.

3.1. Static Analysis

Contours of the deformed shape of the model were generated, and stress distribution on the model
is shown in Figure 5. The figure shows that the highest von Mises stresses occurred in the middle
of the cortical shell on the front side of the model and that the deformations are scaled by a factor of 20
for visualization purposes. Figure 5b shows a relation between the von Mises stress versus the BV/TV
ratio and the external load. The results show that maximal calculated stress reaches 38% of yield
stress due to a 0.75 MPa load on the model with the lowest BV/TV ratio (0.1). Figure 5¢,d shows the
von Mises stress for models with thicknesses of cortical shell of 0.4 and 0.2 mm, respectively. In the
case of a cortical shell with a thickness of 0.4 mm, maximal stress is about 17 MPa due to the minimal
BV/TV ratio and the maximum external load (0.75 MPa), reaching 43% of the yield stress.
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(@) Von Mises stress on the vertebra model: (b) A relation between the von Mises stress versus
(A) when BV/TV is 35% and cortical shell thickness is the BV/TV ratio and the external load. The thickness
0.5 mm; (B) when BV/TV is 20% and the cortical shell of cortical shell is 0.4 mm

thickness is 0.4 mm; and (C) as BV/TV is 10% and the

cortical shell thickness is 0.2 mm. The cortical shell

thickness is 0.5 mm

von Mises stress, MPa

Figure 5. Cont.
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Figure 5. Results of the static analysis.

Figure 5d shows that the strength load is 0.60 MPa (the yield stress is exceeded), while the BV/TV
ratio is 0.1. The obtained results agree well with the research of Kim et al., [14], with a difference
about 5-10% for the model with a low apparent density and a cortical shell thickness of 0.2 mm,
while McDonald [12] reports this value up to 0.99 MPa.

3.2. Dynamic Analysis

The stress distribution in the lumbar vertebra during dynamical analysis was computed,
and the analysis shows that the stress concentrators have greater differences than seen in the static
analysis. The highest value of stress appeared in the middle of the cortical shell and agrees well
with clinical observations [1-4,30]. Also, the distribution of the von Mises stress on the cortical shell
of the model is shown in Figure 6a. Figure 6b—d presents a relation of the von Mises stress on the
model versus the BV/TV ratio and the external load. Figure 6d shows that yield stress is exceeded
due to the 0.45 MPa load while the BV/TV ratio is less than 0.1. The relations between the von Mises
stress on the cortical shell of the model with thicknesses of 0.4 and 0.2 mm versus the BV/TV ratios
and the external load are presented in Figure 6¢,d, respectively.
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Figure 6. Results of the dynamic analysis.

As shown in Figure 6¢, the excess yield stress is expected due to the 0.45 MPa load,
while the BV/TV ratio is minimal. In the case of a high BV/TV ratio, the excess yield stress was
identified due to the load of 0.6 MPa in terms of the average thickness of the cortical shell (0.4 mm).
Figure 6d shows that yield stress is exceeded almost in every sample of bone tissue if the load is higher
than 0.3 MPa. In addition, if the load grows increases 0.3 MPa, the yield stress is reached even
in the case of a sufficient BV/TV ratio (0.35). This effect can be explained by the low thickness
of the cortical shell (0.2 mm).

3.3. Estimation of the Fracture Risk

The risk of fracture of the lumbar vertebra can be estimated by the Monte Carlo method
as a probability Pry = Pr(Z < 0), where Z = Y, g — X, and X,  and Y, g are external pressure p
imposed on the vertebra and the load-bearing capacity of the vertebra random variables respectively.
It is assumed that the load-bearing capacity of the vertebra pr equals the minimum pressure p
at which the maximum von Mises stresses equal the yield stress oy, that is, for the given J and j,
the load-bearing capacity r.v. pr = min{p : grem(6,B,p) > oy}. It is assumed that X, p and Y)r
are independent random variables. To evaluate the fracture risk Prf, the random numbers of the
acting pressure random variable X, p can be generated directly, while the generation of the random
numbers of the load-bearing capacity Y, g is more complicated since it is known that the cortical
shell thickness and BV /TV are dependent random variables. In addition, the load-bearing capacity
function of the lumbar vertebra pg = (9, B, 0y, ...) dependent of all variables must be known. Then,
the r.v. of the load-bearing capacity Y),r can be obtained as a transformation Ypr = h(Xs, X B XoYs ),
where X;, Xg, X;,y, ... are random variables affecting the load-bearing capacity of the lumbar vertebra:
for example, the cortical shell thickness, BV/TV ratio, the yield stress, geometry, and so on. It is
evident that it is not possible to generate the sample of the realizations of the load-bearing capacity
I.V. Yp,R directly by calculating each random number by FEM. Therefore, in the present article,
another approach is adopted: to approximate the maximum von Mises stresses of the vertebra by
the polynomial ¢ and then, by solving this polynomial as an equation oy = §(, 8, p), to obtain the
pressure p that corresponds to the given variables J, 8, and the maximum von Mises stress oy .

3.3.1. Approximation of the Maximum von Mises Stress

The approximation of the calculated maximum von Mises stresses of the lumbar vertebra
was conducted by using the program “R studio” [31] and the package “nlme” [32] over the set
D x B x P, where D, B, and [P are sets of values of the cortical shell thickness §, BV/TV ratio
B, and the external load p, respectively: § € D = {0.5,04,02} mm, B € B = {0.1,0.2,0.35},
and p € P = {0.15,0.30,0.45,0.60,0.75} MPa. The set of 45 points of the maximum von Mises stresses
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D x B x P of the static analysis obtained by the finite element method that were used to obtain
the approximating polynomial is given in Table 4.

Table 4. The maximum von Mises stresses of the static analysis calculated by finite element method
(FEM) at different 9, B, and p

External Load, MPa, p
015 030 045 0.60 0.75

Analysis Thickness, mm,J BV/TV,

0.10 29 61 93 123 152
0.5 0.20 20 41 61 82 85

0.35 16 34 50 67 85

0.10 34 67 102 141 170

Static 0.4 0.20 21 42 63 84 105
0.35 1.8 35 54 73 91

0.10 189 241 313 408 494

0.2 0.20 133 184 232 281 335

0.35 121 174 21.0 245 280

The approximating polynomial of the maximum von Mises stresses of the static analysis
is as follows:

o=~ §(p, B,6) =ap+arp+axyf + azé + unpz + a3352 + apppP + a1apd + arpapPo+
a112p? B+ a113p%0 + 0001 BAp + 020370 + 033187p + 033202 B + A12033p 707+ (9)
a133p° 0%, 6 € [0.2,0.5] mm, B € [0.1,0.35], p € [0.15,0.75] MPa

where the coefficients are as follows: ay = 40.095, a; = 109.545, a, = —33.064, a3 = —153.799,
a;] = 56.976, aszz = 152.808, app = —410.969, a3 = —348.377, a3 = 704.586, a1y = —153.953,
a3 = —117.969, a1 = 737.456, a3 = 97.428, as3z] = 361.940, as3p = 56.473, 12233 = —2913.652, and
a11233 = 702.954.

It should be noted that only the coefficients a; for which the statistical hypothesis Hy : a4; = 0
is rejected and the alternative Hj :a; # 0 is accepted are present in the given approximating
polynomial Equation (9). The hypotheses were tested using the Student t-test. The maximum
and minimum residuals are as follows:  max{grem(pi, Bi, ;) — &(pi, Bi,6i)} = 0.883 MPa
and min{grem(pi, Bi, 6;) — 8(pi, Bi, 0;)} = —0.838 MPa, where (p;Bi,6;) € D xB x P
and grem(pi, Bi,6;) stand for the stress values calculated by the FEM. The relative residuals
(8(pi, Bi, 0i) — grem(pis Bis6i))/ grEm(pis Bis 0i) versus the stresses calculated by FEM are depicted
in Figure 7.

Il Il Il Il Il Il
0 10 20 30 40 50
Calculated FEM values, grgy(pi, 8i,0;), MPa

Figure 7. Relative residuals versus calculated values of the maximum von Mises stress.
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The obtained polynomial ¢, given in Equation (9), can be treated as a quadratic equation
oy = §(p, B, 6) with respect to the pressure p when the other two variables § and p are treated as
known quantities or, in other words, as the parameters. Then, the solution of the obtained polynomial
¢, given in Equation (9), gives two roots: One of them is the load-bearing capacity pr corresponding to
the given J, B, and the yield stress oy:

N —b1(B,8) + \/b1(B,8)% —4br(B,6) (bo(B,d) — &
2byB, 6
where by (B, 6) = a332p0% + a336% + a223p2x3 + 438 + arp + ag, b1 (B, 8) = a12033B°6% + a3310% + a130 +
a130 + 11221ﬂ2 +apppf+aland by(B,0) = u11233[352 +a1130 + a2 + ani. R
Then, the load-bearing capacity r.v. Y, g can be modelled as the transformation Y, g = h(X B Xs)
of r.vs. Xg and X, by assuming that the yield stress oy is the deterministic predefined quantity.

3.3.2. Stochastic Models and for the Risk Modelling

It is well-known that osteoporosis of the trabecular bone also entails decreasing of the thickness of
the cortical shell of the lumbar vertebra d. Therefore, BV/TV and the cortical shell thickness are dependent
random variables. In addition, decreasing BV /TV also entails decrease of the cortical shell thickness
0 [33,34]. Therefore, the correlation coefficient of these r.vs. is positive. For example in Reference [33],
it is obtained that the statistically significant coefficient of correlation between the cortical shell thickness
and BV/TV is 0.5, when the significance level is 0.05. According to Reference [34], the coefficient
of correlation between BV/TV and the cortical shell thickness is 0.29; however, it is statistically
insignificant. To generate the load-bearing capacity Xp, R random numbers, it is assumed that the BV/TV
ratio and the cortical shell thickness form a bivariate correlated truncated Gaussian random variable
(Xg, X5)T € [M(Gg) —3,/D(Gg), M(Gg) +3,/D(Gg)] x [M(G;) —3,/D(Gg), M(Gg) +3,/D(Gp)];
where x is the Cartesian product of two sets; M(Gg), D(Gg), M(G;), and D(G;) are the means
and variances of the correlated untruncated normal random variables Gg and Gy, respectively, that
also form a bivariate Gaussian random variable (Gpg, Gs)T ~ N(ji,%) of which the mean vector
is ji = (M(Gg), M(Gs))T and the covariance matrix is

_ D(Gﬁ) Cor(GIB, Gs) D(Gﬁ)D(G(;)
Cor(Gs,Gg)4/D(Gs)D(Gg) D(Gy)

where Cor(Gg, Gs) and Cor(Gs, Gg) are the correlation coefficients between rvs. Gg and Gs,
CDT’(Gﬁ, Gg) = COT’(G&, Gﬁ)

Rv.  Y,r can be estimated by the empirical cumulative distribution function (ECDF)
and by the empirical quantile function (EQF). Usually, ECDF is defined as follows:
Pr(Y,gr <y) =~ Fy,r(y) = Ly | I(y; < y), where I is the indicator function,  is the sample size, ; is
the realization i of r.v. Y}, ; while EQF of r.v. Y}, r is usually defined as Q(p) = inf{y : Fy,,r(y) > p},
where p is the required probability.

For the evaluation of the fracture risk as the probability Pry = Pr(Yr — Xpr < 0), the external
pressure independent r.v. X, g can distributed according to various laws. In the present article,
it is assumed that the external load r.v. X, is also truncated normal r.v. attaining values from

the interval X, p € [M(Gpg) —3/D(Gpe), M(GpE) +3,/D(Gp )], where M(Gg) and D(G, k)
are the mean and the variances of the untruncated external pressure normal r.v. G k.

The  fracture risk of the lumbar vertebra can be  expressed as
Pry = Pr(Yyr — Xpp <0) = Pr(Z < 0) ~ Fz(0), where Fz is the ECDF of rv. Z = Y, g — X,

Er(z) = % Yii1 I(YpRri — XpEi < z), where n is the sample size and y,, r ; and x,,  ; are realization i

= (11)
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of r.vs. Y, r and X, g, respectively. It should be noted that the fracture risk can be also evaluated
according to the following known integral [29]:

0 +oo
Pry=PZ<0)= [ [ " frpn(p+2)fxpe(p)dpdz (12

where fy , r and fx , r are probability density functions (PDFs) of the load-bearing capacity r.v. Y, g
and the external presure r.v. X, g, respectively.

For the following analysis of the reliability of the vertebra, the concrete parameters of the r.v.
Gﬁ, Gg, and Gp,E must be adopted. In the case of the Gaussian r.vs., only the means, variances,
and covariances are required. The coefficient of variation Cvar(Gg) of BV/TV can vary in a wide range,
for example, from about 18% [18,33] up to 37% [34] or even up to 42% for the normal bones [26]. There
is less literature on the coefficient of the variation of the cortical shell thickness J. We found that the
coefficient of variation is also big, for example, 24.5% [33] or even 62.4%, according to Reference [34].
For the patient-specific cases, the variability of these parameters should be less. However, since the
BV/TV ratio is determined indirectly, the variability of r.v. X cannot be very low.

As it was already mentioned, the r.vs. X and X;; are dependent [33,34]. In the case of the Gaussian
bivariate r.v. (Gg, G;), the correlation coefficient Cor(Gs, Gg) is used in the covariance matrix given
in Equation (11) and it is determined that Cor (G, G}g) may equal 0.5 [33] or 0.29 [34]. The external
load X, g acting on the vertebra is a random variable depending mainly on the mechanical loads.
For example, according to Reference [28], the ground reaction of a human may vary from 750 N in
the rest state and increases up to 2000 N in the squat jump. The ground reaction of the rest state
shows that the mass of the investigated human body in Reference [28] is about 75 kg. Then, in the
squat jump, the weight of the body increases 2000/750 = 2.66(7) times. It should be mentioned
that not all the weight of a body is imposed on the lumbar vertebra. On the basis of the data given
in Reference [35], it is possible to conclude that a lumbar vertebra sustains about 60% of the total
load. By taking into account the area of the loaded surface of the vertebra under investigation,
A = 1210 mm?, we can conclude that, for the person of article [28], the external load varies within an
interval [pyin, pmax] = [0.372,0.992] MPa.

3.3.3. Fracture Risk Modelling Data, Results, and Discussion

On the basis of the above given review, for the probabilistic estimations of the load-bearing
capacity of the lumbar vertebra Pr(Y,x < y,) = Fy,r(yy) and the failure risk
Pry = Pr(Z < 0) = Fz(0), the following two cases were considered. For the first case (Case I),
the following values are adopted: the mean of BV/TV M (Gﬁ) = 0.1 and the mean of the cortical
shell thickness M(G;) = 0.2 mm; the coefficients of variation Cvar(Gg) = /D (Gg)/M(Gg) = 0.2
and Coar(Gs) = 0.2; the correlation coefficient Cor(Gg, G5) = 0.35; the mean of the external
load G attains three values M(Gpe) € {Pmin, 1.5Pmin,2-5pmin}, where py, = 0.372 Mpa;
and the coefficient of variation for all external pressures is constant: Cvar(Gyg) = 0.20.
For the second case (Case II), the following values are adopted: means M(Gg) = 0.25
and M(G;) =02 mm; the coefficients of variation Cvar(Gg) = 0.2 and Coar(Gs) = 0.2;
the correlation coefficient Cor(Gﬁ, Gs) =035, mean of the external load Gy attains three
values M(Gpe) € {Pmins 1.5Pmins 2-5Pmin }, Where ppi, = 0.372 Mpa; and the coefficient of variation
for all external pressures is constant: Cvar(Gp, £) = 0.2. Thus, for both Cases I and II, the external load
Gy, attains the same three different means and the coefficient of variation is constant, and for both
cases, the coefficient of the correlation between the cortical shell thickness and BV /TV is the same,
0.35. It should be noted that for Cases I and II the mean of the external pressure M(G),g) = 0.372 MPa
approximately corresponds to the external load of the lumbar vertebra of a person of mass 75 kg in rest,
while M (Gp,E) = 2.5pin = 0.93 MPa is close to the maximum load during the squat jump of the person.
Totally, 10 random values of the r.vs. Gp and G were generated. However, due to the truncation the
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samples of the realizations of the r.vs. X/g, X5, XpE, and Y,,/R were smaller than 10° but bigger than
9 x 10°. All analyses were performed by the program “R studio” [31]. The bivariate Gaussian random
numbers were generated using the package “MASS” [36].

The realizations of the histograms of the r.vs. Xz, Xs and Y, are shown in Figure 8.
The realizations of the histograms of the truncated BV/TV ratio r.v. Xz are depicted in Figure 8a,d
and the realizations of the truncated cortical shell thickness r.v. X; are depicted in Figure 8b,e
while realizations of the histograms of the load-bearing capacity r.v. Y, r as well as the 0.05 and 0.95
empirical quantiles of r.v. Y, r are depicted in Figure 8c,f. It should be noticed that the histograms
depicted in Figure 8ab,d,e show entire ranges of the random numbers of the r.vs. Xz and Xj,
while Figure 8c,d show truncated ones from the right of the intervals of r.vs. Y, r.

As we can see from Figure 8c,f, the probability density function of the load-bearing capacity
r.v. Y, r can have a positive skew. However, there are such cases of M(Xp), M(X;), D(Xg), and
D(X5) in which the histograms of r.v. Y, g have a negative skew. It was also observed that at the
small values of variances D(Xj) and D(Xj), the histograms of the r.v. Y)r are symmetrical and
the histograms are very similar to the normal distribution probability density function with mean
M(Yp,r) and variance D(Y),r). However, the given Figure 8c,f shows a counterexample, and in general,
we cannot state that r.v. Y}, g is normal provided that r.vs. Xz and X; are symmetrically truncated
dependent normal random variables with nonnegative correlation coefficient. As we can see from
Figure 8c/f, the 0.05 quantiles of the load-bearing capacity of the vertebra r.v. Y}, increase from
po.oso = 0.355 MPa for Case I up to pgos = 0.638 MPa for Case II. Analogously, the 0.95 quantiles
increase from pg g5 = 0.913 MPa up to pgos = 2.364 MPa. The quantiles of the load-bearing capacity
r.v. Y, R can serve as extra information on the fracture risk of the lumbar vertebra. It should be
noted that the correlation between r.vs. Xﬁ and X, in general is important for r.v. Yp, - For example,
for the considered Case I, the increase of the correlation coefficient Cor(Gg, Geta) from 0.35 up to 0.5
decreases the small quantiles of the load-bearing capacity r.v. Y}, g from pg05 = 0.355 up to pos = 0.347
and increases the big quantiles from pg 5 = 0.913 up to pog5 = 0.929. For Case II, the increase the
correlation coefficient from Covar(Gg, Gs = 0.35) up to Coar(Gg, G;) = 0.5 also entails a decrease
of small value quantiles of r.v. Yj g from ppos = 0.638 up to pos = 0.620, but the increase in the
correlation coefficient also increases the big quantile values from pg g5 = 2.364 up to pg.95 = 2.423.

Density
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Figure 8. Realizations of the probability density functions of the random variables Xj (a,d); .v. X; (b.e);
and r.v. YR (cf).
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The fracture risks of static vertebra loads of Case I and Case II as well histograms of r.vs.
Yyr, XpEe, and Z = Y, g — Xp, g can be seen in Figure 9. It was obtained that with increasing
the cortical shell thickness from § = 0.2 (Case I) to 6 = 0.25 (Case II) and the BV/TV ratio
from p = 0.1 (Case I) to B = 0.2 (Case II), the failure risk Pry decreases from 0.0904 to
2.752-1073 for M(Gp,g) = pmin = 0.372 MPa; from 0.417 t0 0.0337 for M(Gy,£) = 1.5pin = 0.558 MPa;
and from 0.897 to 0.260 for M(Gp,g) = 2.5p,iu = 0.93 MPa. The obtained results suggest that, for the
considered supposed person, the squat jump inevitably would lead to the fracture of a lumbar vertebra,
while a relatively small increasing BV/TV and the cortical shell thickness J significantly decrease the
fracture risk Pry.
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Figure 9. Realizations of the probability density functions of the random variables X, r and Y, r (a) for
Case I and (c) for Case II; and empirical cumulative distribution functions ﬁz/i (z)ofrv. Z = Ypoe—XpE
and failure risks Pry,;, i € {1,2,3} for Case I (b) and for Case II (d): Fz,1(z) and prf,; when M(G, ) =
Pumin; Fz2(z) and prya when M(Gp ) = 1.5puin; ﬁzﬁ(z) and pry3 when M(Gpg) = 2.5pin, where
correlation coefficient Coar(G,g) = 0.2 forall Pry;, Fz,(z),i € {1,2,3}.

The correlation between r.vs. Xp and X;s is also important for the fracture
risk Prf. For example, for the considered Case I, the increase of the correlation
coefficient Cor(Gg,Gs) from 0.35 up to 0.5 increases the fracture risk from Pry = 0.0904
up to Pry=0.0963 and from Pr;= 0417 up to Pry=0.418 at small values of the loading,
ie, as M(GpE) € {Pmin,1.5pmin} = {0.372,0.558} MPa.  However, at big load values, the
increasing correlation coefficient decreases the fracture risk from Prp = 0.897 up to
Pry = 0892 as M(Gpe) = 2.5puin = 0.93 MPa. For Case II, the increase in the correlation
coefficient from Covar(Gg, Gs = 0.35) up to Cuvar(Gg,Gs) = 0.5 increases the fracture risk
from Prf = 0.002752 up to Prf = 0.00387 as M(Gp,E) = Pmin = 0.372 MPa; from Prf = 0.0337
up to Pry =0.0392 as M(Gpg) = 1.5p;iy = 0.558 MPa; and from Pry =0.260 up to Pry = 0.270

as M(Gy,g) = 2.5puin = 0.93 MPa.
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It should be noted that the probabilistic evaluation of the fracture risk demands information
on the probability distribution functions of the many variables that affect the failure of a lumbar
vertebra such as BV /TV ratio, the cortical shell thickness, yield strength of bone, geometric parameters,
and so on. These variables should be treated as the random variables, and in addition, as it was already
mentioned, these random variable are dependent. Therefore, at least the correlation coefficients
or covariances between these random variables should be known. However, we could not find any
information about the probability distribution laws of the mentioned variables that affect lumbar
vertebra fracture. Therefore, the Gaussian laws were applied to the modelling.

The proposed model can be used to determine the fracture risk of individual patients by applying
the peculiar anatomical properties of lumbar vertebrae, such as TBS or BV/TV. So, the proposed
evaluation scheme of assessing fracture risk includes the model of a vertebra with cancellous bone and
the cortical shell, in-silico numerical results obtained by using FEM software, and the basic expressions
of evaluating the fracture risk of a mechanical system. In case of the existence of other universally
recognized methods, our proposed method can be used as a supplementary method with other known
fracture risk evaluation methods.

3.4. Influence of Vertebra Cortical Shell Buckling

Mechanical properties. Different properties are assigned for particular phases. The dense cortical
shell phase is characterised by volume density pcor = 1850kg/m? [37,38], while the density of fully
degenerated cancellous bone is po;y = 100kg/m?3. The cortical phase is modelled as an isotropic
elastic-plastic continuum. The elastic properties are defined by elasticity modulus E,, = 8.0GPa,
and the Poisson’s ratio is veor = 0.3 [14,39]. The plastic properties are defined on the basis of perfect
plasticity and obey the von Mises yield criteria. The yield stress is 0y = 64 MPa [14]. This value
is further used as the ultimate strength constant. The trabecular phase is modelled as an elastic
orthotropic continuum. The elastic modulus of the trabecular bone in the vertical (longitudinal)
direction is calculated according to the formula given in Reference [40] as follows:

Ecan,zz = 4~73p}h5né (13)

Thereby, the transverse elastic modulus is assumed to be the fraction of the longitudinal
modulus, thus
Ecan,xx = Ecan,yy = 0-1Ecan,zz (14)

The Poisson’s ratio is vean,xy = 0.3, and Vean,xz = Vean,yz = 0.2..

Finite element method. The thin-walled domain of the cortical shell was discretised by shell finite
elements. The shell element applied is a four-node element with six degrees of freedom at each
node. Such an element is associated with plasticity and larger strain and describes structure buckling.
It is suitable for analysing thin to moderately thick shell structures. The finite element mesh of cortical
shells contains 3094 nodes and 2976 shell elements.

A cancellous bone, endplates, and posterior bone models were meshed with volumetric finite
elements. This type of solid element is a higher-order 3-D 20-node solid element that allows quadratic
displacement behaviour. The element supports plasticity, large deflection, and large strain capabilities.
Finally, the solid phase was described by a 3-D mesh containing 348,138 nodes and 147,814 solid
elements. The meshed model is presented in Figure 10a.

Shell and volumetric domains may be connected in a different manner, and two computational
finite element models were finally generated. The first model reflects a healthy cortex state.
A connection between the cortical wall and trabecular phase is implemented as a contact of two
solids (Figure 10b). In the perfect case, the connection is modelled as a bonded contact, where no
sliding or separation between faces or edges is allowed. For the shell-solid constraint option, an internal
set of force-distributed constraints between nodes on the shell edges and nodes on the solid surface
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is created. In the model, each shell node acts as the master node and associated solid nodes act
as slave nodes.

(b)

BSTTKXKN

Cancellous
bone

Figure 10. Cross-sectional view of the 3-D finite element model of the vertebra in the sagittal plane (a);
bonded and unbonded, with a gap and cortical shells (b,c) respectively.

In the case of osteoporotic degradation, the bond is weakened. The second model reflects
the limit case with a fully degenerated interface. The degradation effect could be evaluated by
removing the connecting bond, and the gap was imposed between the shell and the solid (Figure 10c).
Therewithin, integrity of the body was held by connecting the edge of the shell by endplates.

Numerical results. The physical nature of different models is qualitatively illustrated by deformed
shapes, and a colour plot of the displacement magnitude of the cortical shell is shown in Figure 11.
The displacement values, defined in millimetres, are illustrated in a unified colour scale. The first line
of subfigures (Figure 11a—c) illustrates bonded shell-solid contact, while the next line of subfigures
(Figure 11d—f) illustrates unbonded contact. The first column (Figure 11a,d) reflects results obtained
with the large thickness equal to 0.5 mm, while the third column (Figure 11c,f) reflects results for most
degradation of cortical shell. Characterising deformation shapes in a colour scale clearly illustrates the
degradation degree. Unbonded contact leads to the occurrence of two higher-order deformation modes.
Extremely high displacement, which exceeds nominal values by more than 1.5 times, is observed in
the vicinity of point B. This result indicates buckling of the shell in the vicinity of this point.

a) (b) (©)
|

1534 1.425 1.315 1 206 1.096 0986 0.877 0.767 0.658 0.548 0.438 0.329 0.219 0.110 0

Figure 11. Deformed shape effect at the first bifurcation point A. Figure a—c for the bonded trabecular
bone (Figure 10b): (a) when 6 = 0.5, t = 0.86ty0x, (b) when § = 0.4 mm and t = 0.85t;4x,
(c) when § = 0.2 mm and t = 0.58t4. Figure d—f for the unbounded trabecular bone (Figure 10c):
(d) when § = 0.5 mm and ¢ = 0.32f,,4, (¢) when § = 0.4 mm and ¢ = 0.32t4x, (f) when 6 = 0.2 mm
and f = 0.38t4x-
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The most important results of the mechanical analyses are illustrated by considering the relative
variation of vertebrae height /1, %. According to medical practice [41], this parameter is used as a
deformity grade. It is used as a fracture risk indicator. The normal state of vertebrae is characterised
by deformability grade 0 which corresponds to variation 0 < h < 20%. It is worth noting that the
obtained values of h = 1.26 — 3% are below the threshold value. The h threshold is 20%. Furthermore,
the first bifurcation points of investigated vertebrae cortical shell is approximately twice higher than
the maximum external loads applied in the proposed model (Figure 12). Therefore, it is obvious that
buckling can be avoided in the current fracture risk model.

8r Pera= 8.89 MPa .
Perp = 8.04 MPa \[ > ) a
8 L c J‘c b o
=6t o,
< [ Pere e, . X 4
[}
Sar .
A rd } e
L N
Perd = 2.29 MPa \ | . 3 assssssmmsdmsnEEst
2 i,
Pere=2.11 MPa r / - __,..---.---"‘
Perf= 2.05 MPa : f‘- aus .------nn-lll-..---ll--l--
0 Llae 1 I I )
0 0.1 0.2 0.3

0.5
Horizontal displacement u,, mm

Figure 12. Load dependency graph. Displacement in horizontal direction at point A (Figure 11).
3.5. Discussion on Model Limitations

Creep. The deformations of bone under the load are time dependent not only due to osteoporosis
but also due to creep [42-44]. Therefore, the long-term critical force or long-term strength of the bone
is less than the short-term critical force or short-term strength. In case of the long-term deformation,
long term deformation of the bone subject to long-term loading can be modelled properly using
well-developed viscoelasticity or creep theories developed in the mechanics of materials provided
that the characteristics of the bone is known, for example, modulus of elasticity, compliance function,
or creep function. However, in the case of osteoporosis, the common viscoelasticity theories are
not suitable due to fact that, in the classic viscoelasticity theories, the derivatives of the modulus
of elasticity and the creep functions with respect to the time are nonnegative. In other words,
the modulus of elasticity is a non-decreasing function with respect to time. However, in the case of
osteoporosis, these conditions are violated and the long term analysis of the bone deformations when
the osteoporosis simultaneously takes place is a much more complicated problem that also demands
profound theoretical reconsiderations of the existing creep or viscoelasticity theories. The raised issue
demands separate profound investigations which is not possible in the present study.

Anisotropy. Trabeculae bone tissues are strongly anisotropic materials with individual mechanical
and topological properties for each patient. Good known representative volume elements (RVE)
and homogenization-based methods [45] require topology of trabeculae, which needs micro-CT or
micro-MRI scans. In the case of lumbar vertebra, they are impossible or very expansive. Therefore,
modelling of mechanical behaviour of patient-specific lumbar vertebra is the challenge and we needs
some indirect methods for evaluating mechanical properties of patient-specific lumbar veretbra
trabeculae. Wolf’s law [46] helps to understand the anisotropy of mechanical properties of bone,
and from theoretical point of view, we can still investigate simplified trabecular structures arranged in
the direction of external stresses as a suitable mechanical model if we want to understand mechanical
behaviour of trabeculae inside a vertebral body. On the other hand, it is experimentally observed fact
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that, in vertebra L1, trabeculae arrangement is remodelled to withstand maximal compression loads.
So, choosing of numerical compression tests is logical too.

Yield criteria. In general, lumbar vertebrae are strongly anisotropic plastic biological tissue.
Therefore, failure criteria should be based on yield surface, which can be expressed as a Taylor
expansion [47]

® B v
(Z”ikmk) + ( 2 apqmna'pqgmn> + < Z arstlmno—rso'tlamn> <1 (15)
ik

pqmn rstlmn

where a;x, Apgmn, Arspmn are strength tensors of different order. von Mises [48] proposed yield
criterion for isotropic materials. Hill [49] extended the von Mises yield criterion of isotropic
materials to anisotropic materials. Later Tsai [50] extended this criterion for anisotropic materials
to a unidirectional lamina. It is easy to show that von Mises or Tsai-Hill failure criteria can
be derived form Goldenblar-Kopnov failure criteria. Two-dimensional failure propagation simulations
by Korenczuk et al. [51] showed that the von Mises failure criterion did not capture the failure type,
location, or propagation direction nearly as well as the Tsai-Hill criterion. Both the von Mises and
Tsai-Hill failure criteria severely underpredicted the amount of displacement needed to produce initial
failure in the porcine abdominal aortas. Therefore, using of von Mises or Tsai-Hill failure criteria
would overestimate lumbar vertebra fracture risk.

Remodelling. One-time resonant destruction of vertebra is a very rare clinical dysfunction, which
was not investigated in our model. On the other hand, according to Wolf’s low, long range loads
enable the increase of bone strength in the greatest load direction and opposite decrease strength in
lowest load direction. Therefore, we would take into account additionally bone remodelling or its
fatigue property, but this article does not include an investigation of vertebra remodelling.

3.6. Validation of Mechanical Model

Extracting physical and micro-geometrical properties of vertebrae is very complicated. If we want
to know micro-geometry of human bones, quantitative computational tomography (QCT) can be used
on leg or hand bones but not on whole human spine or one of vertebra. Therefore, an alternating
methodology of investigation of vertebrae mechanical properties can be 3-D printing. As is stated
in Reference [52], today, 3-D printing is practical, useful technology in surgical planing or spine
implantation. Obviously, knowing mechanical characteristics, 3-D printed vertebrae is the basic step in
successful applications of such kind of structures.

The validation of numerical modelling was aided in our case by a physical test of the printed
polylactide (PLA) vertebrae geometrical model (Figure 13a). The whole procedure took the following
the steps:

The printing of the vertebrae model;

The printing of the cylindrical PLA sample for mechanical properties of PLA to define;

The compression test of the printed PLA sample;

The compression test of the printed PLA vertebrae;

The determination of the mechanical properties of PLA by verifying the obtained
load-displacement curve of the cylindrical sample;

The implementation of the defined stress-strain curve of PLA onto the numerical calculation;

7. The comparison of the results of the experimental and numerical studies.

U

o

The printing process was realized by using self-made 3-D printer, based on Prusa-i3 model
(Figure 13b). The selection of this device was justified by its parameters: printer type FDM,
build volume, 25 x 21 x 20 cm®, minimal layer height 50 pm, and nozzle diameter 0.2 mm.
The printing process took about 20 h, while the printing was completed. The properties of the
osteoporotic sample of vertebrae was as follow: thickness of cortical shell, 0.5 mm, 0.1 BV/TV ratio,
and 1.2 TBS.
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(a) Printed polylactide (b) The 3-D printer based on the Prusa-i3 model.
(PLA) vertebrae.

Figure 13. The 3-D printer and printed vertebra.

The physical experiment was performed by using a MultiTest 2.5-1 compression machine
(Figure 14). The selection of this device was based on suitable range of load 0-2500 N and relatively
high precision (£0.1% of full scale). The sample vertebra was tested under the constant loading speed
(10 mm/min), and the displacement values were obtained: They are presented in Figure 15a. The same
test was accomplished for the printed cylindrical sample too.

Figure 14. Testing of printed vertebrae by the compression machine.

As Figure 15a shows, the nonlinear behaviour of the printed PLA was revealed. The mechanical
properties of PLA were determined by processing the load-displacement curve of the cylindrical
sample (20 mm length, 15 mm diameter), and the stress—strain relation of PLA was defined.

The defined stress—strain curve of PLA (Figure 15a) was integrated into the numerical model
of the vertebrae, and the finite element study was compared to the results of the physical
experiment (Figure 15b).
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(a) Compression test of cylindrical PLA sample and (b) Compression test of 3-D printed and FEM models
printed model of the vertebrae. of lumbar vertebrae.

Figure 15. The load-displacement curves.
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As Figure 15b shows, the curves present corresponding characters, and the biggest difference
between the results is constant (about 4%) until the value of load becomes 700 N. Then, the curves
demonstrate similar magnitudes of displacement values, which does not exceed 5%. These results
approve the adequacy of finite element model and shows that the method offered for osteoporotic
bone validation is reliable.

4. Conclusions

The proposed method based on the cancellous bone and cortical shell in silico finite element
modelling includes basic principles of evaluating fracture risk of the mechanical system and can be used
after clinical researches to estimate the quantiles of the load-bearing capacity of a lumbar vertebra as
well as the fracture risk of individual patients by applying the peculiar anatomical properties of the
lumbar vertebra.

The results show that the fracture risk is substantially higher at relatively low levels of apparent
BV/TV ratios and critical due to thinner cortical shells, suggesting high risk levels even during daily
activities of typical external loads.
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Abbreviations

The following abbreviations are used in this manuscript:

FEM Finite element method
FE Finite element
VD intervetebral disk

BV/TV  Bone volume vs total volume

QCT Quantitative computational tomography
BMD Bone mineral density

DXA Dual-energy X-ray absorptiometry

References

1. Agrawal, A.; Kalia, R. Osteoporosis: Current Review. J. Orthop. Traumatol. Rehabil. 2014, 7, 101. [CrossRef]
. Lin, J.T,; Lane, ].M. Osteoporosis: A review. Clin. Orthop. Relat. Res. 2004, 425, 126-134. [CrossRef]

3. Cooper, C.; Cole, Z.A.; Holroyd, C.R.; Earl, 5.C.; Harvey, N.C.; Dennison, E.M.; Melton, L.J.; Cummings, S.R.;
Kanis, J.A.; The IOF CSA Working Group on Fracture Epidemiology. Secular trends in the incidence of hip
and other osteoporotic fractures. Osteoporos. Int. 2011, 22, 1277-88. [CrossRef]

4. Cummings, S.R.; Melton, L.J., IIl. Epidemiology and outcomes of osteoporotic fractures. Lancet 2002,
359, 1761-1767. [CrossRef]

5. Doblaré, M.; Garcia, J.M.; Gémez, M.]. Modelling bone tissue fracture and healing: A review. Eng. Fract. Mech.
2004, 71, 1809-1840. [CrossRef]

6. Lodygowski, T.; Kakol, W.; Wierszycki, M. Ogurkowska, B.M. Three-dimensional nonlinear finite element
model of the human lumbar spine segment. Acta Bioeng. Biomech. 2005, 7, 17-28.

7. Su, J.; Cao, L.; Li, Z,; Yu, B.; Zhang, C.; Li, M. Three-dimensional finite element analysis of lumbar vertebra
loaded by static stress and its biomechanical significance. Chin. ]. Traumatol. 2009, 12, 153-156.

195



Appl. Sci. 2019, 9, 3013

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

Jones, A.C.; Wilcox, RK. Finite element analysis of the spine: Towards a framework of verification,
validation and sensitivity analysis. Med. Eng. Phys. 2008, 30, 1287-1304. [CrossRef]

Crawford, R.P,; Cann, C.E.; Keaveny, T.M. Finite element models predict in vitro vertebral body compressive
strength better than quantitative computed tomography. Bone 2003, 33, 744-750. [CrossRef]

Magquer, G.; Schwiedrzik, J.; Huber, G.; Morlock, M.M.; Zysset, PK. Compressive strength of elderly vertebrae
is reduced by disc degeneration and additional flexion. ]. Mech. Behav. Biomed. Mater. 2015, 42, 54—66.
[CrossRef]

Provatidis, C.; Vossou, C.; Koukoulis, I.; Balanika, A.; Baltas, C.; Lyritis, G. A pilot finite element study
of an osteoporotic L1-vertebra compared to one with normal T-score. Conmput. Methods Biomech. Bioned. Eng.
2010, 13, 185-95. [CrossRef]

McDonald, K.; Little, J.; Pearcy, M.; Adam, C. Development of a multi-scale finite element model
of the osteoporotic lumbar vertebral body for the investigation of apparent level vertebra mechanics
and micro-level trabecular mechanics. Med. Eng. Phys. 2010, 32, 653-661. [CrossRef]

Garo, A.; Arnoux, PJ.; Wagnac, E.; Aubin, C.E. Calibration of the mechanical properties in a finite element
model of a lumbar vertebra under dynamic compression up to failure. Med. Biol. Eng. Comput. 2011,
49, 1371-1379. [CrossRef]

Kim, Y.H.; Wu, M.; Kim, K. Stress Analysis of Osteoporotic Lumbar Vertebra Using Finite Element Model
with Microscaled Beam-Shell Trabecular-Cortical Structure. ]. Appl. Math. 2013, 2013, 285165. [CrossRef]
Wierszycki, M.; Szajek, K.; Lodygowski, T.; Nowak, M. A two-scale approach for trabecular bone microstructure
modeling based on computational homogenization procedure. Comput. Mech. 2014, 54, 287-298. [CrossRef]
Wolfram, U.; Gross, T.; Pahr, D.H.; Schwiedrzik, J.; Wilke, H.].; Zysset, PX. Fabric-based Tsai-Wu yield criteria
for vertebral trabecular bone in stress and strain space. |. Mech. Behav. Biomed. Mater. 2012, 15, 218-228.
[CrossRef]

El-Rich, M.; Arnoux, PJ.; Wagnac, E.; Brunet, C.; Aubin, C.E. Finite element investigation of the loading
rate effect on the spinal load-sharing changes under impact conditions. ]. Biomech. 2009, 42, 1252-1262.
[CrossRef]

Pothuaud, L.; Carceller, P.; Hans, D. Correlations between grey-level variations in 2D projection images (TBS)
and 3D microarchitecture: Applications in the study of human trabecular bone microarchitecture. Bone 2008,
42,775-778. [CrossRef]

Hans, D.; Barthe, N.; Boutroy, S.; Pothuaud, L.; Winzenrieth, R.; Krieg, M.-A. Correlations Between
Trabecular Bone Score, Measured Using Anteroposterior Dual-Energy X-Ray Absorptiometry Acquisition,
and 3-Dimensional Parameters of Bone Microarchitecture: An Experimental Study on Human Cadaver
Vertebrae. J. Clin. Densitom. 2011, 14, 302-312. [CrossRef]

Kanis, J.A.; Oden, V.; Johnell, O.; Johansson, H.; De Laet, C.; Brown J.; Burckhardt, P.; Cooper, C.;
Christiansen, C.; Cummings, S.; et al. The use of clinical risk factors enhances the performance of BMD
in the prediction of hip and osteoporotic fractures in men and women. Osteoporos. Int. 2007, 18, 1033-1046.
[CrossRef]

Marshall, D.; Johnell O.; Wedel, H. Meta-analysis of how well measures of bone mineral density predict
occurrence of osteoporotic fractures. BMJ 1996, 312, 1254-1259. [CrossRef]

Taylor, B.C.; Schreiner, PJ.; Stone K.L.; Fink, H.A.; Cummings, S.R.; Nevitt, M.C.; Bowman, PJ.; Ensrud, K.E.
Long-term prediction of incident hip fracture risk in elderly white women: Study of osteoporotic fractures.
J. Am. Geriatr. Soc. 2004, 52, 1479-1486. [CrossRef]

Kanis, J.A.; Oden, A.; Johansson, H.; Borgstrom, F.; Strom O.; McCloskey, E. FRAX and its applications
to clinical practice. Bone 2009, 44, 734-743. [CrossRef]

Kanis, J.A.; Johnell, O.; Oden, A.; Johansson H.; McCloskey, E. FRAX and the assessment of fracture
probability in men and women from the UK. Osteoporos. Int. 2008, 19, 385-397. [CrossRef]

Timothy, HK.; Brandeau, J.F. Mathematical modeling of the stress strain-strain rate behavior of bone using
the Ramberg-Osgood equation. |. Biomech. 1983, 16, 445-450.

Nazarian, A.; von Stechow, D.; Zurakowski, D.; Muller, R.; Snyder, B.D. Bone Volume Fraction Explains
the Variation in Strength and Stiffness of Cancellous Bone Affected by Metastatic Cancer and Osteoporosis.
Calcif. Tissue Int. 2008, 83, 368-379. [CrossRef]



Appl. Sci. 2019, 9, 3013

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.
50.

Abaqus FEA, SIMULIA Web Site. Dassault Systemes, Retrieved 2017. Available online: https://www.3ds.
com/ (accessed on 25 July 2019).

Linthorne, N.P. Analysis of standing vertical jumps using a force platform. ]. Sports Sci. Med. 2010,
9, 282-287. [CrossRef]

Dodson, B.; Noland, D. Reliability Engineering Handbook; CRC Press LLC Main Office: Boca Raton, FL, USA,
1999; p. 592.

Melton, L.J., III; Achenbach, S.J.; Atkinson, E.J.; Therneau, T.M.; Amin, S. Long-term mortality following
fractures at different skeletai sites: A population-based cohort study. Osteoporos. Int. 2013, 24, 1689-1696.
[CrossRef]

R Core Team. R: A Language and Environment for Statistical Computing; R Foundation for Statistical Computing:
Vienna, Austria, 2017. Available online: https://www.R-project.org/ (accessed on 25 July 2019).

Pinheiro, J.; Bates, D.; DebRoy, S.; Sarkar, D.; R Core Team (2017). Nlme: Linear and Nonlinear Mixed Effects
Models. R Package Version 3.1-131. 2017. Available online: https:/ /CRAN.R-project.org/package=nlme
(accessed on 25 July 2019).

Fields, A.J.; Eswaran, S.K; Jekir, M.G.; Keaveny, T.M. Role of trabecular microarchitecture in whole-vertebral
body biomechanical behavior. . Bone Miner. Res. 2009, 24, 1523-1530. [CrossRef]

Roux, J.P.; Wegrzyn, J.; Arlot, M.E.; Guyen, O.; Delmas, P.D.; Chapurlat, R.; Bouxsein, M.L. Contribution
of trabecular and cortical components to biomechanical behavior of human vertebrae: An ex vivo study.
J. Bone Miner. Res. 2010, 25, 356-361. [CrossRef]

Jaumard, N.V.; Bauman, J.A.; Weisshaar, C.L.; Guarino, B.B.; Welch, W.C.; Winkelstein, B.A. Contact pressure
in the facet joint during sagittal bending of the cadaveric cervical spine. J. Biomech. Eng. 2011, 133, 071004.
[CrossRef]

Venables, W.N.; Ripley, B.D. Modern Applied Statistics with S, 4th ed.; Springer: New York, NY, USA, 2002;
ISBN 0-387-95457-0.

Mann K.A.; Miller, M.A. Fluid-structure interactions in micro-interlocked regions of the cement-bone
interface. Comput. Methods Biomech. Biomed. Eng. 2014, 17, 1809-1820. [CrossRef]

Souzanchi, M.E,; Palacio-Mancheno, P.; Borisov, Y.A.; Cardoso, L.; Cowin, S.C. Microarchitecture and bone
quality in the human calcaneus: Local variations of fabric anisotropy. . Bone Min. Res. 2012, 27, 2562-2572.
[CrossRef]

Polikeit, A.; Nolte, L.P; Ferguson, S.J. Simulated influence of osteoporosis and disc degeneration on the load
transfer in a lumbar functional spinal unit. ]. Biomech. 2004, 37, 1061-1069. [CrossRef]

Helgason, B.; Perilli, E.; Schileo, E.; Taddei, F.; Brynjolfsson, S.S.; Viceconti, M. Mathematical relationships
between bone density and mechanical properties: A literature review. Clin. Biomech. 2008, 23, 135-146.
[CrossRef]

Genant, HK.; Wu, C.Y,; van Kuijk, C.; Nevitt, M.C. Vertebral fracture assessment using a semiquantitative
technique. J. Bone Min. Res. 1993, 8, 1137-1148. [CrossRef]

Lakes, R.S.; Katz, J.L.; Sternstein, S.S. Viscoelastic properties of wet cortical bone: Part I, torsional and biaxial
studies. . Biomech. 1979, 12, 657-678. [CrossRef]

Lakes, R.S.; Katz, ].L. Viscoelastic properties of wet cortical bone: Part II, relaxation mechanisms. ]. Biomech.
1979, 12, 679-687. [CrossRef]

Lakes, R.S.; Katz, J.L. Viscoelastic properties of wet cortical bone: Part III, A non-linear constitutive equation.
J. Biomech. 1979, 12, 689-698. [CrossRef]

Burczinski, T. Multiscale Modelling of Osseous Tissues. J. Theor. Appl. Mech. 2010, 48, 855-870.

Wolf, J. Das Gesetz der Transformation der Knochen; Hirschwald: Berlin, Germany, 1892.

Goldenblar, L.I; Kopnov, A. Strength of Glass Reinforced Plastics in the Complex Stress State. Polym. Mech.
1966, 1, 54-60. [CrossRef]

von Mises, R. Mechanik der festen Korper im plastisch deformablen Zustand Gottin. Nachr. Math. Phys.
1913, 1, 582-592.

Hill, R. The Mathematical Theory of Plasticity; Oxford, U.P.: Oxford, UK, 1950.

Tsai, S.W. Strength Theories of Filamentary Structures. In Fundamental Aspects of Fibre Reinforced Plastic
Composites; Schwartz, R.T., Schwartz, H.S., Eds.; Interscience: New York, NY, USA, 1968; Chapter 1.

197



Appl. Sci. 2019, 9, 3013

51. Korenczuk, C.E.; Votava, L.E.; Dhume, R.Y;; Kizilski, S.B.; Brown, G.E.; Narain, R.; Barocas, V.H. Isotropic

Failure Criteria Are Not Appropriate for Anisotropic Fibrous Biological Tissues. ]. Biomech. Eng. 2017,
139, 071008. [CrossRef]

52.  Wilcox, B.; Mobbs, R.J.; Wu, A.M.; Phan, K. Systematic review of 3D printing in spinal surgery: The current
state of play. J. Spine Surg. 2017, 3, 433-443. [CrossRef]

@ © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution
BY

(CC BY) license (http:/ /creativecommons.org/licenses /by /4.0/).

198



friried applied
L sciences

Article

A Comparative Study of Continuum and Structural
Modelling Approaches to Simulate Bone Adaptation
in the Pelvic Construct

Dan T. Zaharie ?>* and Andrew T.M. Phillips 12

1 The Royal British Legion Centre for Blast Injury Studies, Imperial College London, London SW7 2AZ, UK
2 Department of Civil and Environmental Engineering, Structural Biomechanics, Imperial College London,
London SW7 2AZ, UK

*  Correspondence: dan.zahariel0@imperial.ac.uk

Received: 27 June 2019; Accepted: 7 August 2019; Published: 13 August 2019

Abstract: This study presents the development of a number of finite element (FE) models of the pelvis
using different continuum and structural modelling approaches. Four FE models were developed
using different modelling approaches: continuum isotropic, continuum orthotropic, hybrid isotropic
and hybrid orthotropic. The models were subjected to an iterative adaptation process based on the
Mechanostat principle. Each model was adapted to a number of common daily living activities
(walking, stair ascent, stair descent, sit-to-stand and stand-to-sit) by applying onto it joint and muscle
loads derived using a musculoskeletal modelling framework. The resulting models, along with
a structural model previously developed by the authors, were compared visually in terms of bone
architecture, and their response to a single load case was compared to a continuum FE model derived
from computed tomography (CT) imaging data. The main findings of this study were that the
continuum orthotropic model was the closest to the CT derived model in terms of load response albeit
having less total bone volume, suggesting that the role of material directionality in influencing the
maximum orthotropic Young’s modulus should be included in continuum bone adaptation models.
In addition, the hybrid models, where trabecular and cortical bone were distinguished, had similar
outcomes, suggesting that the approach to modelling trabecular bone is less influential when the
cortex is modelled separately.

Keywords: biomechanics; finite element modelling; pelvis; bone adaptation; musculoskeletal modelling

1. Introduction

The pelvic construct is the region of load transition between the upper body and lower limbs
and plays a number of roles, such as protecting the organs and vessels in the lower abdomen. It also
facilitates the transfer of forces between the lower limbs and the upper body during physical activities
such as walking and stair climbing, withstanding loads at the hip joints of up to around six times
body weight [1-3].

Continuous adaptation of bone tissue in response to the mechanical environment surrounding it
provides an explanation for the different architecture of bones in the skeletal system [4]. Long bones,
such as the femur and tibia, develop thick cortical shafts with trabecular bone concentrated at the
joints to transfer contact forces [5,6], whereas the pelvis is viewed as a sandwich structure where a thin
layer of cortical bone surrounds a structure of trabecular bone [7-9].

Finite element (FE) modelling is a very common approach to investigate the biomechanics of the pelvic
ring due to its versatility and low cost compared to clinical investigations, with the added characteristic
of enabling the design of bone scaffolds or implants. Computational modelling of bone adaptation to
the mechanical environment surrounding it has emerged into an important component in aiding the
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interpretation of experimental findings and exploring further issues [10,11]. Bone adaptation models
have been previously developed using both continuum elements [12-15] or structural elements [6,16-18].
Early FE models either used simplified geometries [19-22], were axisymmetric [23,24] or reduced the
three-dimensional pelvis to a two-dimensional slice [25-29].

The first FE model of the bony pelvis based on subject specific geometry and material properties
from medical imaging data was developed by Dalstra et al. [30] using continuum solid elements,
validating it against experimentally obtained data from a cadaveric pelvis loaded at the hip joint.
Anderson et al. [9] developed an FE model of the pelvic innominate by distinguishing between
cortical and trabecular bone using different element types. Cortical bone was modelled using
structural shell elements with location dependent thickness derived from medical imaging data.
Trabecular bone was modelled using continuum isotropic elements and the model was validated
against experimental data by comparing cortical bone strains. The majority of recent FE models
representing the pelvic construct were developed from CT imaging data with a tendency of using
an isotropic material model to represent bone and distinguishing between trabecular and cortical bone
by adding a layer of shell elements [9,31,32]. Notably, Anderson et al. [9] also developed a purely
continuum model in which the surface nodes were assigned the highest Young’s modulus they
found for cancellous bone (approximately 3.8 GPa) which performed similarly to the model with
a shell element layer. Although modelling bone using isotropic material properties has the benefit of
reducing computational time, it is insufficient to provide information on directionality of the bone
microstructure [33]. Orthotropy has been found to offer a good approximation of bone’s anisotropy at
the continuum level [34].

The aim of this study was to develop a number of computational models of the pelvic construct
using different continuum and structural FE bone adaptation modelling approaches with the purpose
of investigating their effects on bone adaptation and predicted mechanical behaviour of the pelvis in
comparison to a CT scan derived FE model. The modelling approaches were divided into isotropic
and orthotropic material models, followed by a continuum or hybrid approach, where cortical and
trabecular bone were distinguished. The motivation behind developing a number of different models
was to assess their sensitivity to the approach used. Each model was subjected to an iterative adaptation
algorithm based on the Mechanostat principle [4] and tailored for the type of elements used [6,14].
Bone adaptation was driven by the strains generated by a loading environment derived from five daily
living activities (walking, stair ascent, stair descent, sit-to-stand and stand-to-sit).

2. Methods

2.1. Musculoskeletal Modelling

To obtain a physiologically relevant morphological representation of the pelvic construct, the base
FE models were subjected to a loading environment derived from musculoskeletal simulations of
the five most frequent daily living activities [35]: walking, stair ascent, stair descent, sit-to-stand and
stand-to-sit. The simulations were performed using a bilateral musculoskeletal model of the lower
limbs. The model was based on an ipsilateral model developed by Modenese et al. [36] based on
an anatomical dataset published by Horsman et al. [37] and implemented in OpenSim [38]. The model
was validated at the hip joint. The bilateral model had a total of 76 muscles and 326 actuators.
Further details can be found in Zaharie and Phillips [39].

Gait data for the selected physical activities were collected from a male volunteer (age: 23 years,
weight: 93 kg, height: 188 cm) at the Human Biodynamics Lab in the Imperial College Research
Labs at Charing Cross Hospital and processed using Vicon Nexus and the Biomechanical ToolKit [40].
A total of 59 reflective markers were positioned on bony landmarks and tracked using a Vicon system
(Oxford Metrics, Oxford, UK) equipped with 10 infrared cameras. Ground reaction forces (GRFs) were
measured using three force plates (Type 9286BA, sampling rate 1000 Hz, Kistler Instruments Ltd, Hook,
UK). For walking, the force plates were placed to form a walkway (speed: 1.34 m/s, stride length:
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0.64 m, cadence: 115.54 steps/min). A staircase was instrumented with the force plates to record stair
ascent and stair descent GRFs (step height 15 cm and step depth 25 cm). Three force plates were set,
one under each foot and another on a stool with a height of 52.5 cm from the floor to measure ground
and seat reaction forces during sit-to-stand and stand-to-sit.

The body segments of the model were scaled to the anatomical dimensions of the volunteer by
calculating the ratios between the lengths given by experimental and virtual markers. The inertial
properties of each segment were updated using the regression equations of Dumas et al. [41].
The joint angles for each recorded activity were derived using an inverse kinematic approach [42].
Static optimization with a cost function minimising the sum of muscle activations squared was
performed to estimate the muscle forces throughout each activity’s cycle. The muscle insertion points
on the pelvis along with the direction and magnitude of each muscle force were extracted using
the MuscleForceDirection (v1.0) plugin [6,43]. The hip joint contact forces were calculated using
the JointReaction tool available in OpenSim [44]. The musculoskeletal modelling was performed
using OpenSim (Version 3.3) [38]. The loads applied on the pelvis throughout the duration of
each activity cycle (hip joint reaction forces, muscle forces and inertial forces) were determined
and subsampled to maintain computational efficiency, resulting in a total of 39 load cases representing
the five physical activities.

2.2. Finite Element Modelling

2.2.1. Base Model

The base FE model used in this study was generated from a tetrahedral mesh previously developed
by the authors [39]. The volumetric mesh of the pelvis was generated in Mimics (Materialise, Leuven,
Belgium) from a CT scan (399 x 3 mm thick slices, 512 x 512 pixels, 0.91 mm/pixel) of a cadaveric
pelvis and lower limbs (Male, age: 55, weight: 94.3 kg, height: 188 cm) provided by the Royal British
Legion Centre for Blast Injury Studies at Imperial College London, to which the volunteer was height
and weight matched. The base FE model consisted of 377,362 tetrahedral elements with an average
edge length of 3.76 mm [39]. In the present study, four predictive models of the pelvic construct
were developed: two purely continuum models with orthotropic and isotropic material properties,
and two hybrid models where trabecular and cortical bone were differentiated using continuum and
shell elements respectively, while assigning orthotropic and isotropic material properties to elements
representing trabecular bone (Table 1). In addition, a structural model previously developed by the
authors [39] was included for comparison.

Table 1. Element type used to model cortical and trabecular bone for each model developed.

Model Cortical Bone Trabecular Bone
Orthotropic Tetrahedral elements
Isotropic Tetrahedral elements

Hybrid orthotropic ~ Shell elements ~ Tetrahedral elements
Hybrid isotropic ~ Shell elements  Tetrahedral elements
Structural Shell elements Truss elements

2.2.2. Ligaments

To realistically model the load transfer between the three pelvic bones, the ligaments associated
with the pelvic ring (sacro-iliac, pubic, sacrospinous, sacrotuberous and inguinal) were included in the
model. The anatomical attachment areas of each ligament were visually defined on the model based
on descriptions in the literature [45-48].

Each ligament was modelled using truss elements between each pair of closest nodes from the
two surfaces corresponding to the insertions areas. All truss elements representing ligaments were
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assigned linear elastic material properties and zero stiffness in compression. A set of truss elements
with a low compressive Young’s modulus was overlaid with the initial truss elements for each ligament
to ensure numerical stability. For the joints containing cartilage, truss elements were included to allow
the transfer of compressive forces. The tensile and compressive material properties assigned to the
ligaments and cartilage were taken from a previous study [39].

2.2.3. Loading and Boundary Conditions

The 39 load cases resulting from the musculoskeletal simulations were applied on the model in
successive analysis steps. The muscle forces obtained from the musculoskeletal model were applied
as point loads on the closest three nodes to each muscle insertion point [39,49]. The hip joint contact
forces and the inertial loads were applied at the joint centres and the centre of mass of the pelvic
segment, respectively. In addition, for sit to stand and stand to sit, the reaction load from the seat was
applied at the inferior ischium for the duration of contact. To spread the hip joint contact forces over
the corresponding bone surface, they were applied using ‘load applicators” comprising of four layers of
continuum wedge elements, each with a thickness of 2 mm, as they allow for a reduction in CPU time
in comparison to modeling contact at each joint. The two first layers were assigned material properties
akin to cartilage (E = 10 MPa, v = 0.49), with the furthest two being assigned stiffnesses of 10 MPa
(v =0.3) and 500 MPa (v = 0.3), respectively [6,39]. In addition, an ‘inertial applicator” was designed to
spread the inertial load of the pelvis over the whole construct by linking its centre of mass to every
node of the model with truss elements with a radius of 0.1 mm and low stiffness (E = 0.1 MPa, v = 0.3)
to avoid artificially stiffening the model. The L5S1 interface between the lumbar spine and the sacrum
was constrained in the three translational degrees of freedom via four layers of wedge elements to
avoid fixing nodes directly on the bone surface resulting in artificial stress concentrations. The layers
were respectively assigned the same thickness and material properties as the load applicators.

The load cases obtained from the musculoskeletal model were applied in consecutive analysis
steps to the FE model.

2.3. Bone Adaptation

The base FE models were subjected iteratively to the aforementioned load cases using an adaptation
algorithm based on the Mechanostat principle [4] proposed by Geraldes and Phillips [14] for the
continuum orthotropic and isotropic elements used in the continuum and hybrid models. After each
iteration, the material properties of each orthotropic element were adjusted depending on the stresses and
strains occuring due to the applied loading regime. A guiding step was selected for each element based on
the absolute maximum principal strain value from all analysis steps. The stress tensor associated with that
step was then used to extract the principal stresses and their orientation by performing an eigenanalysis.

The axes representing the orthotropic orientations of each element were aligned to the vectors
defining the principal stress directions for the guiding frame (Figure 1).

Figure 1. Orientation of element updated based on the principal stress directions of guiding frame.

Young’s moduli and shear moduli were updated proportional to the absolute maximum normal
and shear strains for the orientation obtained from the guiding step across all analysis steps,
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compared to the normal strain target and shear strain target, respectively. Poisson’s ratios for each
element were altered to satisfy the thermodynamic restrictions on the elastic constant of bone and
maintain the compliance matrix as positive definite [15].

For the isotropic elements, the Young’s modulus of each element was updated proportionally to
the absolute maximum principal strain taken across all loading frames, while Poisson’s ratio was kept
constant. Concerning the hybrid models, shell elements representing cortical bone were adjusted in
a similar fashion by modifying their thickness according to the in-plane absolute maximum strain as
implemented in previous work from the research group [6,39,50].

To satisfy the Mechanostat principle [4], material and geometric properties of the elements were
adjusted to bring the local normal strains towards a target strain, assigned a value of 1250 ye. The lazy
zone interval was defined between 1000 pe and 1500 pe. In the case of models with orthotropic
elements, the shear target strain was assigned a value of 1443 ye with a lazy zone of 1154 pe and
1732 pe, in concordance with previous studies from the research group [6,14,15]. In addition, normal
strains lower than 250 ue were associated with the dead zone.

The elements of the continuum models were assigned an initial Young’s modulus value of
3000 MPa and a Poisson’s ratio of 0.3. In addition, for the continuum orthotropic model, the initial
values of shear modulus were set at 1500 MPa. The Young’s modulus values were limited between
10 and 18,000 MPa [30]. The limits of shear modulus values for continuum orthotropic model were
set between 5 and 15000 MPa. Elements with strains in the dead zone were assigned the minimum
allowable Young’s modulus and were not re-adjusted in subsequent iterations of the the adaptation
process. The convergence criterion was defined as when the average change in Young’s moduli of
elements with absolute normal strain values above 250 ye and Young’s moduli above the minimum
was less than 2% between successive iterations [13].

In the case of the hybrid models, a distinction was made between cortical and trabecular bone.
Continuum elements, representing trabecular bone, were assigned initial Young’s modulus values
of 300 MPa, limited between 10 and 2000 MPa and Possion’s ratio values of 0.3 [30]. For the hybrid
orthotropic model, elements were assigned initial shear modulus values of 150 MPa, limited between
5 and 1500 MPa. Each shell element, representative of cortical bone, was assigned a Young’s modulus
of 18,000 MPa, a Poisson’s ratio of 0.3 and an initial thickness of 0.1 mm [6]. Cortical thickness was
limited between 0.1 mm and 5 mm [39]. The thickness of cortical elements was updated proportional
to the largest value of maximum principal strain across all load cases and the target normal strain.
The convergence criterion for shell elements adaptation was defined as when less than 1% of shell
elements changed their thickness between successive iterations [6]. Convergence of the hybrid models
was achieved only when both structural and continuum convergence criteria were met simultaneously.

A structural model of the pelvis developed previously [39] was included in the comparison.
Briefly, the structural model was developed using a network of truss elements to represent trabecular
bone and shell elements to represent cortical bone. The thickness of shells and cross-sectional area of
trusses were updated proportional to absolute maximum principal strains resulting from the same
set of load cases used in this study and the same target normal strain. Similarly, convergence was
achieved when less than 2% of elements changed their thickness or cross-sectional area between
successive iterations.

2.4. Comparison with CT Scan Derived Model

The tetrahedral mesh of the right hemipelvis was assigned varying material properties derived
from the CT scan data (Figure 2) using Bonemat [51]. Assuming a linear relationship between the
Hounsfield units (HU) values in the scans and bone ash density [52], bone ash density distribution
was derived from the medical images. Young’s moduli (GPa) for each element were derived from
the ash density (g/ cm®) using a power relationship [53]. This model was not used in the adaptation
and was developed to provide an independent comparison for the adaptive models. The response
of the resulting CT derived FE model and the corresponding adapted models to a vertical load of
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2 kN applied at the acetabulum representing a standing stance were compared. The hemipelvis was
constrained at the pubic and sacroiliac joint surfaces.

20928.64
18000.00
9638.29
5160.92
276347

(@) (b)
Figure 2. Distribution of Young’s modulus (MPa) across the CT scan derived model - shown for
(a) frontal, (b) lateral, and (c) medial views.

3. Results

3.1. Continuum Models

The continuum isotropic model converged to an adapted solution after 25 iterations. The
Young’s modulus distribution of the converged isotropic model is shown in Figure 3a—c. Regions
with high stiffness were found along the arcuate line, anterior superior sacrum, superior pubis ramus,
acetabulum and near the greater sciatic notch. Conversely, large parts of the ilium, inferior pubis
ramus and inferior sacrum were found to have a low stiffness.

The continuum orthotropic model of the pelvis was found to converge after 60 iterations.
The distributions of the mean and dominant Young’s moduli across the model are shown in Figure 3d-i.
The mean Young’s modulus for each element was calculated as the average of the three directional
Young’s moduli, whereas the dominant Young’s modulus was selected as the maximum value of the
three directional moduli. Regions with high mean stiffness were found around the sacroiliac joint,
along the arcuate line, around the top of the sacrum, along the superior pubis ramus, in the acetabulum
and between the posterior inferior iliac spine and greater sciatic notch. Low mean stiffnesses were
found at the iliac fossa, ischial tuberosity and inferior sacrum. Both models produced trabecular
distributions which were broadly consistent with previous findings [9].

Visually, the distributions of isotropic Young’s modulus and orthotropic dominant Young’s
modulus share more similarities than with the distribution of mean orthotropic Young’s modulus.
Although the CT scan derived model has generally a higher stiffness across the whole surface compared
to the adaptive continuum models, an interesting aspect to note is a region at the top of the ilium
medially where the dominant Young’s modulus values of the orthotropic model were similar to the
same region in the CT scan derived model. In addition, the same region appeared to have a lower
stiffness in the case of the isotropic model.

A frequency distribution of Young’s modulus values for the orthotropic model, isotropic model
and CT scan derived model suggests that both predictive models have similar distributions of elastic
moduli, with over 75% of elements having a stiffness lower than 2 GPa. On the other hand, the CT
derived model had less than 50% of elements with a stiffness lower than 2 GPa (Table 2).
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Figure 3. Distributions of Young’s modulus (MPa) for the isotropic model (a—c), dominant Young’s
modulus (d—f) and mean Young’s modulus (g—i) for the orthotropic model.

Table 2. Cumulative distribution (%) of elastic moduli of the three continuum models: CT scan derived,
isotropic and orthotropic.

CT Scan  Isotropic  Orthotropic  Orthotropic  Orthotropic  Orthotropic ~ Orthotropic
Model Model Model E; Model E, Model E3 Model E;,, Model Ejyean

10-1000 MPa 26.32 63.83 86.33 91.45 89.37 71.89 81.79
10-2000 MPa 47.37 77.88 89.64 93.89 92.27 78.85 87.56
10-3000 MPa 59.48 84.23 91.44 95.10 93.74 82.57 90.43
10-5000 MPa 73.74 91.01 93.53 96.39 95.38 86.82 93.57
10-10,000 MPa 90.43 96.78 95.93 97.81 97.14 91.63 99.42
10-15,000 MPa 98.51 98.27 97.14 98.50 98.01 94.06 99.97
10-18,000 MPa 99.91 100.00 100.00 100.00 100.00 100.00 100.00
Mean (MPa) 3727.6 1688.7 1059.4 616.4 781.9 2161.3 819.2
Std. dev. (MPa)  3817.5 3076.9 34115 2559.7 2898.7 4646.9 1841.8

3.2. Hybrid Continuum Models

The hybrid isotropic model reached a state of convergence after 24 iterations. The cortical thickness
distribution is shown in Figure 4a—c . Shell elements were the thickest at the superior sacrum, along
the arcuate line, around the sacroiliac joint, along the superior pubic ramus and in the region of the
greater sciatic notch. Areas with thin shell elements were found on the superior ilium, inferior pubic
ramus, ischial tuberosity, pubic tubercle and supraacetabular region.

The Young’s modulus distribution of the continuum elements in the hybrid isotropic model are
shown in Figure 5a—c. Regions with high stiffness were found along the arcuate line, anterior superior
sacrum, superior pubis ramus, acetabulum and near the greater sciatic notch. Conversely, large parts
of the ilium, inferior pubis ramus and inferior sacrum were found to have a low stiffness.
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The hybrid orthotropic model of the pelvis was found to converge after 44 iterations. The cortical
thickness distribution is illustrated in Figure 4d—f. Thick shell elements appeared at the superior
sacrum, around the sacroiliac joint, along the superior pubic ramus and in the region of the greater
sciatic notch. Areas with thin shell elements were found on the superior ilium, inferior pubic ramus,
ischial tuberosity and supraacetabular region.

The distribution of mean and dominant Young’s moduli of the continuum elements of the hybrid
orthotropic model is shown in Figure 5d—i. Regions with high Young’s moduli were found around the
sacroiliac joint, on the arcuate line close to the sacrum, around the top of the sacrum, along the superior
pubis ramus, around the superior acetabulum and between the posterior inferior iliac spine and greater
sciatic notch. Low Young’s moduli were found at the iliac fossa, ischial tuberosity, inferior sacrum and
superior ilium, similar to the hybrid isotropic model. Similar to the distributions of the continuum
models, distributions of dominant Young’s moduli of the hybrid orthotropic model were visually more
similar to the distributions of isotropic Young’s moduli than the distributions of orthotropic mean
Young’s moduli.

A structural model previously developed by the authors [39] was included in this comparison.
Cortical thickness was highest at the superior sacrum, along the gluteal surface, around the sacroiliac
joint, superior pubic ramus, posterior iliac crest and greater sciatic notch. Cortical bone had a thickness
between 0.1 mm and 0.5 mm at the ischium, acetabulum, pubic tubercle, iliac fossa and posterior
superior iliac spine (Figure 4g—i). The main differences between the structural model and the hybrid
continuum models in terms of cortical thickness distribution were found on the ilium superior to the
acetabular region, where the structural model predicted an increase in cortical thickness with respect
to the hybrid continuum models, and in the area of the sacroiliac joint, where both hybrid continuum
models predicted cortical thickness close to the upper limit, whereas the structural model predicted
lower thicknesses, with a few elements 5 mm thick.

Clusters of elements with large radii were found at the superior sacrum, supra acetabular region,
pubic tubercle and greater sciatic notch. Regions with a small number of active elements were found at
the iliac fossa, ischial tuberosity and inferior sacrum (Figure 6). The trabecular architecture predicted
by the structural model was visually similar to the trabecular stiffness distributions predicted by the
hybrid continuum models, particularly at the top of the sacrum, iliac crest, above the sciatic notch and
in the acetabular region.

Frequency distributions of the trabecular Young’s moduli for the hybrid orthotropic and hybrid
isotropic models are shown in Table 3. Over 80% of elements in the hybrid orthotropic model had at
least one directional elastic modulus lower than 200 MPa, whereas the Young’s modulus values of
the hybrid isotropic model were more distributed, with consistently more elements than the hybrid
orthotropic model for values ranging from 200 MPa to 2000 MPa.

The frequency distribution of the cortical shell thickness across the hybrid models is shown
in Table 4, along with the cortical thickness distribution of the structural model. The thickness
distributions of the hybrid models were largely similar, whereas the structural model had a greater
number of thicker shell elements. This difference can be attributed to the hybrid models having
continuum elements in contact with the shell, taking a larger proportion of the surface loading as
opposed to the truss elements of the structural model.
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Figure 4. Distributions of cortical thickness (mm) for the hybrid isotropic model (a—c),
hybrid orthotropic model (d—f) and structural model (g—i).
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Figure 5. Distributions of trabecular Young’s modulus (MPa) for the hybrid isotropic model (a—c),
dominant Young’s modulus (d—f) and mean Young’s modulus (g-i) for the hybrid orthotropic model.
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Figure 6. Trabecular elements’ radii distribution (mm) of the structural model - shown for (a) frontal,
(b) lateral, and (c) medial views. Trabecular elements with a radius <0.1 mm were excluded for clarity.

Table 3. Cumulative distribution (%) of trabecular elastic moduli for the hybrid isotropic and hybrid
orthotropic models.

Orthotropic  Orthotropic  Orthotropic  Orthotropic  Orthotropic

Isotropic Model /el E,  Model E;  Model Es  Model Eyyy  Model Enan
10-100 MPa 33.87 80.06 87.98 83.05 59.76 69.44
10-200 MPa 4501 83.56 90.62 86.42 66.88 76.33
10-300 MPa 52.78 85.56 91.99 88.24 70.84 80.16
10-500 MPa 63.33 88.00 93.58 90.41 75.71 84.84
10-1000 MPa 76.30 91.22 95.45 93.28 82.13 98.02
10-1500 MPa 83.79 93.04 96.42 94.80 85.75 99.86
10-2000 MPa 100.00 100.00 100.00 100.00 100.00 100.00
Mean (MPa) 5855 2133 121.0 171.0 38 1685
Std. dev. (MPa) 689.1 5224 3891 4619 685.9 2814

Table 4. Cumulative distribution of the cortical thickness for the hybrid isotropic, hybrid orthotropic
and structural models.

Isotropic Orthotropic ~ Structural
Model (%) Model (%)  Model (%)

0.1-0.3 mm 47.33 45.51 37.46
0.1-0.5 mm 62.21 58.99 56.30
0.1-1 mm 75.60 72.27 76.61
0.1-2 mm 83.68 81.06 88.72
0.1-3 mm 86.91 85.00 93.38
0.1-4 mm 88.81 87.10 95.66
0.1-5 mm 100.00 100.00 100.00
Mean (mm) 1.1 1.2 0.9
Std. dev. (mm) 1.5 1.6 1.1

3.3. Comparison to CT Scan Derived Model

The minimum and maximum principal strains on the surface of each model as a result of a loading
scenario associated with upright standing (described in Zaharie and Phillips [39]) were compared
to the homologous strains for the CT scan derived model subjected to the same loading scenario
(Figures 7 and 8). The plots indicate that the continuum isotropic model had the worst match with the
CT scan derived model, whereas the continuum orthotropic model had the best match. Both hybrid
continuum models compared similarly to the CT scan derived model. Finally, the structural model was
found to have the second best match in terms of fit, with a clustering of elements more similar to the
hybrid models than the continuum models, indicating that the inclusion of a shell has a considerable
effect on the overall stiffness of the models.

The determination coefficients and gradients of lines of best fit between each adaptive model
and the CT scan derived model are shown in Table 5. Values of gradient below 1 indicate that the
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adapted model is less stiff than the CT scan derived model. In addition, determination coefficients and

gradients of lines of best fit between each pair of adaptive models are shown in Tables 6 and 7.

Bone volumes of each model were calculated and, where applicable, were divided into cortical and
trabecular volumes (Table 8). For the continuum models, relative density and volume were calculated for
each element, with their product giving a bone volume value. The relative density of each element was
derived from the Young’s modulus using an approach developed by Geraldes et al. [15], described in
the electronic supplementary material of that study. Total bone volume was obtained by summing bone
volumes of all elements. The volumes of structural elements were calculated without having to take into
account relative density. The CT scan derived model had a much higher volume of bone compared to any

of the adapted models.

Table 5. Coefficients of determination and slopes of the line of best fit for each adaptive model
compared to the CT scan derived model. A slope value of 1 means a perfect match between models.

Model emin(R?)  emax(R?)  &pin (Slope)  &max (Slope)
Isotropic 0.64 0.63 0.33 0.33
Orthotropic 0.78 0.79 0.87 0.84
Hybrid isotropic 0.71 0.72 0.60 0.59
Hybrid orthotropic 0.70 0.69 0.60 0.59
Structural 0.66 0.65 0.69 0.70

Table 6. Coefficients of determination between each pair of adaptive models for maximum principal
strains (above table diagonal) and minimum principal strains (below table diagonal).

Model Isotropic  Orthotropic Ezrrl;sic gft];r;:iropic Structural
Isotropic N/A 0.35 0.81 0.63 0.62
Orthotropic 0.49 N/A 0.49 0.53 0.53
Hybrid isotropic 0.84 0.57 N/A 0.83 0.85
Hybrid orthotropic 0.63 0.61 0.81 N/A 0.99
Structural 0.61 0.61 0.84 0.99 N/A

Table 7. Gradients of lines of best fit between each pair of adaptive models for maximum principal
strains (above table diagonal) and minimum principal strains (below table diagonal).

Hybrid

Hybrid

Model Isotropic  Orthotropic Isotropic  Orthotropic Structural
Isotropic N/A 1.49 0.59 0.36 0.36
Orthotropic 1.85 N/A 0.97 0.69 0.7
Hybrid isotropic 0.53 1.07 N/A 1.06 0.71
Hybrid orthotropic 0.33 0.74 1.1 N/A 0.98
Structural 0.33 0.74 0.71 0.98 N/A

Table 8. Predicted bone volumes for the adapted models and the CT scan derived model.

Model Cortical Bone Trabecular Bone E<2GPa E>2GPa Total Bone
Volume (mm3) Volume (mm?) (mm?) (mm?3) Volume (mm?)
CT scan N/A N/A 23269.04  163487.15 186756.20
Isotropic N/A N/A 25041.63 30499.45 55541.09
Orthotropic N/A N/A 26810.03 34241.34 61051.37
Hybrid isotropic 14941.68 25750.14 N/A N/A 40691.82
Hybrid orthotropic 16465.59 17396.64 N/A N/A 33862.23
Structural 17969.76 42321.05 N/A N/A 60290.81
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Figure 7. Comparison between the maximum (a,c,e,g) and minimum (b,d,f,h) principal strains across
the surface of the continuum and hybrid models (x-axis) and CT derived model (y-axis). Lines of best
fit are shown in red for each case, with the y = x line shown in dashed blue.
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Figure 8. Comparison between the maximum (a) and minimum (b) principal strains across the surface
of the structural model (x-axis) and CT derived model (y-axis). Lines of best fit are shown in red for
each case, with the i = x line shown in dashed blue.

4. Discussion

The current study sought to compare different FE modelling approaches to simulate bone
adaptation in the pelvic construct. A number of computational models were developed and subjected
to an iterative adaptation in response to a loading environment associated with physical activities
of daily life. The converged models were compared in terms of the predicted bone architecture
and response to an upright standing load case along with a CT scan derived continuum model and
a previously developed structural model [39]. The converged models and the CT scan derived model
are freely available in the Supplementary Materials.

Both continuum models had a much greater number of low stiffness elements present compared
to CT data (Table 2). Although the average stiffness of the orthotropic model (819.2 MPa) was
lower than both the isotropic and CT derived models” average stiffnesses (1689 MPa and 3728 MPa,
respectively), its behaviour under loading was more similar to the CT derived model than the isotropic
model (Table 5). This can be attributed to the directional material properties of the orthotropic model,
which allows regions of bone to have different stiffnesses in different directions. This approach
enables the use of less bone material while maintaining a higher overall directional stiffness,
compared to an isotropic approach, similar to the findings of Geraldes and Phillips [14]. In addition,
dominant Young’s modulus values in the elements of the orthotropic model increase their stiffness
(average 2161 MPa) compared to the isotropic model, whereas the mean Young’s modulus values of
the orthotropic model are lower than the corresponding values in the isotropic model. An important
aspect to consider regarding the stiffness of the adaptive models is the target strain used to drive bone
adaptation, as a lower target strain value would result in stiffer models.

The two hybrid models presented in this study were developed with the objective of differentiating
between cortical and trabecular bone by using different element types. Interestingly, both hybrid
models fared similarly when compared to the CT derived model (Table 5), meaning that the addition
of a layer of shell elements to represent the cortex reduced the effect of considering the orthotropy of
cancellous bone. An explanation can be provided by the change in the elastic modulus distributions
for the continuum isotropic models, where more elements had a Young’s modulus closer to the upper
limit for the hybrid isotropic model than the continuum isotropic model. Conversely, the distribution
of Young’s moduli for the continuum and hybrid orthotropic models were largely similar. In addition,
there were few discrepancies in the cortical thickness distributions of the two hybrid models (Table 4).
The inclusion of shell elements to represent cortical bone seemed to reduce the importance of deciding
between isotropic and orthotropic properties assigned to trabecular bone when comparing resulting
bone architectures and overall stiffness of models.
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A structural model previously developed by the authors [39] was included in this study to assess
how a structural approach compared against continuum and hybrid approaches. The structural model
compared well to the CT scan derived model, with only the continuum orthotropic model predicting
a closer response (Table 5). Although the coefficients of determination for the structural model were
lower than for both hybrid models, the gradient of the line of best fit was higher, indicating a better
stiffness match with the CT scan derived model. Interestingly, the hybrid orthotropic model and
structural model were found to be very similar (Tables 6 and 7), suggesting that both approaches result
in similar directionality dependent behaviour and both can be used in the design of bone scaffold
structures. In addition, a structural representation of the trabecular bone provides a clear image of
bone architecture, suggesting that this approach is capable of picking up trabecular motifs present
in bone.

The total bone volume of the CT scan derived model was much greater than any of the adapted
models (Table 8). A reason for this discrepancy could be attributed to the adaptation algorithm being
set up to generate the minimum amount of bone required to sustain the load cases tested. In addition,
the selected load cases do not capture the full loading environment that a pelvis is subjected to and
develops in throughout its lifetime, including strenuous activities such as running, which would result
in higher muscle and joint contact forces. The disappearance of bone in the dead zone was modelled
as instantaneous in the algorithm, whereas, in reality, this process is time dependent.

In addition, the grayscale values defining the material distribution of the CT scan model might
overestimate the true stiffness of local regions. At the scale of clinical CT imaging, directional stiffnesses
are not clearly defined which can lead to inaccuracies when quantifying the stiffness using a single
isotropic value.

The modelling framework presented in this study has a number of limitations that must be
acknowledged. In the musculoskeletal model used to derive the loading environment applied on
the pelvis, muscle actuators did not take into account contraction dynamics and force-length-velocity
relationships [49]. Furthermore, the muscle actuators were not spread over bone attachment areas
and compressive forces of muscles applied on bone were not taken into account. This limitation
was partially overcome by having a large number of muscle actuators in the musculoskeletal model.
The FE model was developed to contain only bone, ligaments and cartilage. The lack of internal
organs and soft tissue associated with the pelvic region could have an impact on the resulting bone
architecture in some regions. A potential limitation of the FE models is the scale at which they were
developed. The average edge length of the continuum elements was 3.76 mm, closer to the macroscale
rather than the microscale, as discussed in the supplementary material in Zaharie and Phillips [39].
In addition, this scale would not allow for bone voids to be modelled. However, the adapted models
could potentially allow for assessment of bone voids and bone microarchitecture using macro-to-micro
conversion relationships [54].

The lack of separate cortical and trabecular bone representations in the continuum models can be
a hindrance in the cases when bone architecture needs to be assessed locally. Similarly, the resolution
of the clinical CT scan was not suitable to allow cortical bone to be distinguished from trabecular bone
throughout the pelvis. Although the hybrid continuum models overcome this limitation, they do not
provide sufficient information on bone architecture. The hybrid orthotropic model provides trabecular
bone directionality in addition to the hybrid isotropic model, but it does not allow for an assessment of
trabecular bone architecture locally. This capability is provided by the structural model. On the other
hand, the high stiffness of the shell elements in the hybrid and structural models followed immediately
by elements with lower stiffness can pose a limitation as moments that may be present in the cortex
might not be transferred to the trabecular bone in its vicinity.

All models were found to have run times of approximately three minutes for a single loadcase on
a workstation PC with one Intel Xeon E5-2630 v2 2.60 GHz (Dell Computer Corporation, Round Rock,
TX, USA) and 64 GB of RAM. The overall run times for adapting the models to the full loading regime
were approximately 24 h for the isotropic model, 40 h for the orthotropic model, 25 h for the hybrid
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isotropic model and 38 h for the hybrid orthotropic model. The continuum and hybrid isotropic models
reported similar runtimes to the structural model. The main factor in slowing down the adaptation of
the orthotropic and hybrid orthotropic models was post-processing. Adapting a model with a much
finer mesh to the same loading regime would result in a longer runtime. Thus, although the scale
poses a limitation, the models are considered to present a reasonable balance between accuracy and
computational efficiency.

The computational models presented in this study were developed with the purpose of simulating
bone adaptation in the pelvic construct using different modelling approaches and material models
and comparing the effect that different modelling approaches have on bone adaptation. A distinct
advantage of using predictive modelling is the potential of gaining insight into the role of different
activities and corresponding muscle loading patterns on driving bone adaptation without requiring
information from CT data.

Considering that the CT derived model is isotropic, it is unexpected that those models which
include directionality either through the use of structural elements or material directionality all
compare more favourably with the CT derived model than the predicted isotropic continuum model.
A potential explanation for this is that the conversion going from HU values in the CT images to
the Young’s modulus values in the FE model picks up the dominant rather than the mean Young’s
modulus. To assess this, a combined model was generated in which the material directionalities
and ratios between the Young’s moduli found for the converged adapted orthotropic continuum
model were imposed on the CT derived model, while setting the dominant Young’s modulus value
to that given by the CT scan, resulting in an overall average stiffness of 2403 MPa. If the conversion
process finds the dominant Young’s modulus value, then this combination of the predicted continuum
orthotropic and CT derived model would be expected to have a similar response to the unaltered CT
derived model for the single leg stance load case. The slopes of the lines of best fit for the hybrid model
compared to the CT derived model are 0.96 and 0.99 for the maximum and minimum principal strains,
respectively, indicating that the conversion from HU to Young’s modulus does find the dominant
rather than the mean Young’s modulus.

5. Conclusions

The findings of this study suggest that material directionality plays an important factor in the
balance between overall stiffness and total volume of material used in the case of the continuum
and structural models. On the other hand, distinguishing between cortical and trabecular bone
leads to a reduction in the effect of material directionality on overall stiffness, potentially due to the
directionality imposed through the use of shell elements to represent cortical bone. In cases where
distinguishing between trabecular and cortical bone is important, both hybrid approaches and the
structural approach seem appropriate with the caveat that a structural approach could potentially have
a further advantage of directly providing architecture that can be additively manufactured. In addition,
despite using two different approaches, the orthotropic, hybrid and structural models predicted similar
outcomes while the isotropic predictive model compared least favourably with the CT derived model,
indicating that using an isotropic approach to model bone adaptation might not be a suitable solution.

In addition to providing information on the particularities of orthotropic and isotropic material
modelling or the use of structural shell elements to model cortical bone, the adaptive models can be
used to simulate the mechanical behaviour of bone seeded scaffolds designed to fill bone defects or to
aid tissue regeneration. Furthermore, as the models are strain driven, they can be used with different
materials to design scaffolds or implants that will be supporting the bone architecture surrounding
them, as well as stimulating bone growth. The models can also be used in applications such as
rehabilitation programs, informing the user on what type of physical activity is required to stimulate
a specific region, or to predict the evolution of skeletal diseases, such as osteoporosis, by modifying
the target strain, remodelling rate or set of activities within the adaptation process.
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Featured Application: Bone tissue engineering (BTE) can be investigated by means of mathematical
modeling and numerical tools complementary to the experimental methods. In particular, the design
process of a bone tissue engineering product or protocol can be enhanced by computer simulation
as evidenced in a number of papers in the last decades. In this work, we review the most relevant
contributions of continuum models and simulations applied to different stages and problems of
interest found in the field of BTE.

Abstract: Bone tissue engineering is currently a mature methodology from a research perspective.
Moreover, modeling and simulation of involved processes and phenomena in BTE have been proved
in a number of papers to be an excellent assessment tool in the stages of design and proof of concept
through in-vivo or in-vitro experimentation. In this paper, a review of the most relevant contributions
in modeling and simulation, in silico, in BTE applications is conducted. The most popular in silico
simulations in BTE are classified into: (i) Mechanics modeling and scaffold design, (ii) transport and
flow modeling, and (iii) modeling of physical phenomena. The paper is restricted to the review of the
numerical implementation and simulation of continuum theories applied to different processes in
BTE, such that molecular dynamics or discrete approaches are out of the scope of the paper. Two main
conclusions are drawn at the end of the paper: First, the great potential and advantages that in silico
simulation offers in BTE, and second, the need for interdisciplinary collaboration to further validate
numerical models developed in BTE.

Keywords: bone tissue engineering; biomaterials; computational mechanobiology; numerical methods
in bioengineering

1. Introduction

Bone tissue engineering (BTE) aims to persuade bone tissue to regenerate and/or heal under
diverse circumstances. These circumstances include the repair of long bone defects where the body
has limited regeneration capability, treatment of bone diseases such as osteoporosis, or to accelerate
the process of bone fracture healing [1]. The bone healing process can be summarized in the following
steps [2]: (i) A hematoma is formed from injury in the periosteum; (ii) osteocytes near the fracture
site die due to blood disruption following a demand for repair; (iii) macrophages and fibroblasts are
recruited to the site to remove tissue debris and to express extracellular matrix, then growth factors
and cytokines released by these inflammatory cells, mesenchymal stem cells are recruited from the
bone marrow and periosteum, which then proliferate and differentiate into progenitor cells; (iv) those
osteoprogenitor cells differentiate into osteoblasts and form osteoid which is rapidly calcified into
bone. Finally, (v) the uncalcified material is resorbed and new bone is deposited. The woven bone is
then remodeled into lamellar bone and the process is completed by the return of normal bone marrow
within trabecular regions, while in repairing cortical bone the spaces between trabeculae are gradually
filled in with successive layers of bone thus forming new Haversian canals.
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In order to mimic the process of natural bone healing described above, BTE methodology involves
the use of porous biomaterials as a structure support, i.e., scaffolds, which serve to temporally cover the
bone defect, as well as providing room for bone cells to invade, proliferate, and develop their specific
functions to segregate new bone matrix. Ideally, the structural support (scaffold) should degrade over
time resulting in the formation of a new bony structure [1].

The base scaffold biomaterial should mimic the natural bone matrix; therefore, ceramics and
polymers are extensively used in BTE applications. On the one hand, bioceramics including
hydroxyapatite (HA) and calcium phosphate are used. They show excellent ability to bond to
bone, good biocompatibility behavior, and reasonably good mechanical properties [3-10].

On the other hand, polymeric biomaterials are used since they are biodegradable, either natural
polymer matrices: Polysaccharides (starch, alginate, chitin/chitosan, hyaluronic acid derivates)
or proteins (soy, collagen, fibrin gels, silk). Moreover, synthetic biodegradable polymers for
BTE include saturated aliphatic polyesters: Poly(lactic acid) (PLA), poly(glycolic acid) (PGA),
poly(lactic-co-glycolide) (PLGA) copolymers, and poly(e-caprolactone); unsaturated linear polyesters:
Polypropylene fumarate (PPF); and aliphatic polyesters: Polyhydroxyalkanoates and derived products
(PHB, PHBV, P4HB, PHBHHXx, PHO). Due to the limited mechanical strength of polymeric biomaterials,
a variety of biofibers such as lignocellulosic natural fibers are used as a reinforcement [11].

Bioactive glasses are a class of inorganic biomaterials discovered by Hench in 1969 [12]. Bioactive
glass materials have the ability to bond new bone tissue enhanced by a reaction that takes place once
the biomaterial is inserted in the body environment. A number of commercial scaffolds have been
developed such as Bioglass® in bone defects, PerioGlas™ for periodontal disease, and NovaBone™
as a bone filler [13]. Some drawbacks of bioactive glasses are their low fracture toughness and
mechanical strength, especially in a porous form. These drawbacks are enhanced by a HA particulate
reinforcement [14].

In order to promote new bone tissue regeneration, following the natural process of bone healing,
the BTE methodology usually combines a seeding strategy along the biomaterial surface of the scaffold
prior to implantation. Usually bone marrow stromal cells (BMSC), mesenchymal stem cells (MSC),
or preosteoblasts are combined with bone morphogenetic proteins (BMP) or growth factors such as
transforming growth factor-f (TGF-f3), within porous scaffolds with the use of a bioreactor. In particular,
BMSC-seeded ceramics were implanted in a large tibial defect in ewes [15]. Mechanical stability at the
defect site was obtained either by an internal plate or by external fixation. Results show around 10% of
bone volume to total volume regeneration. Mastrogiacomo et al. [16] also presented the same tissue
engineering strategy for segmental tibial defect in sheep, resulting in a progressive scaffold resorption
coincident with new bone deposition [16]. A comparison of bone regeneration in rabbits among
BMSC-harvested poly(lactide-co-glycolide) scaffolds, non-harvested ones, and without scaffolds was
presented in [17]. The defect consisted of a unilateral femoral osteotomy gap created surgically under
general anesthetic and stabilized by a mandibular reconstruction plate fixated with three screws
on either side of the osteotomy site. The obtained results showed that there were no significant
differences between the use of the scaffold alone and the cell-seeded scaffold although faster in this
case. On the contrary, the non-scaffold strategy presented less regenerated tissue. Using biodegradable
scaffolds as well, Holy et al. [18] performed a trabecular-like, three-dimensional structure to repair bone.
BMCS-preseeded scaffolds were implanted in a non-healing rabbit segmental bone defect achieving
bony union within eight weeks. Biodegradable scaffolds medical-grade polycaprolactone—calcium
phosphate (mPCL-CaP) seeded with BMSC were implanted under the skin of nude rats. It presented
neo cortical and well-vascularized cancellous bone up to 40% of bone volume [19]. Savarino et al. [20]
presented a study involving the use of poly-e-caprolactone scaffolds (PCL) loaded with BMSC and
BMP-4. PCL without cells showed scarce bone formation and scaffold resorption, whereas PCL seeded
with BMSC stimulated new tissue formation. In conclusion, the combination of BMSC with BMP-4
strongly favored osteoinductivity of cellular constructs.
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Bone tissue undergoes a piezoelectric effect such that bone cells are stimulated to remodel by
means of an electrical filed, induced by a strain field, which recruits and aggregates macromolecules and
ions in the extracellular matrix [21]. This feature has been exploited in bone tissue regeneration using
piezoelectric scaffolds which mimic the natural collagen matrix, such as piezopolymers. The reader is
referred to [22] for a review of piezoelectric scaffolds.

Mathematical modeling and computer simulation have been demonstrated to be a powerful
tool both in the design and evaluation stages of scaffolds in BTE applications. In the design phase,
the mechanical properties (elasticity modulus, strength, toughness) and fluidic properties (diffusivity
and permeability) are essential for the overall success of the scaffold. Moreover, the degradation
properties and characteristics are also of interest for a certain BTE experiment. The overall
behavior during implantation of BTE processes has also been simulated through the incorporation of
biomechanical and mechanobiological theories. In the next sections, the state-of-the-art of continuum
approaches and simulation of the referred BTE phenomena are reviewed. The new challenges,
perspectives, and some conclusions are drawn at the end of the paper.

2. Mechanics Modeling

2.1. Constitutive Behavior Modeling and Scaffold Design

According to the evidences, the optimal scaffold design, i.e., microarchitecture, should include
high porosity, proper pore structure interconnection, and enough specific surface to attach cells to
segregate new matrix and proliferate [1]. In particular, porosity values in the range 60-80% are
recommended for load-bearing BTE applications [1,11]. These features can be controlled via a computer
aided design (CAD) technique of the scaffold in the design step. On the other hand, permeability
is an important parameter in tissue engineering applications, linked to pore structure and porosity,
and related to the flow of nutrients and waste removal which are essential processes during cell
activity. Moreover, the overall constitutive mechanical behavior is a design variable of the scaffold
microstructure for load bearing in BTE, as well as the distribution of the mechanical stimuli to activate
bone cell functions [23].

Both permeability and overall mechanical properties are macroscopic quantities which describe
the fluid and solid mechanical behavior of the scaffold. They can be tailored by getting control
over some scaffold parameters microscopically, e.g., mean pore size, porosity, and virgin biomaterial
mechanical properties. Hollister and co-workers have focused on the design of bone scaffolds as an
optimization problem to get a microstructure as similar as possible (mechanical properties, porosity,
pore size, etc.) to that of the implanted region. For this purpose, the homogenization theory was
extensively applied during design [24-26]. In the same context, the asymptotic homogenization theory
was applied to validate the experimental Darcian permeability and mechanical properties of a specific
scaffold, Sponceram®, available for BTE applications [27]. On the one hand, the homogenization
theory computes the overall macroscopic stiffness tensor C° as follows,

1
= [ erta+ e xaav, 8
VJy
where €?(xy,) are elementary unit strain solutions with associated displacement field xy,. Iy, is the
identity fourth order tensor, C¥ the stiffness tensor of the base (bulk) material, and V the volume of the

microscopic cell.
On the other hand, the permeability tensor K is obtained following the homogenization theory as,

1 .
K=— A% 2
7 [ v, @

with Kj. the characteristic fluid velocities associated with unit pressure gradients.
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The homogenization theory has been further developed in connection with topology optimization
in the scaffold design [28]. Coelho et al. [29] used again the homogenization theory and topological
optimization connected to the fabrication and testing of the optimal scaffold. Moreover, the mechanical
properties of a multiphasic scaffold composed of poly(propylene fumarate) reinforced with silicon
particles were obtained in terms of elasticity and shear moduli by means of theoretical developments
based on the Eshelby theory [30]. The overall mechanical properties of porous and multiphasic
scaffolds have been also obtained by means of theoretical (analytical) methods [31-33]. A review of
these methods can be seen in [34].

As seen in the cited papers above, the design of the scaffold microstructure can be posed as an
optimization problem to achieve the optimal overall constitutive behavior. The same optimization
design procedure was followed to achieve a uniform shear stress as an objective function [35].
This criterion was established to get an optimal erosion along the microstructure. In the same
context, Boccaccio et al. [36] determined the optimal loading for a number of 3D printed scaffold
microarchitectures to enhance new bone tissue growth. This study may be used in patient-specific
BTE applications.

The design of the scaffold microstructure has been recently linked to advanced manufacturing
techniques mainly based on 3D printing. Egan et al. [37] analyzed lattice-based scaffold microstructural
parameters of different families (Figure 1). Results concluded that each family may find an application
depending on its specific characteristics. The mechanical performance of 3D printed scaffolds was
evaluated as well with a focus on the distribution of the mechanical stimuli along the scaffold
microstructure [38].

A Cubic Family

C Truncated
Family

Cube FD-Cube BC-Cube

Octahedron Family

OB X

Octet V-Octet T-Octa

Figure 1. Potential lattice-based scaffold microstructures analyzed for bone tissue engineering (BTE)
applications. Reprinted with permission from [37].

2.2. Simulation of Applications of Interest

In silico modeling in BTE is becoming a predictive tool for bone regeneration simulation within
the scaffold reducing the number of in vivo/in vitro experiments that need to be performed.

Bone tissue regeneration in vivo using scaffolds inherently attends to two well-differentiated
spatial and temporal scales. One is the tissue level or macroscopic scale, with the other one being
named as pore level or micro/mesoscopic scale. Therefore, the mathematical and in silico modeling of
tissue growth within scaffolds has been usually restricted to one of these scales.
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At the macroscopic scale, finite element analyses (FEA) has been used to analyze the solid
mechanical behavior of the scaffold. Two different modeling approaches can be found in the literature
at this scale: FEA models, that simulate the fluid flow with poroelastic materials (in which the flow is
defined according to Darcy’s law) and computational fluid dynamics (CFD) models, which solve the
governing equations of fluid flow dynamics.

On the one hand, FEA have tried to investigate the effect of scaffold architecture on the neotissue
formed within the scaffold. The mathematical model of cell/tissue differentiation proposed by
Prendergast et al. [39] has been widely used in bone tissue engineering applications [40-47]. In these
studies, cell proliferation is modeled as a diffusion problem and macroscopic variables, such as the
shear strain and fluid flow, are considered as stimuli for cell differentiation. Osteochondral defect repair
using scaffolds has been simulated in [40]. Khayyeri et al. [42] predicted tissue differentiation with FEA
by means of a lattice modeling approach in a bone chamber and compared the numerical results with
in vivo bone formation. Olivares et al. [41] used a CAD-based model to analyze the effects of scaffold
pore morphology on cell differentiation stimulus values. These models are either based on computer
aided design (CAD) [42] or on micro-computed tomography (uCT) [43,44,47]. However, CAD models
are not able to capture the strain distributions seen in the uCT [48].

On the other hand, CFD characterizes the hydrodynamic field imposed on cells within different
types of scaffolds [48-53]. They allow numerical prediction of the shear stresses induced at the internal
walls in relation with the scaffold geometry and, thus, they qualitatively relate the flow of culture
medium with the macroscopic 3D shear stresses [54,55]. It is well known that flow-induced shear stress
produces a significant stimulatory effect and plays a critical role in the physiological responses [56-59].
More recent studies have predicted the new tissue formed and have related the wall shear stresses
(WSS) with cellular processes such as proliferation, differentiation, or mineralization of the extracellular
matrix by means of CFD analyses. In particular, Sonnaert et al. [60] investigated the influence of
fluid-flow-induced shear stress on the proliferation, differentiation, and matrix deposition of human
periosteal-derived cells in 3D Ti6Al4V scaffolds. Nava et al. [61] numerically described the growth
of a neotissue in a perfusion bioreactor where the growth was coupled to oxygen concentration and
shear stress. Zhao et al. [62] calculated the optimal fluid flow rate to be applied to the bioreactor for
BTE experiments by means of CFD for different scaffold pore shapes, pore diameters, and porosities.
They employed a combination of CFD with mechano-regulation theories to optimize the external
flow rate for a perfusion bioreactor. Such flow rate would maximize the scaffold surface fraction,
whose WSS was in the range required for mineralization.

In the microscopic scale, Byrne et al. [63] have presented a mechanobiological model applied to a
periodic unit cell of the scaffold microstructure. In this model, the influence of several factors such as
permeability, mechanical properties, and others have been analyzed in tissue regeneration. In the same
scale, bone tissue regeneration within a scaffold unit cell has been numerically reproduced [64] using
concepts and hypothesis previously established for a remodeling theory [65]. At a nanoscale level,
the mechanisms of cell adhesion to the walls has also been studied [66,67].

Finally, the use of multiscale methods and homogenization has allowed the analysis of different
phenomena of bone regeneration within scaffolds [68-73]. Sanz-Herrera et al. [68,69] proposed for
the first time a coupled micro-macro mathematical approach for bone tissue regeneration in tissue
engineering applications, see Figure 2. In these works, at the tissue level, the macroscopic mechanical,
diffusive, and flow properties are derived by means of the asymptotic homogenization theory. At the
microscopic scale, bone tissue regeneration at the scaffold microsurface is simulated using a bone
growth model based on a bone remodeling theory [23], whereas scaffold degradation is implemented
following a previous model [64]. This multiscale model was later used to analyze the effect of scaffold
microarchitecture in new bone tissue growth [72]. Nguyen et al. [74] performed a multiscale approach
based on a CFD analysis on two scales to predict cell growth inside a given macroporous scaffold put
in a perfusion bioreactor. Their objective was to determine the optimal flow rate in order to enhance
cell proliferation and to improve an upcoming bone reconstruction.
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Figure 2. Multiscale computer simulation in BTE to predict new bone tissue growth in a unit cell of a
predefined scaffold microstructure. (a) CT reconstruction of a rabbit femur, (b) model of the femur,
scaffold implantation, loads and boundary conditions, (c) detailed mesh of the model, (d) unit cell
microstructure of the scaffold solid domain, and (e) unit cell microstructure of the scaffold fluid domain.
Reprinted with permission from [69].

3. Transport and Flow Modeling

Fluid circulation, transport of nutrients, and waste removal are essential processes that must
take place inside the scaffold microstructure in a successful BTE product. In fact, vascularization, i.e.,
invasion of blood vessel and formation of new vasculature, is one of the main drawbacks in tissue
engineering [75]. Moreover, fluid percolation and circulation is important as well in vitro in BTE
assisted by bioreactors. Therefore, flow mechanics and diffusion mechanisms have been theoretically
modeled and simulated during design of BTE scaffolds.

Permeability is an overall parameter that (macroscopically) condenses the information about
how a fluid penetrates in a porous medium. Itis a clear design parameter in BTE scaffolds. Scaffold
permeability has been measured experimentally in several papers using pumped water [76,77], with a
gravity-induced pressure using water [78-80] or using compressed air [81], to cite a few. Indeed,
permeability was numerically validated using the homogenization theory versus an experimental
gravity-induced pressure setup, for a specific commercial scaffold for BTE applications [27]. In the
same context, Truscello et al. [82] validated the permeability values of Ti6Al4V scaffolds using CFD
simulations. An interesting study [83] obtained the permeability of simulated cancellous bone structure
by means of CFD analyses over a unit cell of the scaffold. Results concluded which wasthe best-suited
scaffold microarchitecture for BTE in terms of blood circulation inside the microstructure.
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The study presented in [84], see Figure 3, shows a CFD analysis over a complex non regular
microstructure of a poly(r-lactic acid) scaffold. The microstructural geometry was obtained by microCT
and results analyzed both the permeability parameter as well as the wall shear stress, which is an
important mechanobiological output as a mechanical stimulus [39], as seen before. The experimental
results validated the simulations in the referred work. Similar studies were conducted for irregular
pore geometries and regular ones [41,46]. Homogeneous fluid flow distribution was found for irregular
microstructures, in contrast to regular ones, due to irregular interconnection between the pores [85].

flow
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Figure 3. Fluid velocity streamlines along poly(r-lactic acid) non regular scaffold computed by means
of computational fluid dynamics (CFD) analysis. Reprinted with permission from [84].

On the other hand, diffusion and transport of nutrients have been simulated in the design of
scaffold microstructure. The macroscopic diffusivity of porous scaffolds, as an analogy to Darcian
permeability, was analyzed as a function of the pore microarchitecture [68]. These results were used
in a full multiscale model accounting for microstructural growth and resorption, and subsequent
macroscopic evolution. Li et al. [86] showed finite element simulations of the diffusion and evolution
of oxygen concentration along the interior of regular scaffold microstructures.

The evolution of tissue growth coupled with nutrient supply and also including mechanistic
effects has been mathematically modeled mostly for in vitro (bioreactor) conditions. In particular,
Lemon et al. [87] proposed a continuum and multiphasic model including scaffold, cells, and water
(medium) as the main phases. The model was applied to the study of the mobility and aggregation
of a population of cells seeded into an artificial polymeric scaffold. This model was extended in [88].
A similar approach, which includes coupling between tissue growth and nutrients consumption, was
proposed in [89]. The model was numerically elaborated, implemented, and solved in a hollow-fiber
membrane bioreactor as an application, validating existing results available in the literature.

4. Modeling of Physical Phenomena

In this section, we review the modeling and simulation of the most relevant physical phenomena
that take place in biomaterials in BTE applications, such as biodegradation. Most BTE products exploit
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the ability of biomaterials to dissolve over time, finally resulting in the removal of the scaffold implant.
This class of biomaterials are synthetic polymers: Lactide polymer (trimethylene carbonate p,L-lactide
(TMCDLLA)) [90], poly-e-caprolactone (PCL) [91,92], polylactic acid (PLA) [93], and polyglycolic acid
(PGA) [94,95], to cite a few. Even though the degradation products are naturally evacuated from the
human body, some secondary problems have been reported in the reaction of these residuals with the
living tissues [96].

Modeling and simulation of biodegradation of polymeric biomaterials were mainly developed
after the theory proposed by Gopferich [97]. This modeling was the basis for the development of a
number of applications in BTE using polymeric scaffolds and it considers water diffusion within the
bulk polymeric biomaterial according to a Fickean law as follows,

d = aAd in Q) 4 boundary and initial conditions, 3)

where d is the water (aqueous) concentration, « the diffusion coefficient, and A the Laplacian operator.
The dot on d denotes time derivative and () the biomaterial domain. Water concentration, W, within the
polymer is then related to the change rate of the molecular weight of the biomaterial due to hydrolysis
and assumed to depend on the local water content,

W = —pd in Q. @)

where f is a constant property of the material.

The model introduced above was applied to the study of the degradation of a unit cell of
the scaffold microstructure [66] and coupled with a bone growth multiscale model [68,69,73].
Other researchers [98,99] presented a similar but extended model to analyze degradation of biopolymers,
which takes into consideration crystallization. Further studies [100,101] introduced a mathematical
continuum formulation based on the mixture theory to model degradation, transport of molecules
across the extracellular matrix, and swelling in a hydrogel scaffold. The model was useful to investigate
hydrolytic and enzymatic degradation. Moreover, a similar model for the simulation of the hydrolysis
phenomena in polymeric biomaterials was presented in [102]. In this approach, the hydrolysis reaction
was modeled by a fundamental stochastic process and an additional autocatalytic effect. Results
were shown over different polymeric matrices providing a good agreement with experimental data in
the literature.

Inorganic bioactive materials, such as bioglasses, are widely used in BTE due to their ability to
react with the body fluid and dissolve, finally resulting in the formation of a hydroxyapatite surface
layer. This layer can form stable bonds with the adjacent living tissue, which is specially well suited to
bone implants and BTE [11,103-107].

Dissolution of bioactive glasses was macroscopically modeled using a physical-chemical model
which turned into a reaction—diffusion continuum model [108]. Dissolution was represented using
the Voxel-FEM approach. Additionally, a reaction—diffusion modeling approach was proposed for
the simulation of degradation of calcium phosphate scaffolds [109]. Recently, a generic mathematical
framework for the simulation and design of dissolution of biomaterials for tissue engineering and
drug delivery applications has been introduced [110]. The model was experimentally validated by
means of a straightforward ad hoc setup that considered the dissolution of bicarbonate pellets.

Even though magnesium implants have been used since several decades ago, they have gained
an increasing interest in the last years. The main motivations are the great advantages they offer
versus traditional metallic, bioceramic, or polymeric implants. On one hand, the absence of a
second surgery for removal due to their biodegradability characteristic [111]. Moreover, magnesium
implants show similar mechanical properties to bone tissue, avoiding bone resorption due to stress
shielding in the neighborhood of the implant and hence minimizing osseointegration problems. Finally,
magnesium implants can be used as a load-bearing scaffold being then an ideal candidate for BTE
applications [111-113]. As a main drawback, magnesium biomaterials release hydrogen gas as a
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consequence of biodegradation which may prove dangerous under uncontrolled fast dissolution
reaction rates [114]. Modeling and simulation of magnesium biodegradation is therefore identified
as a useful assessment tool in the design phase of magnesium implants and BTE applications
both to understand and control the dissolution process of such biomaterials. In this context,
Grogan et al. [115,116] presented physically based continuum models, based on reaction—diffusion
equations, available to analyze the corrosion of magnesium metal stents. A similar mathematical
modeling was shown in [117] but using the level-set strategy to simulate the dissolution of the
biomaterial. Sanz-Herrera et al. [118] developed a continuum model for the biodegradation of
magnesium accounting for the dynamics and evolution of secondary species, such as pH or corrosion
products. The model was qualitatively validated with previous results found in the literature (Figure 4).

Not avaliable
data

Invivo experiment (Lietal. 2017)

Simulation {presentwork)

Figure 4. Validation of the simulation of magnesium screw degradation obtained by the mathematical
modeling presented by Sanz-Herrera et al. [118] (bottom), compared with the experimental setup by
Li et al. [119] (top). Reprinted with permission from [118].

The general continuum modeling framework proposed above based on reaction—diffusion
equations, numerical implementation, and simulation has been applied to drug delivery systems [120].
Additional mathematical models have been proposed in this field in the last decades. Since this is not
the focus of this paper, the reader is addressed to [121] for a review of models in drug delivery.

5. Perspectives

Continuum modeling and simulation in BTE has been proved to be a useful tool at several stages
of the methodology according to the revised literature. On one hand, the design of the scaffold
in terms of its desired characteristics, such as porosity, pore connectivity, permeability, or overall
mechanical behavior, according to a specific application, has been a niche of research using numerical
methods. The literature is nowadays vast regarding computer-aided scaffold design, and, traditionally,
researchers involved in this part have not always been connected with the fabrication process, which has
been performed in collaboration with biomaterial scientists. Currently, 3D printing has brought both
fields together, and now computer design of scaffolds is usually complemented by 3D printing of
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prototypes and mechanical testing of the specimens in the lab [122]. In addition, bioprinting techniques,
i.e., 3D printing technology using biological materials, are being explored as an alternative to traditional
BTE [123-127]. Numerical methods can be particularly useful in this context for the design of the
printing strategy and simulation of the biofabrication technique [128-133].

Other physical phenomena that are relevant to analyze in the design phase of a BTE product
have not been treated and investigated in detail by computer simulation. These phenomena include
biomaterial dissolution and biodegradation since a limited number of mathematical models have been
presented in the literature, despite the clear advantages that introduce simulation-based design of
degradable materials as concluded in the referred examples. This is a clear line for future research in
the modeling of BTE.

On the other hand, the evolution of the scaffold in terms of tissue growth, tissue differentiation,
and tissue-scaffold interaction has been extensively modeled and simulated in BTE applications in the
last decades. Some elaborated models including multiscale, multiphasic, and multiphysics elements
have been presented in several examples of interest, showing a great potential. First, the models
predict in silico the performance of a certain in vivo applications by means of a virtual assay conducted
in the computer. The simulation can be patient-specific accounting for the specific characteristics in
hands. Second, in silico simulations reduce time and cost of the assays, as well as reducing animal
experimentation with its subsequent ethical implications. However, the main drawback of the computer
simulation of clinical BTE applications is the fact that the models are based on empirical laws of tissue
growth and evolution. These theories have not been sufficiently validated although some of them
were proposed several decades ago. It is therefore necessary to advance the validation of the models in
connection with a multidisciplinary team of clinicians, veterinarians and biologists, by no means a
trivial task. Model validation is then identified as another research line in BTE collateral to in silico
BTE. Moreover, multiscale and multiphasic analyses have been limited by the computational cost of
this kind of modeling. In particular, multiphasic models traditionally consider both the solid and fluid
domains of the scaffold in a simplified way, either using diffusive or poroelastic approaches. A coupled
CFD (fluid phase) and mechanical (solid phase) approach, including solid—fluid interaction, can be
useful to account in a detailed fashion both the mechanobiological stimulus, as well as degradation
phenomena that take place in the biomaterial.

Finally, even a model available for BTE simulation that has been validated at some conditions, may
not be predictive in a different scenario. This fact is due to the highly phenomenological nature of this
kind of continuum model. Usually, models for BTE include an average of 10-15 model parameters to be
calibrated by experimental setups. Itis therefore needed to establish a magnified and more fundamental
observation scale in the continuum models, even lower than the pore scaffold scale; which allows to
consider in a detailed fashion cell-biomaterial sensing and interaction, as well as specific functions of
the cell such as proliferation, migration, or apoptosis. These models, posed at the cell scale, may violate
the continuum assumption and other discrete models, such as agent-based models, including lattice or
particle methods can be of application at this scale. Nonetheless, the discrete models defined at the cell
scale may be useful at meso- or macroscopic continuum scale models by fitting complex correlations at
this scale a priori or feeding with information at higher scales using a multiscale coupling approach.

6. Conclusions

Through this review, the usefulness and potential of continuum models and computer simulation,
both in the in silico design of scaffolds for BTE and in the prediction of the evolution of bone tissue
growth in BTE, have been demonstrated. Even though some issues regarding in silico design of
scaffolds can be explored in more detail, these simulations are usually calibrated and contrasted with
experimental results. On the other hand, the predictive capability of in silico models of applications of
interest in BTE needs to be enhanced. The empirical mechanobiological rules underlying those models
need further validation via interdisciplinary collaboration among the different involved researchers.
In the improvement of the predictive capability of continuum approaches in BTE, it may help to pose
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the problem in a higher and magnified observation scale, and hence less phenomenological scale,
using discrete numerical approaches such as agent-based modeling or molecular dynamics simulations.
All these efforts may contribute to make BTE a clinical viable reality in the next years.
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