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Single-Qubit Driving Fields and Mathieu Functions
Reprinted from: Symmetry 2019, 11, 1172, doi:10.3390/sym11091172 . . . . . . . . . . . . . . . . . 45

Anna Kowalewska-Kudłaszyk and Grzegorz Chimczak

Asymmetry of Quantum Correlations Decay in Nonlinear Bosonic System
Reprinted from: Symmetry 2019, 11, 1023, doi:10.3390/sym11081023 . . . . . . . . . . . . . . . . . 61

Przemyslaw Tarasewicz

The Symmetry of Pairing and the Electromagnetic Properties of a Superconductor with a
Four-Fermion Attraction at Zero Temperature
Reprinted from: Symmetry 2019, 11, 1358, doi:10.3390/sym11111358 . . . . . . . . . . . . . . . . . 71

v





About the Special Issue Editors
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She is currently working as an Assistant Professor in the Quantum Optics and Engineering Division

at the Institute of Physics at the University of Zielona Góra. Her main research interests include
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Preface to ”Quantum Information and Symmetry”

Quantum information theory (QIT) and its applications have become one of the most relevant

fields in contemporary research related to both physical and technical sciences. We have approached

the point in which novel quantum technologies are starting to play a crucial role in our world. Due to

achievements in the field of QIT and its applications, we are living in the second quantum revolution

era. As the broadly understood symmetries play a significant role in physics, they will also point to

new research directions in the field of QIT.

The Special Issue is devoted to this overlapping of the ideas of QIT and methods and models

in which various kinds of symmetries are applied. The published articles not only focus on

theoretical concepts related to information theory but also discuss physical models that could be

implemented in future designs of QIT devices. These devices could be built, for instance, as an

implementation of models describing superconductivity phenomena, which are also discussed in the

Special Issue. The broad range of other topics related to the symmetries and quantum information

are presented and discussed. For instance, quantum correlations (including quantum entanglement),

solitonic attractors, single-quit radiation fields, models of bosonic systems, PT-symmetry, Kerr-type

nonlinearities, and others are the subjects of the articles presented in the Issue.

Wiesław Leoński, Joanna K. Kalaga, Radosław Szcz�eśniak

Special Issue Editors
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Solitonic Fixed Point Attractors in the Complex
Ginzburg–Landau Equation for Associative Memories
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Abstract: It was recently shown that the nonlinear Schrodinger equation with a simplified dissipative
perturbation features a zero-velocity solitonic solution of non-zero amplitude which can be used in
analogy to attractors of Hopfield’s associative memory. In this work, we consider a more complex
dissipative perturbation adding the effect of two-photon absorption and the quintic gain/loss effects
that yields the complex Ginzburg–Landau equation (CGLE). We construct a perturbation theory for
the CGLE with a small dissipative perturbation, define the behavior of the solitonic solutions with
parameters of the system and compare the solution with numerical simulations of the CGLE. We
show, in a similar way to the nonlinear Schrodinger equation with a simplified dissipation term,
a zero-velocity solitonic solution of non-zero amplitude appears as an attractor for the CGLE. In
this case, the amplitude and velocity of the solitonic fixed point attractor does not depend on the
quintic gain/loss effects. Furthermore, the effect of two-photon absorption leads to an increase in the
strength of the solitonic fixed point attractor.

Keywords: attractor; complex Ginzburg–Landau equation; soliton; quantum machine learning;
associative memory

1. Introduction

Neuromorphic computing—the study of information processing using articficial systems
mimicking neuro-biological architectures—has attracted a huge amount of interest in modern
information science [1–5]. With the recent explosion of interest in quantum information processing
systems, it is of great interest whether neuromorphic computing can be combined with quantum
approaches [6–8]. One of the best-known model systems in neuromorphic computing is the Hopfield’s
associative memory [9], which can be considered as a dissipative dynamical system with the ability to
make associations [10–12]. In this case, the input state is one of stored patterns distorted by noise, and
the convergence to the attractor can be understood as recognition of the distorted pattern. Hopfield’s
associative memory is usually applied to store finite dimensional vectors with dynamics described
by a system of ordinary differential equations, which places restrictions on the patterns that can be
processed. It has also been shown that it is possible to encode the information in attractors within a
large dimensional dynamical system with functional configuration space. This allows for the storage
and recovery of quite complex and strongly distorted data structures. However, for partial differential

Symmetry 2020, 12, 24; doi:10.3390/sym12010024 www.mdpi.com/journal/symmetry1
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equations of a relatively general form, there are no algorithms for the determination of the desired
values of system parameters, which turn a given point of functional space into an attractor.

Meanwhile, it was shown that certain solitonic evolutionary partial differential equations, which
admit solutions of the form of localized waves with complex topological structures, can be applied
to machine learning [13]. Since such equations are usually conservative, their solutions necessarily
describe the relative motion and interaction of a constant number of solitons, which are determined by
the initial conditions. The nonlinear Schrodinger equation (NLSE) is one of the best known solitonic
equations which has already been applied in very different fields of science. It provides impressively
precise description of many physical systems, from vortex filaments to superfluids [14–16]. The
Gross–Pitaevskii equation is one particular case of the NLSE and captures many aspects of the time
evolution of Bose–Einstein condensates (BECs) [17–19]. An open dissipative version of the NLSE can
also be realized in exciton–polariton BEC systems exhibiting solitons [20–24], optical fibers [25–27] and
microresonators [28–30]. The use of BECs to solve classical optimization problems [31,32] and perform
quantum algorithms [33–40] have also been investigated. Furthermore, the NLSE has a number of
different symmetries [41], and there has been much interest in linear and nonlinear properties of
systems with potentials obeying parity-time (PT ) symmetry [42–45]. Experimental observation of
PT symmetry breaking in optics, and several theoretical suggestions of realization of PT -symmetric
optical systems have been made in recent years [46–51].

Recently, the nonlinear Schrodinger equation (NLSE), which can be realized in BEC, with a
simplified dissipative perturbation which creates a frictional force acting on soliton [25,52–56] was
considered in an application to associative memory and pattern recognition [57]. It was shown that the
control of the perturbative term allows one to decrease the velocity of soliton to zero and conserve a
positive value of its amplitude. The perturbation makes the zero-velocity solitonic solution of non-zero
amplitude into an attractor for all evolution trajectories whose initial conditions are moving solitons.
This paves the way to store information in a large dimensional dynamical system using principles
which are completely analogous to that of Hopfield’s associative memory.

In this paper, we consider the complex Ginzburg–Landau equation (CGLE) [41,58] and show that
it has similar properties as seen in Ref. [57] that can be exploited towards associative memory and
pattern recognition. The CGLE is of interest since it can be implemented in experimentally accessible
systems such as nonlinear optics, which can form the basis of experimental realization of the general
approach. We construct a perturbation theory for CGLE and compare the solution with numerical
simulations. We show that similarly to the simplified model, a zero-velocity solitonic solution of
non-zero amplitude appears in the CGLE, and we investigate the behavior of the solitonic solution on
various parameter choices.

2. The Complex Ginzburg–Landau Equation

We consider the CGLE with a dissipative perturbation which creates a frictional force on the
soliton. We show that control of the term allows us to decrease the velocity of the soliton to zero
and retain some positive value of its amplitude. The existence of such a frictional force would mean
that the perturbation turns the resting solitonic solution of certain amplitude into an attractor for all
evolution trajectories with initial conditions that are moving solitons.

The CGLE with a small dissipative perturbation reads

iut + uxx + 2|u|2u = ε(iAuxx + iBu + iC|u|2u + D|u|4u), (1)

where the subscripts denote derivatives with respect to the variable, 0 < ε � 1 is a small
parameter characterizing the perturbation, and A, B, C, D are real positive constants. The fundamental
monosolitonic solution of LHS of Equation (1) are

f (x, t) = asech(a(x − vt − x0))ei 1
2 vx+(a2− 1

4 v2)t−iσ0 , (2)

2
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where a is the soliton amplitude, v is its velocity, and x0 with σ0 are determined by the initial position
and phase of the pulse. From Equation (2) we can see that the left hand side (LHS) of Equation (1)
admits moving and steady state solitonic solutions. The small conservative perturbation of the right
hand side (RHS) of Equation (1) makes the soliton oscillate around the minimum of this perturbation
potential in a similar way to a classical particle.

From the results obtained in Ref. [59], it is natural to expect that the first term on the RHS of (1)
will create a viscous friction force that will slow down and eventually stop the soliton. However, it also
would not be surprising for such a frictional force to make the amplitude decay as well. The second
dissipative term is known to increase the soliton amplitude without making changes in its velocity.
The third and fourth terms describe the effect of two-photon absorption and the quintic gain/loss
effects respectively.

One possible way to realize the dissipation is to use solitons in a BEC. If the confining potential,
which stabilizes a BEC with the attractive interactions against collapse, is made asymmetric such that
the atoms can only undergo one-dimensional (1D) motion, it has been predicted to have matter wave
soliton solutions [60,61]. For an atomic BEC, the sign and magnitude of the nonlinearity is determined
by the scattering length α. The interactions are repulsive for α > 0 and attractive for α < 0. Dark
solitons have been observed in BECs for repulsive interactions [62–64]. With the use of Feshbach
resonances [65], adjusting the atom–atom interaction from repulsive to attractive, bright matter–wave
solitons and soliton trains were created in a BEC [66,67]. For exciton-polaritons, the interactions can be
tuned by changing the exciton fraction or introducing an indirect exciton component which possess
dipolar forces [68,69]. Furthermore, it was shown that matter–wave bright solitons can form entangled
states [70].

In an implementation with a fiber laser the dissipation can be produced in the following way. The
combined effects of self-phase modulation and cross-phase modulation induced on two orthogonal
polarization components produces a non-linearity during the propagation of the pulse in the fiber. A
polarization controller is adjusted at the output of the fiber such that the polarizing isolator passes the
central intense part of the pulse but blocks the low-intensity pulse wings. In the regime where
low-intensity waves are not as efficiently filtered out, the existence of a continuous wave (cw)
component that mediates interactions between solitons strongly affect the dynamics and a large
number of quasi-cw components produce a noisy background from which dissipative solitons can be
formed in the fiber laser cavity and reach the condensed phase. The soliton flow can be adjusted by
manual cavity tuning or triggered by the injection of an external low-power cw laser [25,54,71–76].

3. Solitonic Fixed Point Attractors

We apply Lagrangian perturbation theory for conservative partial differential equations to
describe the soliton behavior under the chosen perturbation. In this case we assume that the solution
of the perturbed equation with a single soliton initial condition continues to have this form under
evolution but the four characterizing parameters become time-dependent. This assumption is valid for
sufficiently small values of ε. Thus, we can rewrite this solution in the following form

u(x, t) = asech(aθ)eiξθ+iσ, (3)

where θ = x − 2ξt − x0, ξ = v
2 , σ = (a2 + ξ2)t − σ0 + ξx0. The LHS of Equation (1) describes a

conservative complex scalar field and can thus be (along with its complex conjugate equation) derived
from the Lagrangian density

L =
i
2
(u∗ut − u∗

t u)− |ux|2 + |u|4, (4)

where u∗ denotes the complex conjugate to the u field variable. The field u and its complex conjugate u∗

can be considered independent fields. For this reason they can be taken as the generalized Lagrangian

3
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coordinates of our problem. By making a variation of L by u∗ and u we can obtain the corresponding
densities of generalized momentum with conventional expressions from Hamiltonian mechanics:

π =
∂L

∂ut
= +

i
2

u∗ (5)

π∗ =
∂L

∂u∗
t
= − i

2
u, (6)

such that the Hamiltonian density takes the form

H = utπ + u∗
t π∗ − L = |ux|2 − |u|4. (7)

The complete energy functional is then given by

H =
∫ ∞

−∞
Hdx. (8)

Then we can obtain the following equation

dH
dt

= −
∫ ∞

−∞
(uxx + 2|u|2u)u∗

t dx + c.c.

= −ε
∫ ∞

−∞
iRu∗

t dx + c.c., (9)

where c.c. denotes the complex conjugate expression and R is a perturbation term of a general form.
To apply perturbation theory to our case, we assume parameters of the soliton to be

time-independent, and calculate the complete field Lagrangian for the single-soliton initial condition
under this assumption. This can be done through direct substitution of (3) into the Lagrangian density
(4) with subsequent integration over the coordinate space:

L =
∫ ∞

−∞
Ldx + c.c. (10)

This procedure gives the following expression for the Lagrangian in terms of soliton parameters:

L =
2
3

a3 − 2aξ2 + 2αξ
dα

dt
− 2a

dσ

dt
, (11)

where α = x − θ = 2ξt + x0 is the fourth independent parameter of the soliton. It is now convenient to
rewrite these parameters as a four-dimensional tuple

{a, ξ, α, σ} = {y1(t), y2(t), y3(t), y4(t)}. (12)

In this notation, the main equation in our case has the following form [77]:

∂L
∂yi

− d
dt
(

∂L
∂yi,t

) = ε
∫ ∞

−∞
iR

∂u∗

∂yi
dx + c.c. (13)

Thus for R = Auxx + Bu + C|u|2u − iD|u|4u, we can obtain the system of ordinary differential
equations for the parameters of the perturbed soliton

4
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σ̇ = a2(1 − 8εDa2

9
) + ξ2 (14)

α̇ = 2ξ (15)

ȧ = ε(
−2A

3
a3 − 2Aaξ2 +

4C
3

a3 + 2Ba) (16)

ξ̇ =
−4εAa2ξ

3
. (17)

First of all, we analyze the last equation, which determine the evolution of the velocity ξ. Since
both ξ and a are always non-negative, the RHS of this equation is negative so the velocity decays with
time. Assuming that there exists a stationary point, we can identify the left side of the equation with
zero, thus with the condition of a �= 0 we obtain

ξ̇ = 0 ⇒ −4εAa2ξ

3
= 0 ⇒ ξ = 0. (18)

That is, there is only one stationary point of zero velocity as required.
Next consider (16) for the amplitude a. According to above assumptions, the first two terms on

the RHS of this equation decrease the amplitude, while the last two increase it. The attainability of
the equilibrium between those forces would mean the existence of an attractive stationary point. We
assume that such point exists for t∗ � 1, and the following relation holds: ȧ(t ≥ t∗) ≈ 0. It then
follows that

ȧ = 0 ⇒ −Aa3

3
− Aaξ2 +

2Ca3

3
+ Ba = 0

⇒ a =

√
3(B − Aξ2)

A − 2C
(19)

and for times large enough ξ = 0 the expression for a∗ is

a∗ =
√

3B
A − 2C

. (20)

This means, that if A − 2C > 0 and B �= 0 our system has an attractor in a form of soliton with
positive amplitude a∗ whose velocity equals to zero. From the expressions we can see that velocity and
amplitude of the attractor do not depend on the quintic gain/loss effects. At the same time, increasing
of C leads to faster slowing down the soliton and increasing of the attractors amplitude.

Figure 1 shows a numerical evolution of the derived ODE system describing the perturbation
theory approximation for different parameters A, B, C. We can see that in this case a standing state
soliton at the minimum of the potential part of the perturbation is translated into a attractor for any
monosolitonic initial condition and that for any given values of A, B, C the ODE system has only
one attractor. Since the expression for a∗ depends only on the B

A−2C , time dependences of soliton
amplitude and velocity are presented on Figure 1a,b for different choices of parameter A and fixed
B, C. We see from Figure 1 that increasing A causes the velocity of soliton to decrease faster and that
the amplitude of the soliton decreases with increasing A. Thus, by controlling the parameters A, B, C
we can control the amplitude and velocity of soliton towards an attractor that can be designed to
store and restore information. Figure 2 shows a simulation of the CGLE in the form (1) together with
numerical evaluation of the derived ODE system describing the perturbation theory approximation.
We can see that predictions of perturbation theory are in good agreement with the numerical solution.
All calculations are implemented for the optimal parameter of ε = 0.001. For larger values of ε we
have faster convergence to the fixed point solution, but in this case the solution becomes unstable for
longer times (for instance, at ε = 0.005 the solitonic solution converges to fixed point solution at about

5
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t ≈ 200 but becomes unstable for t > 600). On the other hand, for smaller values of ε the solution is
stable everywhere under consideration but it converges to the fixed point solution very slowly.

Figure 1. (a) Amplitude and (b) velocity of the soliton versus different A for B = C = 1.

Figure 2. Evolution of soliton amplitude (a) and velocity (b) with time. Comparison of perturbation
theory (red solid line) with numerical solution (blue dot line) for ε = 0.001. Parameters of initial soliton
are a = 1, ξ = 4

5 and dissipative parameters are A = 3.5, B = C = 1.

4. Conclusions

We have investigated the CGLE with a small dissipation term, both analytically and numerically,
to realize solitonic fixed point attractors. We have shown that, in this case, a standing state soliton in
the minimum of potential part of perturbation is translated into an attractor for any monosolitonic
initial conditions. It is shown that the control of dissipative perturbation allows us to handle the
attractor of system similarly to Ref. [57], such that it is possible to store and process information. This
approach can be realized with solitons in Bose–Einstein condensates and nonlinear optical systems.
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Abstract: Quantum behavior of two oscillator modes, with mutually balanced gain and loss and
coupled via linear coupling (including energy conserving as well as energy non-conserving terms)
and nonlinear cross-Kerr effect, is investigated. Stationary states are found and their stability analysis
is given. Exceptional points for PT -symmetric cases are identified. Quantum dynamics treated
by the model of linear operator corrections to a classical solution reveals nonclassical properties of
individual modes (squeezing) as well as their entanglement.
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1. Introduction

PT -symmetric systems, which contain gain and loss in mutual balance, have been extensively
analyzed in various configurations and from different points of view since the pioneering work by
Bender and Boettcher occurred [1–3]. The simplest system is composed of two linearly coupled
oscillator modes, one exhibiting gain and the other loss [4]. In real physical applications, there occur
additional nonlinear Kerr-type terms in both oscillator modes. They originate in physical models
of mode amplification and attenuation typically realized via two-level atoms [5]. These models
were developed and extensively discussed in the semiclassical and quantum theories of lasers [6].
Stationary states then occur in such systems due to this nonlinearity. The simplest model of two
coupled nonlinear oscillator modes has been generalized to include more oscillators in various
configurations. The obtained models were applied in many areas of physics including optical
coupled structures [7–10], optical waveguides [11,12], coupled optical micro-resonators [13–15], optical
lattices [16–19], opto-mechanical systems [20,21], etc.

Recently, attention has been devoted to the consistent quantum description of PT -symmetric
systems. To guarantee the validity of commutation relations among the field operators during the
evolution, the fluctuating quantum Langevin forces with specific properties have to be considered
in the system [22–25]. As a consequence, the noise in the system constantly increases during the
evolution both owing to the amplification and attenuation [24]. Despite this, quantum PT -symmetric
systems exhibit interesting and appealing features, such as enhancement of interactions around and at
exceptional points (EPs) [26] or quantum Zeno effect [27]. The enhancement of nonlinear interactions
then opens the door for the generation of nonclassical light (squeezing) and entangled states [28–31].

Here, we investigate the behavior of a specific form of the model of two coupled oscillator modes
with amplification and attenuation that includes only the cross-Kerr nonlinear term. In addition,
linear coupling of both modes through χ(2) parametric interaction that does not conserve energy,
is considered [32,33]. It adds or removes photons simultaneously in both modes. This coupling leads to

Symmetry 2019, 11, 1020; doi:10.3390/sym11081020 www.mdpi.com/journal/symmetry11
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nonclassical properties of the fields and the occurrence of entanglement between the modes [22,32,34],
together with the cross-Kerr nonlinear coupling [35,36]. The cross-Kerr coupling is known to play
a significant role in quantum non-demolition measurement [37], generation of the states defined in
finite-dimensional Hilbert spaces [38] and generation of maximally entangled Bell-type states [39,40]).
In general, the cross-Kerr coupling appearing in the so-called Kerr couplers considerably changes their
quantum properties [41–43]. The cross-Kerr nonlinearity can even enhance the usual Kerr effect, e.g.,
when squeezing effects are analyzed [44].

We show that continuous sets of stationary states occur in the model and we analyze their stability.
Then, in the framework of the model of quantum superposition of signal and noise [22], we address
squeezed-state generation and generation of entangled states around the stationary states. We note that
if one of the oscillator modes in the analyzed model attains an additional Kerr nonlinear term, only the
trivial stationary states exist. On the other hand, if the standard Kerr nonlinear terms are attributed to
both oscillator modes, the system behavior considerably changes and only discrete stationary states
are found [45]. We note that related systems were analyzed from the point of view of squeezed-state
generation in [29] (without parametric interaction) and [31] (no Kerr terms, parametric interaction in
individual modes) and quantum-noise generation [25] (without parametric interaction). In addition,
the work [46], where breaking of the oscillatory regime in a classical two-mode PT -symmetric system
with the Kerr nonlinearity due to larger modes intensities is reported, is worth mentioning.

The paper is organized as follows. In Section 2, the analyzed system is defined and the
corresponding Heisenberg equations are given. Stationary states and their stability are investigated
in Section 3. Nonclassical properties of the evolving states are discussed in Section 4. Section 5
presents conclusions.

2. Quantum Hamiltonian and Dynamical Equations

Introducing annihilation (âj) and creation (â†
j ) operators of photons for oscillator modes 1 (j = 1)

and 2 (j = 2) with identical frequencies ω, the considered system is described by the following
interaction Hamiltonian Ĥ [22]:

Ĥ = −iγ1 â†
1 â1 − iγ2 â†

2 â2 +
[
εâ†

1 â2 + κâ1 â2 + h.c.
]
+ βc â†

1 â†
2 â1 â2. (1)

We assume that mode 1 is attenuated γ1 ≥ 0 and mode 2 is amplified γ2 ≤ 0. Transfer of energy
in the system is described by linear coupling constants ε and κ. Whereas the coupling constant ε

characterizes transfer of energy between the modes, the constant κ quantifies energy inserted and
removed to/from both modes in the same amount in the χ(2) parametric process. The nonlinear
coupling constant βc characterizes in Equation (1) the cross-Kerr nonlinear term that is responsible for
the occurrence of stationary states. Both χ(2) term of parametric interaction and cross-Kerr term occur
together in nonlinear photonic structures [33] (waveguides, nonlinear fibers). Symbol h.c. replaces the
Hermitian conjugated terms.

The Hamiltonian Ĥ in Equation (1) attains its PT -symmetric form provided that the constants γ1,
γ2, ε, κ and βc are real and

γ1 = −γ2 ≡ γ ≥ 0. (2)

Moreover, to allow for simple physical interpretation, PT -symmetric Hamiltonians are usually
applied for the range of parameters in which their linear parts are endowed with real eigenvalues.
For the Hamiltonian Ĥ in Equation (1), this occurs provided that

ε2 − κ2 − γ2 ≥ 0. (3)

Points in the space of parameters for which equality in Equation (3) holds identify systems with specific
properties. They are called exceptional points (EPs) [1]. Without the loss of generality, we further
assume ε > 0 and κ ≥ 0.
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Applying the canonical commutation relations for field operators [5] we obtain the Heisenberg
equations from the Hamiltonian Ĥ in Equation (1),

dâ1

dt
= −γ1 â1 − iεâ2 − iκâ†

2 − iβc â†
2 â2 â1 + l̂1,

dâ2

dt
= −γ2 â2 − iεâ1 − iκâ†

1 − iβc â†
1 â1 â2 + l̂2,

(4)

and the Hermitian-conjugated ones. The fluctuating Langevin operator forces l̂1 and l̂2 are introduced
in Equation (4) in relation to attenuation in mode 1 and amplification in mode 2, respectively.
Their properties [22,23,25],

〈l̂†
1(t)l̂1(t

′)〉 = 0, 〈l̂1(t)l̂†
1(t

′)〉 = 2γ1δ(t − t′),

〈l̂†
2(t)l̂2(t

′)〉 = −2γ2δ(t − t′), 〈l̂2(t)l̂†
2(t

′)〉 = 0, (5)

guarantee validity of the commutation relations for the field operators during the evolution. In mode 1,
they express the fluctuation-dissipation theorem [47,48] according to which any dissipation of the
energy from a system has to be accompanied by back-action from the environment. In analogy,
in mode 2, the Langevin forces represent a part of the ‘fluctuation-amplification theorem’ that occurs as
a consequence of consistent adding the energy into the system [6]. Symbol δ means the Dirac function.

3. Stationary States and Their Stability

First, we address the Heisenberg equations in Equation (4) in their ’classical’ noiseless limit, i.e.,
we write them for the coherent states |αj〉 with complex amplitudes αj = �j exp(iϕj), j = 1, 2:

d�1

dt
= −γ1�1 + [ε sin(ϕ)− κ sin(ψ)] �2, (6)

d�2

dt
= −γ2�2 − [ε sin(ϕ) + κ sin(ψ)] �1, (7)

dϕ1

dt
= − [ε cos(ϕ) + κ cos(ψ)]

�2

�1
− βc�2

2, (8)

dϕ2

dt
= − [ε cos(ϕ) + κ cos(ψ)]

�1

�2
− βc�2

1. (9)

In Equations (6) and (7), we suitably replace the phases ϕ1 and ϕ2 by their sum ψ = ϕ2 + ϕ1 and
difference ϕ = ϕ2 − ϕ1.

To reveal the stationary complex amplitudes α1 and α2, we set the time derivatives in
Equations (6)–(9) to zero. Before analyzing the obtained equations in detail, we note that there
exist the trivial stationary states with �st

1 = �st
2 = 0 and arbitrary values of phases ϕst

1 and ϕst
2 .

Under the stationary conditions, Equations (8) and (9) for the phases ϕ1 and ϕ2 are dependent and,
e.g., Equation (8) gives us:

�st
1 �st

2 = −(cε + cκ)/βc. (10)

To simplify the notation, we use in Equation (10) and below the following functions that substitute
the phases ψ and ϕ:

sε = ε sin(ϕst), cε = ε cos(ϕst), sκ = κ sin(ψst), cκ = κ cos(ψst). (11)

Furthermore, the coupled Equations (6) and (7) considered to be functions of �st
1 and �st

2 have a
nontrivial solution provided that their determinant is zero:

s2
ε − s2

κ + γ1γ2 = 0. (12)
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Equation (6) when combined with Equation (10) gives us the stationary solution for amplitudes:

�st
1,2 =

√
γ2,1

βc

cε + cκ

±sε + sκ
. (13)

According to Equations (12) and (13), one phase, e.g., ψst in the stationary solution is free.
The other phase, ϕst, has to fulfill Equation (12) that admits in general four solutions. The amplitudes
�st

1,2 determined by Equation (13) have to be real and also Equation (10) has to give nonnegative �st
1 �st

2 .
To address stability of the stationary solution, we derive the linearized equations for deviations

δ�1, δ�2, δϕ and δψ from their corresponding stationary values �st
1 , �st

2 , ϕst, and ψst:

d
dt

⎡
⎢⎢⎢⎣

δ�1

δ�2

δϕ

δψ

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

−γ1 sε − sκ cε�st
2 −cκ�st

2
−sε − sκ −γ2 −cε�st

1 −cκ�st
1

G+ H+ I+sε I+sκ

G− H− I−sε I−sκ

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

δ�1

δ�2

δϕ

δψ

⎤
⎥⎥⎥⎦ . (14)

The parameters G±, H± and I± are given as follows:

G± =
βc�st

1
sε − sκ

[sε (∓γ1/γ2 − 1) + sκ (∓γ1/γ2 + 1)] ,

H± =
βc�st

2
sε + sκ

[sε (γ2/γ1 ± 1) + sκ (−γ2/γ1 ± 1)] ,

I± = (sε − sκ)/γ1 ± (sε + sκ)/γ2. (15)

For the PT -symmetric case, eigenvalues ν of the dynamical matrix from Equation (14) are given
as roots of the following polynomial:

ν
(
ν3 + bν + c

)
= 0,

b = 4(cε + cκ)(cεs2
κ + cκs2

ε)/γ2, c = −8sεsκ(cε + cκ)2/γ. (16)

The eigenvalue ν1 = 0 is related to the freedom in determining, e.g., the phase ψst of a stationary
state. Provided that cε + cκ = 0, we have ν1−4 = 0 and Equation (13) gives us the trivial stationary
state �st

1 = �st
2 = 0 lying on the border of stability.

Assuming PT -symmetry and special case without χ(2) interaction (κ = 0), we have sκ = cκ = 0
and the phase ψst is arbitrary. On the other hand, one solution for the remaining parameters of the
stationary state is derived from Equations (12) and (13) for βc > 0 in the following implicit form:

sε = γ, cε = −
√

ε2 − γ2, �st
1 = �st

2 = 4
√

ε2 − γ2/
√

βc. (17)

Similarly, we reveal one stationary solution for βc < 0:

sε = γ, cε =
√

ε2 − γ2, �st
1 = �st

2 = 4
√

ε2 − γ2/
√
−βc. (18)

Eigenvalues of the dynamical matrix in Equation (14) are obtained for both solutions in
Equations (17) and (18) as ν1−4 = 0, i.e., the states are at the border of stability.

For nonzero κ, we first address the stationary states in EPs (PT -symmetric case) for specific
values of the phase ψst. The trivial stationary states with �st

1 = �st
2 = 0 and zero eigenvalues ν1−4 = 0

in the stability analysis are found under the conditions summarized in Table 1.
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Table 1. Parameters of the trivial stationary states �st
1 = �st

2 = 0 with zero eigenvalues ν1−4 = 0 for
specific values of the phase ψst.

ψst = 0 sκ = 0 cκ = κ sε = ±γ cε = −κ

ψst = π/2 sκ = κ cκ = 0 sε = ±ε cε = 0

ψst = π sκ = 0 cκ = −κ sε = ±γ cε = κ

ψst = 3π/2 sκ = −κ cκ = 0 sε = ±ε cε = 0

The nontrivial stationary solution with �st
1 = �st

2 =
√

2κ/βc in EPs is revealed for ψst = π and
βc > 0:

sκ = 0, cκ = −κ, sε = γ, cε = −κ. (19)

On the other hand, we have for βc < 0 and ψst = 0 the stationary solution with
�st

1 = �st
2 =

√
2κ/(−βc) in EPs provided that

sκ = 0, cκ = κ, sε = γ, cε = κ. (20)

Both solutions in Equations (19) and (20) have the same eigenvalues ν1,2 = 0 and ν3,4 = ±i2
√

2κ

in the stability analysis, i.e., no amplification of amplitude fluctuations occur.
For an arbitrary phase ψst, Equation (12) admits four possible values for the phase ϕst:

ϕst
1 = ϕst

base, ϕst
2 = π − ϕst

base, ϕst
3 = π + ϕst

base, ϕst
4 = 2π − ϕst

base, (21)

where ϕst
base = arcsin(

√
κ2 sin2(ψst) + γ2/ε). However, only some of them lead to real and

nonnegative amplitudes �st
1 and �st

2 in Equation (13) and nonnegative expression in Equation (10).
According to Equation (12), |sε| ≥ |sκ |. Equation (12) can also be recast into the form suitable for
the discussion:

c2
ε − c2

κ = ε2 − κ2 − γ2. (22)

Considering Equation (22) for ε2 − κ2 − γ2 ≥ 0 we have |cε| ≥ |cκ |. If βc > 0 [βc < 0],
Equation (10) requires cε ≤ 0 [cε ≥ 0] and this admits the phases ϕst

2 and ϕst
3 [ϕst

1 and ϕst
4 ].

The expression (13) for �st
1 requires sε ≥ 0 independently of the sign of βc and so only the phases ϕst

1
and ϕst

2 can be considered. Both conditions are fulfilled only for the phase ϕst
2 [ϕst

1 ] for βc > 0 [βc < 0].
On the other hand, we have |cε| ≤ |cκ | for ε2 − κ2 − γ2 ≤ 0. In this case, cκ ≤ 0 [cκ ≥ 0] is needed

in Equation (10) for βc > 0 [βc < 0] and so ψst ∈ 〈π/2, 3π/2〉 [ψst ∈ 〈0, π/2〉 ∪ 〈3π/2, 2π〉]. Similarly
as above, sε ≥ 0 guarantees nonnegative expression (13) for �st

1 for arbitrary βc, i.e., only the phases
ϕst

1 and ϕst
2 are allowed. According to both conditions, nontrivial stationary states are expected for

the phases ϕst
1 and ϕst

2 in the interval of phase ψst ∈ 〈π/2, 3π/2〉 [ψst ∈ 〈0, π/2〉 ∪ 〈3π/2, 2π〉] for
βc > 0 [βc < 0].

The EPs occurring at the border of two above discussed regions need special attention. According
to Equation (22), we have |cε| = |cκ | at the EPs. The analysis reveals that on the top of the stationary
states characterized in the above two paragraphs, the trivial stationary states with �st

1 = �st
2 = 0

exist for the phase ϕst
3 in the interval ψst ∈ 〈0, π/2〉 ∪ 〈3π/2, 2π〉 and for the phase ϕst

4 in the interval
ψst ∈ 〈π/2, 3π/2〉 independently of the sign of βc.

The above general conclusions are further illustrated in the graphs in Figure 1 where the stationary
states and their stability are analyzed in the plane (γ/ε, ψst) for the case βc > 0. In Figure 1,
we characterize the stationary states by intensities �st2

1 and �st2
2 of modes 1 and 2, respectively. We judge

the stationary states according to the maximal values of imaginary and real parts of the complex
frequencies ν1−4. A positive (negative) imaginary part means amplification (attenuation) of amplitude
fluctuations around the stationary state (we note the inverse notation for signs for ν and γ). A nonzero
real part then indicates oscillations in the evolution of amplitude fluctuations. We have κ/ε = 0.5 for
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the graphs drawn in Figure 1 and so the EP occurs for γEP/ε =
√

3/2 ≈ 0.87. The stationary solutions
for the phase ϕst

1 exist only in the area with exponential increase of amplitudes (γ ≥ γEP), they are
unstable and amplitude fluctuations oscillate. Only at the EP, the amplitudes �st

1 and �st
2 are zero and

the state is at the border of stability. On the other hand, there exist stationary states for the phase
ϕst

2 in the oscillatory regime of amplitude evolution (γ < γEP). According to the graph in Figure 1b
amplitude fluctuations around these stationary states oscillate. They are amplified except for the line
ψst = π that lies at the border of stability (see Figure 1d). According to the graphs in Figure 1e–h,
the pattern of intensity �st2

1 of mode 1 is a mirror image of the pattern of intensity �st2
2 of mode 2 with

respect to the plane ψst = π (compare Equation (13) for γ2 = −γ1 and ±sκ).
The analysis of the graphs for the case with βc < 0 drawn under the conditions of the graphs in

Figure 1 reveals similarity provided that we replace ϕst
1 by ϕst

2 , shift the phase ψst by π and exchange
mode amplitudes �st

1 and �st
2 . This similarity is illustrated in the graphs in Figure 2 where the stationary

intensities and stability parameters are drawn at the EP for both cases. Considering βc > 0 [βc < 0]
and following the graphs in Figure 2, there exist only the trivial stationary states with �st

1 = �st
2 = 0

at the border of stability for ψst ∈ 〈0, π/2〉 ∪ 〈3π/2, 2π〉 [ψst ∈ 〈π/2, 3π/2〉] and ϕst
2 [ϕst

1 ]. For the
remaining phases ψst nontrivial stationary states are found. These states are unstable except for the
state with ψst = π [ψst = 0] and ϕst

2 [ϕst
1 ] that is at the border of stability and amplitude fluctuations

around this state oscillate. Parameters for this state are given in Equation (19) (Equation (20)).
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Figure 1. Maximal values of the real and imaginary parts of four complex frequencies ν in the stability
analysis expressed via functions Ων = log[1 + |Re(ν)|] (a,b) and Γν = sign[Im(ν)] log[1 + |Im(ν)|]
(c,d), respectively, and intensities �st2

1 (e,f) and �st2
2 (g,h) of modes 1 and 2, respectively, as they depend

on dimensionless attenuation/amplification parameter γ/ε and phase ψst for stationary states with
ϕst

1 (a,c,e,g) and ϕst
2 (b,d,f,h) defined in Equation (21); symbol sign gives the sign of the argument, log

means the decimal logarithm, Re (Im) stands for the real (imaginary) part of the argument, κ/ε = 0.5,
and βc/ε = 0.1.
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Figure 2. Maximal values of the real and imaginary parts of four complex frequencies ν in the stability
analysis expressed by functions Ων (a,d) and Γν (b,e), respectively, and intensities �st2 of mode 1 (∗)
and 2 (�) (c,f) as they depend on phase ψst for ϕst

2 (see Equation (21)) and βc/ε = 0.1 (a–c) and ϕst
1 and

βc/ε = −0.1 (d–f); EP condition γ =
√

ε2 − κ2 is assumed. Functions Ων and Γν as well as the other
parameters are given in the caption to Figure 1.

4. Quantum Properties of the Evolving States

We analyze the properties of states evolving from the stationary states determined above and
compare them with those characterizing the states originating from non-stationary states. For an initial
stationary state, the evolution is described by the Heisenberg equations in Equation (4) linearized
around the initial complex amplitudes αst

1 and αst
2 (âj = αst

j + δâj, j = 1, 2),

dδâ1

dt
= −

(
γ1 + iβc|αst

2 |2
)

δâ1 − i
(
ε + βcαst

1 αst∗
2
)

δâ2 − i
(
κ + βcαst

1 αst
2
)

δâ†
2 + l̂1,

dδâ2

dt
= −i

(
ε + βcαst∗

1 αst
2
)

δâ1 − i
(
κ + βcαst

1 αst
2
)

δâ†
1 −

(
γ2 + iβc|αst

1 |2
)

δâ2 + l̂2, (23)

and the Hermitian-conjugated ones. When an initial non-stationary state is assumed, we numerically
solve the classical nonlinear Equations (6)–(9) and linearize the Heisenberg equations around the
evolving complex amplitudes α1(t) and α2(t) [45]. In both cases the solution can be expressed in the
following general form

[
δâ1(t)
δâ2(t)

]
= U(t)

[
δâ1(0)
δâ2(0)

]
+ V(t)

[
δâ†

1(0)
δâ†

2(0)

]
+

[
f̂1(t)
f̂2(t)

]
,

[
f̂1(t)
f̂2(t)

]
=

∫ t

0
dt′U(t − t′)

[
l̂1(t′)
l̂2(t′)

]
+
∫ t

0
dt′V(t − t′)

[
l̂†
1(t

′)
l̂†
2(t

′)

]
, (24)
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in which the matrices U(t) and V(t) and correlation functions of the fluctuating operator forces f̂ j(t),
j = 1, 2, are determined numerically in general [45] and analytically under specific conditions [35,45].

We consider the initial vacuum state for the evolution of operator amplitude corrections. In this
case, the evolving states remain Gaussian and so the following six correlation functions characterize
them completely [22,35]:

〈δâ†
j (t)δâj(t)〉, 〈[δâj(t)]2〉, j = 1, 2, 〈δâ†

1(t)δâ2(t)〉, 〈δâ1(t)δâ2(t)〉. (25)

They are easily determined from Equation (24). All quantities characterizing the evolving states
can then be expressed in terms of the correlation functions (25). For example, the principal squeeze
variance of mode j is obtained as [49]

λj = 1 + 2
[
〈δâ†

j (t)δâj(t)〉 − |〈[δâj(t)]2〉|
]

, j = 1, 2. (26)

Determination of the covariance matrix in the symmetric operator ordering then allows to reach
the logarithmic negativity EN that is a suitable quantifier of the entanglement between the modes
(for details, see [50,51]).

In Figure 3, we compare the state evolution around a stationary state with that occurring around
a non-stationary state. As a stationary state, we consider the state given in Equation (19). The analyzed
non-stationary state evolves from the state that differs from that in Equation (19) in the phase ψinit = 0:

sinit
κ = 0, cinit

κ = κ, sinit
ε = −γ, cinit

ε = κ. (27)

For the stationary state that lies at the border of stability, both intensities �2
1(t) and �2

2(t) increase
during the evolution and the fluctuating forces give dominant contribution to this increase (compare
solid and dashed curves in Figure 3a). Contrary to this, for the initial non-stationary state the intensity
�2

1(t) of attenuated mode 1 first considerably decreases whereas the intensity �2
2(t) of amplified mode 2

increases constantly. According to the curves in Figure 3d, the relative contribution of fluctuating
forces to the dynamics of intensities is small. In both cases, only the attenuated mode 1 exhibits
squeezing (for the principal squeeze variances λ1,2, see Figure 3b,e) and both modes are entangled
(for the logarithmic negativity EN , see Figure 3c,f) for a limited time period. It is worth noting that both
squeezing and entanglement are stronger for the initial non-stationary state. The comparison of curves
in Figure 3b,d for the principal squeeze variances λ1,2 and in Figure 3c,e for the logarithmic negativity
EN drawn with and without the inclusion of fluctuating forces clearly documents substantial role of
these forces in consistent description of PT -symmetric quantum systems.
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Figure 3. Intensities �2 (a,d) and principal squeeze variances λ of mode 1 (∗) and 2 (�) (b,e) and
logarithmic negativity EN (c,f) as they evolve along dimensionless time εt for initial stationary
(non-stationary) state with ψst = π [ψinit = 0], �1,2 =

√
2κ/βc and ϕst

2 (a–c) [ϕinit
4 (c–e)] given in

Equation (19) (Equation (27)), assuming γ =
√

ε2 − κ2, κ/ε = 0.5, and βc/ε = 0.1. The initial vacuum
state is assumed, evolution is treated with [without] fluctuating forces (black solid [red dashed] curves).

5. Conclusions

Two oscillator modes with balanced attenuation and amplification were considered to be mutually
coupled via the usual linear coupling, χ(2) parametric process and cross-Kerr nonlinearity. Nontrivial
stationary states that occur owing to the cross-Kerr nonlinearity were identified and their stability was
determined. The stationary states typically form one-parameter systems. There occur only unstable
stationary states and states lying at the border of stability (zero imaginary parts of frequencies in
the stability analysis). The solution of linearized operator equations for mode amplitudes around
these stationary states revealed nonclassical properties of the evolving states (single-mode squeezing,
entanglement). Initial non-stationary states seem to be more suitable for nonclassical-state generation
than the stationary ones at the border of stability. Substantial role of the fluctuating Langevin operator
forces in consistent description of the system was demonstrated.
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39. Kalaga, J.K.; Jarosik, M.W.; Szczȩśniak, R.; Nguen, T.D.; Leoński, W. Pulsed Nonlinear Coupler as an Effective

Tool for the Bell-Like States Generation. Acta Phys. Polon. A 2019, 135, 273–275. [CrossRef]
40. Kalaga, J.K.; Kowalewska-Kudłaszyk, A.; Jarosik, M.W.; Szczȩśniak, R.; Leoński, W. Enhancement of the
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45. Peřina, J., Jr.; Lukš, A.; Kalaga, J.; Leoński, W.; Miranowicz, A. Nonclassical light in quantum PT -symmetric
two-mode systems. To be published.

46. Sukhorukov, A.A.; Xu, Z.; Kivshar, Y.S. Nonlinear suppression of time reversals in PT -symmetric optical
couplers. Phys. Rev. A 2010, 83, 043818. [CrossRef]

47. Callen, H.B.; Welton, T.A. Irreversibility and Generalized Noise. Phys. Rev. 1951, 83, 34–40. [CrossRef]
48. Kubo, R. The fluctuation-dissipation theorem. Rep. Prog. Phys. 1966, 29, 255–284. [CrossRef]
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Abstract: Thermodynamic properties of the s–wave symmetry superconducting phase in three selected
structures of the BaGe3 compound (P63/mmc, Amm2, and I4/mmm) were discussed in the context of DFT
results obtained for the Eliashberg function. This compound may enable the implementation of systems
for quantum information processing. Calculations were carried out within the Eliashberg formalism
due to the fact that the electron–phonon coupling constant falls within the range λ ∈ 〈0.73, 0.86〉.
The value of the Coulomb pseudopotential was assumed to be 0.122, in accordance with the experimental
results. The value of the Coulomb pseudopotential was assumed to be 0.122, in accordance with the
experimental results. The existence of the superconducting state of three different critical temperature
values, namely, 4.0 K, 4.5 K and 5.5 K, depending on the considered structure, was stated. We determined
the differences in free energy (ΔF) and specific heat (ΔC) between the normal and the superconducting
states, as well as the thermodynamic critical field (Hc) as a function of temperature. A drop in the
Hc value to zero at the temperature of 4.0 K was observed for the P63/mmc structure, which is in
good accordance with the experimental data. Further, the values of the dimensionless thermodynamic
parameters of the superconducting state were estimated as: RΔ = 2Δ(0)/kBTc ∈ {3.68, 3.8, 3.8},
RC = ΔC(Tc)/CN(Tc) ∈ {1.55, 1.71, 1.75}, and RH = TcCN(Tc)/H2

c (0) ∈ {0.168, 0.16, 0.158}, which are
slightly different from the predictions of the Bardeen–Cooper–Schrieffer theory ([RΔ]BCS = 3.53,
[RC]BCS = 1.43, and [RH ]BCS = 0.168). This is caused by the occurrence of small retardation and
strong coupling effects.

Keywords: s–wave symmetry Eliashberg formalism; BaGe3 superconductor; thermodynamic properties

PACS: 74.20.Fg, 74.25.Bt, 74.62.Fj

1. Introduction

Ba–Ge type compounds are intensively studied with respect to the broad range of their possible
technological applications, especially in thermoelectric devices [1,2], which are used for energy production
and cooling. They are usually designed to acquire energy from the waste heat sources, e.g., from industrial
or chemical processes [3]. It should be emphasized here that superconducting properties of the Ba–Ge type
compounds are used for the implementation of systems that perform quantum information processing [4].

Symmetry 2019, 11, 977; doi:10.3390/sym11080977 www.mdpi.com/journal/symmetry
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Relevant information on the various forms of quantum correlations can be found in [5–8]. Particularly
noteworthy is [9], in which the arrangement called the nonlinear quantum scissors was proposed for the
first time. It allows calculations to be made on quantum states in a Hilbert space with a finite dimension.

Ba–Ge type compounds are well worth the attention with respect to their interesting low-temperature
thermodynamic properties, including the s–wave symmetry superconducting ones [10,11]. It was pointed
out, in particular, that the Ba24Ge100 system undergoes a transition to the superconducting state at the
temperature of 0.24 K [12–14], similarly as the Ba24Si100 one. This discovery resulted in a great deal of
research work concerning the physical properties of the Ba24Ge100 material [15,16], which included studies
on the interaction of rattling phonons [2]. It is believed that the highly efficient thermoelectric conversion
realised by the unusually low thermal conductivity in these materials is closely related to phonons of
such a type. Explanation of this concept, as well as its implementation in thermoelectric devices, is one
of the most intriguing research problems in the recent twenty years [2,17]. It is worth noting that the
superconducting state in the Ba24Ge100 compound is also induced by the rattling phonons. Let us take note
of the reader, the superconducting properties in functional materials, the structural parameters, the thermal
conductivity, and the magnetic properties which are also examined. In this respect, special attention is
given to functional oxides [18–20].

In another case, induction of the s–wave symmetry superconducting phase was experimentally
observed in the BaGe3 compound of the P63/mmc crystalline structure at the temperature of 4 K [21].
The existence of the superconducting state was also stated in compounds of the CaGe3 and the SiGe3 types,
for which the critical temperature value fell within the range from 4 K to 7.4 K. The performed ab initio
calculations revealed that the materials, which we are going to consider here, belong to the family of s–wave
symmetry superconductors with an electron–phonon pairing mechanism [22,23]. The superconductivity
in the BaGe3 compound is induced by the relatively strong electron–phonon coupling (indicated by the
relatively large value of λ), which compensates for the low value of the logarithmic phonon frequency
ωln (see Table 1). The small value of ωln results from the large atomic masses M of Ba and Ge atoms
(ωln ∼ 1/

√
M). The shape of the Eliashberg function α2F(ω) and the integrated λ(ω) for the Amm2

structure were presented in Reference [24]. Phonon modes from various areas contribute uniformly to the
increase in λ, which implies the isotropic electron–phonon coupling. Additionally, the high value of the
electron density of states at the Fermi level was confirmed, so that the formation of condensate of Cooper
pairs is facilitated. Calculations were carried out by means of the VASP program employing the finite
displacement method and by means of the ABINIT program using the linear response method. Using the
DFT method, one can also model the stoichiometry of the samples (e.g., the functional [25]) in the context
of their relationship with magnetic properties.

However, it should be borne in mind that the oxygen excess and deficit can increase and decrease the
oxidation degree of cations. The changing of charge state of cations as the consequence of changing of
oxygen content changes such magnetic parameters as total magnetic moment and Curie point, as well as
such electrical parameters as activation energy and band gap. Moreover, oxygen vacancies affect exchange
interactions. Intensity of exchange interactions decreases with oxygen vacancy concentration increasing.
Exchange near the oxygen vacancies is negative according to the Goodenough–Kanamori empirical rules.
Oxygen vacancies should lead to the formation of the frustration and weak magnetic state such as spin
glass [26].

Pressure simulations were additionally performed for the BaGe3 compound. It was found that both
the value of the electron–phonon coupling constant (λ) and the value of critical temperature (Tc) decrease
with an increase in pressure [24,27]. Interestingly, there are two possible ways of BaGe3 crystallization
under high pressure (not exceeding 15 GPa, however), resulting in two different structures, namely,
Amm2 and I4/mmm [21,24], both remaining metastable even after lowering the pressure down to normal
conditions. Two newly discovered structures, Amm2 and I4/mmm, exhibit some interesting properties.
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The superconducting state can be induced in both, at the critical temperature value equal to 4.5 K and
5.5 K, respectively. The Amm2 phase is dynamically stable. It consists of clusters built of Ge atoms and
triangular prisms formed by Ba atoms and intercalated with Ge atoms [24]. Such a structure has not been
observed in any other compound of this group, which distinguishes the Amm2 phase from the two others.
The I4/mmm structure is very similar to the previously observed structure of the CaGe3 and the XSi3
compounds, where X = Ca, Y or Lu [23]. The Ge2 dimers form square prisms in this crystalline structure.
Theoretical predictions point out that the I4/mmm phase is dynamically stable under normal conditions.

The latest experimental research concerning the BaGe3 compound was carried out in 2016 [28].
The system was synthesized under high pressure and at high temperature (p = 15 GPa, T = 1300 K) and
the generation of a new structure, classified as tI32, was observed. Metallic type electrical conductivity
was stated, and the transition to the superconducting state occurred at the temperature of 6.5 K, which still
remains the highest recorded critical temperature of this compound.

In the presented work, we are going to determine all the interesting thermodynamical properties
of the s–wave symmetry superconducting state induced in the BaGe3 compound for three crystalline
structures: P63/mmc, Amm2, and I4/mmm.

Table 1. Selected values of the characteristic parameters of the s–wave symmetry superconducting state for
the respective structures of the BaGe3 compound (results obtained using Eliashberg’s formalism based on
DFT data [24]). Thermodynamic parameters appearing in the table have been defined in the text of the
work. Their meaning is carefully discussed in [29].

BaGe3 Compound

Structure P63/mmc Amm2 I4/mmm

λ 0.73 0.86 0.86
ωln(meV) 10.548 8.21 10.01

Tc (K) 4.0 4.5 5.5
r 0.033 0.047 0.047

RΔ 3.68 3.8 3.8
RC 1.55 1.71 1.75
RH 0.168 0.16 0.158

2. Theoretical Model

The electron–phonon interaction in the BaGe3 compound is relatively strong, which is confirmed by
the relatively high values of the electron–phonon coupling constant: λ = 0.73 for the P63/mmc structure
and λ = 0.86 for the two other structures, i.e. Amm2 and I4/mmm ones [24] (see Table 1). Therefore
we used the s–wave symmetry Eliashberg formalism, being a generalization of the BCS mean field
theory [30,31], to determine the thermodynamic properties of the superconducting state in the considered
systems. It should be remembered that the conventional BCS theory studies the results correctly only in
the weak electron–phonon coupling limit (λ < 0.3).

The s–wave symmetry Eliashberg equations on the imaginary axis were solved in the self-consistent
way for the whole considered temperature range. In the mixed representation, however, we analysed
them only for selected temperature values [29,32,33], for which the induction and the extinction of the
superconducting state can be most easily observed.

The Eliashberg equations on the imaginary axis take the form of:

ϕn =
π

β

M

∑
m=−M

K (iωn − iωm)− μ�θ (ωc − |ωm|)√
ω2

mZ2
m + ϕ2

m
ϕm, (1)
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and

Zn = 1 +
1

ωn

π

β

M

∑
m=−M

K (iωn − iωm)√
ω2

mZ2
m + ϕ2

m
ωmZm. (2)

The s–wave symmetry order parameter is defined by the ratio: Δn = ϕn/Zn, where ϕn = ϕ (iωn)

represents the order parameter function and Zn = Z (iωn) is the wave function renormalization
factor. Both functions depend directly on the fermionic Matsubara frequency ωn = πkBT (2n − 1),
where kB denotes the Boltzmann constant. The pairing kernel is given by the formula: K (z) =

2
∫ +∞

0 dω ω
ω2−z2 α2F (ω), where α2F (ω) is the Eliashberg function. This function models the

electron–phonon interaction. It should be noted that the numerical calculations related to the determination
of the Eliashberg function were carried out for the ideal crystal structure. In the case of heterogeneity
of the system (e.g., crystallites), one can expect the change in the thermodynamic properties of the
superconducting phase, if the value of the electron and phonon density of states change. It is also
important to change the matrix elements of the electron–phonon interaction. Analogous effects are
also observed by examining the magnetic or electric properties of the crystals [34]. In the case of small
impurities, Anderson’s theorem for the superconducting state with s–wave symmetry decides that the
value of Tc will not change [35].

Note that the electron correlations do not contribute to the pairing potential. This means that the
order parameter has only s–wave symmetry. The depairing electron correlations are modeled by the
Coulomb pseudopotential (μ�), which can be defined by the formula [36]: μ� = μ/[1 + μ ln

(
ωe/ωph

)
],

where μ = ρ (0)U, with an accuracy of the first order with respect to the the Coulomb potential (U).
The symbols ρ (0), ωe, and ωph occurring in the formula denote the electronic density of states at the
Fermi level, the characteristic electron frequency, and the characteristic phonon frequency, respectively.
In our considerations we assumed the experimentally determined value of μ� = 0.122, which was
found for the P63/mmc structure. The symbol θ represents the Heaviside function. The value of the
characteristic cutoff frequency in the Eliashberg theory should fall within the range ωc ∈ 〈3Ωmax, 10Ωmax〉.
We assumed ωc = 3Ωmax in our calculations. Note that the choice of ωc does not change the value of the
thermodynamic functions that characterize the superconducting state. Only the value of the characteristic
phonon frequency (Ωc) is changed, which is the fitting parameter. The maximum phonon frequency is
equal to Ωmax = 30 meV for the three crystalline structures considered here.

The Eliashberg function and the Coulomb pseudopotential are two input parameters for the Eliashberg
equations. In the considered system, the Eliashberg functions were substituted by the respective coupling
constants: λ = 2

∫ +∞
0 dωα2F (ω) /ω. There was also introduced the characteristic phonon frequency

(Ωc), which serves as the parameter fitting the model to the experimental data (to the value of the
critical temperature).

The Eliashberg equations were solved numerically. We made use of the finite difference approximation
of Newton’s method and assumed M = 1100, like in our other studies [37–40]. We obtained the stability of
solutions of the Eliashberg equations within the temperature range from T0 = 0.6 K to Tc.

The Eliashberg equations defined on the imaginary axis allow to determine most of the
thermodynamic properties of the superconducting phase, nevertheless, they do not give full information.
For the purpose of finding the physical value of the order parameter, the Eliashberg equations should
be solved in the mixed representation (ϕn → ϕ (ω) and Zn → Z (ω)). The s–wave symmetry Eliashberg
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equations in mixed representation can be obtained by the analytic continuation method [33]. They take
the form:

ϕ (ω + iδ) = πkBT ∑M
m=−M [K (ω − iωm)− μ�θ (ωc − |ωm|)] ϕm√

ω2
mZ2

m+ϕ2
m

+ iπ
∫ +∞

0 dω
′
α2F

(
ω

′) [ [
fBE

(
ω

′)
+ fFD

(
ω

′ − ω
)]

×
ϕ
(

ω−ω
′
+iδ

)
√
(ω−ω

′)
2
Z2(ω−ω

′+iδ)−ϕ2(ω−ω
′+iδ)

]

+ iπ
∫ +∞

0 dω
′
α2F

(
ω

′) [ [
fBE

(
ω

′)
+ fFD

(
ω

′
+ ω

)]
×

ϕ
(

ω+ω
′
+iδ

)
√
(ω+ω

′)
2
Z2(ω+ω

′+iδ)−ϕ2(ω+ω
′+iδ)

]
,

(3)

and

Z (ω + iδ) = 1 + i
ω πkBT ∑M

m=−M K (ω − iωm)
ωmZm√

ω2
mZ2

m+ϕ2
m

+ iπ
ω

∫ +∞
0 dω

′
α2F

(
ω

′) [ [
fBE

(
ω

′)
+ fFD

(
ω

′ − ω
)]

×
(

ω−ω
′)

Z
(

ω−ω
′
+iδ

)
√
(ω−ω

′)
2
Z2(ω−ω

′+iδ)−ϕ2(ω−ω
′+iδ)

]

+ iπ
ω

∫ +∞
0 dω

′
α2F

(
ω

′) [ [
fBE

(
ω

′)
+ fFD

(
ω

′
+ ω

)]
×

(
ω+ω

′)
Z
(

ω+ω
′
+iδ

)
√
(ω+ω

′)
2
Z2(ω+ω

′+iδ)−ϕ2(ω+ω
′+iδ)

]
,

(4)

where the symbols fBE (ω) and fFD (ω) stand for the Bose–Einstein and the Fermi–Dirac
functions, respectively.

3. Numerical Results

We began the analysis of properties of the superconducting state from the determination of the
characteristic phonon frequency Ωc from the equation: [Δn=1(Ωc)]T=Tc = 0. We obtained the following
values: 8.5 meV, 6.7 meV, and 8.3 meV, for the P63/mmc, the Amm2, and the I4/mmm structure,
respectively. Full numerical results are presented in Figure 1.

Figure 1. The dependence of the s–wave symmetry order parameter on the characteristic phonon frequency
(T = Tc).

Then, we solved the s–wave symmetry Eliashberg equations on the imaginary axis. We were
interested in the dependence of the order parameter (Δn=1(T)) and the wave function renormalisation
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factor (Zn=1(T)) on temperature (Figure 2). As it is well known, the order parameter takes zero value for
T ≥ Tc, what allows to estimate the critical temperature. Its respective values were found to be: Tc = 4.0 K
for P63/mmc, Tc = 4.5 K for Amm2, and Tc = 5.5 K for I4/mmm structure (see the upper plot in Figure 2).
Note that the obtained Δn=1(T) functions can be compared with experimental data. As a result, it will be
possible to identify the crystal structure of the tested system.

Please note that the results obtained by means of Eliashberg equations can be parameterised in the
following way:

Δn=1(T) = Δn=1(0)
√

1 − (T/Tc)γ, (5)

where γ = 3.3 for P63/mmc and γ = 3.35 for both other structures. It is worth mentioning here that the
parameter γ is equal to 3.0 in the standard BCS theory [41]. Additionally, Δn=1(0) ∈ {0.63, 0.73, 0.89} meV
for P63/mmc, Amm2 and I4/mmm structures, respectively.

Figure 2. The dependence of the s–wave symmetry order parameter on the temperature (upper plot).
The wave function renormalization factor versus temperature (lower plot). Numerical results obtained
within the Eliashberg formalism are marked by the point symbols, whereas the solutions obtained on the
basis of Equations (5) and (6) are plotted as dark blue solid lines.

The lower plot in Figure 2 presents the wave function renormalization factor, the value of which
slightly increases with an increase in temperature and reaches its maximum at Tc. This maximum value
should be comparable with the one obtained from the formula: Zn=1(Tc) = λ + 1. The latter, after obvious
calculations, gives the following maximum values for the considered case: Zn=1(Tc) = 1.73 for the
P63/mmc structure and Zn=1(Tc) = 1.86 for both other structures under consideration. One can easily see
that the maximum values achieved from the numerical solution within the Eliashberg formalism are in
good agreement with the ones calculated from the mentioned formula (see Figure 2). Additionally, the full
profile of the wave function renormalization factor can be approximately reproduced with the formula:

Zn=1(T) = Zn=1(0) + [Zn=1(Tc)− Zn=1(0)]
(

T
Tc

)γ

, (6)

where Zn=1(0) = 1.72 for P63/mmc and Zn=1(0) = 1.84 for both other structures. Figure 2 indicates the
results achieved numerically from the Eliashberg equations by point symbols (triangles, squares, or disks),
while the fitting functions are shown as dark blue solid lines.
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Subsequently, we determined the temperature dependence of the difference in free energy between
the superconducting and the normal state. We used the following formula normalized with respect to the
electronic density of states at the Fermi level [42]:

ΔF
ρ (0)

= −2πkBT
M

∑
n=1

[√
ω2

n + (Δn)
2 − |ωn|

]
(7)

×

⎡
⎣Z(S)

n − Z(N)
n

|ωn|√
ω2

n + (Δn)
2

⎤
⎦ .

Symbols Z(S)
n and Z(N)

n in the above formula represent the wave function renormalization factor for
the superconducting (S) and the normal (N) states, respectively.

The negative values of the difference in free energy over the whole temperature range (T0 ≤ T ≤ Tc),
shown in Figure 3 (lower section), confirm the thermodynamic stability of the superconducting state in the
crystalline structures under consideration.

Figure 3. Thermodynamic critical field (upper section) and the difference in free energy between the
superconducting and the normal state (lower section) versus temperature.

The acquired knowledge of the temperature dependence of the difference in free energy allowed us
to estimate further significant thermodynamic properties of the investigated compound. Our first step
was the calculation of the thermodynamic critical field by means of the formula:

Hc√
ρ (0)

=

√
−8π

ΔF
ρ (0)

. (8)

Its profile plotted against temperature is shown in Figure 3 (upper section). One can conclude from it
that the value of the thermodynamic critical field decreases as the temperature increases, and eventually
drops down to zero at Tc. The results presented in Figure 3 are in accordance with the experiment
carried out for the P63/mmc structure, during which the Meissner effect was observed at the temperature
T = 4.0 K [21].
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Subsequently, the difference in the specific heat (ΔC = CS − CN) between the superconducting(S)
and the normal (N) state was determined. To do this, we used the formula:

ΔC (T)
kBρ (0)

= − 1
β

d2 [ΔF/ρ (0)]

d (kBT)2 . (9)

The specific heat for the normal state can be determined by means of the formula: CN/kBρ (0) = γ/β,
where γ = 2

3 π2(1 + λ) is the Sommerfeld constant. Numerical results are presented in Figure 4 and
indicate linear growth. On the other hand, it can be seen that the specific heat in the superconducting state
increases exponentially as the temperature rises. Then, a rapid jump is observed at the critical temperature,
followed by further changes proceeding in a way characteristic of the metallic phase. It should be clearly
emphasized that the obtained specific heat curves, as well as the thermodynamic critical field curves,
can be directly compared with data obtained experimentally.

Figure 4. The specific heat for the superconducting state (CS) and the normal state (CN) versus temperature.
The vertical red lines denote the characteristic jump of the specific heat at Tc.

The succesive stage of calculations consisted in solving the s–wave symmetry Eliashberg equations in
mixed representation. In this way, we obtained functions describing both the order parameter and the wave
function renormalization factor on the real axis, so that we could analyse the damping effect. The physical
value of the order parameter can be obtained by means of the formula: Δ(T) = Re[Δ(ω = Δ(T), T)].
The results are shown in Figure 5. Each row of charts corresponds to one of the examined structures.
The frequency range was assumed to extend from 0 to 50 meV. Such an interval was selected with respect
to the construction of the Eliashberg function given for the Amm2 structure [24], which takes the non-zero
values near (2.25) meV. However, the frequency range for the other structures is remarkably greater,
even reaching 45 meV, as can be seen in the charts (Figure 5). The presented plots clearly show that only
the real part of the order parameter takes the non-zero values for low frequencies (up to 8 meV). This is
evidence of the existence of Cooper pairs with a long lifetime. For higher frequencies, also the imaginary
part of the order parameter takes non-zero values. This indicates the existence of Cooper pairs with a
finite lifetime. The rapid increase of the damping effects can be seen, especially in the frequency range
from about 8 meV to about 30 meV. It is caused by the rather strong electron–phonon coupling within
this range.
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Figure 5. The real and the imaginary part of the s–wave symmetry order parameter for selected temperature
values. The first row of charts presents results for the P63/mmc structure, the second for Amm2, and the
third for I4/mmm.

The numerical values obtained for the order parameter on the real axis Re [Δ(ω)] (Figure 5) are in
accordance with the values on the imaginary axis Δn=1 (Figure 2), what confirms the correctness of the
performed calculations.

During the last step, we determined the dimensionless termodynamic parameters of the
superconducting state: RΔ = 2Δ(0)/kBTc, RC = ΔC(Tc)/CN(Tc), and RH = TcCN(Tc)/H2

c (0). One can
notice that the results presented in Table 1 for the P63/mmc structure are quite close to the predictions of
the BCS theory ([RΔ]BCS = 3.53, [RC]BCS = 1.43, and [RH ]BCS = 0.168 [30,31]). Greater divgences can be
seen for the two other structures. The apparently different results are directly related to the presence of both
the retardation and the strong–coupling effects, which in turn are characterised by the ratio r = kBTc/ωln.
This ratio takes the following values: r = 0.03 for the P63/mmc structure, and r = 0.05 for the two other
structures (exact values are given in Table 1). The lack of the above mentioned effects in the BCS theory
could be expressed as r → 0.

4. Summary

Slack’s predictions about clathrates containing additional atoms as the promising thermoelectric
materials [43] encouraged many researchers to seek more such systems. One of them is the BaGe3

compound, for which the induction of the s–wave symmetry superconducting state at the critical
temperature of 4.0 K in the P36/mmc crystalline structure was observed during experiments [21]. Moreover,
two other structures of this compound were discovered on account of investigations, namely, Amm2
and I4/mmm [24], synthetized under high pressure and remaining thermodynamically stable under
normal conditions, which undergo the s–wave symmetry superconductor–metal phase transition at
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the temperature of 4.5 K and 5.5 K, respectively. We determined the thermodynamic properties of the
superconducting state for the reported structures using the formalism of the s–wave Eliashberg equations
by reason of the occurrence of high values of the electron–phonon coupling constants (λP36/mmc = 0.73,
λAmm2 = λI4/mmm = 0.86). In our calculations, we assumed that μ� = 0.122, in consistency with the
experimental results [21,24]. We determined the thermodynamic functions of the superconducting state
which allowed us to find the nondimensional parameters RΔ, RC, and RH . As far as the BCS theory is
considered, these parameters are universal constants and their values are as follows: [RΔ]BCS = 3.53,
[RC]BCS = 1.43, and [RH ]BCS = 0.168 [30,31]. Within the Eliashberg formalism, we achieved the following
results: RΔ = 3.68, RC = 1.55, and RH = 0.168 for the P36/mmc structure; RΔ = 3.8, RC = 1.71,
and RH = 0.16 for the Amm2 structure; and finally RΔ = 3.8, RC = 1.75, and RH = 0.158 for the I4/mmm
structure. Our results differ slightly from the predictions of the BCS theory because of the presence of
small retardation and strong–coupling effects (the relevant parameter r = kBTc/ωln is less than ∼0.05 for
all crystalline structures of the BaGe3 compound).

It should be noted that, in the case of BaGe3, the Eliashberg formalism we used describes the properties
of the superconducting state at the quantitative level. This means that the thermodynamic functions are
determined very precisely. Due to the relatively low value of the Coulomb pseudopotential, there is no
need for any modification of the presented theory.
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Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study;
in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish
the results.

References

1. Kim, S.J.; Hu, S.; Uher, C.; Hogan, T.; Huang, B.; Corbett, J.D.; Kanatzidis, M.G. Structrure and Thermoelectric
Properties of Ba6Ge25−x, Ba6Ge23Sn2, and Ba6Ge22 In3: Zintl Phases with a Chiral Clathrate Structure. J. Solid
State Chem. 2000, 153, 321–329. [CrossRef]

2. Paschen, S.; Tran, V.H.; Baenitz, M.; Carrillo-Cabrera, W.; Grin, Y.; Steglich, F. Clathrate Ba6Ge25: Thermodynamic,
magnetic, and transport properties. Phys. Rev. B 2002, 65, 134435. [CrossRef]

3. Martin, P. Thermoelectric Materials and Applications. News Bull. 2005, 2005, 30.
4. Gu, X.; Kockum, A.F.; Miranowicz, A.; Liu, Y.X.; Nori, F. Microwave photonics with superconducting quantum

circuits. Phys. Rep. 2017, 1, 718–719. [CrossRef]
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Abstract: We discuss a model consisting of four single-mode cavities with gain and loss energy in the
first and last modes. The cavities are coupled to each other by linear interaction and form a chain.
Such a system is described by a non-Hermitian Hamiltonian which, under some conditions, becomes
PT -symmetric. We identify the phase-transition point and study the possibility of generation
bipartite entanglement (entanglement between all pairs of cavities) in the system.

Keywords: PT -symmetry; entanglement; negativity

1. Introduction

One of the main principles of quantum mechanics is the assumption that the Hamiltonian
describing a quantum system must be Hermitian. In consequence, all of Hamiltonian’s eigenvalues
are real. In 1998, Bender and Boettcher [1] showed that the Hermiticity of a Hamiltonian (Ĥ = Ĥ†)

is not the only condition to obtain its real eigenvalues. When non-Hermitian Hamiltonian has PT
symmetry, its eigenvalues are real. PT symmetry means that the Hamiltonian satisfies commutation
relations

[
Ĥ, P̂T̂

]
= 0, where P̂ is a linear parity operator which changes the sign of the momentum

operator and the position operator; whereas T̂ is the antilinear time reversal operator.
The first of the studied PT -symmetric Hamiltonians with a real spectrum was that described by

the equation Ĥ = p̂2 + ix̂3 [1–3]. The most commonly discussed quantum mechanical systems with PT
symmetry are those described by Hamiltonians including a complex potential. When the imaginary
part has a plus sign, the system obtains energy from the environment; whereas the minus sign means
that the system gives energy into the environment. When the system satisfies PT symmetry, the loss
and gain must be balanced. For optical PT -symmetric systems, the refractive index n can play a role
of the potential energy V [4]. Quantum optical systems should also exhibit such balance between the
gain and loss of energy to satisfy PT symmetry condition. For such a case, the refractive index obeys
the symmetry relation n(x) = n∗(−x).

In recent years, the different kinds of PT -symmetric systems have been considered. For instance,
there has been the pair of coupled LC circuits [5], optical lattice [6,7], optomechanical system [8],
optical waveguides [9], quantum-dot [10], and others. The PT -symmetric systems can exhibit
numerous interesting phenomena such as invisibility [11], chaos induced by the PT symmetry
breaking [12], and many others.

For the PT -symmetric system, we can observe a phase-transition point which is the point
where the system loses its PT -symmetric properties. If the system is in the PT -symmetric phase,
all eigenvalues of Hamiltonian are real. When the system is in PT symmetry broken phase, it has
complex eigenvalue spectra. Such a transition point from the unbroken PT -symmetric phase to
the PT symmetry broken phase is called exceptional point [13–15]. In general, this singular point
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occurs when eigenvalues and corresponding eigenvectors of the system depend on some parameters.
When those parameters reach a critical value, then eigenvalues of the system coalesce and the
spectrum becomes complex. If two eigenvalues coalescence, we have second-order exceptional points.
During recent years, various type of singularities and their features have been studied [16–22].
The PT -symmetric systems exhibit many interesting phenomena related to the presence of an
exceptional point. For instance, enhancing spontaneous emission [23], unidirectional invisibility
in fiber networks [24], and loss-induced lasing [25].

In this paper, we concentrate on the entangled states generation in the PT -symmetric quadrimer
system. In particular, we are interested in producing bipartite entangled states, and the influence of gain
and loss rate on producing such states. The generation of entanglement in various quantum systems is
one of the fundamental areas of interest in quantum information theory. Entanglement can be observed
in various physical systems such as Bose–Einstein condensates [26,27], cavity QED [28], quantum
dots [29,30], trapped ions [31], and many others [32–37]. The research related to the production
of entanglement in open systems is of particular importance. For such a system, a crucial role is
played by the decoherence processes, which are the consequence of the interaction of the system with
the environment. One should realize that the entanglement is very sensitive to the noise processes.
The interaction with the environment leads to losses of coherence, and, in consequence, destroys
entanglement. Very interesting is sudden death and the rebirth of entanglement observed in various
systems interacting with the environment [38–41].

The paper is organized as follows. In Section 2, we describe the PT -symmetric system.
In particular, we derive the formulas determining the location of the exceptional point, the point
where the system loses its PT symmetry, then, the eigenvalues of Hamiltonian become complex. For
the different values of gain/loss rate, we analyze the possibility of generation entanglement state in
Section 3. We show how the gain/loss rate influences the entanglement production process.

2. The Model

The considered system is composed of four identical single-mode cavities of the resonance
frequency ω. The first cavity is passive (it loses the energy), the second and third ones are neutral
(no losses and no gain of the energy), and the last one is active (it gains the energy). All cavities are
coupled mutually by linear interaction and form a chain (see Figure 1). Such a system can be described
by the following Hamiltonian:

Ĥ = (ω − iγ) â†
1 â1 + ωâ†

2 â2 + ωâ†
3 â3 + (ω + iγ) â†

4 â4

+β
(
â†

1 â2 + â†
2 â1 + â†

2 â3 + â†
3 â2 + â†

3 â4 + â†
4 â3
)

,
(1)

where âi and â†
i are bosonic annihilation and creation operators, respectively, whereas the indices

1, 2, 3, 4 label four subsystems. The parameter β describes the strength of linear interaction between
two nearest cavities and γ denotes the strength of decay or the gain of cavities. We assume here that
h̄ = 1 and the parameters ω, γ, and β are real.

β β β

ωωωω

Loss
es Gain

Passive

cavity 1

Neutral

cavity 2

Neutral

cavity 3

Active

cavity 4

γ γ

Figure 1. Scheme of the model.
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The Hamiltonian defined in Equation (1) is non-Hermitian, but for some situations it becomes
PT -symmetric and its eigenvalues are real. To find the PT phase transition point, we write the
Hamiltonian Ĥ in this form:

Ĥ =
[

â†
1 â†

2 â†
3 â†

4

]
H

⎡
⎢⎢⎢⎣

â1

â2

â3

â4

⎤
⎥⎥⎥⎦ , (2)

where

H =

⎡
⎢⎢⎢⎣

ω − iγ β 0 0
β ω β 0
0 β ω β

0 0 β ω + iγ

⎤
⎥⎥⎥⎦ . (3)

Next, we can calculate the eigenvalues of the Hamiltonian H, and they are

E1 = 1
2

(
2ω −

√
2
√

3β2 −
√

5β4 − 2β2γ2 + γ4 − γ2
)

,

E2 = 1
2

(
2ω +

√
2
√

3β2 −
√

5β4 − 2β2γ2 + γ4 − γ2
)

,

E3 = 1
2

(
2ω −

√
2
√

3β2 +
√

5β4 − 2β2γ2 + γ4 − γ2
)

,

E4 = 1
2

(
2ω +

√
2
√

3β2 +
√

5β4 − 2β2γ2 + γ4 − γ2
)

.

(4)

We see that all eigenvalues depend on the frequency ω, the strength of coupling β, and the
gain and loss rate γ. The eigenvalues are real when two relations are satisfied simultaneously:(

3β2 −
√

5β4 − 2β2γ2 + γ4 − γ2
)
≥ 0 and

(
3β2 +

√
5β4 − 2β2γ2 + γ4 − γ2

)
≥ 0.

In Figure 2a,b the real and imaginary parts of Ei are presented, respectively. We see there
that the phase-transition point is localized when γ = β. If the gain/loss rate γ is smaller than the
coupling parameter β, the spectrum is real and the system is in the PT -symmetric phase. As the
parameter γ exceeds β, the system passes into the broken PT -symmetric phase, and the eigenvalues
become complex. Observed here, the phase-transition point is the second-order exceptional point at
which the two eigenvalues coalesce.
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Figure 2. The values of (a) the real part of Ei and (b) the imaginary part of Ei, as a function of ratio
γ/β. All parameters are scaled in ω units and β = ω/2.
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To study the system’s dynamics, we analyze the time evolution of the density matrix ρ̂. We can
note that PT -symmetric system is an open system which exchanges energy with the environment.
The energy is gained and lost by the system. The evolution of such a system is determined by a master
equation for the operator ρ̂

d
dt

ρ̂ = −i
[
Ĥ0, ρ̂

]
+ Lρ̂, (5)

where

Ĥ0 = ω
(

â†
1 â1 + â†

2 â2 + â†
3 â3 + â†

4 â4

)
+ β

(
â†

1 â2 + â†
2 â1 + â†

2 â3 + â†
3 â2 + â†

3 â4 + â†
4 â3

)
, (6)

and L is the Liouvillian superoperator, which in our case it takes the form:

Lρ̂ = γ
(

2â1ρ̂â†
1 − â†

1 â1ρ̂ − ρ̂â†
1 â1

)
+ γ

(
2â†

4 ρ̂â4 − â4 â†
4 ρ̂ − ρ̂â4 â†

4

)
. (7)

In Equation (7), the first term describes the loss and the second term is related to the gain of energy.
In further considerations, we assume that initially only one of the four cavities is in the one-photon

state |1〉, and the other three are in vacuum state |0〉. Therefore, we will discuss here four cases:

• ρ̂(t = 0) = |1000〉〈1000|;
• ρ̂(t = 0) = |0010〉〈0010|;
• ρ̂(t = 0) = |0100〉〈0100|;
• ρ̂(t = 0) = |0001〉〈0001|,

where |ijkl〉 = |i〉1 ⊗ |j〉2 ⊗ |k〉3 ⊗ |l〉4 are the four-mode states. For the first of them, only the passive
cavity is in the one-photon state at the initial time, then, the density matrix describing the system can
be written as |1000〉〈1000|. The next two cases analyzed correspond to the situation when one of the
neutral cavities is in the one-photon state. Finally, for the last situation discussed here, the system
starts evolution from the state |0001〉〈0001|. For such a case, only the active cavity is in the one-photon
state at the initial time.

3. The Entanglement Generation

In further considerations, we discuss the generation of two-mode entangled states. For the
analysis of the degree of bipartite entanglement between two cavities, we apply the entanglement
measure which is based on the positive partial transposition criterion, the bipartite negativity. It was
defined in [42,43] as

Nij(ρij) =
1
2 ∑

i
|λn| − λn, (8)

where ρij = Trk,l

(
ρijkl

)
is the two-mode density matrix, λn is n-th eigenvalue of the matrix ρ

Ti
ij , and ρ

Ti
ij

describes the partial transposition (with respect to the i-th mode) of the two-mode density matrix ρij.
In our consideration, we analyze only maximal values of the bipartite negativity N0110 defined in

the space of four two-mode states: |0〉|0〉; |0〉|1〉; |1〉|0〉; and |1〉|1〉. Therefore, to quantify the bipartite
entanglement, we chose the negativity because this quantity can clearly differentiate between entangled
and unentangled states when it is applied to two-qubit or qubit—qutrit systems. The negativity takes
values between 0 for separable states and 1 for maximally entangled ones. To find values of N0110,
we generate the time evolution of the density matrix for the whole system, next, we find the reduced
density matrix ρij and calculate negativities for the subsystems spanned in the four states. We note
that for the system described by PT -symmetric Hamiltonian, its evolution is nonunitary. Therefore,
we should normalize the density matrix during the all evolution-time, and then, calculate the negativity
with the application of such normalized density matrix ρijkl .

As it was mentioned before, we study the possibility of generation of the two-mode entangled
state for four cases related to the four initial states (see Figure 3).

38



Symmetry 2019, 11, 1110

First, we consider the situation when the first cavity (passive cavity) is excited, and the initial state
is ρ̂(t = 0) = |1000〉〈1000|. In Figure 3a, we show the dependence of the maximal values of negativities
N0110 on γ/β. One can see that only entanglement between modes 1-2 can be produced for all situations
considered here. What is relevant is that the degree of entanglement appearing in the system strongly
depends on the value of the gain/loss parameter. With the increased value of parameter γ, we can
observe decreasing entanglement in all pairs modes. For example, when γ = 0.99β, the maximal value
of N12 becomes closed to 0.14. For small values of γ/β, the entanglement between all pairs of cavities
is generated. Whereas for large values of γ/β, the entanglement corresponding to pairs of cavities 1-3,
1-4, 2-3, 2-4, 3-4 is not produced.

Next, we check the system’s ability to produce entanglement when the evolution of our system
starts from the state ρ̂(t = 0) = |0100〉〈0100|. For such a case, the excitation initially appears in
the second cavity (the cavity without loss and gain). In Figure 3b, we see that analogously as in
the previous case, the entanglement between all cavities is generated only for small values of γ/β

and the strength of maximal possible bipartite entanglement depends on the gain/loss rate again.
For weak losses/gains (γ < 0.03β), the entanglement between the cavities 1-2, 2-3, 1-3 is significant,
but the strongest entanglement can be observed between subsystems 2 and 3. For strong losses/gain,
the entanglement between the cavities 1-2, 2-3 plays the main role, whereas the entanglement between
modes 3-4, 2-4, 1-4 is not produced.

In the next analyzed case, for t = 0, the third cavity is in the one-photon state and the evolution
of the system starts from the state ρ̂(t = 0) = |0010〉〈0010|. Figure 3c shows that with increasing
parameter γ, all bipartite entanglements become weaker and entanglement between subsystems
1-4 and 2-4 disappears. For small values of γ/β, when the strength of the loss/gain rate increases,
the maximal values of all negativities significantly decrease. Whereas, for greater values of γ, the
values of negativities describing entanglement between modes 1-2, 2-3, 1-3 practically remain constant.
For γ > 0.2β, the strongest entanglement we observe is between two neutral cavities.

In the last case, the system’s evolution starts from state ρ̂(t = 0) = |0001〉〈0001|, and the excitation
initially appears in the active cavity. In Figure 3d, we see that analogously as in the previous case,
with increasing γ the maximal values of all negativities decrease. What is interesting is that in such
a case, all negativities reach nonzero values. The entanglement between cavities 3 and 4 plays the
main role. For subsystems 1-2, 2-3, 1-3, 2-4, the entanglement is weaker, and the weakest correlation we
observe is between passive and active cavities 1-4. For small values of γ, the negativity N14 significantly
decreases; and for γ > 0.2β reaches values close to zero (N14 < 0.01).
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Figure 3. Maximal values of the negativity versus γ/β for ω = 2β and for various initial states:
(a) |1000〉〈1000|, (b) |0100〉〈0100|, (c) |0010〉〈0010|, (d) |0001〉〈0001|.

4. Conclusions

Obtaining an entanglement quantum state plays a crucial role in the quantum information theory.
The entangled states have many possible applications, such as teleportation and dense coding.
Quantum correlations, including entanglement, play a significant role in the development of quantum
computation and quantum information processing. Therefore, it is important to understand the
entanglement nature of quantum systems. In recent years, a lot of papers have been presented on
characterizing entanglement in bipartite systems. The entanglement in such systems can be analyzed
relatively easily. The quantum correlations in systems consisting of more than two subsystems have
not been understood well, so they are extensively studied. Therefore, we were interested in studying
the ability of a PT -symmetric system to generate the entangled states, which are especially interesting
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from the point of view of quantum information theory. The purpose of this article was to contribute to
studies by addressing the entanglement generation.

In this paper, the optical quadrimer system containing four cavities characterized by frequency ω

was discussed. The cavities were coupled with each other in such a way that the system formed a chain.
Additionally, the first and the last cavity were a subject of losses and gains of energy, respectively,
and the rate of losses and gain was balanced.

For such a system, we have found a phase-transition point, and we have shown that when the
gain/loss rate is equal or smaller than coupling parameter, all eigenvalues of the system’s Hamiltonian
are real. In other words, the system is PT -symmetric, contrary to the situation when the gain/loss
rate reaches values greater than that of coupling strength and the optical quadrimer is in the broken
PT -symmetric phase. For such a case, the system has complex eigenvalue spectra.

We have analyzed four situations corresponding to the four various initial states of the system.
We were interested in the possibility of generation of entangled states and the influence of the gain/loss
rate strength on the effectiveness of production of such states. We have shown that the degree of
entanglement strongly depends on the value of the parameter γ. We have estimated the range of such
values for which the strongest bipartite entanglement can be created. For all analyzed cases, when
the values of loss/gain rate are small, with increasing γ, the entanglements significantly decrease.
For the greater values of loss/gain rate, if the initially active or passive cavity is excited, the strongest
entanglement appears between the cavity which, for t = 0, is in one-photon state and its nearest
neighbor. For the initial time, when one of the neutral cavities is excited, we can observe the strongest
entanglement between subsystems 2 and 3.
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Abstract: We report a new family of time-dependent single-qubit radiation fields for which the
correspondent evolution operator can be disentangled in an exact way via the Wei–Norman formalism.
Such fields are characterized in terms of the Mathieu functions. We show that the regions of stability
of the Mathieu functions determine the nature of the driving fields: For parameters in the stable
region, the fields are oscillating, being able to be periodic under certain conditions. Whereas, for
parameters in the instability region, the fields are pulse-like. In addition, in the stability region, this
family admits solutions for evolution loops in quantum control. We obtain some prescriptions to
reach such a control effect. Geometric phases in the evolution are also analyzed and discussed.

Keywords: quantum control; Mathieu functions; time-dependent driving fields

1. Introduction

Exactly solvable models are valuable in quantum mechanics even though the number of cases
is very limited. In the case of two-level systems (or qubits), some solutions are well-known and
longstanding [1–3]. However, the interest in the control of these systems has recently increased due
to its potential applications in quantum computation and quantum information [4]. Since the goal is
to achieve precise control operations, one should deal with time-dependent driving fields in general.
In this context, it is worth mentioning that the design of high-fidelity control operations is required [5,6]
and some techniques, such as the adiabatic rapid passage, have been proposed [7]. Nevertheless, the
analytical solution for an arbitrary driving field is still an open problem.

The dynamics of a system are determined by the correspondent dynamical law, the interactions
to which it is subjected, as well as the initial conditions. However, an alternative approach to obtain
exact solutions to such a dynamical law is constituted by the so-called inverse techniques in which
some aspects of the dynamics are prescribed and then the interactions are found. This scheme has
been widely used to deal with the control of two-level systems through time-dependent radiation
fields [8–11]. Recently, a method to generate new solutions to the one qubit dynamical problem
has been proposed within this framework. By requiring that the time-evolution operator be exactly
factorized as a product of independent exponential factors involving only one Lie algebra generator,
new families of time-dependent driving fields are obtained [12]. The evolution-operator disentangling
problem lies in the Wei–Norman theorem context [13]. In the case of the su(2) algebra, it is well-known
that the direct factorization problem is equivalent to solving a parametric oscillator-like equation whose
solutions are known in a limited number of cases [14–17]. Thus, in the inverse solution proposed
in [12], one departs from certain known solutions of such an equation and then the driving fields are
determined. Accordingly, the dynamics is sensitive to the nature of such solutions.

Symmetry 2019, 11, 1172; doi:10.3390/sym11091172 www.mdpi.com/journal/symmetry45
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The main purpose of the present paper is twofold. First, we obtain new families of analytically
solvable driving fields using the formalism presented in [12]. Within this framework we show that
the dynamics of one qubit interacting with such a family is closely related to the Mathieu functions
properties. Second, we present an analysis on the correspondent dynamics. The interest in Mathieu
functions lies in the fact that they are widely used in several branches of physics. They have emerged
throughout physics mainly in systems with elliptic symmetry or those involving periodic or oscillating
behavior. Initially, they were found by Mathieu in 1868 when he studied the oscillating modes of
an elliptical membrane [18]. Since then, extensive theoretical work has been done studying their
mathematical properties [19]. This has permitted the application of Mathieu functions to study diverse
kinds of systems such as elliptical optical waveguides [20], propagation of invariant optical beams [21],
the dynamics of electrons in periodic lattices [22], spectral singularities in PT symmetric potentials in
quantum mechanics [23], and Aharonov–Bohm oscillations [24], among others.

The present work is organized as follows. In Section 2, the method to generate exactly solvable
driving fields is revisited. We discuss in Section 3 the dynamics of a two-level system interacting
with a family of precessing fields with oscillating amplitude generated using this formalism. When
the dynamics is solved, we can request the condition to get a cyclic evolution for any initial state in
the form of an evolution loop [25,26]. In Section 4, we get the prescriptions of such effect in terms
of the dynamical parameters warranting the cyclic behavior for any initial state under the dynamics.
An additional analysis on the geometric phase behavior is then conducted. Finally, conclusions and
some perspectives are presented in Section 5.

2. Analytically Solvable Driving Fields

This Section is devoted to presenting the formalism to construct driving fields for which the
time-evolution operator is exactly factorized. We first consider the two-level system ruled by the
time-dependent Hamiltonian

H2(t) = Δσ0 + V(t)σ+ + V(t)σ−, (1)

where Δ ∈ R and {σ0, σ±} are the three generators of the su(2) algebra defined in terms of the three
traditional Pauli operators as follows: σ0 = 1

2 σz, σ± = 1
2 (σx ± iσy). Furthermore, the interaction of

the qubit with a classical field is described by the complex-valued function V. The correspondent
time-evolution operator U is a solution of the equation

i
dU(t)

dt
= H2(t) · U(t), U(0) = I. (2)

As the Hamiltonian (1) is a linear combination of the su(2) algebra generators, the Wei–Norman
theorem [13] establishes that the time-evolution operator can be written in the form

U(t) = eα(t)σ+ eΔ f (t)σ0 eβ(t)σ− , (3)

where the factorization functions α, f , and β satisfy the following coupled system of
non-linear equations:

α′ − αΔ f ′ − β′e−Δ f = −iV,

Δ f + 2αβ′e−Δ f = −iΔ,

β′eΔ f = −iV,

(4)
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with the initial conditions α(0) = f (0) = β(0) = 0. By developing the su(2) algebra in the exponential
operators, it is an easy task to demonstrate that

U(t) = I(cosh
Δ f (t)

2
+

α(t)β(t)
2

e−
Δ f (t)

2 ) + 2σ0(sinh
Δ f (t)

2
+

α(t)β(t)
2

e−
Δ f (t)

2 ) (5)

+σ+α(t)e−
Δ f (t)

2 + σ−β(t)e−
Δ f (t)

2 ,

where the operator U(t) in (5) has linked conditions fulfilled by α(t), β(t), and Δ f (t). In fact, the
unitary condition on U(t): U(t)U†(t) = I implies that conditions α(t) = 0, β(t) = 0, and Δ f (t) are
pure imaginary and fulfill together if at least two of them are requested, which can be proved directly.

Analytical solutions of System (4) are found in a limited number of cases [14]. However, in [12],
a formalism to generate exact solutions for the disentangling problem has been developed. In such an
approach, the radiation field is given by V(t) = e−iΔtR(t), where the function R reads

R(t) =
R0

μ2(t)
exp

[
iλ
∫ t

0

ds
μ2(s)

]
; (6)

here, the real parameter λ is going to be fixed by the initial conditions and the real-valued function μ

satisfies the Ermakov equation

μ′′(t) + Ω2(t)μ(t) =
Ω2

0
μ3(t)

, Ω0 =

[
|R0|2 +

λ2

4

]1/2

. (7)

For reasons to be clarified later, the real number Ω0 is called the generalized Rabi frequency.
Furthermore, the initial conditions are determined by the logarithm derivative of (6) at t = 0

R′
0

R0
= i

λ

μ2
0
− 2

μ′
0

μ0
, (8)

where R′
0 := R′(0), μ′

0 = μ′(0) and without loss of generality we take μ0 := μ(0) = 1. Thus, once
[ln R(0)]′ and R0 are provided as free parameters, the initial conditions are established. Indeed, given
δ1, δ2 ∈ R such that (ln R0)

′ = δ1 + iδ2, it is found that λ = δ2 and μ′
0 = −δ1/2. It is a well-known fact

that a particular solution to Equation (7) is related to the parametric-like equation [27,28]:

ϕ′′(t) + Ω2(t)ϕ(t) = 0, (9)

where Ω2 is a real-valued function and the initial conditions read

lim
t→0

1
R(t)

[
ϕ′(t)
ϕ(t)

+
1
2

R′(t)
R(t)

]
= 0, ϕ(0) = 1. (10)

The former expression is equivalent to the initial condition α(0) = 0 (see [14] for details). According to
Pinney (alternatively Ermakov), if u and v are two linear independent solutions of (9), then

μ(t) = [u2(t)− Ω2
0W−2v2(t)]1/2 (11)

is a solution of (7). Furthermore, u(t0) = μ(t0), u′(t0) = μ′(t0), v(t0) = 0, v′(t0) �= 0, and W stands for
the Wronskian of u and v. In addition, note that R(0) = R0 is also a free parameter to be specified and
the function ϕ solves the factorization problem [12,14]. Indeed,

α(t) =
i

R0
μ2(t) exp

[
−iΔt − iλ

∫ t

0

ds
μ2(s)

] [
ϕ′(t)
ϕ(t)

− μ′(t)
μ(t)

+
iλ

2μ2(t)

]
, (12)
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β(t) = −iR0

∫ t

0

ds
ϕ2(s)

, (13)

Δ f (t) = ln
[

μ2(t)
ϕ2(t)

]
− iλ

∫ t

0

ds
μ2(s)

− iΔt. (14)

The time-evolution of a state can be straightforwardly computed. Because an instance if the qubit’s
initial state is |0〉, at any time the state of the system reads

|ψ(t)〉 = e−Δ f (t)/2[eΔ f (t) + α(t)β(t)]|0〉+ e−Δ f (t)/2β(t)|1〉. (15)

An important physical observable is the atomic population inversion defined as P(t) := 〈σ0〉. For a
general state |ψ(t)〉 = c0|0〉+ c1|1〉, the population inversion reads P(t) = |c0|2 − |c1|2. This quantity
is defined on the interval [−1, 1]. In fact, for the largest (lowest) possible value of P(t), the state is in
the excited (ground) state with certainty. In general, for positive (negative) values of the population
inversion the probability of finding the state in the upper (lower) energy state is larger. In the Rabi
model, the population inversion is a periodic function of time where field amplitude and detuning (the
gap between the field frequency and the spacing level energy of the atom) determine the oscillation
period [12,14,29].

We finish this section by summarizing the method: One should start with the second-order
differential Equation (9) choosing Ω such that the solutions are known. The function μ is then
obtained via the Ermakov–Pinney solution and so it is possible to generate families of analytically
solvable driving fields (6) for which the initial conditions constitute free parameters to control the
dynamics. Some examples have been reported in [12]. For instance, if Ω2 is a negative real constant, the
correspondent driving field is a decaying one. However, a precessing field with oscillating amplitude is
achieved if Ω2 is a positive real constant Ω1. Such a family of control fields constitutes a generalization
of the circularly polarized field, which is obtained as a particular case of this model.

3. Dynamics in a Precessing Field with Oscillating Amplitude

In this section, we report a new family of driving fields for which the time-evolution operator
is exactly disentangled. We consider the function Ω2(t) = ω0 − ω1 cos2 (t) in the parametric
oscillator-like Equation (9), which can be written as a Mathieu equation [19,30] as follows:

ϕ′′(t) + [a − 2q cos (2t)]ϕ(t) = 0, (16)

where the identity 2 cos2 t = 1 + cos(2t) has been used and

a = ω0 −
1
2

ω1, q =
1
4

ω1. (17)

Furthermore, the following initial conditions read [ln R(0)]′ = iδ, where δ ∈ R and ϕ0 = 1. According
to (11), the function μ can be written as

μ2(t) = u2(t) +
(

Ω0v(t)
W

)2

, (18)

where Ω2
0 = |g|2 + δ2/4 has been determined considering R0 = −ig, g ∈ C. Note that these particular

expressions for the initial conditions retrieve the well-known Rabi frequency in the problem of a qubit
interacting with a circularly polarized field. Furthermore, it is easy to prove that the Wronskian W
does not depend on t.

In most cases, the two linearly independent solutions of the Mathieu Equation (16) can be written
in terms of the even and odd Mathieu functions MC(a, q, t) and MS(a, q, t) [19]. As is clarified in the
next section, we restrict ourselves to this case.
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3.1. The Dynamics of Driving Fields and the Theory of Mathieu Functions

In this section, we study the behavior of the solution μ (18) of the Ermakov Equation (7) as a
function of t, but also as a function of its parameters. The behavior of the driving fields can be very
different depending on the values of the frequencies ω0 and ω1. Moreover, R(t) can be a periodic,
non-periodic, oscillating, or pulsed-like function of time. In this respect, the theory of Mathieu
functions will be useful.

Given a value of the parameter q of the Mathieu Equation (16), there exist values of a for which
the Mathieu functions can be periodic, bounded, or unbounded [19]. When the Mathieu function MC
(MS) is periodic, the values of a are called characteristic values and they are denoted by ar (br), becoming
functions of the parameter q

ar = r2 +
∞

∑
i=1

αi(r) qi, br = r2 +
∞

∑
i=1

βi(r) qi, (19)

where αi(r), βi(r) ∈ R are given in [19]. The parameter r ≥ 0 is called the characteristic exponent and it
determines the periodic properties of the Mathieu functions. The even Mathieu function MC(ar, q, t) is
periodic with period π or 2π if the characteristic exponent r can be written as 2n, or 2n+ 1, respectively,
where n ∈ N ∪ {0}. The odd Mathieu function MS(br, q, t) is periodic with period π or 2π if r can
be written as 2n + 2, or 2n + 1, respectively [19]. When r is an integer ar �= br, then the Mathieu
functions MC(ar, q, t) and MS(br, q, t) are not solutions to the same Mathieu equation. On the other
hand, when r is not an integer, ar = br holds. Then, MC(ar, q, t) and MS(ar, q, t) are solutions to the
same Mathieu equation, and moreover, they are linearly independent [19]. Considering r as a positive
rational number, then, it can be written as r = m + p/s, where m ≥ 0 is an integer and p �= 0, s are
relative prime integers. Hence, Mathieu functions MC(ar, q, t) and MS(ar, q, t) are periodic with period
2πs, for s > 2. On the other hand, if r is an irrational number, Mathieu functions are not periodic but
bounded functions which do not decay to zero as t → ∞ [19].

We define the q − a space as the two dimensional space in which q and a are the abscissa and
ordinate, respectively. The behavior of the Mathieu functions is dictated by the region of the q − a
space in which the point (a, q) lies, and so the discussion of the previous paragraph can be summarized
into a picture in the q − a space as follows. As mentioned above, the characteristic values are functions
of q, therefore in the q − a space, the curves of ar and br lie there as functions of q. Such curves are
from now on called the characteristic curves. In Figure 1a, the behavior of the characteristic curves can
be observed in the space q − a for different integer values of r, while in Figure 1b, the case is shown
with several non-integer values of r. The characteristic curves for all non-integer positive values of
r, a case in which ar = br, saturate a certain region of the q − a space [19] which is shown shaded in
Figure 1b. This region, along with the characteristic curves of integer values of r, is known as the region
of stability of the Mathieu functions. A Mathieu function is called stable if it is bounded or tends to zero
as t → +∞, as well as it is called unstable if it diverges as t → +∞. Therefore, if the point (a, q) lies
inside (outside) the region of stability, the corresponding Mathieu function is a bounded (unbounded)
function of t. Regarding Equation (17), it can be observed that ω0 can be written as ω0 = a + ω1/2.
Taking a as a characteristic value ar(q), ω0 can be considered as a characteristic frequency (value), in
the sense that

ω0(ω1, r) = ar(ω1) + ω1/2, (20)

in the analog ω1 − ω0 space, since q = ω1/4. Figure 2 shows the behavior of the characteristic curves
ω0(ω1, r) in the ω1 − ω0 space.
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Nevertheless, we are interested in the two linearly independent solutions of the Mathieu equation
conforming to the Ermakov equation solution μ. Then, we must separate the ω1 − ω0 space into two
regions: the one in which both linearly independent solutions are stable, which will be denoted as A;
and the one in which at least one of the two solutions is unstable, represented by AC. In region A, the
function μ is a bounded function of t, while in the region AC, μ is unbounded, as can be observed from
Equation (18).

As mentioned above, within the stability region, there exist two cases: (i) the characteristic
exponent r is not an integer; and (ii) it is an integer. In case (i), both Mathieu functions MC and MS are
linearly independent stable solutions of the Mathieu Equation (16). In case (ii), the second linearly
independent solution MC as well as the second linearly independent MS are unstable [19]. On the
other hand, in the instability region, both linearly independent solutions of the Mathieu equation
are unbounded. Therefore, A can be described as the region of the ω1 − ω0 space in which the
characteristic values r are positive non-integers (see Figure 2), namely

A = {(ω1, ω0) ∈ R
2 |ω0(ω1, r) = ar(ω1) + ω1/2, r > 0, r /∈ Z}, (21)

where ar(ω1) is the characteristic value as function of ω1(q), see Equation (17). Let us denote by B
the set of points of the characteristic curves for integer values of r > 0 (denoted in Figure 1a), so the
stability region in the ω1 − ω0 space can be written as A∪B (note that the set B is part of the boundary
of A (see Figure 1)). Since this is case (ii), one of the solutions to the Mathieu equation is unstable,
then B ⊂ AC. Hence, within AC, there are two cases: the point (ω1, ω0) belongs to the unstable region
or to B.

50

Figure 2. The characteristic frequency ω0(ω1, r) = ar(ω1) + ω1/2 as functions of ω1, for several
rational values of r.

(a) b)(

Figure 1. (a) The characteristic values ar(q) (blue-dashed curves) for r = 0, 1, 2, 3, 4, 5, and br (red
curves) for r = 1, 2, 3, 4, 5, as functions of q, for several values of r ∈ N. Note that ar(0) = br(0) = r2.
(b) The shaded region is produced by all the characteristic curves with non-integer characteristic values
r, case in which ar = br.
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For simplicity, we focus on the case in which μ can be written in terms of the Mathieu functions
MC and MS. This case includes the whole region A as well as AC −B (unstable region case), that is
to say, we are excluding the points in B. Nevertheless, as the second solutions in B are unstable, the
asymptotic behavior of μ for t → ∞ for (ω1, ω0) ∈ AC is similar whether (ω1, ω0) belongs to B or not.

Since Equation (16) is invariant under a complex conjugate operation the real or imaginary part
of any of its solutions is also a solution and being μ a real-valued function, it can be written as

μ2(t) = c2Re[MC(t)]2 +
Ω2

0
W2 Re[MS(t)]2, (22)

where we have defined u(t) = cRe[MC(t)], c = 1/Re[MC(0)], and v(t) = Re[MS(t)] (the dependence
on the frequencies ω0, ω1 has been omitted for shortness) in order to satisfy the initial conditions stated
in Equation (10) and the ones mentioned after Equation (18). Furthermore, W denotes the Wronskian
of two functions. Then, the driving field R(t) can be written as

R(t) =
−iḡ

c2Re[MC(t)]2 +
Ω2

0
W2 Re[MS(t)]2

exp

⎛
⎝iδ

∫ t

0

ds

c2Re[MC(s)]2 +
Ω2

0
W2 Re[MS(s)]2

⎞
⎠ . (23)

In order to write the factorizing functions, we have to obtain the solution to the parametric
oscillator-like Equation (16), satisfying the initial conditions (8), which can be written as

ϕ(t) =
1

MC(0)
MC(t)−

iδ
2M′

S(0)
MS(t), (24)

where M′
S(t) = dMS(t)/dt. The factorizing functions can be written as

α(t) =
μ2(t)
−iḡ

[
ϕ′(t)
ϕ(t)

− μ′(t)
μ(t)

+
iδ

2μ2(t)

]
e−i(Δt+μ1(t)), (25)

β(t) = R0

∫ t

0

ds
ϕ2(s)

, (26)

Δ f (t) = ln
[

μ2(t)
ϕ2(t)

]
− iμ1(t)− iΔt, (27)

where

μ1(t) = δ
∫ t

0

ds
μ2(s)

. (28)

Now, we are able to calculate the time-evolution of the initial state ψ(0) = |1〉 given in (15).
As commented previously, population inversion, P(t) ∈ [−1, 1] is a physical quantity very useful and
descriptive for two-level systems with respect to the system dynamics. It depicts, for the quantum state,
the dynamical variation between the excited state |0〉 (P(t) = 1) and the base state |1〉 (P(t) = −1).
Thus, in our case, the population inversion can be written after some algebra as

P(t) = μ2(t)|ϕ(t)β(t)|2
{∣∣∣∣ 1

β(t)ϕ2(t)
+

α(t)
μ2(t)

ei[Δt+μ1(t)]
∣∣∣∣
2

− 1
μ4(t)

}
. (29)

3.1.1. Driving Fields in the Region A
In this case, the solution μ to Ermakov equation is a time oscillating function that can be periodic

if the characteristic exponent r is a rational number. Hence, the driving field R(t), as well as V,
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is an oscillating function which becomes periodic when the parameters g, δ, Δ, and the characteristic
exponent r satisfy the condition [12]

pδ
∫ τ

0

ds
μ2(s)

+ Δτ ≡ 0 (mod 2π), (30)

where p is a natural number and τ is the period of μ. Solutions exhibit lots of possibilities due to the
set of physical parameters a, q, g, δ, Δ, and τ (as well as ω1, ω2 instead of a, q). They could be selected
or highlighted to get several possible control effects: periodicity in the field R(t), the reaching of
evolution loops, or simply the control of population inversion. We analyze several of these effects
separately in the following sections of the article.

Figure 3 shows three examples of periodic driving fields and their associated population inversion.
In these cases, the characteristic exponent r is a rational number, so the associated μ is periodic and
the parameters g and δ are such that R(t) is a periodic function of time. Furthermore, in order to
show the time flow correspondence between the left plots with the right ones, a color scale from
blue to red has been used. As can be observed from Figure 3b,e, each minimum of the population
inversion barely corresponds to a local maximum of the transverse driving field amplitude |R(t)|.
Furthermore, the non-negative parameter p is related to the number of “petals” in each flower-like
structure of the driving field. In [12], it is shown that our model can describe a two-level system
interacting with a magnetic transverse field B⊥. It is easy to show that real and imaginary parts of
R(t) are nothing other than the field components performing a certain rotation. This fact is due to the
transverse field B2

⊥ = B2
x + B2

y = Im[R(t)]2 + Re[R(t)]2 causing the state to instantaneously precess
around the direction of the entire field, the direction of such precession becomes more horizontal
while |B⊥| � |Bz| = |Δ|

2 . Thus, when the relative orientation between the field direction and the
state direction on the Bloch sphere becomes more perpendicular, the states rotates more extremely
on the sphere, being able to reach a more extreme position there, just as it happens in the case of a
circularly polarized field [31]. These rotations becomes more effective the bigger the field is because the
instantaneous angular frequency depends on it. When the value of the parameter δ is changed, with
the others held constant, an oscillatory non-periodic driving field is obtained (see the continuous blue
curves in Figure 4). In this case, the changes in the amplitude of the driving field are not fast enough
for the population inversion to reach its minimum value −1. Now, by only increasing the parameter g
and holding the others fixed (the magnitude of B⊥ is proportional to |g|), we observe in Figure 4 (red
dashed curves) that the changes in the amplitude of the driving field are increased with respect to the
previous case, pushing the increment of the range of the peaks of the population inversion towards
(−1, 1). The positions of the maxima of the population inversion remain unchanged. We can conclude,
in this case, that as the parameter g increases, the peaks of the population inversion are sharpened,
presenting a resonant-like behavior. Furthermore, in any of the previous cases, as shown at the end of
Section 3.1, the population inversion is periodic.
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(a) (d)

(b) (e)

(c) (f)

Figure 3. The driving field (23) in the complex plane for g = 1, Δ = 1, (a) r = 1.5, ω1 = 4, ω0 = 4.53718,
δ = 0.7071, (b) r = 3.5, ω1 = 4, ω0 = 14.2946, δ = 0.28867, (c) r = 3.5, ω1 = 40, ω0 = 36.2607,
δ = 0.28867. In (d–f), the corresponding population inversion is shown. All of the previous values of
ω0 correspond to characteristic values of the Mathieu functions (16) with rational values of r, that is,
(ω1, ω0) ∈ A. Time flows from blue to red matching the scale between the types of plots.

53



Symmetry 2019, 11, 1172

Figure 4. The driving fields (23) in the complex plane (left column) and the associated population
inversion (right column) for the cases of Figure 3, except for the values of g and δ, which has been
increased as follows: (a,d) g = 1, δ = 2 (blue), and g = 5, δ = 2 (red dashed), (b,e) g = 1, δ = 5 (blue),
and g = 7, δ = 5 (red dashed), (c,f) g = 1, δ = 4 (blue), and g = 7, δ = 4 (red dashed). The driving
field precesses counterclockwise.

3.1.2. Driving Fields in the Region AC

As mentioned above, at least one of the Mathieu functions, which conform the solution μ to the
Ermakov equation, is an unbounded function diverging as t → ∞. In this case, we have observed that
the zeros of the Mathieu functions MC(t) and MS(t) tend to approach each other more and more as t
increases, a phenomenon known as condensation of zeros [19]. This gives rise to pulsed-like peaks
in the corresponding driving field R(t) (|R(t)| ∝ 1/μ2), as can be observed in Figure 5a. Therefore,
as time passes, the pulses increase their size and become narrower causing a pulsed-like behavior of
the population inversion, as can be observed in Figures 5b and 5c.
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Figure 5. (a) The driving field (23) in the complex plane. (b) Its square modulus as a function of
time. The inset is a zooming of the plot for t ∈ [0, 10] to show the correspondent local maxima, and
(c) the associated population inversion with ω1 = 1, ω0 = 1.5, g = 1, δ = 0.2887, where (ω0, ω1) /∈ A.
The driving field precesses counterclockwise.

4. Evolution Loops, Cyclic Evolution and Phases

Evolution loops are a control phenomena present in certain quantum systems admitting dynamic
solutions to the restriction U(τ) = eiφI for some τ > 0, which clearly revert the evolution after time τ.
Furthermore, the parameter φ is the global phase acquired during the process. It is relevant because
that reduction becomes independent from the initial states, thus, any initial state evolves after such
time. These phenomena boost other intermediate effects which have value in quantum control. In this
section, we show that the field being considered admits this kind of effects. In the current case,
because if α(τ) = 0 and β(τ) = 0, then Δ f (τ) is automatically pure imaginary, then, if in addition,
φ = Δ f (τ) = 4nπi, n ∈ Z, U(τ) reduces exactly to I. Such is the condition to reach evolution loops for
some t = τ (otherwise, if only α(τ) = 0 = β(τ) are fulfilled, the evolution reaches the initial state with
a non-zero phase). Then, the procedure to find such prescriptions is based in the finding of τ satisfying
α(τ) = 0 = β(τ), then by using (27), we can adjust the value of Δ to reduce Δ f (t) to 4nπi, n ∈ Z. This
is always possible due to the first two terms on the right side being independent of Δ. Despite this,
there are a lot of solutions because there are five free parameters: a, q (otherwise ω0, ω1), δ, g, t.

Figure 6 shows three examples of such an effect from a large variation in the initial state |1〉 until
a smaller one in terms of parameters a, q, g, δ, Δ, and τ. Those parameters work in a combined way
to give dynamical effects, thus, they are not related with the periodicity of R(t), P(t) of U(t) in an
exclusive way. In this sense, examples being considered are only illustrative among a wide variety
of possibilities (obtained numerically upon the conditions α(τ) = β(τ) = 0), but exhibiting different
ranges of variation for P(t). In any case, note that g and δ play an important role in such variation,
as is expected. Plots on the left exhibit the value of P(t) while plots on the right show the dynamics
represented on the Bloch sphere. Nevertheless, evolution loops are independent from the initial states,
examples consider the initial state as the ground state, |1〉. The color changes from blue to red in
agreement with the P(t) value. Note that the intermediate reaching of unitary multiples of |1〉 with
non-zero phases until the zero phase is reached in τ. The last example in Figure 6c meets the evolution
loop under periodic driving field, generating a more regular dynamics around |1〉.
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Figure 6. Population inversion together with the dynamics represented on Bloch spheres for several
prescriptions generating evolution loops. In any case, the color depicts the value of P(t) in agreement
with the left plot. (a) a = 3.37813, q = 2.6118, g = 0.53635, δ = 3.30558, Δ = 0.190982, t = 11.3718.
(b) a = 3.13268, q = 2.70972, g = 1.93404, δ = 1.41305, Δ = 0.74138, t = 18.7095. (c) a = 3.01588, q =

0.022235, g = 0.0123357, δ = 1.0189, Δ = 0.00100538, t = 18.3134 depicting a tiny regular evolution
loop with a periodic field around of |1〉.

56



Symmetry 2019, 11, 1172

Dynamical and Geometric Phases

It is well-known that a geometric phase exists related to a quantum system cyclic evolution
governed by a slow change of parameters [32,33]. The relevance of such a phase factor lies in the
foundations of quantum theory; however, it has also recently found important applications in quantum
information and computation, as a part of the system evolution [34,35].

Consider the dynamic phase φd, as well as the Aharonov–Anandan geometric phase φg in
evolution loop dynamics [36,37], which depicts the phase when the system returns to its initial
physical state at the time τ (in the current case to the state |0〉):

φd = −
∫ τ

0
〈ψ(t)|H2(t)|ψ(t)〉dt → φg = arg(〈ψ(0)|ψ(τ)〉)− φd ≡ φ − φd, (31)

which even in the simplest case of a time-independent magnetic field, a non-trivial value is obtained:
φd = −π cos θ0 and φg = π(cos θ0 − 1), where θ0 is the relative angle between the magnetic field and
the initial Bloch vector. These values are indeed independent of the field amplitude [38]. Conversely,
in time-dependent cases, the dynamical trajectory on the Bloch sphere can be manipulated with respect
to the field parameters, yielding different values of the geometric phase. Such is our case, as shown
in the examples in the Figure 6: (a) φd = −38.057, φg = 126.022, φ = 28π, (b) φd = −2.19494, φg =

52.460, φ = 16π, and (c) φd = −13.4832, φg = 88.881, φ = 24π. In these examples, the global phase φ

has been selected as the minimum value assuring the positivity for Δ. The present analysis represents
a first step in the construction of logical gates for holonomic quantum computation [34,35]. These
results will be reported elsewhere.

5. Conclusions

We have presented the study of driving fields generated by the inverse approach given in [12],
departing from a sinusoidal parametric oscillator-like equation. Regarding the solution of the
associated Ermakov equation, the driving fields and the population inversion can be written in
terms of the Mathieu functions. We have shown that the theory of Mathieu functions is determinant
in the dynamical analysis of such driving fields, as a clear split in two regions for the space of the
frequencies ω0 and ω1 is acquired. Thus, different dynamical behaviors of the driving fields are shown.
In the region A, we have shown that the driving fields have an oscillatory nature, but they can still
be periodic or non-periodic depending on the value of the parameters g and δ given by a precise
prescription obtained analytically. In this same region, the population inversion is periodic provided
that the associated Mathieu functions are also periodic. In the complement of the previous region, for
example AC, the behavior of the driving fields is pulse-like; with the amplitude and sharpness of their
peaks increasing in time, yielding a resonant-like behavior for the associated population inversion.
We consider that this system presents the advantage of having several kinds of dynamics that can be
prescribed on demand by fine tuning the frequencies ω0 and ω1 (alternatively a or q) of the parametric
oscillator-like potential. Together, we showed that evolution loop solutions are numerically achievable
and the correspondent geometric phases can be calculated. Our study represents the first stage in
the development of technological applications involving single-qubit devices. For instance, in some
many-body models, precise selective control operations on single qubits are required, which could be
achievable through the driving fields obtained in this work. Such analysis will be reported elsewhere.
We hope our results shed some light on the matter.
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* Correspondence: annakow@amu.edu.pl
† These authors contributed equally to this work.

Received: 12 July 2019; Accepted: 6 August 2019; Published: 8 August 2019

Abstract: We study the problem of the influence of one-sided different noisy channels to the quantum
correlations decay in a symmetric bosonic system. We concentrate on one type of these correlations—the
entanglement. The system under consideration is composed of two nonlinear oscillators coupled by
two-boson interactions and externally driven by a continuous coherent field. Our low-dimensional system
can be treated as 2-qutrit one. Two different noisy channels (the amplitude and the phase-damping
reservoirs) are applied to both of the system’s modes. We show that there is a noticeable difference in the
quantum entanglement in 2-qubit subspaces of the whole system decrease after swapping the reservoirs
between the modes of the considered symmetric system. It appears also that the degree of obtained
entanglement depends crucially on the position of the appropriate type of reservoir. The origin of the
observed asymmetry is also explained.

Keywords: nonlinear oscillator; quantum entanglement; open system

1. Introduction

Obtaining low-dimensional optical systems is still one of the challenges in contemporary quantum
optics. Systems evolving among a strictly limited number of quantum states play an important role, e.g.,
in quantum cryptography [1,2], state teleportation [3,4], and quantum information processing [5].

The methods leading to the state truncation rely mainly on the applications of nonlinear media of
various types. In the literature we may find both theoretical and experimental examples of low-dimensional
bosonic systems obtained with the help of effective nonlinearities of various orders and strengths [6–9].
One of such methods makes use of quantum effects leading to the phenomena known as photon blockade
(or more generally, boson blockade). This is the phenomenon in which the Hilbert space of the considered
system is significantly truncated in such a way that only a very limited number of bosonic states is available
for the whole system. Such a truncation can be obtained in two different ways, and two different physical
mechanisms lead to photon blockades.

In the first mechanism, which is known as conventional photon blockade, the origin of truncation lies in
obtaining an effective nonlinearity in the Hamiltonian describing the system [10–13]. This nonlinearity is
responsible for the non-equidistant eigenstates spectrum of the system. An external driving resonant with
one transition is not resonant with others, and thus, the number of allowed states is limited (truncated).
For example, the effective nonlinearity of a cavity field–atom interaction leads to the anharmonicity of the
Jaynes–Cummings ladder of eigenstates. The presence of single photon in this optical cavity suppresses
the appearance of the second one in the system, because a second photon at the same frequency is not
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resonant with the next transitions in the ladder [10]. This mechanism works properly only if the second
photon is detuned from each of those next transitions by amounts that are much larger than the respective
linewidths. Therefore, strong nonlinearities, and thus strong light–matter regimes, are necessary in this
first mechanism. Large nonlinearities may be problematic from an experimental point of view, but many
examples have already been presented in which strong effective nonlinearities are generated, e.g., due to:
cavity field–atom interactions in the dispersive limit [10], optomechanical interactions [14], interactions
between the atoms in optical lattices [15], nanoresonators [16], and interactions in superconducting
circuit-QED systems [17,18].

In the weak light–matter regime, where the effective nonlinearity is weak, the second mechanism
(known as unconventional photon blockade) is necessary [19–21]. It is a strongly resonant effect and requires
a minimum input intensity to operate [22]. The physical origin of this blockade effect is the result of
multipath destructive interference, which is responsible for uncoupling of some of the states.

In the considerations presented in this paper, we apply the systems characterized by strong
nonlinearities to make use of the physical mechanism leading to the conventional photon blockade.
Such systems are also known in the literature as nonlinear quantum scissors, due to their properties resulting
in truncation of the Hilbert space [23–25]. Due to the presence of strong nonlinearity, which changes the
energy spectrum of the considered system, there is only a limited number of resonant states, and finally
the effective state truncation is possible.

In many papers the limited number of two-mode states is the starting point of the discussion of
entanglement formation. Such possibility was reported for example in papers dealing with nonlinear
quantum scissors, which exploited strongly nonlinear media (with χ(3) much larger than other parameters
describing the interactions) to obtain 2-qubit, qutrit-qubit or 2-qutrit systems [26–28]. Various external
driving mechanisms were also analyzed: continuous excitation, performed by a laser field [24,26]; intense
optical field generating two modes by parametric down-conversion process [27]. Pulsed laser driving with
constant or different pulse widths was also analyzed [29]. In all these cases, generation of maximally or
almost maximally entangled states were reported. It was also shown that changes in the duration of laser
pulse or even random perturbations in pulse duration can improve the ability of the nonlinear system to
produce entangled states [29]. It may be of special worth especially for real experimental situations when
some perturbations in maintaining the precise and stable timing of pulse laser sources can occur.

In the present paper, a coupled oscillatory system evolving among limited number of quantum states
externally driven in both modes by a coherent field is presented. We concentrate on an open system
evolution of coupled nonlinear media and apply different (amplitude and phase) noisy channels to both
modes of the considered system. We show that we may influence the rate of disentanglement and the
values of entanglement created in the qubit subspaces of the whole system by swapping the noisy channels
between the modes. Such changes in the environment type, which influence the entangled qubits, may
occur when both parts of the entangled pair are sent through different paths and therefore may encounter
various local disturbances. The observed asymmetry in the response of the analyzed 2-mode system may
give some information on which type of environment the system’s parts were exposed to and which
of the qubits was affected by a specific type of noise. The influence of the reservoir and the reservoir
combinations on the symmetry of quantum correlation were analyzed for example in [30] for some mixed
states under the influence of depolarizing channel. For the specified X state, the problem of symmetry in
correlations decay was reported for example in [31].

2. The Model

The systems we are dealing with consist of coupled quantum nonlinear media with external
excitations, which in general can be of various types. Such systems are well known as the potential
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sources of maximally or almost maximally entangled states. Various types of coupling and external driving
have already been discussed [26–28,32]. In all of those cases it appeared that it was possible to restrict the
evolution of the whole coupled system to several bosonic states only—therefore, under the assumptions of
weak interactions (as compare with the nonlinearity), truncation of the appropriate wave function was
possible. In consequence it has also been shown that such nonlinear systems can be treated as pairs of
qubits, or qutrits or qutrit-qubit pairs. It has also been shown that under some assumptions, creation of for
example Bell-type [24,26] or W-states [32] was possible.

Such models can be realized either in the quantum optical domain with media characterized by
ultra-strong Kerr nonlinearities, or more often in the systems described by effective Hamiltonians including
nonlinearities of the Kerr type.

Each of the parts forming the coupled system is characterized by the following nonlinear Hamiltonian
in the interaction picture:

ĤNL =
χ
(3)
a
2

â†2 â2 +
χ
(3)
b
2

b̂†2b̂2 =
χ
(3)
a
2

n̂a(n̂a − 1) +
χ
(3)
b
2

n̂b(n̂b − 1) , (1)

where a and b label two modes of the system, n̂a and n̂b are the photon number operators in those modes.
In general, both parts can have different nonlinear properties: χa �= χb.

In our considerations of the decay asymmetry we will concentrate on the nonlinear exchange between
the bosonic modes. In the optical counterparts of such a system that type of interaction is realized by
two-photon processes:

Ĥintnonl = ε(â†)2b̂2 + ε∗(b̂†)2 â2 , (2)

where ε describes the strength of the mutual interaction. Apart from the interactions between nonlinear
parts, we assume that the system is driven by coherent laser fields with intensities α and β. Therefore, the
appropriate Hamiltonian has the following form:

Ĥext = αâ† + α∗ â + βb̂† + β∗ b̂ . (3)

Under assumptions of weak internal and external interactions (if compared to Kerr-type nonlinearity),
the evolution of the discussed system is closed within a few two-mode states only, despite the continuous
excitations. To make use of the nonlinear bosonic exchange between the modes of a coupled oscillatory
system we prepare it in the initial excited state |Ψ(t = 0)〉 = |0〉a|2〉b, and when symmetrically exciting
both modes the adequate wave function takes the following form:

|Ψ(t)〉cutnonl = c02(t)|0〉a|2〉b + c12(t)|1〉a|2〉b + c20(t)|2〉a|0〉b + c21(t)|2〉a|1〉b , (4)

and forms a 2-qutrit system, as in both modes only states |0〉, |1〉 and |2〉 are populated. The appropriate
fidelity for obtaining the wave function (4) is plotted in Figure 1. We calculate fidelities between the
two wave functions of the system: the truncated wave function for the specified subspace and the whole
numerically obtained wave function in an extended basis. We can easily see that our nonlinear coupled
system evolves only between the states belonging to two subspaces: {|0〉a|0〉b; |0〉a|2〉b; |2〉a|0〉b; |2〉a|2〉b; }
(solid line) and {|1〉a|1〉b; |1〉a|2〉b; |2〉a|1〉b; |2〉a|2〉b; } (dashed line). Therefore, the influence of the states
other than (4) is negligible and we can treat the state truncation as fully justified.

The analysis of formation of maximally entangled states within the system, given in [25,26], enables
us to claim that the coupled oscillators form the following entangled states with probabilities equal to unity
(|B〉1(2)) or slightly less than unity (|B〉3 for which fidelity ≈ 0.98). As also the mode b is externally driven
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by a coherent field, additionally the state |2〉a|1〉b is included in the evolution. Consequently, also states
|B〉3(4) can be obtained, but with lower probabilities. These maximally entangled states are defined by:

|B〉1(2) =
1√
2

(
|2〉a|0〉b ± i|0〉a|2〉b

)
, (5)

|B〉3(4) =
1√
2

(
|2〉a|1〉b ± i|1〉a|2〉b

)
. (6)

0

0.2

0.4

0.6

0.8

1

0 100 200 300 400 500

Figure 1. Fidelity between the numerically obtained wave function describing the whole two-mode system
in an extended basis and the truncated wave function for the subspace {|0〉a|0〉b; |0〉a|2〉b; |2〉a|0〉b; |2〉a|2〉b; }
— solid line, and for the subspace {|1〉a|1〉b; |1〉a|2〉b; |2〉a|1〉b; |2〉a|2〉b; } — dashed line. The initial state of
the system is a two-photon state |0〉a|2〉b, γ = 0; ε = α = χ/100.

3. Entanglement Decay under Dissipation Channel Combinations

The analysis of the influence of various dissipation channels on the system’s dynamics can be
described by standard techniques when considering master equation for the density matrix of the system.
For our purpose we will assume two-sided different noisy channels. We will focus on the amplitude and
phase channels applied to both of the system’s modes. In particular, we will concentrate on the problem of
the decay of the created entangled states for the symmetrically driven system. The amplitude damping
in Born and Markov approximations for a specified mode can be obtained by adding an appropriate
Liouvillian to the master equation:

d
dt

ρ̂ = −i(Ĥρ̂ − ρ̂Ĥ) + ∑
k=a,b

γk

[
k̂ρ̂k̂† − 1

2

(
ρ̂k̂† k̂ + k̂† k̂ρ̂

)]
. (7)

For the phase-damping channel, the adequate master equation has the following form:

d
dt

ρ̂ = −i(Ĥρ̂ − ρ̂Ĥ) +
1
2 ∑

k=a,b
γk

[
2k̂† k̂ρ̂k̂† k̂ −

(
k̂† k̂
)2

ρ̂ − ρ̂
(

k̂† k̂
)2
]

, (8)

where k̂ denotes the specified mode of the system, and we additionally assume zero temperature reservoirs.
The Hamiltonian Ĥ consists of the nonlinear part (1), the Hamiltonian (2) describing the interactions within
the oscillatory system, and the Hamiltonian (3) with excitations performed in both modes. The whole
coupled system is fully symmetric, as depicted in Figure 2, and for our analysis we will assume switching
the location of the reservoir with specified type of noise between the qubits which we can create the
entangled states and look for the symmetry in the quantum correlations dynamics.
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We will focus on one type of quantum correlations, namely the entanglement. For the analysis of
entanglement, we can apply negativity [33,34], which is a measure of entanglement degree in 2-qubit and
qubit-qutrit systems

N(ρ) =
1
2 ∑

i
|λi| − λi , (9)

where λi is the i-th eigenvalue of a matrix ρTk . This matrix is obtained by performing partial transpose
of the matrix ρ of the whole quantum system with respect to one of the subsystems, a or b. Using that
measure we can identify the maximally entangled states (in the systems of 2 qubits and qubit-qutrit) as
those for which the negativity equal to unity is obtained. N(ρ) = 0 holds for separable states. In further
considerations we will analyze the process of entanglement creation within the 2-qubit subsystem of the
whole system. Therefore we restrict ourselves to the subspace spanned by the following two-mode states:
{|0〉a|0〉b; |0〉a|2〉b; |2〉a|0〉b; |2〉a|2〉b; }; N0220 is the abbreviation for the negativity defined according to (9),
with the matrix ρ describing this 2-qubit subsystem. The second 2-qubit subsystem is related to the states:
{|1〉a|1〉b; |1〉a|2〉b; |2〉a|1〉b; |2〉a|2〉b; } and the appropriate negativity N1221.

Figure 2. Visualization of different location of noise in the model of the symmetric coupled oscillatory system.

It is well known that the amplitude reservoir describes the process of energy dissipation induced by
the environment. Therefore, the decrease in the states’ populations leads consequently to the decay of
quantum correlations such as for example quantum entanglement. Phase-damping reservoir, on the other
hand, describes the process of a random change in time of relative phases of the superposed states. In
that process the number of photons remains unchanged and the energy is preserved. Nevertheless, the
dephasing process is also responsible for quantum correlations destruction, but without changes of the
total energy of the system. When looking at the density matrix—the phase-damping channel affects the
off-diagonal elements only, while the amplitude damping channel influences the diagonal as well as the
off-diagonal elements.

In [35] the influence of symmetrically applied amplitude and phase-damping channels was analyzed
and it was shown that the dephasing channel, although it leads to the decrease of entanglement (measured
by the negativity) but the rate of such a process is much slower than for the system exposed to the amplitude
damping environment. Also, the entanglement sudden death, observed when energy dissipation is
allowed, was not possible due to the dephasing process only. Another interesting feature of the analyzed
qutrit-qubit system was also noticed. Specifically, the state |1〉a|2〉b appeared to be helpful in restoring
the degree of entanglement when the system is exposed to the amplitude damping process. It is possible

because of constant external driving and formation of the entangled state |B〉 = 1√
2

(
|2〉a|0〉b + i|1〉a|2〉b

)
,
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which involves |2〉a|0〉b. Therefore, the negativity can be periodically increased due to the presence of
correlations, which depend on the external coherent field of the amplitude α. Correlations can therefore
flow out of the considered 2-qubit subspace and return, due to the interactions with the additional
two-mode state. Actually, our coupled nonlinear system is a higher-dimensional one. When only unitary
evolution is assumed, the wave function can be expressed by (4), therefore we must consider 2-qutrits
instead of just a qutrit-qubit system. Apart from the state |1〉a|2〉b there is also nonzero probability of
obtaining the state |2〉a|1〉b, and other entangled states |B〉3(4) are also possible to obtain.

The state |2〉a|2〉b is a common state for both of the 2-qubit subspaces, therefore it is evident that they
are not independent and correlations obtained in one of them may influence the correlations observed in
the other one.

We assume that the whole system is fully symmetrical — nonlinear media are of the same type,
χa = χb, they are symmetrically driven with the same strengths α = β (see Figure 2). We apply different
damping channels to both modes a and b and look for any differences under swapping the channels,
which affect both parts of the whole considered system.

Still we concentrate mainly on the entanglement created only between the states
{|0〉a|0〉b; |0〉a|2〉b; |2〉a|0〉b; |2〉a|2〉b; } (N0220) and between the states {|1〉a|1〉b; |1〉a|2〉b; |2〉a|1〉b; |2〉a|2〉b; }
(N1221). We are going to ask ourselves the question, whether it is possible in a real physical system
composed of these states to see any asymmetrical behavior of negativity decay by switching the damping
channels between the modes a and b. The appropriate figures (Figure 3) presenting the time dependence
of negativities calculated for 2-qubit subspace for various relations between the mutual (ε) and the
external (α) interactions, are presented. First of all, it can be easily seen that there is an evident difference
between the values of negativities obtained and the rate of decay under the symmetric channel swapping.
Therefore, a fully symmetrical quantum system can exhibit a clear asymmetry in evolution of quantum
correlations when applying and swapping different types of reservoirs.

As seen in Figure 3, for all the considered cases larger values of entanglement characterized by N0220

and N1221, are possible, when the mode a is exposed to the amplitude damping channel and the mode
b decays to the phase reservoir (Figure 3a,c), than when the reservoirs are swapped between the modes
(Figure 3b,d). There is also a noticeable difference in the time span for which the system can be considered
to be an entangled one. Again, longer times for disentangling of the qubits are necessary if the mode a
decays to the reservoir with amplitude damping and the mode b to the phase than for the case with the
mode a decaying to the dephasing channel and the mode b to the amplitude channel. Therefore, there
is a certain asymmetry in the response of the coupled system to the exchange of the damping channels
between the parts of the whole system. We can also see that the presence of correlations is connected
mainly with the subspace {|0〉a|0〉b; |0〉a|2〉b; |2〉a|0〉b; |2〉a|2〉b; }. In all the considered cases (in various
damping channels configurations) the values of negativities N0220 are noticeably higher than appropriate
negativities N1221 for the second considered subspace. Additionally, the decrease in the value of N0220 is
obviously connected with the increase of N1221. Thus, there is some kind of flow of entanglement between
the considered subspaces of the whole system.

Next we will address the problem of the specific entangled states (5)–(6) formation to decide, which
of them are responsible for nonzero negativities and which influence the observed asymmetry in N0220(t)
and N1221(t) dependencies after exchanging the reservoirs between the modes a and b.

It is evident that all the states (5)–(6) should be possible to observe during the time evolution of the
system. States |B〉1(2) are created due to the 2-photon interactions, states |B〉3(4) are obtained as a consequence
of additional external excitation, which is responsible for populating the states |1〉a|2〉b and |2〉a|1〉b.

In Figure 4 the evolutions of appropriate entangled states are plotted. When the mode a is decaying
into the amplitude damping channel, the states |B〉1(2) oscillate with almost the same frequencies,
simultaneously obtaining maxima and minima. When the mode a is exposed to the dephasing
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process, the evolution of |B〉2 state is slightly perturbed by another frequency. From the behavior of
entangled states presented, it comes out that a complete decay of negativity is related to the higher
probability of obtaining the states |B〉3(4) —in such a case the correlations initially created in the subspace
{|0〉a|0〉b; |0〉a|2〉b; |2〉a|0〉b; |2〉a|2〉b; } are transferred out of the considered subspace. Due to the presence
of one common state belonging to both subspaces of the whole system, correlations can be significantly
transferred to the subspace {|1〉a|1〉b; |1〉a|2〉b; |2〉a|1〉b; |2〉a|2〉b; }. It happens in shorter time for the
situation when the mode a is exposed to the dephasing process, as it is easier to populate the state
|1〉a|2〉b by an external field, while the mode a does not lose its population. The presence of the state
|1〉a|2〉b is therefore crucial in obtaining the asymmetry in correlations, measured by the negativity decay
introduced by swapping the reservoirs between the qubits forming the entangled states. As seen from
Figure 4, the evolution of the created entangled states strongly depends on the type of reservoir applied to
each of the modes. Such a difference is obviously seen in the values of negativities for the qubit subspaces
and results in the asymmetry in correlations decay.
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Figure 3. Negativities for 2-qubit subspaces—N0220 (solid line) and N1221 (dashed line) versus time
scaled in 1/χ units for combinations of damping channels. In (a) and (c) the mode a is exposed to the
amplitude damping channel and mode b into the phase-damping channel. In (b) and (d) the channels are
swapped. The initial state of the system is a two-photon one |0〉a|2〉b, γ = ε = α = χ/100 for (a) and (b);
γ = ε = χ/100 and α = χ/25 for (c) and (d).

It appears that the state |1〉a|2〉b plays a crucial role in formation and behavior of the entanglement
in the coupled system. Its presence influences significantly the time of disentanglement and indirectly
the values of N0220 — higher probabilities of |B〉3(4) decrease the probabilities of |B〉1(2). When the mode
a of the state |1〉a|2〉b decays by the amplitude channel to the state |0〉a|2〉b, it increases the probability
of generating the states |B〉1(2) and results in higher values of N0220. On the other hand, the mode a is
externally pumped by the linear interaction and again the state |1〉a|2〉b can be formed.
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Figure 4. Fidelities for obtaining the entangled states for γ = ε = χ/100, α = χ/25 and the initial
state |0〉a|2〉b. In (a) the mode a is exposed to the amplitude damping channel and the mode b to
the phase-damping channel. In (b) the channels are swapped. |B〉1—solid line; |B〉2—dashed line;
|B〉3—dashed-dotted line and |B〉4—dotted line.

4. Conclusions

We discussed a coupled nonlinear system whose parts are driven by coherent laser fields.
We additionally assumed that interactions between the nonlinear media are performed via two-boson
exchange. Such systems, when appropriate conditions describing relations between the strengths of the
interactions and the nonlinearity are fulfilled, evolve only between a limited number of states despite the
constant energy supply. We have shown that the model we are dealing with can be treated as a 2-qutrit
system and the unitary evolution can be described by a truncated wave function. As the nonlinearity
describing the interacting media must be large (as compared to other interactions), in that sense the
possibility of the Hilbert space truncation may be regarded as the conventional photon blockade. We
have discussed the problem of the entanglement decay under the influence of different noisy channels.
Both parts of the considered coupler (the mode a and the mode b) were exposed to the local amplitude
or phase-damping environments. Our goal was to show that despite the symmetry of our system, it
is possible to differentiate the decay rates and the values of the entanglement obtained within 2-qubits
subspaces by appropriately choosing the type of system-environment interactions. For that purpose,
we have analyzed the time evolution of negativities after first applying and then swapping different
noisy channels to the modes a and b. We have identified the asymmetry in the response of the system to
the interactions with the reservoirs. There is a noticeable difference in the rate at which entanglement
decreases, due to the location of the noise between the qubits.
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Abstract: Properties of a fermion system at zero temperature are investigated. The physical system is
described by a Hamiltonian containing the BCS interaction and an attractive four-fermion interaction.
The four-fermion potential is caused by attractions between Cooper pairs mediated by the phonon
field. In this paper, the BCS interaction is assumed to be negligible and the four-fermion potential
is the only one that acts in the system. The effect of the pairing symmetry used in the four-fermion
potential on some zero-temperature properties is studied. This especially concerns the electromagnetic
response of the system to an external magnetic field. It turns out that, in this instance, there are
serious differences between the conventional BCS system and the one investigated in this paper.

Keywords: superconductivity; four-fermion attraction; Meissner effect; fermion quartets

PACS: 74.20.-z; 74.20.Fg

1. Introduction

Recent decades have been witnessing many new phenomena discovered in solid-state physics
(e.g., high temperature superconductivity, heavy fermion superconductors and unusual properties
of 3He). These discoveries are intriguing and lead to many new questions on the nature of
superconductivity and superfluidity. The problem of the internal symmetry of gap parameters stands
for one such an example. Furthermore, we still do not know how many particles are engaged in
constituting the fundamental clusters responsible for the occurrence of new phases. Is it possible that
only two-particle entities are relevant to these systems (e.g., Cooper pairs) or may three or four-particle
structures also be taken into account? The last question was addressed in [1]. This issue becomes
more and more interesting due to some recent discoveries and suggestions. To give some examples,
let us start with a work by Schneider and Keller [2] who measured the relationship between the
critical temperature and zero temperature condensate density for some cuprates and Chevrel-phases
superconductors. They noticed that the experimental data for YBa2Cu3O6.602, for example, ca be
associated with the behavior of a dilute Bose gas. As a consequence, they put the suggestion that Bose
condensation of weakly interacting fermion pairs could be a possible mechanism of transition from
the normal to the superconducting state. Moreover, a subsequent discovery of Bunkov et al. [3] points
to the presence of fermion quartets in 3He. They investigated the problem of the influence of spatial
disorder on the order parameter in superfluid 3He. They followed Volovik [4] and suggested that
unusual spectra of 3He in an aerogel could be explained by a process in which impurities tend to destroy
the anisotropic correlations of the order parameter. Especially interesting is that the correlation of
higher symmetry can survive (e.g., four-particle correlations). Two papers [5,6] reported on a discovery
of the half-h/2e magnetic flux quanta coexisting together with the usual ones in SQUIDs fabricated
of bicrystalline YBa2Cu3O7−δ films. As is widely known, such a circumstance corresponds to the
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presence of fermion quartets in a physical system. This in turn leads to taking the interplay between
Cooper pairs and quartets into consideration. It should be mentioned that there were already some
attempts for introducing the four-fermion interactions in the field of nuclear physics [7].

The problem of symmetry of pairing in superconductors has a long history. In classical papers [8,9],
this topic was established and studied to a large extent. As is known in the classical BCS theory, the BCS
potential binds electrons into Cooper pairs in which pairing has the s-wave symmetry, i.e., the energetic
gap that opens at the Fermi level is isotropic in the momentum space. This kind of pairing symmetry is
displayed mostly by metallic superconductors. However, there have appeared novel superconductors,
e.g., copper oxides and heavy-fermion superconductors. In many of these materials, the order
parameter turned out to be anisotropic in the momentum space, i.e., it vanished along some directions.
In cuprates dx2−y2 -wave pairing occurs [10] whereas the mixed pairing symmetry s + id is frequently
present in heavy-fermion systems [11]. In this paper, we deal with three cases: the pure s-wave pairing,
the pure dx2−y2 -wave pairing and the mixed s + idx2−y2 -wave pairing symmetries. We also consider
two kinds of electronic bands, i.e., the band with the rectangular density of states (DOS) with the
parabolic dispersion relation (the two-dimensional system) and the band with the cosine dispersion
relation (the one- and two-dimensional systems). We calculate the order parameter, the ground state
energy per lattice site and the electromagnetic kernel as the quantity describing the response of the
system to an external magnetic field.

2. The Model

In this paper, some ground state properties of a fermion system, especially in the case of the
half-filled band case, are investigated. The Hamiltonian of the system reads

H = HBCS + V4, (1)

where
HBCS = ∑

kσ

ξka∗kσakσ − N−1 ∑
k,k′

Gkk′ a∗k+a∗−k−a−k′−ak′+.

The reduced four-fermion interaction V4 has a form

V4 = −N−1 ∑
k,k′

gkk′b∗kb∗−kb−k′bk′ , (2)

where
bk = ak+ak−

and operators akσ, a∗kσ denote the annihilation and creation operators, respectively. N is the number of
lattice sites and ξk denotes the one-electron energy counted with respect to the chemical potential μ.
The coupling functions Gkk′ and gkk′ are assumed to be nonzero in the whole band as it should
be in many novel superconductors that are narrow-band systems. As we remember in classical
superconductors they are restricted to a narrow shell around the Fermi level. Moreover, it is assumed
that both of potentials are attractive so the system is a mixture of fermion pairs with opposite momenta
and spins as well as quartets made of these pairs.

In [12], we derived the Hamiltonian (1) by making use of a Fröhlich type transformation of the
electron-phonon Hamiltonian. Moreover, we were able to find the sign and the approximated form of
coupling constant of the four-fermion interaction.

gkFkF ≈
D6

kF

h̄5ω5
kF

,
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where DkF and h̄ωkF are the electron-phonon coupling constant and the phonon energy at Fermi
level, respectively. The relationship between this coupling constant and BCS coupling constant was
estimated to be

gkFkF =
G3

kFkF

h̄2ω2
kF

This relationship points to the weak character of the four-fermion interaction in comparison to
familiar Cooper pairing. In classical superconductors, quartets cannot be observed due to weak BCS
coupling and strong Coulomb repulsion between electrons. However, in materials with strong coupling
between electrons and phonons, it seems to be quite reasonable to expect that this phenomenon could
be visible and recognizable especially from surveys of magnetic flux quanta. It is widely accepted that
if half-h/2e magnetic flux quanta appear among usual ones it points to the existence of quartets in the
investigated system. As was established in Introduction these exotic half-h/2e magnetic flux quanta
are present in some novel superconductors. These materials possess narrow conduction bands and
the antiadiabatic limit ( h̄ω

t � 1), where h̄ω
t is the energy of an optic phonon while t is the hopping

parameter. In this case the starting Hamiltonian could be as follows

H = H0 + HI ,

H0 = ∑
i �=j,σ

tijc∗iσcjσ + (E − μ)∑
i

ni + ∑
i,j

Uijninj

HI = ∑
i,j

gs
ijni(b∗j + bj) + ∑

i,j
gp

ijninj(b∗i + bi),

where c∗iσ and ciσ represent creation and annihilation operators of a local electron from the narrow
band. σ = ± denotes the spin of electrons and i and j refer to lattice sites. ni = ni+ + ni− is the number
operator. b∗i and bi are creation and annihilation operators for a local phonon residing on the i-th site. tij
denotes the hopping integral for electrons in the band. E refer to the site energy of electrons. Uij is the
inter-site Coulomb interaction (i �= j) and the local one (i = j). gs

ij and gp
ij are the coupling constants of

the inter-site pnonon–electron potential and the inter-site phonon-electron-electron potential (i �= j).
For i = j one gets the local interactions of electrons with phonons. The second term in HI is based on
the argument given by Hirsch et al. [13] that phonons can affect an electron pair sitting on the same
lattice site. This is associated with the fact that such a pair affects the shape of an orbital that expands
in the space. We extend this argument that two interacting electrons residing on two sites being very
close to one another can be influenced by phonons. The term HI can be removed via making use of the
following generalized Lang–Firsov type transformation US with the generator

S = ∑
i,j

( gs
ij

h̄ω
ni +

gp
ij

h̄ω
ninj

)(
b∗j − bj

)

As a consequence there appear some new purely electronic nonlocal terms, namely, three- and
four-electron interactions. We perceive one more possibility to derive a Hamiltonian containing
the four-fermion interaction. If one considers the so-called Penson–Kolb–Hubbard model which is
described by the following Hamiltonian

Hpkh = (E − μ)∑
iσ

niσ + U ∑
i

ni+ni− + W ∑
i

nini+1+

−tp ∑
i
(c∗i+c∗i−ci+1−ci+1+ + c∗i+1+c∗i+1−ci−ci+)− ts ∑

iσ
(c∗iσci+1σ + c∗i+1σciσ),

where U and W are coupling constants for intra-site and inter-site Coulomb interactions. −ts and −tp

are single-electron hopping and pair-hopping integrals, respectively. We admit different signs of U
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and W. If the pair-hopping term is weak in comparison to the other potentials, then one can treat it as
a perturbation and find the expansion in powers of tp. We suspect that the four-electron term would
appear in the second order of this expansion.

One needs to mention that the problem of the four-fermion interaction in superconductors was
investigated in a series of papers by Szczȩśniak et al. [14–16]. In some of them, the Eliashberg formalism
was applied in order to deal with cuprates as systems with strong coupling of electrons to phonons.

In this paper, we neglect the BCS interaction. This could seem to be strange to do so, however,
in [17], it was discovered that for the sufficiently strong four-fermion attraction, the BCS interaction gets
turned off. The system in the superconducting state behaves like it would be a condensate of fermion
quartets only. The Cooper pairs disappear because they are forced to combine and form fermion
quartets. Of course, we are aware of the fact that the scenario based on the four-fermion interaction
as the only potential in the system cannot be valid for high-temperature superconductors. If it were
the case, then the half-h/2e magnetic flux quanta would be dominating over the conventional ones.
So far, this situation has not occurred. Moreover, the four-fermion interaction leads to the first order
phase transition whereas novel materials undergo rather the second one. The critical temperatures are
lower than those resulting from the BCS theory with the same value of the coupling function [18,19].
This suggests the weaker nature of the four-fermion attraction in comparison to the BCS one. The best
solution of this problem is to consider the system with both of potentials and more realistic dispersion
relations as it is made in this paper. In [18,19], we make use of the parabolic dispersion relation with
the density of states for free electrons that does not seem to be adequate for novel superconductors.
Therefore this work describes the limiting case only. The difficulties significantly grow in the case of
presence of two attractive potentials in the system.

3. The Mean Field Approximation

In this section, we would like to show the structure of the spectrum of the extended BCS
model represented by the Hamiltonian (1). In that paper, we try to address mainly the problem
of electrodynamics of the Hamiltonian H defined in the Introduction. The mean field method is used
in order to obtain the ground state energy and two-order parameters for Cooper’s pairs and quartets,
respectively. Both gaps are assumed to be complex at this stage. Unfortunately, the final expressions
turns out to be very complicated as we shall see later. Our mean field Hamiltonian reads

HM = ∑
k>0

HMk

= ∑
k>0

(ξk ∑
σ

(nkσ + n−kσ)− ΔGk(α
∗
k + α∗−k)− Δ∗

Gk(αk + α−k)− 2Δ∗
gkβk − 2Δgkβ∗

k + Ck), (3)

where
αk = a−k−ak+ , βk = b−kbk

Ck = ΔGkσ∗
k + Δ∗

Gkσk + Δgkτ∗
k + Δ∗

gkτk

ΔGp := N−1 ∑
k′

Gkk′σk′ , Δgk := N−1 ∑
k′

gkk′τk′ (4)

with σGk =
Tr e−βHMk αk

Tr e−βHMk
and τgk =

Tr e−βHMk βk

Tr e−βHMk
in practice. We followed the standard procedure of

Bogolyubov et al. The details of the procedure can be found in [20] as well. The sum in the Hamiltonian
HM is over {k : k > 0} denoting the set of all 1-fermion momenta restricted to a definite half-space
of RR3.

Now it remains to diagonalize HMk. HMk acts in the 16-dimensional space Mk spanned by
the vectors

|n1n2n3n4 〉 := (a∗k+)
n1(a∗k−)

n2(a∗−k+)
n3(a∗−k−)

n4 |0〉 (5)
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where ni = 0, 1 for i = 1, 2, 3, 4. The diagonalization can be done by the method presented in [21,22].
It consists in splitting Mk into invariant subspaces with fixed eigenvalues of the spin projection
operator 2Sk and two seniorities Λk+, Λk− defined as

2Sk = ∑
α=±1

∑
σ=±1

σnαk,σ , Λkσ = nk,σ − n−k,−σ , σ = ± (6)

which commute with HMk, namely,

[HMk, 2Sk] = 0 , [HMk, Λk,σ] = 0. (7)

Mk splits into nine such invariant subspaces Mki (i = 1, 2, ...9) and due to the relations (7)
diagonalization of HMk can be performed separately in each of them.

(A) There are four 1-dimensional common eigenspaces Mki (i = 1, 2, 3, 4) of the operators (6) and
HMk. They are spanned, respectively, by the following four vectors with the corresponding
eigenvalues 2s, λ+, λ−, Ek of this operators equal as follows:

1. |1010 〉 2s = 2 λ+ = 1 λ− = −1 Ek = 2ξk

2. |0101 〉 2s = −2 λ+ = −1 λ− = 1 Ek = 2ξk

3. |1100 〉 2s = 0 λ+ = 1 λ− = 1 Ek = 2ξk

4. |0011 〉 2s = 0 λ+ = −1 λ− = −1 Ek = 2ξk

(B) There are also four 2-dimensional common eigenspaces Mki (i = 5, 6, 7, 8) of 2Sk, Λk± and
HMk spanned by the following pairs of vectors |n1n2n3n4 〉 and eigenvalues of these operators
as follows:

5. |1000 〉 |1110 〉 2s = 1 λ+ = 1 λ− = 0 Ek±
6. |0001 〉 |0111 〉 2s = −1 λ+ = −1 λ− = 0 Ek±
7. |0010 〉 |1011 〉 2s = 1 λ+ = 0 λ− = −1 Ek±
8. |0100 〉 |1101 〉 2s = −1 λ+ = 0 λ− = 1 Ek±

where Ek± = 2ξk ± EGk with EGk = (ξ2
k + |ΔGk|2)1/2. In each of the subspaces Mki (i = 5, 6, 7, 8)

the eigenproblem of HMk reduces to that of the matrix

(
ξk Δ∗

Gk

ΔGk 3ξk

)
(8)

The eigenvectors of HMk in these subspaces have the form

|Ek± 〉 = ck±|n1n2n3n4 〉+ dk±|m1m2m3m4 〉 (9)

where
4
∑

i=1
ni = 1,

4
∑

i=1
mi = 3 and

|ck±|2 =
(ξk ∓ EGk)

2

|ΔGk|2 + (ξk ∓ EGk)2 , |dk±|2 =
|ΔGk|2

|ΔGk|2 + (ξk ∓ EGk)2

(C) There is one 4-dimensional common subspace Mk9 of 2Sk, Λk± and HMk spanned by the vectors
|0000〉, |1001〉, |0110〉, |1111〉. The eigenvalue 2Sk, Λk± in Mk9 is 2s = λ+ = λ− = 0. Let us
use the following basis in Mk9:

{|0000〉,−|1001〉, |0110〉,−|1111〉} (10)
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and denote the projector on Mk9 by Pk9. Therefore, in the basis (10) we have

Pk9HkPk9 =

⎛
⎜⎜⎜⎝

0 Δ∗
Gk Δ∗

Gk 2Δ∗
gk

ΔGk 2ξk 0 Δ∗
Gk

ΔGk 0 2ξk Δ∗
Gk

2Δgk ΔGk ΔGk 4ξk

⎞
⎟⎟⎟⎠ (11)

Consecutively, the index k will be suppressed in this section. In terms of the unknown x = E− 2ξ,
the secular equation for the eigenvalues E of Pk9HkPk9 takes the form

(x)(x3 + a2x2 + a1x + a0) = 0, (12)

where

a0 = −4(ΔgΔ∗
GΔ∗

G + Δ∗
gΔGΔG),

a1 = −4(|Δg|2 + |ΔG|2 + ξ2),
a2 = 0.

One root of Equation (12) is thus equal x(2) = 0, yielding E(2) = 2ξ. The remaining three can be
determined by passing to the standard form of a 3rd-order equation:

x3 + 3xp + 2q = 0 (13)

with

3p = a1 = −4(|Δg|2 + |ΔG|2 + ξ2)

2q = −4(ΔgΔ∗
GΔ∗

G + Δ∗
gΔGΔG)

Equation (13) has the solutions

yk = 2(−1)k√r cos (
ϕ

3
+

kπ

3
) , k = 0,±1 (14)

where r = −p, cos ϕ = tr−
3
2 with t = −q. These solutions yield the corresponding eigenvalues

of HMk in Mk9, viz.,
E(k) = 2ξ + yk (15)

Let u(j), v(j)
1 , v(j)

2 , s(j) denote the components of the eigenvectors |E(j) 〉 of P9HP9 in the basis (10):

P9HP9|E(j) 〉 = E(j)|E(j) 〉 (16)

along with

|E(j) 〉 = u(j)|0000〉 − v(j)
1 |1001〉+ v(j)

2 |0110〉 − s(j)|1111〉, j = 0,±1, 2 (17)

One finds

|E(2) 〉 = |2ξ 〉 = 1√
2
(|1001〉+ |0110〉)

and the components of the remaining three eigenvectors |E(j) 〉 equal

|u(j)|2 =
|a(j)|2
D(j)

, v(j)
1 = v(j)

2 , |v(j)
1 |2 =

|b(j)|2
D(j)

, |s(j)|2 =
|c(j)|2
D(j)

, j = 0 ± 1 (18)

where
|a(i)|2 = (2Δ∗

gΔG − (4ξ − E(i))Δ∗
G)(2ΔgΔ∗

G − (4ξ − E(i))ΔG)(E(i) − 2ξ)2, (19)
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|b(i)|2 = 4(Δ∗
gΔGΔG + ΔgΔ∗

GΔ∗
G + |ΔG|2(E(i) − 2ξ))2, (20)

|c(i)|2 = (E(i)ΔG + 2ΔgΔ∗
G)(E(i)Δ∗

G + 2Δ∗
gΔG)(E(i) − 2ξ)2, (21)

D(i) = |a(i)|2 + 2|b(i)|2 + |c(i)|2 (22)

4. The Case with the Zero BCS Potential

As it has been stated in Introduction, we are interested in some zero-temperature properties of
H in which the BCS interaction is discarded. Especially, this concerns the electromagnetic response
to a weak external magnetic field. The objective is to show how the electromagnetic kernel depends
on the symmetry of a quartet order parameter and on the type of one-electron density of states in the
band. Before we do that, we will give some details regarding the spectrum and ground state properties
of such a system. The mean field Hamiltonian is

Hg = ∑
k>0

[
ξk ∑

σ

(nkσ + n−kσ)− 2Δgk(βk + β∗
k) + Ck

]
= ∑

k>0
Hgk, (23)

where Δgk is assumed to be real. Its eigenstructure has following form:

eigenvalue
eigenvector Hk 2S Λ+ Λ−

1. |1000〉 ξk 1 1 0
2. |0100〉 ξk −1 0 1
3. |0010〉 ξk 1 0 −1
4. |0001〉 ξk −1 −1 0
5. |1010〉 2ξk 2 1 −1
6. |0101〉 2ξk −2 −1 1
7. |1001〉 2ξk 0 0 0
8. |0110〉 2ξk 0 0 0
9. |1100〉 2ξk 0 1 1
10. |0011〉 2ξk 0 −1 −1
11. |1110〉 3ξk 1 1 0
12. |0111〉 3ξk −1 −1 0
13. |1101〉 3ξk −1 0 1
14. |1011〉 3ξk 1 0 −1
15. uk|0000〉+ vk|1111〉 2ξk − 2Ek 0 0 0
16. uk|1111〉 − vk|0000〉 2ξk + 2Ek 0 0 0

It is worth noting that the vector number 15 is the ground state vector |Gk 〉 of the system for

momentum k and Ek =
√

ξ2
k + Δ2

k, u2
k = 1

2
(
1 + ξk

Ek

)
and v2

k = 1
2
(
1 − ξk

Ek

)
.

By making use of definition (4) we obtain the gap equation, namely

Δgk = N−1 1
2 ∑

k′>0
gkk′ 〈G |βk′ |G 〉 = N−1 ∑

k′
gkk′

Δgk′

2Ek′
. (24)

The chemical potential μ can be found from the expression for the average number of particles
per lattice site

n = N−1 1
2 ∑

k>0
〈G |(nk+ + nk− + n−k+ + n−k−)|G 〉 = 2

N ∑
k

v2
k, (25)
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where |G 〉 = ⊗
k>0

|Gk 〉 is the total ground state vector. The ground state energy per lattice site reads

EG
N

=
1
N ∑

k

(ξk − Ek +
Δ2

k

2Ek
). (26)

The above equations will be used throughout this paper.

5. Interaction with External Electromagnetic Field at Zero Temperature

This section is to large extent based on perturbation theory used in the book by Abrikosov [23].
Our objective is to demonstrate the existence of the Meissner–Ochsenfeld effect in the system described
by the Hamiltonian Hf = Hg + H′, where H′ represents the perturbation due to a weak static external
electromagnetic field described by the vector potential A(r). Thus

H′ =
1

2m

∫
d3rψ∗(r)

[
(−ih̄∇− eA/c)2 − (−ih̄∇)2

]
ψ(r).

After making an expansion of the field operators ψ∗(r), ψ(r) one obtains

H′ = H′
1 + H′

2

with
H′

1 = − eh̄
2mc ∑

k,q,σ
a(q) · (q + 2k)a∗k+qσakσ, (27)

and

H′
2 =

e2

2mc2 ∑
k,q,q′ ,σ

a(q)a(q′)a∗kσak−q−q′σ, (28)

where
a(k′ − k) = 1/N

∫
d3rA(r) exp [−i(k′ − k) · r].

Now we would like to find corrections to the ground state energy of the system EG up to second

order in a(q). EG is connected with the eigenenergy 2ξk − 2Ek, where Ek =
√

ξ2
k + Δ2

k . To this end,
let us replace q with k′ − k in H′

1. In terms of new creation and annihilation operators a∗ki, aki with
i = 1, 2, 3, 4 (defined as a∗k1 := a∗k+, a∗k2 := a∗k−, a∗k3 := a∗−k+, a∗k4 := a∗−k−) H′

1 assumes the form

H′
1 = − eh̄

2mc ∑
k>0
k′>0

{
a(k′ − k, t) · (k′ + k)(a∗k′1ak1 − a∗k4ak′4)+

+a(−k′ − k, t) · (−k′ + k)(a∗k′3ak1 − a∗k4ak′2)+

+a(k′ + k, t) · (k′ − k)(a∗k′1ak3 − a∗k2ak′4)+

+a(−k′ + k, t) · (−k′ − k)(a∗k′3ak3 − a∗k2ak′2)
}

,

where {k : k > 0} denotes the set of all 1-fermion momenta restricted to a definite half-space of RR3.
The expression above is a result of a rearrangement of terms entering (27) and switching k and k′ in
some terms. Thus, we are able to calculate the first order corrections, viz.,

E(1)
1 = 〈G |H′

1|G 〉 =
{

0, k′ = k;

0, k′ �= k,
(29)

and

E(1)
2 = 〈G |H′

2|G 〉 = e2

2mc2 ∑
kqq′σ

a(q)a(q′)〈G |a∗kσak−q−q′σ|G 〉 = e2

2mc2 ∑
kq

2v2
ka(q)a(−q). (30)
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In (30) operators are in the original form, it is, with momentum indices belonging to whole
momentum space. Now the calculation of the second order term E(2)

1 can be performed, viz.,

E(2)
1 = ∑

m �=G

|〈G |H′
1|m 〉|2

EG − Em
,

where |m 〉 and Em denote vectors representing excited states constructed from the vectors placed
in Section 4 and their energies, respectively. EG is the ground state energy. To get this correction
the eigenstructure from Section 4 for momenta k and k′ must be exploited. It is found that the only
nonzero contributions are as follows:

|k〈1110 |k′ 〈0001 |a∗k′1ak1|Gk′ 〉|Gk 〉|2 = (uk′vk)
2,

|k〈1000 |k′ 〈0111 | − a∗k4ak′4|Gk′ 〉|Gk 〉|2 = (ukvk′)2,

|k〈1110 |k′ 〈0100 |a∗k′3ak1|Gk′ 〉|Gk 〉|2 = (uk′vk)
2,

|k〈1000 |k′ 〈1101 | − a∗k4ak′2|Gk′ 〉|Gk 〉|2 = (ukvk′)2,

|k〈1011 |k′ 〈0001 |a∗k′1ak3|Gk′ 〉|Gk 〉|2 = (uk′vk)
2,

|k〈0010 |k′ 〈0111 | − a∗k2ak′4|Gk′ 〉|Gk 〉|2 = (ukvk′)2,

|k〈1011 |k′ 〈0100 |a∗k′3ak3|Gk′ 〉|Gk 〉|2 = (uk′vk)
2,

|k〈0010 |k′ 〈1101 | − a∗k2ak′2|Gk′ 〉|Gk 〉|2 = (ukvk′)2,

where u2
k = 1

2 (1 +
ξk
Ek
) and v2

k = 1
2 (1 −

ξk
Ek
). After summing all nonzero contributions we obtain

E(2)
1 =

(
eh̄

2mc

)2
∑
kq

( (uk+qvk)
2

ξk+q − ξk − 2(Ek + Ek+q)
+

+
(vk+quk)

2

ξk − ξk+q − 2(Ek + Ek+q)

)
[a(q) · (2k + q)][a(−q) · (2k + q)].

(31)

We exploited a∗(q) = a(−q) here. Furthermore the sum ∑
k>0
k′>0

was replaced with the unrestricted

sum ∑
kq

.

It is well known that the Hamiltonian of a system in an external magnetic field fulfils the
following relation:

δH = −1
c

∫
jδAd3r,

where j is the current density operator. Averaging this relation over a given state, we obtain

δE = −1
c

∫
〈j〉δAd3r. (32)

Next we obtain expression (32) in Fourier representation, viz.,

δE = −N
c ∑

q

jqδa(−q),

with
jq =

1
N

∫
d3rjeiq·r.
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In order to get the expression for jq the corrections to the ground state energy are differentiated
with respect to the vector potential. It yields

δE = 2
[ e2

mc2 ∑
kq

v2
ka(q) +

( eh̄
2mc

)2
∑
kq

( (uk+qvk)
2

ξk+q − ξk − 2(Ek + Ek+q)
+

+
(vk+quk)

2

ξk − ξk+q − 2(Ek + Ek+q)

)
[a(q) · (2k + q)](2k + q)

]
δa(−q).

(33)

Now having the expression above for δE at disposal the current density can be obtained,

jq = −2
e2

mcN ∑
k

v2
ka(q)− 2

cN

( eh̄
2m

)2
∑
k

( (uk+qvk)
2

ξk+q − ξk − 2(Ek + Ek+q)
+

+
(vk+quk)

2

ξk − ξk+q − 2(Ek + Ek+q)

)
[a(q) · (2k + q)](2k + q).

(34)

For q tending to zero the relation for current density takes the following form

j0 = −K(0, 0)a(0), (35)

with

K(0, 0) = 2
e2

mcN ∑
k

v2
k − 8

d
1

cN

( eh̄
2m

)2
∑
k

k2 2(ukvk)
2

4Ek
,

where d is equal to the dimension of the system. The Meissner effect holds if K(0, 0) = const > 0.
This is known as the Schafroth’s criterion. Two zeros that stand as the arguments in K(0, 0) correspond
to static external field (ω = 0) and q = 0. Finally, by making use of Equation (25) one obtains

K(0, 0) =
e2

mc
n − 8

d
1

cN

( eh̄
2m

)2
∑
k

k2 2(ukvk)
2

4Ek
. (36)

The Equation (36) is the basis for the investigation of the response of the system under the
study to a weak external magnetic field. We shall make it for three different symmetries of the order
parameter: the pure s-wave pairing, the dx2−y2 -wave pairing and the mixed s + idx2+y2 -wave pairing
cases. The p-wave case is not relevant to the problem of four-fermion potential in the form used in this
paper because this type of pairing refers to the so-called equal-spin pairing but fermion quartets with
the same |k| cannot manifest the pairing of this kind of symmetry. In a more general case, when the
pairs and the quartets are present in the system, one can consider combinations of different types of
pairing including the p-wave pairing as well.

6. The Scenario with the Rectangular Density of States

At first, let us consider our system with the rectangular DOS, defined as:

ρ(ξ) =

{
1

De , ξ ∈ (−μ, De − μ);

0, otherwise,
(37)

where De is the bandwidth. Let us begin with the order parameter with the pure s-wave pairing
symmetry. In this case the coupling function gkk′ = g > 0 and as a consequence Δgk = Δg. In the
thermodynamic limit the sums in Equations (24)–(26) and (36) turn into integrals, i.e.,

1 =
g

2De

∫ De−μ

−μ

dξ

E
=

g
2De

(
arc sinh

De − μ

Δg
+ arc sinh

μ

Δg

)
, (38)
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n =
1

De

∫ De−μ

−μ
dξ
(

1 − ξ

E

)
= 1 − 1

De

(√
(De − μ)2 + Δ2

g −
√

μ2 + Δ2
g

)
, (39)

EG
N =

1
De
∫ De−μ
−μ dξ

(
ξ − E +

Δ2
g

2E

)
=

1
2
(De − 2μ)− 1

2De

(
(De − μ)

√
(De − μ)2 + Δ2

g + μ
√

μ2 + Δ2
g

)
−

Δ2
g

g

(40)

and finally

K(0, 0) = e2

mc

[
n − 1

De
∫ De−μ
−μ dξ(ξ + μ)

Δ2
g

4E3

]
= e2

mc

[
n − Δ2

g
4De

[
1√

μ2+Δ2
g
− 1√

(De−μ)2+Δ2
g
+ μ

Δ2
g

(
De−μ√

(De−μ)2+Δ2
g
+ μ√

μ2+Δ2
g

)]]
,

(41)

where E =
√

ξ2 + Δ2
g. The one-electron dispersion relation counted with respect to μ is as follows

ξk = h̄2k2

2m − μ while the system is two-dimensional. The Equations (38)–(40) are the same as in the
BCS model with the rectangular DOS; However, the Equation (41) differs from the BCS counterpart
that has the following form:

K(0, 0) =
e2n
mc

.

As one can notice, at the zero temperature, there is only the so-called diamagnetic part in the
electromagnetic kernel. At higher temperatures, the paramagnetic term appears and increases up to
the transition temperature Tc. At this temperature, both terms cancel each other, which means the
transition of a superconducting system goes back to the normal state. This happens so independently
of the symmetry of pairing. The situation is significantly different if we replace the BCS interaction
with the four-fermion attraction. By the appearance of the paramagnetic term, the Meissner effect gets
weaker even at zero temperature. This was discovered in 2004 [24]. In that paper, the electromagnetic
kernel at zero temperature reads

K(0, 0) =
3
4

e2n
mc

. (42)

Now, for simplicity sake, let us consider the half-filled band case, i.e., n = 1. Then the
Equations (38)–(41) yield μ = De

2 and

EG
N

= −1
2

√
De2

4
+ Δ2

g −
Δ2

g

g
, Δg =

De
2

sinh De
g

, K(0, 0) =
e2

mc

[
1 − 1

8
De√

De2

4 + Δ2
g

]
, (43)

Note that in the limit of the shrinking band De → 0 (the atomic limit) one obtains the BCS result
K(0, 0) = e2

mc . In the opposite regime Δg � De
2 we obtain the result (42). This means that the external

magnetic field penetrates a superconductor deeper in the case of the system with the four-fermion
attraction and the wider band than in the case of the system with the BCS potential or than with the
four-fermion potential but with a very narrow band.

Now, let us deal with the scenario where dx2−y2 -wave pairing symmetry. Let us take the coupling

function and the order parameter in the form gkk′ = g(k2
x − k2

y)(k′x
2 − k′y

2) and Δgk = Δg(k2
x −

k2
y), respectively. In angle representation one gets g(φ, φ′) = g cos 2φ cos 2φ′ and Δg(φ) = Δg cos 2φ.

The Equations (24)–(26) and (36) take the following form:

1 =
g

4πDe

2π∫
0

dφ cos2 2φ
(

arc sinh
De − μ

Δg| cos 2φ| + arc sinh
μ

Δg| cos 2φ|
)

, (44)
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n = 1 − 1
2πDe

2π∫
0

dφ
(√

(De − μ)2 + Δ2
g cos2 2φ −

√
μ2 + Δ2

g cos2 2φ
)

, (45)

EG
N = 1

2 (De − 2μ)− 1
4πDe

2π∫
0

dφ
(
(De − μ)

√
(De − μ)2 + Δ2

g cos2 2φ + μ
√

μ2 + Δ2
g cos2 2φ

)
− Δ2

g
g (46)

and finally

K(0, 0) =
e2

mc

[
n −

Δ2
g

8πDe

[
2π∫
0

dφ cos2 2φ

(
1√

μ2 + Δ2
g cos2 2φ

− 1√
(De − μ)2 + Δ2

g cos2 2φ

)
+

+
μ

Δ2
g

2π∫
0

dφ

(
De − μ√

(De − μ)2 + Δ2
g cos2 2φ

+
μ√

μ2 + Δ2
g cos2 2φ

)]]
.

(47)

In the case of the half-filled band (n = 1) the Equations (44)–(47) take a simpler form, namely:

μ =
De
2

, 1 =
g

2πDe

2π∫
0

dφ cos2 2φarc sinh
De

2Δg| cos 2φ| , (48)

EG
N

= − 1
4π

2π∫
0

dφ

√
De2

4
+ Δ2

g cos2 2φ −
Δ2

g

g
(49)

and

K(0, 0) =
e2

mc

[
1 − De

16π

2π∫
0

dφ√
De2

4 + Δ2
g cos2 2φ

]
. (50)

The integrals in the above equations can be expressed by the elliptic integrals which can be
calculated numerically what is made later in the work. One can try to obtain some analytical results,
namely, assume that Δg � De

2 then one can apply the following expansions:

√
De2

4
+ Δ2

g cos2 2φ =
De
2

+
Δ2

g cos2 2φ

De
+ ...,

1√
De2

4 + Δ2
g cos2 2φ

=
2

De
− 4

De3 Δ2
g cos2 2φ + ...

If we limit ourselves to the first order terms and substitute them into the Equations (49) and (50)
we will obtain after integration:

EG
N

≈ −1
4

De − 1
4

Δ2
g

De
−

Δ2
g

g
(51)

and

K(0, 0) ≈ e2

mc

[
3
4
+

1
4

Δ2
g

De2

]
. (52)

Notice that the neglecting of the second term in (52) gives the same result as (42). At last let us
deal with the mixed s + idx2−y2 -wave pairing symmetry. We take the coupling function in the form

gkk′ = g0 + g1(k2
x − k2

y)(k′x
2 − k′y

2), where g0 and g1 are positive real numbers. The gap parameter is
complex and reads Δgk = Δs + iΔd(kx

2 − ky
2) and the equation for it at zero temperature is as follows

Δgk =
1
N ∑

k′

Δgk′

2Ek′
,
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where Ek =
√

ξk + Δ2
s + Δ2

d(kx
2 − ky

2)2. This equation splits up to two coupled equations for Δs

and Δd, namely,

1 =
g0

N ∑
k

1
2Ek

, 1 =
g1

N ∑
k

(kx
2 − ky

2)2

2Ek
.

In the angle representation the factor k2
x − k2

y is replaced by cos 2φ. In this representation our
problem can be expressed by the set of equations:

1 =
g0

4πDe

2π∫
0

dφ
(

arc sinh
De − μ√

Δ2
s + Δ2

d cos2 2φ
+ arc sinh

μ√
Δ2

s + Δ2
d cos2 2φ

)
, (53)

1 =
g1

4πDe

2π∫
0

dφ cos2 2φ
(

arc sinh
De − μ√

Δ2
s + Δ2

d cos2 2φ
+ arc sinh

μ√
Δ2

s + Δ2
d cos2 2φ

)
, (54)

n = 1 − 1
2πDe

2π∫
0

dφ
(√

(De − μ)2 + Δ2
s + Δ2

d cos2 2φ −
√

μ2 + Δ2
s + Δ2

d cos2 2φ
)

, (55)

EG
N

=
1
2
(De − 2μ)− Δ2

d
g1

− Δ2
s

g0
−

− 1
4πDe

2π∫
0

dφ
(
(De − μ)

√
(De − μ)2 + Δ2

s + Δ2
d cos2 2φ + μ

√
μ2 + Δ2

s + Δ2
d cos2 2φ

)
(56)

and

K(0, 0) = e2

mc

[
n − 1

8πDe

[
2π∫
0

dφ(Δ2
s + Δ2

d cos2 2φ)

(
1√

μ2+Δ2
s+Δ2

d cos2 2φ
− 1√

(De−μ)2+Δ2
s+Δ2

d cos2 2φ

)
+

+μ
2π∫
0

dφ

(
De−μ√

(De−μ)2+Δ2
s+Δ2

d cos2 2φ
+ μ√

μ2+Δ2
s+Δ2

d cos2 2φ

)]]
.

(57)

Because we are interested in the half-filled band case the above equations take a much simpler
form, i.e., μ = De

2 and

1 =
g0

2πDe

2π∫
0

arc sinh
De

2
√

Δ2
s + Δ2

d cos2 2φ
dφ, (58)

1 =
g1

2πDe

2π∫
0

cos2 2φarc sinh
De

2
√

Δ2
s + Δ2

d cos2 2φ
dφ, (59)

EG
L

= − 1
4π

2π∫
0

dφ

√
De2

4
+ Δ2

s + Δ2
d cos2 2φ − Δ2

s
g0

− Δ2
d

g1
(60)

and finally

K(0, 0) =
e2

mc

[
1 − De

16π

2π∫
0

dφ
1√

De2

4 + Δ2
s + Δ2

d cos2 2φ

]
. (61)

Once again, let us try to find some analytical expressions for EG
N and K(0, 0). Note that in the

limit of De → 0 one obtains the BCS result K(0, 0) = e2

mc . Therefore, the narrower the band is the

83



Symmetry 2019, 11, 1358

more similar to the BCS superconductor the system is. Reversely, for the sufficiently wide band, i.e.,
De
2 , Δs � Δd one has the following expansions:

√
De2

4
+ Δ2

s + Δ2
d cos2 2φ =

√
De2

4
+ Δ2

s +
1
2

Δ2
d cos2 2φ√
De2

4 + Δ2
s

+ ...,

1√
De2

4 + Δ2
s + Δ2

d cos2 2φ
=

1√
De2

4 + Δ2
s

− 1
2

1

(De2

4 + Δ2
s )

3
2

Δ2
d cos2 2φ + ...

It suffices to limit ourselves to the zero and first order terms and substitute them into
Equations (60) and (61). After integrating we obtain

EG
N

≈ −1
2

√
De2

4
+ Δ2

s −
1
8

Δ2
d√

De2

4 + Δ2
s

− Δ2
d

g1
− Δ2

s
g0

(62)

and finally

K(0, 0) ≈ e2

mc

[
1 − 1

8
De√

De2

4 + Δ2
s

(
1 − 1

4
Δ2

d
De2

4 + Δ2
s

)]
. (63)

The last equation can be simplified if we neglect the term proportional to Δ2
d because it is much

lesser than the unity. Therefore, this yields

K(0, 0) ≈ e2

mc

[
1 − 1

8
De√

De2

4 + Δ2
s

]
. (64)

The kernel (64) fulfills the double inequality

3
4

e2

mc
< K(0, 0) <

e2

mc
. (65)

We have analyzed the situation in which the component with the s-wave pairing symmetry and
the bandwidth are much greater than the dx2−y2 -wave component. If we admit that De

2 � Δs, Δd then
the ground state energy and the electromagnetic kernel read

EG
N

≈ −1
4

De − 1
2

Δ2
s

De
− 1

4
Δ2

d
De

− Δ2
d

g1
− Δ2

s
g0

(66)

and

K(0, 0) ≈ e2

mc

[
3
4
+

1
2

Δ2
s

De2 +
1
4

Δ2
d

De2

]
. (67)

Looking at the Equation (67) one can notice that the inequality (65) holds.

7. The Scenario with the Tight-Binding Model—The One-Dimensional Case

In this section we shall do the same kind of calculations but instead of the less realistic model
with rectangular density of states we shall consider the one-dimensional model in the frame of the
tight-binding approximation. In the one-dimensional system the dispersion relation has the form
ξk = −2t cos k − μ. As is known in one-dimensional systems due to strong quantum fluctuations there
is no long-range order even at T = 0 but one can assume that the investigated chain interacts with
environment that stabilizes the superconductivity in the chain. One can say that we have to deal with
the effective model. In the one-dimensional case one can take under considerations the s-wave pairing
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only. It is no use to investigate the dx2−y2 -wave pairing case because the momentum has only one
component. The gap equation reads

1 =
g

2π

π∫
0

dk√
(2t cos k + μ)2 + Δ2

g

=
g

2π

2t−μ∫
−2t−μ

dξ√
ξ2 + Δ2

g

1√
4t2 − (ξ + μ)2

, (68)

where after the introducing of the density of states this equation has been easily transformed to the
second form. Note that at half filling (μ = 0) DOS has two the so-called Van Hove singularities at
ξ = ±2t. Next, the equation for the average number of particles per lattice site is

n = 1 +
1
π

π∫
0

dk
2t cos k + μ√

(2t cos k + μ)2 + Δ2
g

= 1 − 1
π

2t−μ∫
−2t−μ

dξ√
4t2 − (ξ + μ)2

ξ√
ξ2 + Δ2

g

. (69)

The ground state energy per lattice site is expressed via

EG
N

= −μ − 1
π

π∫
0

dk
√
(2t cos k + μ)2 + Δ2

g +
Δ2

g

g
= −μ − 1

π

2t−μ∫
−2t−μ

√
ξ2 + Δ2

g√
4t2 − (ξ + μ)2

dξ +
Δ2

g

g
. (70)

Finally, the electromagnetic kernel can be found from

K(0, 0) =
e2

mc

[
n − tΔ2

g
2π

π∫
0

k2dk
((2t cos k + μ)2 + Δ2

g)
3/2

]

=
e2

mc

[
n −

tΔ2
g

2π

2t−μ∫
−2t−μ

dξ

(
arccos

(
− ξ+μ

2t

))2

√
4t2 − (ξ + μ)2

1
(ξ2+Δ2

g)3/2

]
,

(71)

where t = h̄2

2ma2 is the hopping parameter while a is the lattice constant that is put here equal the unity.
In this section we are interested in the half-filled case (n = 1) as well. The above equations get

a simpler form. Let us start from the chemical potential μ = 0 and the gap equation, namely,

1 =
g
π

2t∫
0

dξ
1√

4t2 − ξ2

1√
ξ2 + Δ2

g

. (72)

Note that in the one-dimensional case the bandwidth De = 4t. The ground state energy per lattice
site is as follows

EG
N

= − 2
π

2t∫
0

dξ

√
ξ2 + Δ2

g√
4t2 − ξ2

+
Δ2

g

g
. (73)

Finally, the electromagnetic kernel reads

K(0, 0) =
e2

mc

[
1 −

tΔ2
g

2π

2t∫
−2t

dξ

(
arccos

(
− ξ

2t

))2

√
4t2 − ξ2

1
(ξ2 + Δ2

g)
3/2

]
. (74)

We can try to find an analytical solution of the gap Equation (72) in the De
2 � Δg regime (the

strong coupling regime). In this case the expansion of 1√
4t2 cos2 k+Δ2

g
≈ 1

Δg
− 1

2
4t2 cos2 k

Δ3
g

to the first order
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is useful, then the Equation (72) reduces to a cubic equation that can be solved by the method from
Section 3. This equation takes the form

Δ3
g −

g
2

Δ2
g +

gt2

2
= 0. (75)

After finding the proper solution of the Equation (75) one can make use of the similar expansions

of
√

4t2 cos2 k + Δ2
g ≈ Δg +

1
2

4t2 cos2 k
Δg

and 1
(4t2 cos2 k+Δ2

g)3/2 ≈ 1
Δ3

g
− 3

2
4t2 cos2 k

Δ5
g

and use them for the

calculation of the ground state energy and the electromagnetic kernel, i.e.,

EG
N

≈ −Δg −
t2

Δg
+

Δ2
g

g
(76)

and

K(0, 0) ≈ e2

mc

[
1 − π2

6
t

Δg
+
(

2π +
3
4

) t3

Δ3
g

]
. (77)

The last equation can be approximated by the neglecting of the third term in the square
brackets, i.e.,

K(0, 0) ≈ e2

mc

[
1 − π2

6
t

Δg

]
. (78)

It is visible, that the paramagnetic term is proportional to the hopping parameter t. The lesser it is
the greater the kernel becomes. In the limit t → 0 the kernel tends to the BCS one. As one can convince
oneself that analytical result (78) is in agreement with numerical calculation outcomes which can be
found in Section 9.

8. The Scenario with the Tight-Binding Model—The Two-Dimensional Case

In this section we shall do the same kind of calculations but we shall consider the two-dimensional
model in the frame of the tight-binding approximation. In the case of two-dimensional one we shall
pay an attention on the simple square lattice with the dispersion relation counted with respect to μ, i.e.,
ξk = −2t(cos kx + cos ky)− μ, where t is the hopping parameter while the lattice constant is put equal
to the unity. Again, we are interested in the study of the following symmetries of the gaps: the s-wave
pairing and the mixed s + idx2−y2 -wave pairing ones. The pure dx2−y2 -wave pairing symmetry case is
treated in a numerical manner. The expressions for this case can be obtained from the equations for the
s + idx2−y2 -wave pairing symmetry case by putting Δs = 0 in them.

Let us start with the gap equation for Δg with the s-wave pairing symmetry. This reads

1 =
g

2π2

π∫
0

dkx

π∫
0

dky
1√

(2t(cos kx + cos ky) + μ)2 + Δ2
g

, (79)

next the equation for the average number of particles per lattice site

n = 1 +
1

π2

π∫
0

dkx

π∫
0

dky
2t(cos kx + cos ky) + μ√

(2t(cos kx + cos ky) + μ)2 + Δ2
g

(80)

and those for the ground state energy per lattice site and the electromagnetic kernel:

EG
N

= −μ − 1
π2

π∫
0

dkx

π∫
0

dky

√
(2t(cos kx + cos ky) + μ)2 + Δ2

g +
Δ2

g

g
, (81)
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K(0, 0) =
e2

mc

[
n −

tΔ2
g

4π2

π∫
0

dkx

π∫
0

dky(k2
x + k2

y)
1

((2t(cos kx + cos ky) + μ)2 + Δ2
g)

3
2

]
. (82)

These equations for the half-filled band case can be produced by putting n = 1 and μ = 0 and
substituting these values into them. Next, in order to find some analytical results we follow the
procedure used in the previous section, i.e., assume that De

2 � Δg, where De = 8t is the bandwidth in
the two-dimensional system. We will exploit the following expansions to the first order terms:

√
4t2(cos kx + cos ky)2 + Δ2

g ≈ Δg +
1
2

4t2(cos kx + cos ky)2

Δg
,

1√
4t2(cos kx + cos ky)2 + Δ2

g

≈ 1
Δg

− 1
2

4t2(cos kx + cos ky)2

Δ3
g

and
1

(4t2(cos kx + cos ky)2 + Δ2
g)

3
2
≈ 1

Δ3
g
− 3

2
4t2(cos kx + cos ky)2

Δ5
g

.

These expansions are now substituted into the Equations (79), (81) and (82) and after making the
integration one obtains:

1 =
g
2

[
1

Δg
− 2

t2

Δ3
g

]
⇔ Δ3

g −
g
2

Δ2
g + gt2 = 0, (83)

EG
N

≈ −Δg − 2
t2

Δg
+

Δ2
g

g
(84)

and

K(0, 0) ≈ e2

mc

[
1 − π2

6
t

Δg
+

3
2

t3

Δ3
g

(
1
2
+

4
3

π +
π2

3

)]
.

If t
Δg

� 1 then we can approximate K(0, 0) by

K(0, 0) ≈ e2

mc

[
1 − π2

6
t

Δg

]
. (85)

Note that (85) is the same as (78).
The pure dx2−y2 -wave pairing case will be investigated in another paper. We will look now at

the case with mixed symmetry of pairing, namely, the s + idx2−y2 . The order parameter has the form

Δgk = Δs + iΔd(cos kx − cos ky) while its module |Δgk| =
√

Δ2
s + Δ2

d(cos kx − cos ky)2. The coupling
function is gkk′ = g0 + g1(cos kx − cos ky)(cos k′x − cos k′y), where g0, g1 are real positive numbers.
Similarly, as it was in Section 6, we shall give the fundamental equations for our problem: the gap
equations, the equation for the chemical potential, the ground state energy and the electromagnetic
kernel. They read

1 =
g0

2π2

π∫
0

dkx

π∫
0

dky
1√

(2t(cos kx + cos ky) + μ)2 + Δ2
s + Δ2

d(cos kx − cos ky)2
, (86)

1 =
g1

2π2

π∫
0

dkx

π∫
0

dky
(cos kx − cos ky)2√

(2t(cos kx + cos ky) + μ)2 + Δ2
s + Δ2

d(cos kx − cos ky)2
, (87)
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n = 1 +
1

π2

π∫
0

dkx

π∫
0

dky
2t(cos kx + cos ky) + μ√

(2t(cos kx + cos ky) + μ)2 + Δ2
s + Δ2

d(cos kx − cos ky)2
, (88)

EG
N = −μ − 1

π2

π∫
0

dkx
π∫
0

dky

√
(2t(cos kx + cos ky) + μ)2 + Δ2

s + Δ2
d(cos kx − cos ky)2 + Δ2

s
g0

+
Δ2

d
g1

(89)

and

K(0, 0) = e2

mc

[
n − t

4π2

π∫
0

dkx
π∫
0

dky(k2
x + k2

y)
Δ2

s+Δ2
d(cos kx−cos ky)2

((2t(cos kx+cos ky)+μ)2+Δ2
s+Δ2

d(cos kx−cos ky)2)
3
2

]
. (90)

Because we are interested in the investigation of the half-filled band case it suffices to put n = 1.
For this number of electrons one obtains the chemical potential μ = 0. In order to obtain those
equations for the half-filled band case, one needs to substitute these two values into them. As has
been already done for the pure s-wave pairing case we can make some analytical calculations. Let us
assume that De

2 � Δs and Δd � Δs. Again let us make use of the following expansions to the first
order terms: √

4t2(cos kx + cos ky)2 + Δ2
s + Δ2

d(cos kx − cos ky)2 ≈

Δs +
1
2

4t2(cos kx + cos ky)2 + Δ2
d(cos kx − cos ky)2

Δs

and
1

(4t2(cos kx + cos ky)2 + Δ2
s + Δ2

d(cos kx − cos ky)2)
3
2
≈

1
Δ3

s
− 3

2
4t2(cos kx + cos ky)2 + Δ2

d(cos kx − cos ky)2

Δ5
s

.

Those expansions are next substituted into the integrals in (89) and (90). After the integration, one
obtains the expressions for the ground state energy per lattice site together with the expression for the
electromagnetic kernel, namely,

EG
N

≈ −Δs −
4t2 + Δ2

d
2Δs

+
Δ2

s
g0

+
Δ2

d
g1

(91)

and

K(0, 0) = e2

mc

[
1 − 1

4π2
t

Δs

[
2
3 π4 − 3

2
4t2+Δ2

d
Δ2

s

(
4
3 π3 + 1

3 π4 + π2

2

)]
−

− 1
4π2

t
Δs

Δ2
d

Δ2
s

[
4
3 π3 + π2

2 + π4

3 − 3
2

4t2+Δ2
d

Δ2
s

(
4
3 π2 + π2

2 + 81
32 π2

)
+ 3 4t2−Δ2

d
Δ2

s

(
4
3 π3 + π2

2

)]]
.

(92)

If t
Δs

� 1 and Δd
Δs

� 1 then

K(0, 0) =
e2

mc

[
1 − π2

6
t

Δs

]
, (93)

thus this is the same expression as the formulas (78) and (85) but with proviso that the hopping
parameter is much lesser than the s-wave component of the gap for quartets.

9. Numerical Results

In this section, we would like to present some numerical results regarding some zero-temperature
properties of the system represented by the Hamiltonian (1) with VBCS = 0. In the beginning, let us
consider the scenario with the rectangular DOS. We will show the results for the s-wave and the
dx2−y2 -wave pairings. For the sake of clarity, let us denote the gap for the s-wave pairing case by Δs
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whereas the gap for the dx2−y2 -wave pairing by Δd. We shall be using the coupling constant g = 0.5 eV
whereas the bandwidth De will be equal to three values: 0.5 eV, 1 eV, 2 eV. The results are shown in
Table 1.

Table 1. The numerical results for the s-wave pairing case with the rectangular DOS for the half-filled

band with n = 1 and μ =
De
2

. We have used the Equation (43) for numerical calculations.

De 0.5 eV 1 eV 2 eV

Δs 0.212729 eV 0.13786 eV 0.036643 eV
EG/N −0.25464 eV −0.29734 eV −0.50302 eV

K(0, 0)mc
e2 0.8096 0.75899 0.75017

From Table 1, one can notice that for the increasing bandwidth, the gap Δs clearly decreases.
The ground state energy per lattice site is negative and its module increases. One needs to mention
that the same results would hold in the BCS case. However, the electromagnetic kernel multiplied
by mc

e2 behaves in another way, namely, it differs from the BCS result that is equal to the unity and its
value diminishes with the increasing bandwidth. This means that for a superconductor with the wider
band, the Meissner effect is weaker than for one with the narrower band. Of course, the penetration
depth is greater in the former case than in the latter one.

The results for the investigated system with the pure dx2−y2 -wave pairing symmetry are placed
in Table 2.

Table 2. The numerical results for the dx2−y2 -wave pairing case with the rectangular DOS for the
half-filled band with n = 1 and μ = De

2 . We have used the Equations (48)–(50) for numerical calculations.

De 0.5 eV 1 eV 2 eV

Δd 0.08377 eV 0.022226 eV 0.000814 eV
EG/N −0.14247 eV −0.25111 eV −0.5 eV

K(0, 0)mc
e2 0.75661 0.75012 0.75

As one can notice, the behavior of the system with this symmetry of pairing is very similar to that
of the former one. The only difference is that the dx2−y2 -wave pairing values are lesser than those for
the s-wave pairing. Especially, it is visible at looking at the gaps.

Now let us discuss the results for the one-dimensional system with the cosine dispersion relation.
These results are shown in Table 3.

Table 3. The numerical results for the one-dimensional system with the s-wave pairing symmetry and
the cosine dispersion relation for the half-filled band. Note that De = 4t and g = 0.5 eV with n = 1 and
μ = 0. We have used the Equations (72)–(74) for numerical calculations.

De 0.1 eV 1 eV 2 eV

Δs 0.247506 eV 0.08511 eV 0.007469 eV
EG/N −0.12749 eV −0.32065 eV −0.63663 eV

K(0, 0)mc
e2 0.9199567 0.613032 0.607318

One can see the same tendencies as in the previous tables. The gap Δ decreases for the increasing
bandwidth De. The ground state energy per lattice site is also negative and its module increases with
the increasing bandwidth. The electromagnetic kernel decreases as well though for the bandwidths
De = 1 eV and De = 2 eV this quantity is lesser than 3

4
e2

mc . Let us add that the approximated
Equation (75) has three real solutions for g = 0.5 eV and two hopping parameters t = 0.01 eV
or t = 0.025 eV. For the former value of t one obtains: Δs1 = −0.00981 eV, Δs2 = 0.010211 eV
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and Δs3 = 0.2496 eV whereas for the latter one Δs1 = −0.023885 eV, Δs2 = 0.026437 eV and
Δs3 = 0.247448 eV. Note that only Δs3 in both cases are proper because they fulfil the inequality
2t
Δ � 1. Additionally, for t = 0.025 eV the value of Δs3 is very close to that in Table 3 for De = 0.1 eV
corresponding to t = 0.025 eV.

Concerning the two-dimensional system, the situation is very similar to that above. Let us start
from the description of the scenario with the s-wave pairing symmetry. Table 4 contains the numerical
outcomes for four values of the bandwidth De = 8t. As has already been stated, there are the
same tendencies as in the previous cases. It is worth noting that for the bandwidth De = 1 eV the
paramagnetic term in the electromagnetic kernel is greater than its values for the previously discussed
variants of the investigated model. The penetration depth is obviously greater than corresponding
values of this quantity. Moreover, the Equation (83) has three real solutions for two values of the
hopping parameter t = 0.01 eV and t = 0.025 eV. They are as follows: for the former one one gets
Δs1 = −0.013768 eV, Δs2 = 0.014573 eV and Δs3 = 0.249195 eV while for the latter Δs1 = −0.033217 eV,
Δs2 = 0.038433 eV and Δs3 = 0.244785 eV. In this instance one obtains a very good agreement between
Δs3 and those values for De = 0.08 eV and De = 0.2 eV from Table 4.

Table 4. The numerical results for the two-dimensional system with the s-wave pairing symmetry and
the cosine dispersion relation for the half-filled band. Note that De = 8t, g = 0.5 eV, μ = 0. We have
used the Equations (79), (81) and (82) with μ = 0 for numerical calculations.

De 0.08 eV 0.2 eV 0.4 eV 1 eV

Δs 0.2492 eV 0.2451 eV 0.2319 eV 0.17263 eV
EG/N −0.1258 eV −0.13015 eV −0.1482 eV −0.2246 eV

K(0, 0)mc
e2 0.9347 0.8431 0.7153 0.4865

In the end, we shall describe the pure dx2−y2 -wave pairing case. Here, the investigated quantities
behave in a similar way to the corresponding s-wave pairing ones. We adopt the same dispersion
relation as in the s-wave case. The results are shown in Table 5.

Table 5. The numerical results for the two-dimensional system with the dx2−y2 -wave pairing symmetry
and the cosine dispersion relation for the half-filled band. Note that De = 8t, g = 0.5 eV, μ = 0.
We have used the Equations (87), (89) and (90) with μ = 0 and Δs = 0 for numerical calculations.

De 0.08 eV 0.2 eV 0.4 eV 1 eV

Δd 0.1997 eV 0.1933 eV 0.1831 eV 0.1551 eV
EG/N −0.08664 eV −0.09957 eV −0.12737 eV −0.22873 eV

K(0, 0)mc
e2 0.9194 0.8075 0.6711 0.46784

In this instance one can notice that the order parameter for the s-wave pairing case is visibly
greater than in the dx2−y2 -wave pairing one. The same assertion concerns the electromagnetic kernel.
However, the ground state energy per lattice site for the latter kind of pairing and De = 1 eV is slightly
greater than that in the former kind of pairing.

10. Conclusions

The system with the four-fermion attraction has been investigated in this paper. The original model
represented by the Hamiltonian (1) comprises the BCS interaction, however, it has been neglected here
for simplicity. The study has been devoted to some zero-temperature values of some quantities in this
system such as the order parameter, the ground state energy per lattice site and the electromagnetic
response to an external magnetic field. An essential part of the study is to get an answer to the question
of how the symmetry of the pairing affects those quantities. It turns out that the influence of this
factor cannot be neglected. The difference between both kinds of pairings is significant independent
of what type of dispersion relation we will use. Basically, all quantities with the dx2−y2 -wave pairing
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are lesser than those with the s-wave pairing. Moreover, the electromagnetic kernel for the system in
the frame of the tight-binding approximation (the cosine dispersion relation) is lesser than this kernel
for the system with the rectangular DOS. In both of cases, the same bandwidth is used. The example
with De = 1 eV is visible in Tables from the previous section. The interesting result is found for the
system with the cosine dispersion relation. For a very small ratio t

Δg
the electromagnetic kernel has

approximately the same value independent of the dimension and type of pairing.
There are some open problems not undertaken in this paper. For example, properties of the

system at finite temperatures are not studied here. From [18,19], it is known that there should be
some differences between the conventional BCS system and the system studied in this paper. One can
mention the character of the phase transition and the value of the critical temperature. Moreover,
the incorporation of the BCS interaction can, to large extent, affect different properties of the system.
Additionally, different types of pairings in such interactions can lead to many interesting phenomena.
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16. Szczȩśniak, R.; Durajski, A.P.; Duda, A.M. Pseudogap in the Eliashberg approach based on electron-phonon

and electron-electron-phonon interaction. Ann. Phys. 2017, 529, 1600254. [CrossRef]
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