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1. Introduction

In recent years, power converters have played an important role in power electronics technology
for different applications, such as renewable energy systems, electric vehicles, pulsed power generation,
and biomedical. Power converters in power electronics are becoming essential for generating electrical
power energy in various ways. Voltage source and current source inverters are well-known as the
conventional topologies to convert a DC source to an AC source. For single-phase current source
inverters, DC-side low-frequency power oscillation is an inherent limitation. Various active power
decoupling circuits for single-phase current source converters are reviewed in [1]. During the last
decade, the multilevel inverter has become very popular in medium and high-power applications,
with some advantages, such as the reduced power dissipation of switching elements, low harmonics,
and low electromagnetic interferences (EMIs). An overview of the multi-level inverter topologies is
presented in [2]. The development of the advanced power converters is necessary for the various
applications. This special issue focuses on the development of novel power converter topologies in
power electronics.

2. The Current Research Trends

Each of the 28 articles collected in this special issue proposes a solution to a specific problem related
to the power converter topologies. The impedance source inverters (ISIs) overcome the limitation of
the conventional inverters, because they can operate in single-stage power conversion with buck-boost
voltage and shoot-through immunity. In Reference [3], a three-phase cascaded active ISI is proposed to
reduce the number of passive elements. A common ground Z-source SEPIC inverter is proposed in [4]
to eliminate leakage current. In order to increase the voltage gain, a multiplier cell technique is applied
to the quasi-switched boost inverter with low input current ripple [5]. The applications of the ISI for
grid connection [6] and photovoltaic [7] are presented.

New concepts of pulse-width modulation (PWM) control techniques and control theories for the
inverters are another focus of this issue. A modified model predictive power control for grid-connected
T-type inverter with reduced computational complexity is presented in [8]. A robust two-layer model
predictive control for three-level inverter is shown in [9]. Current source AC-side clamped inverter for
leakage current reduction in grid-connected photovoltaic (PV) system is shown in [10]. A control design
of the LCL filter [11] and PWM method [12] for single-phase inverter are carried out. The space vector
modulation technique is applied to the quasi-switch boost t-type inverter for common mode voltage
elimination [13]. In addition, the PWM techniques for five-level inverter are presented in [14,15], with a
minimal number of commutations. The inverter topology for the DC motor is presented in [16].

In addition to the research in the inverter topologies, this issue has collected important
research on isolated [17,18] and non-isolated [19–22] DC-DC power converters and rectifiers [23,24].
In Reference [17], a comparative evaluation of some wide-range soft-switching full-bridge modular
multilevel DC–DC converters is discussed. To realize the functions of reduced primary current loss

Electronics 2020, 9, 654; doi:10.3390/electronics9040654 www.mdpi.com/journal/electronics1
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and balanced voltage and current, a DC-DC converter with the series/parallel connection on the
high-voltage/low-voltage side is presented in [18]. A bipolar bidirectional DC/DC converter and
its interleaved-complementary modulation scheme are introduced in [19]. A multiple three-phase
low-voltage and high-current permanent magnet synchronous generation system is proposed in [20]
for 5 V/10 kA DC power supply. In Reference [21], a new technique for enlarging the stable range of
peak-current-mode-controlled DC-DC converters is presented. In Reference [22], a combination of
the one-comparator counter-based PWM control with pulse frequency modulation (PFM) control is
presented for buck DC-DC converter. A power-based space vector modulation technique for a matrix
rectifier is proposed in [23], where the modulation index and applied phase are calculated, based
on the active and reactive power of the rectifier for intuitive power factor control. In Reference [24],
a modeling method is introduced to establish a parametric-conducted emission model of a switching
model power supply chip through a developed vector fitting algorithm.

Various power converter topologies for different applications, such as wireless power
transfer [25,26], battery charging [27,28], static synchronous compensator (STATCOM) [29], and gate
driver [30] are presented in this issue. In Reference [24], an inductive power transfer (IPT) system with
three-bridge switching compensation topology is proposed, to achieve the load-independent constant
current (CC) and load-independent constant voltage (CV) outputs. In Reference [25], a generalized
fractional-order wireless power transmission is established for medium and long-range wireless power
transmission. A fast-charging balancing circuit for LiFePO4 battery is proposed in [26], to address the
voltage imbalanced problem of a lithium battery string. In Reference [27], an add-on type pulse charger
is introduced, to shorten the charging time of a lithium ion battery. In Reference [28], an individual
phase full-power testing method for high-power STATCOM is presented with reconfiguration the port
connection of three-phase STATCOM. In Reference [30], an intelligent control method for suppressing
electromagnetic interference (EMI) sources in the fast switching power converters is proposed, with a
combination of open-loop and closed-loop methods.

3. Future Trends

The future research in the advanced power converter topologies will continue to find the solutions
in applications of current power electronics for different disciplines. New power converters will be
investigated to enhance or replace the current converter topologies. A new growing interest is the
integration of impedance-source converters for renewable energy system applications.
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Abstract: For single-phase current source converters, there is an inherent limitation in DC-side
low-frequency power oscillation, which is twice the grid fundamental frequency. In practice, it
transfers to the DC side and results in the low-frequency DC-link ripple. One possible solution is
to install excessively large DC-link inductance for attenuating the ripple. However, it is of bulky
size and not cost-effective. Another method is to use the passive LC branch for bypassing the
power decoupling, but this is still not cost-effective due to the low-frequency LC circuit. Recently,
active power decoupling techniques for the current source converters have been sparsely reported in
literature. However, there has been no attempt to classify and understand them in a systematic way
so far. In order to fill this gap, an overview of the active power decoupling for single-phase current
source converters is presented in this paper. Systematic classification and comparison are provided
for researchers and engineers to select the appropriate solutions for their specific applications.

Keywords: current source converter; power decoupling; power ripple

1. Introduction

The current source converters have unique features, such as inherent short-circuit capability,
no electrolytic capacitor, step-up voltage capability and high reliability, and they have been widely
used in applications such as smart microgrids [1], industrial uninterrupted power supplies (UPS) [2],
Superconductor Magnetic Energy Storage (SMES) [3], photovoltaic power systems [4], high voltage
direct current (HVDC) transmission systems and flexible AC transmission (FACT) systems [5]. There
are many key technique issues that need to be solved for the converter, such as the leakage current
problem, the efficiency problem, and so on [6–11]. For the single-phase current source converter,
there is an inherent limitation of AC-side low-frequency power oscillation, which is twice the grid
fundamental frequency. It transfers to the DC side and results in the low-frequency DC-link ripple.
It has many unfavorable disadvantages. For example, it may reduce the efficiency of the maximum
power point (MPPT) tracking in photovoltaic applications. Therefore, it could lead the light emitting
diode (LED) lamps to flicker [12]. In addition, it may cause the battery to overheat and reduce the
life of fuel cells [13,14]. This is the reason why the power decoupling techniques are popular in both
academic and industrial fields.

Basically, the above-mentioned power ripple can be attenuated by increasing the DC-link
inductance. However, it is of bulky size and not cost-effective. Another method is to use the passive
LC branch for bypassing the power ripple, but it is still not cost-effective due to the low-frequency LC
circuit. Recently, active power decoupling techniques have been reported to deal with this problem.
Many interesting topologies have been reported in the last decades [15–24]. For example, a buck
type circuit, boost type circuit or buck-boost type circuit is applied as the auxiliary power decoupling

Electronics 2019, 8, 197; doi:10.3390/electronics8020197 www.mdpi.com/journal/electronics5
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circuit [25]. Another method reported in [26,27] uses two additional capacitors placed on the AC side
to achieve power decoupling without any auxiliary switches. The decoupling topology using the
center tap of the isolation transformer has been proposed [28–30]. The above-mentioned topologies
are the voltage-source converters. On the other hand, the active power decoupling techniques for
the current source converters have been sparsely discussed in the literature. For example, Sun et
al. proposed an interesting circuit, which used a decoupling circuit connect in series with the main
converter [31]. This power decoupling method has the advantage of control flexible. For the current
source AC/DC/AC converter, the low-frequency ripple also exists on the DC-side. There is a kind of
power decoupling circuit proposed in [32]. The capacitor is used as a power compensation component,
while the H bridge circuit is applied for power decoupling. Another circuit in [33] uses the buffer
capacitor to achieve the power decoupling on the DC-side. A circuit structure connected in parallel
with the current source converter on the DC-side is proposed in [34]. For this circuit structure, the
buffer capacitor also connects in series with the current source converter when the circuit works
in power decoupling mode. Aside from that, the power decoupling circuit can be installed on the
AC side [35], which needs an extra bridge arm. A similar circuit structure is proposed in [36–38].
A modified differential connected circuit structure is proposed in [39]. To decrease the number of
auxiliary switches, a kind of power decoupling circuit with the lower switches multiplexing has been
proposed [40]. The modified power decoupling circuits, which need no extra switch, are proposed
in [41,42]. A decoupling topology using the isolation transformer for the current source converter is
derived from [43]. The power decoupling circuit is independent with the main converter. However, it
needs a transformer to isolate the decoupling circuit and the main current source converter.

In summary, the power decoupling method can be divided into the capacitive and inductive
compensations [44]. For the active power decoupling for the current source converters, the capacitor is
generally applied as the ripple power compensation device. According to the relation between the
auxiliary power decoupling circuit and the main circuit, the ripple power decoupling circuit can be
divided into independent and non-independent structures [45]. The following will present the details,
and the rest of the paper is organized as follows. The theoretical analysis of power oscillation and
ripple for the single-phase current source converter is presented in Section 2. The versatile power
decoupling circuits are illustrated and discussed in Sections 3 and 4. Aside from that, a comparison of
different power decoupling circuits is provided in Section 5.

2. Problem Definition

The basic single-phase current source converter is illustrated in Figure 1.

 
Figure 1. Basic single-phase current source converter.
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In Figure 1, the grid voltage uac and grid current iac can be represented as:

uac = V · cos(ω · t), (1)

iac = I · cos(ω · t + ϕ), (2)

In Equation (2), ϕ represents the phase-angle between grid voltage and current. The output power
Pac can be represented as

Pac = uac · iac =
VI cos(ϕ)

2
+

VI cos(2ω · t + ϕ)

2
, (3)

From (3), it can be observed that Pac has the ripple power at twice line frequency.
The constant power Po can be represented as:

Po =
VI cos(ϕ)

2
, (4)

Therefore, the ripple power Pr can be represented as:

Pr =
VI cos(2ω · t + ϕ)

2
(5)

According to the power conservation law, the ripple power also exists on the DC side.
Figure 2 reflects the relation between the output power and ripple power. The AC power Pac

consists of the constant power Po and ripple power Pr. According to the power conservation law, the
auxiliary circuit is needed to attenuate the ripple. When the AC power Pac is larger than power Po, the
ripple power is absorbed by the compensating circuit. The auxiliary circuit will emit the energy to
compensate the AC power Pac when the AC power Pac is less than Po. It is the basic mechanism for the
power decoupling method.

 
Figure 2. Output power and ripple power.

3. DC-Side Power Decoupling Solutions

The structure shown in Figure 3a connects in series with the main converter on the DC side to
compensate for the ripple power. The capacitor is used as a passive component to bypass the ripple
power. The circuit shown in Figure 3b is a simplified circuit in which the number of the auxiliary
switch is reduced. However, the complexity of the circuit control will increase.

7
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(a) (b) 

Figure 3. (a) H-bridge decoupling circuit; (b) Simplified H-bridge decoupling circuit.

The converter applies the H bridge structure shown in Figure 4. The voltage of the buffer capacitor
is lower than the DC-side voltage. For this circuit, the circuit modes and power decoupling process is
introduced as follows. When the auxiliary switches S5 and S6 are turned on, the buffer capacitor is
charged. When switches S5 and S6 are turned off, the buffer capacitor discharges through the auxiliary
diode D1 and D2. When only the switch S5 or S6 is turned on, the buffer capacitor is bypassed. The
voltage of the buffer capacitor controlled to compensate the ripple power according the real time ripple
power on the system. The auxiliary decoupling circuit is controlled independently with the main
converter. For the function of the power decoupling circuit, the ripple power is eliminated on the DC
side, and the DC-side inductance can be relatively small.

 
Figure 4. Power decoupling solution in [31].

Another power decoupling circuit applying the series power decoupling circuit is proposed
as shown in Figure 5. The AC/DC/AC converter has three bridge arms, which play the role of
rectification and inversion with sharing a bridge arm. The bridge arm ‘a’ and bridge arm ‘c’ work as
rectification. And the bridge arm ‘b’ and bridge arm ‘c’ work as inversion. The decoupling circuit is in
series with the DC-link in which capacitor applied to compensate the ripple power.
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Figure 5. Power decoupling solution in [32].

Compared with a conventional AC/DC/AC converter, the circuit needs fewer switches. However,
the system may be broken down when the auxiliary decoupling circuit is out of order, since the
decoupling circuit is connected in series with the main circuit on the DC-side.

This type of power decoupling structure shown in Figure 3 has the advantages of a simple circuit
structure, being independent with a main converter and flexible control. There are several other types
of circuit structures, introduced as follow.

As shown in Figure 6, the auxiliary decoupling circuit is connected in parallel with the main
converter. The buffer capacitor C is used to compensate the ripple power. Taking the positive period
for example, the operation modes and power decoupling process are discussed as follows.

 

Figure 6. Power decoupling solution in [33].

In the positive period, the switches S3 and S2 are turned off, the switches S1, S4 and extra switch S5

work to implement the energy transfer and power decoupling. When S5 is turned on and the capacitor
voltage uc of C is lower than the grid voltage, the diode D2 will be turned on. The DC current will
flow through the circuit consisting of switch S5 and diode D2. When S5 is turned on and the capacitor
voltage of C is higher than the grid voltage, the diode D2 will turn off and the capacitor C will discharge
connected in series with the main converter. When S5 is turned off and the main converter switches S1,
S4 are turned off, the capacitor C is charged through the diodes D1 and D2. When S5 is turned off and
the main converter switches S1 and S4 are turned on, the capacitor C is bypassed. Meanwhile, the grid
current and the voltage of the power compensated capacitor are controlled. In contrast to the circuit
structure shown in Figure 4, the auxiliary decoupling circuit is depended on the main converter. When
the grid voltage is negative, the circuit state is similar with the positive period.
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As shown in Figure 7, the auxiliary decoupling circuit consists of one bridge arm and a
bidirectional buck-boost circuit, which work to compensate the ripple power. The voltage of capacitor
Cf, is controlled to keep constant. The capacitor C is used to compensate the ripple power.

 
Figure 7. Power decoupling solution in [34].

For this circuit, the operation modes and power decoupling process are discussed as follows.
When all the main converter switches S1–S4 are turned off, the extra switch S5 remains on. In this state,
the DC current is bypassed by the auxiliary bridge while the switch S6 is on. The buffer circuit supplies
zero voltage to the DC side. While switch S6 is turned off, the buffer circuit connects in series with the
DC side to compensate the ripple power. When the main converter switches S1 and S4 (or S2 and S3)
are turned on, the switch S5 keep off. In this state, when switch S6 is turned off, the buffer circuit is
isolated with the source. When switch S6 is turned on, the buffer circuit connects in series with DC
side. The switch states of S5 and S6 are dependent with the main circuit.

The decoupling circuit shown in Figures 6 and 7 connects in parallel with the main converter but
the buffer capacitor is connected in series with the main converter.

4. The Typical Circuit Structure of AC Side Decoupling

An interesting circuit structure to decouple the ripple power on the AC side is proposed in [35].
As shown in Figure 8, there is an auxiliary bridge arm of the converter. The capacitor C1, C2

and C3 work as power compensation capacitor connected in star structure. The capacitor C2 and C3

also work as AC filter capacitor. To compensate the ripple power, the decoupling circuit shares two
arm bridges with the main converter to control the capacitor voltage effectively. The circuit shown in
Figure 9 is one of the simplified circuits.

 
Figure 8. Power decoupling solution in [35].
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Figure 9. Power decoupling solution in [35].

The decoupling capacitor C3 of Figure 8 can be seen as a wire in the circuit of Figure 9. The
decoupling capacitor C1 works as the AC filter capacitor.

The literature [36] introduces a circuit which also compensates the ripple power on the AC-side.
It is a duality with the voltage source converter introduced in [37]. It is similar to Figure 9 in
circuit structure.

As shown in Figure 10, the circuit topology consists of three bridge arms. The bridge arm ’b’ is
connected with bridge arm ‘c’ through buffer capacitor C. By controlling the current flowing through
capacitor C, the ripple power can be compensated. Different from the circuit shown in Figure 9, the
circuit only has one decoupling capacitor. Hence, it is easy to control.

 
Figure 10. Power decoupling solution in [36].

For the single-phase current source AC/DC/AC converter, the ripple power exists at the source
and load sides. To eliminate the low frequency DC-link energy, an interesting circuit is proposed
in [38], as shown in Figure 11. The auxiliary power decoupling circuits were applied on the AC side
to compensate for the ripple power, which is similar to the decoupling method shown in Figure 10.
Compared with the power decoupling method shown in Figure 11, this circuit needs more extra
switches. Henceforth, it has more switch losses.

A kind of differently-connected circuit was applied to achieve the ripple power decoupling as
shown in Figure 12a.

As shown in Figure 12a, the current source inverter is composed of two H-type inverter which
is connected in a differential way. The power decoupling circuit applies two capacitors as the power
compensation device, which is placed at AC side. The number of switches is high as shown in
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Figure 12a. A modified circuit structure is proposed in [39]. The middle two bridge arms of Figure 12a
were synthesized into one bridge arm, as shown in Figure 12b. The power compensation capacitors C1

and C2 shown in Figure 12b were used also as the AC filter capacitors. The phase of the ripple voltage
part of the two capacitors was reversed. So, the total voltage of the two capacitors synchronizes with
the grid voltage.

 

Figure 11. Current source converter with two auxiliary decoupling circuits [38].

 
(a) 

 
(b) 

Figure 12. Topology of current source converter with differential-connected structure [39]. (a) four leg
configuration; (b) three leg configuration.

As stated above, the auxiliary power decoupling circuit shares the bridge arm with the main
converter. The decoupling circuit, which shares the lower switches with the main inverter is proposed
in [40]. As shown in Figure 13, the decoupling circuit part is marked by the lower dotted line. The main
converter is marked by the upper dotted line. It is obvious that the multiplexed switches are the lower
switches of the main converter. Compared to a conventional independent circuit, the dependent circuit
needs fewer switches. To decrease the number of extra switches, the modified circuit of Figure 13 is
proposed in [41,42].
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Figure 13. Power decoupling solution in [40].

As shown in Figure 14a, there is an auxiliary capacitor which connects between the bridge arms.
There are two circuit states to charge the capacitor voltage. When the switches S1, S3 and S4 are turned
on, the capacitor C is charged. While the switch S2 is turned on, the capacitor C discharged. The voltage
of capacitor C is controlled to compensate for the ripple power. This circuit only needs one auxiliary
diode to limit the discharging loop of the buffer capacitor. Compared with Figure 14a, the circuit
shown in Figure 14b has two auxiliary capacitors. Thus, the circuit has more optional circuit states.

 
(a) 

 
(b) 

Figure 14. Power decoupling solution with no auxiliary switch [41,42]. (a) 1-capacitor configuration;
(b) 2-capacitor configuration.

13



Electronics 2019, 8, 197

A decoupling topology using the isolation transformer for current source converter is derived
from [43]. In Figure 15, it can be observed that the auxiliary power decoupling circuit is separated
from the output circuit. The auxiliary power decoupling circuit is independent from the main
converter. Compared to the dependent power decoupling circuit, control of independent circuit
is simple. However, it needs more auxiliary switches and an extra transformer.

 

Figure 15. Power decoupling solution with three-port circuit [43].

5. Discussions and Conclusions

The ripple power in the single-phase current source converter has an adverse effect on the
performance of the system. That is the reason why power decoupling is important for single-phase
current source converters. This paper has presented a systematic review of the power decoupling
methods for single-phase current source converters. Typically, the capacitor is used as a buffer device
for power decoupling [46–49]. According the relationship between the decoupling circuit and the main
converter, the topology is divided into the independent and the dependent circuits. The dependent
circuit needs few auxiliary switches. However, it is complex to control. The decoupling circuit can be
placed on the DC-side or AC-side of the main converter. One of the DC-side decoupling circuits is
shown in Figure 4. The H-bridge decoupling circuit is connected in series with the main converter. For
this circuit structure, the power decoupling circuit is controlled independently with the main converter.
Other circuit structures for DC-side power decoupling are shown in Figures 6 and 7. The auxiliary
power decoupling circuit is in parallel with the main converter. The AC-side decoupling circuit shares
bridge arms with the main converter. The typical structure is described as follows.

The circuit structure in Figure 16a needs two or more buffer capacitors to decouple the ripple power.
The typical circuit structures are shown in Figures 8, 9 and 12. The circuit structures in Figures 9 and 12
can be considered as the simplified circuit of Figure 8. For the circuit structure shown in Figure 16b,
the decoupling circuit shares a bridge arm with the main converter. The typical circuit is shown as
Figure 10. Only one buffer capacitor is needed for power decoupling. It can be considered similar to
the circuit structure in Figure 8.

Regarding the two circuit structures shown above, the decoupling circuit is dependent on the
main converter. They will interfere with each other, which results in output current distortion and
increases the control complexity.

A comparison of these topologies is shown in Table 1. The structures of power decoupling
circuits have different characteristics. For example, compared to the dependent decoupling circuit, the
independent decoupling circuit is not influenced by the main converter. However, the independent
decoupling circuit needs more extra switches. Readers might wonder which could be the best choice
among these versatile solutions. The answer to this question is difficult because each of them has its
own disadvantages and advantages. In this paper, an overview and comparison has carried out, and it
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is expected to provide a useful guide for researchers and engineers to select the appropriate power
decoupling solution for their specific applications.

     
                  (a)                                              (b) 

 
(c) 

Figure 16. AC-side power decoupling circuit structure. (a) Share two bridge arms; (b) Share a bridge
arm; (c) Three-port circuit.

Table 1. Comparison of versatile power decoupling circuits.

Power
Rating

Auxiliary
Components

Connection
Method

Circuit Performance Advantages and Disadvantages

Figure 4 [31] 139.2 W

1 Capacitor
(91.8 μF) + 2
Switches + 2

Diodes

In series
(DC side)

Efficiency: 84%.
Effect: Second-order
harmonic current ripple is
reduced by 87.99%.
Dynamic response:
within 5 ms.

Advantages: Easy control and
simple circuit structure.
Disadvantages: Endangering the
system stability due to the
connected power decoupling
circuit.

Figure 5 [32] 300 W

1 Capacitor
(100 μF) + 2
Switches + 2

Diodes

In series
(DC side)

Effect: Second-order
harmonic current ripple
reduced to 1.72% of DC
link current.
Dynamic response:
within 1 ms.

Advantage: Less auxiliary switches
Disadvantages: Control is complex,
Endangering the system stability
due to connected power decoupling
circuit

Figure 6 [33] 500 W

1 Capacitor
(50 μF) + 1
Switch + 2

Diodes

In parallel
(DC side)

THD: Less than 5%. The
output power factor can
reach to 99.9%
Efficiency: Maximum
efficiency of 94.9%
Effect: Voltage ripple is
reduced to 8.87%

Advantages: System stability.
Disadvantage: Control is complex.

Figure 7 [34] /
1 Capacitor + 4

Switches + 1
Diodes

In parallel
(DC side)

Effect: MPPT performance
can be improved for the
PV converter.

Advantages: System stability.
Disadvantage: Circuit structure
complex, Much auxiliary switch.

Figure 8 [35]
/

3 Capacitors +
2 Switches

In parallel
(AC side) /

Advantage: Bridge arms
multiplexing, Less auxiliary
switches
Disadvantage: Control is complex.Figure 9 [35] 2 Capacitors +

2 Switches
In parallel
(AC side)
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Table 1. Cont.

Power
Rating

Auxiliary
Components

Connection
Method

Circuit Performance Advantages and Disadvantages

Figure 10 [36] 1 kW
1 Capacitor
(10 μF) + 2
Switches

In parallel
(AC side)

Effect: The input current
ripple is reduced to 1.86%
of DC-link current.

Advantages: Bridge arms
multiplexing, Control is easy
relatively.
Disadvantage: Control is complex.

Figure 11 [38] 515 W
2 Capacitor

(100 μF, 100 μF)
+ 4 Switches

In parallel
(AC side)

Efficiency: 85.05%.
Effect: The input voltage
ripple is reduced to 3.9%
of DC-link voltage.

Advantage: Simple control.
Disadvantages: Extra switches for
decoupling circuits exist on both
AC-sides.

Figure 12b [39] 1 kW
2 Capacitors

(32 μF, 32 μF) +
2 Switches

In parallel
(AC side)

Effect: The input current
ripple is reduced to 3% of
DC-link current.

Advantage: Bridge arm
multiplexing.
Disadvantage: Control is complex.

Figure 13 [40] 1 kW
1 Capacitor
(50 μF) + 2
Switches

/

Effect: The input current
ripple is reduced to 4.275%
of DC-link current. The
input voltage ripple can be
reduced to 8.6% of DC-link
voltage.

Advantage: Switch multiplexing.
Disadvantages: Endangering
system stability due to a bridge arm
with three switches.

Figure 14a [41] 217.5 W 1 Capacitor
(90 μF) /

THD: 4.63%.
Efficiency: The power
losses caused by
decoupling circuit is about
1.5%
Dynamic response:
within 1 ms.

Advantage: No extra switches.
Disadvantage: Control is complex.

Figure 14b [42] 217.5 W 2 Capacitors
(90 μF total) /

THD: 4.47%.
Effect: Second-order
harmonic current ripple is
reduced to 2.36%
Dynamic response:
within 1 ms.

Advantages: No extra switches,
More optional circuit states.
Disadvantage: complex control

Figure 15 [43] /
1 Capacitor + 4

switches +
transformer

Isolated with
main

converter
(AC side)

Efficiency: The power
losses are high due to the
losses of auxiliary
switches and transformer.

Advantage: Independent structure.
Disadvantages: Need a
transformer, high power loss.
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Abbreviations

Acronyms
AD active damping
UPS uninterruptible power supply
SMES superconductor magnetic energy storage
HVDC high voltage direct current
FACT flexible AC transmission
MPPT maximum power point tracking
LED light emitting diode
Nomenclature
uac grid voltage
iac grid current
ϕ phase-angle between grid voltage and current
Pac output power
Po constant power
Pr ripple power
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Abstract: We review the most common topology of multi-level inverters. As is known, the conventional
inverters are utilized to create an alternating current (AC) source from a direct current (DC) source.
The two-level inverter provides various output voltages [(Vdc/2) and (−Vdc/2)] of the load. It is
a successive method, but it makes the harmonic distortion of the output side, Electromagnetic
interference (EMI), and high dv/dt. We solve this problem by constructing the sinusoidal voltage
waveform. This is achieved by a “multilevel inverter” (MLI). The multilevel inverter creates the
output voltage with multiple DC voltages as inputs. Many voltage levels are combined to produce a
smoother waveform. During the last decade, the multilevel inverter has become very popular in
medium and high-power applications with some advantages, such as the reduced power dissipation
of switching elements, low harmonics, and low EMIs. We introduce the information about several
multilevel inverters such as the diode-clamped multilevel inverter (DC-MLI), cascaded H-bridge
multilevel inverter (CHB-MLI), and flying-capacitor multilevel inverter (FC-MLI) with Power systems
CAD (PSCAD) simulation. It is shown that THD is 28.88% in three level FC-MLI while THD is
18.56% in five level topology. Therefore, we can decrease the total harmonic distortion adopting the
higher-level topology.

Keywords: multilevel inverter; diode clamped multilevel inverter; flying capacitor multilevel
inverter; cascade H bridge multilevel inverter; total harmonic distortion; PWM control techniques;
PSCAD/MULTISIM simulation

1. Introduction

Inverters are very useful for various industrial applications. In the last few years,
the voltage-driving method has been adopted. To reduce the semiconductor transient voltage
and current rating, a series and parallel connection method is needed. Moreover, the limited standard
three-phase converter is also adopted up to the maximum allowable voltage of the load. Also, both
the primary and the Pulse width modulation (PWM) switching frequency can be useful. The reduced
switching frequency shows the low disappearance and the higher efficiency. In order to synthesize
the spectrum signals of the harmonics caused by the capacity, the multi-level inverter has received
more attention in recent times. Moreover, a multilevel inverter has a key role in providing improved
operating voltage beyond the voltage limits of conventional semiconductors.

The following clarification defines the significance of the multilevel converter. The explanation of
a multilevel inverter is: “The multilevel inverter can demonstrate the switching skill very effectively
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with different voltage and current levels of its input or output nodes”. It is a practical reply to raise the
power capacity with a comparably low elements load and decreasing the output harmonics.

The Concept of Multilevel Inverters

Two level inverters are shown in Figure 1. The input voltage of a direct current (DC) is converted
to the required alternating current (AC) voltage and frequency [1]. When an inverter operates with Vdc,
a two-level inverter can create two different output voltage for a load, Vdc/2 or (−Vdc)/2. To generate
an AC voltage, both voltages are generally allowable in the PWM. Compared to multilevel inverters,
this two-level method creates harmonic distortion, Electromagnetic interference (EMI), and huge
dv/dt [2]. The idea of a multilevel inverter is not based on the two-voltage level AC. Alternatively,
some voltage levels are connected to get a better waveform and less dv/dt and harmonic distortion.
If the voltage level of the inverter is higher than the waveform, it is much better. However, the designs
are simple, but increasing voltage levels and more components are needed. The dividing voltage
and extending its control scheme become more complex in a three-phase setup [3]. Series-connected
multilevel inverters are connected to the capacitor-composing energy tank of the inverter. That provides
many nodes in the inverter connecting to the different phases. The term level does not correspond to
the voltage level that can be provided by the output inverter. Diodes can provide the path of reactive
source from the load to the power supply at the current and voltage of Resistance Inductor load (RL)
load having opposite polarity.

Figure 1. Two-level inverter.

A multilevel inverter has positive points compared with the two-level inverter using the PWM
method. Also, a multilevel inverter produces very small distortions and dv/dt in the output side.
In addition, it produces a common-mode voltage and operates at a lower switching frequency [2] than
a two-stage inverter. Besides, there are several features of a multilevel inverter that can be summarized
as the following: (1) the multilevel inverter does not produce low distortion output voltage, but it also
decreases the dv/dt stresses. Consequently, problems with electromagnetic compatibility are cleared.
(2) The multi-level inverter produces a lower voltage in a common mode; as a result, the motor attached
load of the multilevel inverter may be decreased. (3) A multilevel inverter draws a small input current
distortion. (4) To obtain more output voltage levels using fewer switching devices, many recently
structured multilevel inverters have been presented in this publication [4–16].

In this paper, various multilevel inverter topologies are presented along with their analysis and
comparative assessments. Furthermore, these topologies have been checked with the simulation results
using PSCAD software. Then a comparison of different types of multilevel inverter topologies and
describe PWM control techniques and we can choose one topology for further implementation and
selected from the simulation results derived from the MULTISIM software.
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2. Topologies of Multilevel Inverter

Normally, these inverters can be classified as voltage source or current source inverters as shown
in Figure 2.

 
Figure 2. Voltage source or current source inverters.

Three major multilevel inverter configurations applied in industrial applications and mentioned
in several literatures; cascaded H-bridges inverter with separate DC sources, Diode Clamp, and flying
capacitors used virtually in low, medium and high-power applications are briefly discussed.

2.1. Diode-Clamped Multilevel Inverter (DC-MLI)

The multilevel inverter was invented in 1975, which was a cascade diode inverter. After a few
years, it was called the diode-clamped multilevel inverter (DC-MLI) [2]. In DC-MLI, voltage clamping
diodes are required to regulate the voltage on the DC bus to reach output voltage levels; but the
multilevel inverter level should be unique because the neutral point is not available even in number
levels [17]. For DC bus with a neutral point and a capacitor, there is a clamping diode attached to the
number of valve pairs (m-1), where m is the level of voltage in the inverter. The explanation as to why
the frequency converter is connected to the series with a diode; means that all diodes have the same
rated voltage and may block a correct voltage level [18].

A 3-level DC-MLI, a voltage per capacitor and switch is Vdc/2. The equations are utilized to decide
the number of devices forming a given level of a DC-MLI. If m is the number of levels, the number of
capacitors on the DC side (C) can be determined through Equation (1). The number of switches (S)
per phase and the clamp diodes (D) can be determined through Equations (2) and (3), respectively.
Consequently, 4 switches, 2 diodes, and 2 capacitors are needed as shown in Figure 3a. The intermediate
circuit voltage is divided into three phases, with two capacitors C1 and C2 which are attached in series;
“n” is a neutral point which is the center point of the capacitors. There are 3 levels of output voltage
Vdc/2, 0, (−Vdc)/2, for voltage level Vdc/2, S1 and S2 are activated, for voltage level (−Vdc)/2, S1′ and
S2′ are activated, and for 0 level voltage, S2 and S1′ are activated. When S2′ and S1′ are connected,
the load is shortened, and the reactive power released.
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(a) 

 

(b) 

Figure 3. (a) Three-level diode-clamped multilevel inverter (DC-MLI); (b) 5-level DC-MLI.

For the 5-level diode clamped multilevel inverter, m is 5. Following Equations (1), (2) and (3),
therefore, 8 switches, 4 diodes, and 4 capacitors are needed. Figure 3b shows that all diodes are
designed for Vdc/4, and diodes D1′ block 3Vdc/4. Hence, 3 diodes are connected in a series. At 5
voltage levels, Vdc/2, Vdc/4, 0, (−Vdc)/4, (−Vdc)/2 are five states output. To get various output voltage
levels, combinations of switching states are utilized. For Vdc/2, top all switches are activated and,
for Vdc/4, S2, S3, S4, and S1′ are activated and a voltage is maintained through a clamping diodes D1
and D1′. For 0 level voltage, S3, S4, S1′ and S2′ are activated, for a voltage (−Vdc)/4, switch S4, S1′, S2′,
and S3′ are activated and voltage (−Vdc)/2 the bottom all switches are activated and the diodes D2 and
D2′ or D3 and D3′ are maintaining the voltage.

C = m− 1 (1)

S = 2(m− 1) (2)
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D = (m− 1)(m− 2) (3)

There are few advantages of DC-MLI: high efficiency, due to the main switching frequency that
can be used for all devices. Capacitors are pre-charged as a group; all stages have the usual DC bus.
That reduces the capacitance of the inverter. However, there are a few drawbacks of this topology: it is
difficult to flow active power, and controlling is quite difficult for the capacitor voltage balance.

2.1.1. 3-Level DC-MLI PSCAD Simulations

In Figure 4a, consider the source voltage as +2 Vdc. There are total two capacitors connected to
source, hence the voltage across each capacitor is Vdc. As shown in the switching Table 1 the voltage
levels are available as per the switching sequence.

 
(a) 

(b) 

Figure 4. Cont.
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(c) 

Figure 4. (a) Power circuit of 3- level DC-MLI; (b) control circuit of 3- level DC-MLI; (c) phase output
voltage waveform of 3-level DC-MLI.

+Vdc: Switches S1, S2 are ON. In this case, current flows from source (charged capacitors C1) to
load through switches S1, S2. 0 voltage: Switches S2 and S3 are ON. Hence no capacitor is discharged
through the load. Here the load is directly connected to ground at both the ends (shorted). Hence the
voltage across the load is 0 V. −Vdc: Switches S3 and S4 are ON. In this case, current flows from source
(charged capacitors C2) to the load through switches S3 and S4.

In Figure 4b, a control circuit there is 4 switch signal generated using two comparators. 0–3 V,
50 Hz cycle, a triangular waveform is used for comparison. A different DC signal is used as a base for
a comparator. This will generate four signals S1, and S2 with different widths. The other two, S3 and
S4, are obtained using NOT gate. These 4 gate signals are ready to supply to IGBT which are in the
3-level DC-MLI power circuit, which is illustrated in Figure 4a.

Table 1. 3- Voltage levels of DC-MLI and switching states.

Voltage S1 S2 S3 S4

Vdc 1 1 0 0
0 0 1 1 0
−Vdc 0 0 1 1

2.1.2. 5-Level DC-MLI PSCAD Simulations

In Figure 5a, consider the source voltage as +Vdc. There are total four capacitors connected to
source, hence the voltage across each capacitor is +Vdc/4. As shown in the switching Table 2 the
voltage levels are available as per the switching sequence.

+Vdc/2: Switches S1, S2, S3, S4 are ON. In this case, current flows from source (charged capacitors
C1, C2) to load through switches S1, S2, S3, S4. +Vdc/4: Switches S2, S3, S4, and S5 are ON. Here only
capacitor C2 discharges through diode D1 and the switches S2, S3, and S4 to the load. Since only half
of the capacitor (only C2) discharges, hence total Vdc/4 voltage is available. 0 voltage: Switches S3,
S4, S5 and S6 are ON. Hence no capacitor is discharged through the load. Here the load is directly
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connected to ground at both the ends (shorted). Hence the voltage across the load is 0 V. −Vdc/4:
Switches S4, S5, S6, and S7 are ON. Hence the capacitor C3 discharges through the ground–load
and switch S5, S6, and S7. As the discharge is in the opposite direction the voltage appeared will be
negative. −Vdc/2: Switches S5, S6, S7 and S8 are ON. Capacitor C3 and C4 will discharge through
the load in the opposite direction (from the ground to load to switches). Hence total voltage –Vdc/2
will appear across the load. In Figure 5b a control circuit there is 8 switch signal generated using four
comparators. 0 – 10 V, 50 Hz cycle, a triangular waveform is used for comparison. And different DC
signal is used as a base for a comparator. This will generate four signals S1, S2, S3 and S4 with different
widths. Other four S5 to S8 are obtained using NOT gate. These 8 gate signals are ready to supply to
IGBT which are in the 5-level DC-MLI power circuit, which is shown in Figure 5a.

 

(a) 

 

(b) 

Figure 5. Cont.
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(c) 

Figure 5. (a) Power circuit of 5-level DC-MLI; (b) control circuit of 5-level DC-MLI; (c) phase output
voltage waveform of 5-level DC-MLI.

Table 2. 5-Voltage levels of DC-MLI and switching states.

Voltage S1 S2 S3 S4 S5 S6 S7 S8

Vdc
2 1 1 1 1 0 0 0 0

Vdc
4 0 1 1 1 1 0 0 0
0 0 0 1 1 1 1 0 0
−Vdc

4 0 0 0 1 1 1 1 0
−Vdc

2 0 0 0 0 1 1 1 1

2.2. Cascaded H-Bridge Multilevel Inverter (CHB-MLI)

There are various inverter topologies based on a series single-phase inverter connected to the
individual DC source. If an inverter is implemented in an active transfer of source applications,
then the sources of each bridge must be separated. Due to this property, it is recommended to use a
cascaded H-bridge multilevel inverter (CHB-MLI) in fuel cells or photovoltaic (PV) array to reach a
higher level [19–21].

The resulting phase voltage has been synthesized through increasing the generated voltages
through different cells. The module of a bridge is a three-level in CHB-MLI, and each module is
appended to the cascade. The output voltage for an n-level cascade multilevel inverter is 2n + 1, where
n is the source of DC [22]. Switching angles are obtained to reduce the overall distortion of harmonics.
Maximum output voltage is decided by using Equation. (6) and minimum output voltage is decided
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by using Equation (7). The capacitors at the DC side (C) and several switches (S) per phase, calculated
through Equations (4) and (5) respectively.

C =
m− 1

2
(4)

S = 2(m− 1) (5)

Maximum output voltage =
m− 1

2
(Vdc) (6)

Minimum output voltage =
m− 1

2
(−Vdc) (7)

Figure 6a shows 3-level CHB-MLI. Here is a full-bridge that provides 3-levels of output. It is a
simple diagram of 3-level CHB-MLI. This provides 3-levels of output; Vdc, 0 and −Vdc, while battery
voltage is Vdc, where E = Vdc.

As we have already discussed with Equations (4)–(7), for voltage level 3 m = 3, therefore Vdc is a
maximum voltage, and (−Vdc) is minimum output voltage. One DC bus capacitor and four switches
are needed. Generally, to get the output voltage, there are two activating switches. Hence, one pair
of switches gives a positive result and another pair create a negative result. Therefore, to obtain the
output source Vdc, T1, and T2’ are activated, and the output source −Vdc, T2 and T1’ are turned on.
If the current does not pass from the full-bridge then the 0-voltage source is obtained through the
switch T1 and T2 or lower two switches T1’and T2’.

Figure 6b represents 5-level CHB-MLI. One full-bridge module is a three-step cascade multilevel
inverter. Two bridge modules generate five various voltage levels; 2Vdc, Vdc, 0, (−Vdc), and (−2Vdc).
As a Vdc battery voltage with E = Vdc. In 5-level CHB-MLI, we take m = 5. Therefore, following
Equations (4), (5), (6) and (7), 2 capacitors at the DC side, 8 switches are needed. So, the maximum
output voltage is 2Vdc, and a minimum output voltage is −2Vdc.

As discussed in the three-level cascade multilevel inverter, the cross switches are activated,
and upper or lower switches obtain a 0-voltage. Thus, to get the output sources 2Vdc, T11 and T12’
or T21 and T22’ to be activated and the current passing through the capacitor C1 and C2. As with
a negative voltage, the other four cross switches are connected. For output voltage Vdc, the battery
bypassed either top or bottom. Therefore, the current pass throughout C1, T11, a load, T22’, T21’,
and T12’. Besides, for the minimum voltage (−Vdc), the current passes in the contrasting path, and its
passing by C2, T22, load, T11’, T12’ and T21’. For 0 power, there are two probabilities, 1) switches T11,
T12, T21, T22 are activated; 2) switches T11’, T12’, T21’, T22’ are activated. This topology is convenient
especially for photovoltaic generation application, where photovoltaics modules are directly connected
to an individual DC source [23].

The principle advantages of CHB-MLI are a series of H-bridges demonstrating an advanced design,
this will empower the assembling procedure to be rapidly and efficiently, also voltage adjustment is
easy. Although there are few disadvantages of CHB-MLI topology, each H-Bridge needs an isolated
DC source, which limits its use. That has more access to the SDCS, and no ordinary DC-bus [24].
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(a) 

(b) 

Figure 6. (a) Three-level cascaded H-bridge multilevel inverter (CHB-MLI); (b) 5-level CHB-MLI.

2.2.1. Three-Level CHB-MLI PSCAD Simulations

In Figure 7b, the control circuit has two gate signals S1 and S2. Those are available from the
comparator. Another two has the NOT gate with initial two signals. These four signals are ready to
supply to IGBT which are in the 3-level CHB-MLI power circuit.

In Figure 7a, all the gate pulses are applied to the different IGBT of CHB-MLI. This follows Table 3
of a sequence of a waveform for gate signals. For Vdc; switched S1 and S4 are conduct. Hence, current
flow from the source, S1, load, S4, and source, for 0Vdc; S3 and S4 are conducted and for −Vdc; S2 and
S3 are conducted, therefore current flow from the source, S2, load, S3, and source.
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Table 3. Voltage levels of 3-level cascade H-bridge multilevel inverter and switching states.

Voltage S1 S2 S3 S4

Vdc 1 0 0 1
0 0 0 1 1
−Vdc 0 1 1 0

  
(a) 

 

(b) 

Figure 7. Cont.
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(c) 

Figure 7. (a) Power circuit of 3- level CHB-MLI; (b) control circuit of 3- level CHB- MLI; (c) phase
output voltage waveform of 3-level CHB-MLI.

2.2.2. Five-Level CHB-MLI PSCAD Simulation

In Figure 8b, the control circuit waveforms are generated by comparison of DC signal (2 V and
4V) with the triangular waveforms (−10 V to +10 V) changing the values of DC voltage will change the
gate pulse widths. Four signals S1, S2, S5, and S6 are available from the comparator. The other four
signals are obtained using the NOT gate with initial four signals. These 8 gate signals S1, S2, S3, S4, S5,
S6, S7, and S8 are ready to supply to IGBT which are in the 5-level CHB-MLI power circuit, which is
shown in Figure 8c.

In Figure 8a, all gate signals are applied to the IGBT of CHB-MLI. The following Table 4 represents
the sequence of waveforms for gate signals. Considering for +2 Vdc the corresponding switches such
as S1, S3, S5, and S7 are turned ON. Therefore, there is a current path takes from Source-1, S1, Load, S7,
Source-2, S5, S3 and Source-1. As a result, the two sources are added to each other and so the voltage
+2 Vdc is available. Similarly, for +Vdc, the switches S1, S3, S7, and S8 are turned on and the current
flows through the Source-1, S1, load, S7, S8, S3 and back to Source-1. For 0 Vdc, switches S3, S4, S7, and
S8 are turned on. For −Vdc, switches S2, S4, S7, S8 are turned on, Current flow through Source-1, S2, S7,
S8 Load (the reverse direction), S4, back to source-1. −2Vdc: S2, S4, S6, S8 are turned ON, current flows
through the Source-1, S2, S8, Source-2, S6, Load (the reverse direction), S4 and then back to Source-1.
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Table 4. Voltage levels of 5-level CHB-MLI and switching states.

Voltage S1 S2 S3 S4 S5 S6 S7 S8

2Vdc 1 0 1 0 1 0 1 0
Vdc 1 0 1 0 0 0 1 1

0 0 0 1 1 0 0 1 1
−Vdc 0 1 0 1 0 0 1 1
−2Vdc 0 1 0 1 0 1 0 1

 

(a) 

 

(b) 

Figure 8. Cont.
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(c) 

Figure 8. (a) Power circuit of 5-level CHB-MLI; (b) control circuit of 5-level CHB-MLI; (c) phase output
voltage waveform of 5-level CHB-MLI.

2.3. Flying-Capacitor Multilevel Inverter (FC-MLI)

The same topology of the DC-MLI is a capacitor-clamping or flying-capacitor multilevel inverter
(FC-MLI) topology in which clamping capacitors are utilized to clamp the voltages [25]. This topology
is new compared with other topologies. The voltage between the two capacitors refers to the output
voltage at the terminal [26]. The indicated voltage level in the flying-capacitor inverter is the same
as like diode-clamped multilevel inverter [27]. Moreover, switching pairs may be different and
asymmetrical according to the regulating policy, but the choice of the two pairs leads to the switching
state redundancy, which may utilize to attain the voltage balancing of FC-MLI [2,28,29]. The number
of output voltage levels is increased through appending some additional switches and a capacitor.
Besides this, for FC-MLI (m-1) number of capacitors on a common DC-bus, where m is the level number
of the inverter, and 2(m-1) switch-diode valve pairs are used, and [(m-1) (m-2)/2] clamping capacitors
per phase are used [28,30,31].

The choice of two pairs leads to a surface moving state, which can be used to obtain the FC-MLI
balancing voltage [2,28,29]. In Figure 9a, this indicates 3-level FC-MLI, which has output over a and n
points such as Vdc/2, 0, (−Vdc)/2. For voltage Vdc/2, S1 and S2 are activated, while (−Vdc)/2, S1′ and
S2′ are activated and for 0 voltage, one pair activated either (S1, S1′) pair or (S2, S2′) pair. If S1 and S1′
are activated, then C1 is charged, and its discharge when S2 and S2′ are deactivated. A C1 is balanced
through choosing the right combination of level 0 switches.

With 5 levels of flying capacitor multilevel inverter, the output voltage is more flexible than a
diode clamp inverter. Figure 9b shows a 5-level voltage through the neutral point n, Van is reached
through some switching combustions. For voltage Vdc/2, Switch S1–S4 is activated, voltage level
Vdc/4, there are 3 amalgamations, 1) S1, S2, S3, and S1’ are activated (Vdc/2 of top C4′s and −Vdc/4 of
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C1), 2) S2, S3, S4, and S4′ are activated (3Vdc/4 of C3’s and (−Vdc)/2 of lower C4), 3) S1, S3, S4, and S3′
are activated (Vdc/2 of top C4′, (−3 Vdc)/4 of C3’s or (−Vdc/)/2 of C2), and voltage 0, S3,S4,S1′ and S2′
are activated. For voltage (−Vdc)/4 S1, S1′, S2′ and S3′ are activated (Vdc/2 of top C4’s and (−3 Vdc)/4
of C3), and for (−Vdc)/2, activate all lower switches S1′ – S4′.)

A most essential superiority of FC-MLI is phase redundancy using for balancing the voltage
levels or capacitors, easy to regulate an active and reactive power. In addition, using capacitors means,
an inverter can move throughout small period outages. However, there are few drawbacks too. It is
difficult to remark on the voltage level for capacitors, pre-charged every capacitor is at a similar voltage,
starting is difficult, and switching usage and productivity are poor for actual power transmission [24].

 

(a) 

 
(b) 

Figure 9. (a) Three-level flying-capacitor multilevel inverter (FC-MLI); (b) 5-level FC-MLI.

In the above description, positive marks of capacitors are in discharge mode and the negative
capacitor marks are in charge mode. With the right choice of capacitor combinations, we can balance
a capacitor charge. As with diode clamping, many bulk capacitors are needed to clamp the voltage.
Specified nominal voltage of the capacitor used as the main power switch.
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2.3.1. Three-Level FC-MLI PSCAD Simulations

In Figure 10b, the control circuit with two gate signals of g1 and g2 are available. Another two are
obtained using the NOT gate with initial two signals. These four signals are ready to give to IGBT
which are in the 3-level FC-MLI power circuit.

In Figure 10a, all the gate pulses are applied to the different IGBT of FC-MLI following Table 5 of
a sequence of a waveform for gate signals. For Vdc; switched g1 and g4 are conduct. For 0Vdc; g1 and
g3 are conducted and for −Vdc; g3 and g4 are conducted.

 
(a) 

 

(b) 

Figure 10. Cont.
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(c) 

Figure 10. (a) Power circuit of 3- level FC-MLI; (b) control circuit of 3- level FC-MLI; (c) phase output
voltage waveform of 3-level FC-MLI.

Table 5. Voltage levels of 3-level flying-capacitor multilevel inverter and switching states.

Voltage g1 g2 g3 g4

Vdc 1 1 0 0
0 1 0 1 0
−Vdc 0 0 1 1

2.3.2. Five-Level FC-MLI PSCAD Simulations

Figure 11b, the control circuit waveforms are generated by comparison of the DC signal (2 V and
4 V) with the sinusoidal waveforms (5 V RMS). Changing the values of the DC voltage will change the
gate pulse widths. Four signals g1, g2, g3, and g4 are available from the direct comparator. The other
four signals are obtained using the NOT with initial four signals. These 8 gate signals are ready to give
to IGBT which are in the FC-MLI power circuit.

In Figure 11a, all the available gate signals are given to IGBT of FC-MLI Inverter, following Table 6
of the sequence of a waveform for gate signals. Here the total voltage is divided into a capacitor
bridge. Each capacitor (C1, C2, C3, and C4) of the first line gets charged with Vdc/4 voltage. Also,
each intermediate capacitor (C1’, C2’, and C3’) gets charged by +Vdc/4.

+Vdc/2: Switched g1, g2, g3, and g4 are turned ON. Hence, current flow from capacitor C2, C1,
g1, g2, g3, g4 to the load. Hence, by two capacitor-discharge, (+Vdc/4 +Vdc/4) = +Vdc/2 is available at
load side. +Vdc/4: Similarly, g1, g2, g3, and g5 are turned on. Current flows, from capacitor C2, C1, g1,
g2, g3, C3’ and g5 to the load. Hence the voltage across the load is Vdc/4. In other words, C3’ nullifies
the voltage from one of the capacitors (C1 or C2) to load voltage. Hence only half voltage (of +Vdc/2)
is available at the load. 0Vdc: g1, g2, g5, g6 are turned on. Similar to the previous operation, both C2’
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capacitors provide the opposite voltage to C1 and C2. Hence equivalent voltage at the load is 0, −Vdc/4:
g1, g5, g6, g7 are turned on. Current flows through the C2, C1, g1, C2’, C2’, C2’, g5, g6, g7, and load.
Now here two capacitors charged with +Vdc/4, +Vdc/4, and three capacitors are in opposite direction
and charged by +Vdc/4, +Vdc/4, +Vdc/4 hence the effective voltage at the load is (+2Vdc/4) – (+3Vdc/4)
= −Vdc/4. −Vdc/2: g5, g6, g7, g8 are turned ON. Current flows from C4, C3 to load (reverse direction)
Back to C4. Hence, the voltage of two capacitors is available at load side (−Vdc/4 + (−Vdc/4) = −Vdc/2.

 
(a) 

 

(b) 

Figure 11. Cont.
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(c) 

Figure 11. (a) Power circuit of 5-level FC-MLI; (b) control circuit of 5-level FC-MLI; (c) phase output
voltage waveform of 5-level FC-MLI.

Table 6. Voltage levels of 5-level FC-MLI and switching states.

Voltage g1 g2 g3 g4 g5 g6 g7 g8

Vdc
2 1 1 1 1 0 0 0 0

Vdc
4 1 1 1 0 1 0 0 0
0 1 1 0 0 1 1 0 0
−Vdc

4 1 0 0 0 1 1 1 0
−Vdc

2 0 0 0 0 1 1 1 1

3. Performance Evaluations of Different Multilevel Inverters and Characteristics Overview

The various topologies discussed, described, and analyzed till now are comprehensively compared
in this section on the basis of different performance parameters such as number capacitors and diodes,
switches, flexibility, balancing capacitor, and cost in Table 7.

For high-voltage applications, for instance high-voltage DC (HVDC), a relatively high voltage
level can be chosen for a modular multilevel inverter [5,32–53] to the total required current THD,
and dv/dt. For medium- and low-voltage applications, five and three-level inverters for A-NPC [54–58]
and other FC-MLI inverters may be better suited to current specifications. Currently, multilevel
inverters have been suggested in motor drives, flexible AC transmission systems (FACTS) and HVDC.
As per the studies conducted in [2,59–67], the positive points, negative points, methods of modulation,
and application of these inverters are epitomized in Table 8.
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Table 7. Comparative assessment of various multilevel inverters.

IT DC-MLI FC-MLI CHB-MLI A-NPC MMC

MS 2(m− 1) 2(m− 1) 2(m− 1) 3(m− 1) 2(m− 1)
MD 2(m− 1) 2(m− 1) 2(m− 1) 3(m− 1) 2(m− 1)
CD (m − 1) (m − 2) - - - -

DBC (m− 1) (m− 1) (m−1)
2 - -

BC - (m−1)(m−2)
2 - - -

RD Not Redundant Redundant Redundant Redundant Redundant
F Not Flexible Not Flexible Flexible Flexible Not Flexible

MDV 2
√

2 Va 2
√

2 Va 2
√

2 Va 2
√

2 Va 2
√

2 Va
CVR Vdc

m−1
Vdc
m−1

Vdc
m−1

Vdc
m−1

Vdc
m−1

ACC Ia Ia Ia Ia Ia
C M M M H H

Note: IT: inverter types, DC-MLI: diode-clamped multilevel inverter, FC-MLI: flying-capacitor multilevel inverter,
CHB-MLI: cascade H-bridge multilevel inverter, A-NPC: active NPC, MMC: modular multilevel converter, MS: main
switches, MD: main diodes, CD: clamping diodes, DBC: DC-bus capacitor, BC: balancing capacitor, RD: redundancy,
F: flexibility, MDV: minimum DC voltage, CVR: component voltage rating, ACC: active component current, C: cost,
H: high, M: medium.

Table 8. Performance summary of multilevel inverter.

R T A D MT AP

[2,59–64] DC-MLI Low cost and fewer
components due to a
smaller number of
capacitors therefore
simple structure;
equalized blocking
voltage of power.

Unequal distribution of
power losses;
DC-link voltage balance
limits the converter to
three-level topology.

Pulse width modulation
(PWM) carrier
modulation (based
zero-sequence injection);
Space vector pulse width
modulation (SVPWM)
method (based space
vector selection).

Renewable energy;
variable speed motor drive;
static var compensation;
HVDC/AC transmission
lines.

[64–68] FC-MLI Modular structure;
possessing a large
number of
redundant states;
each branch can be
analyzed
independently.

The poor dynamic
response of dc voltage
balancing;
large amounts of flying
capacitors reduce the
system reliability;
pre-charging capacitors
is difficult.

Phase-shifted carrier
PWM (achieves neutral
balancing of flying
capacitors).

Renewable energy;
motor drive;
induction motor control
using direct torque control
circuit;
sinusoidal current rectifiers;
static var generation.

[69–71] CHB-MLI Modular structure is
easier to analyses;
possessing fault
tolerant capability;
same switching
frequencies for all
the switches.

Separate DC sources are
required;
isolated transformers
increase the system
volume.

Phase-shifted carrier
PWM (achieves
equalization of
power losses).

Renewable energy;
DC power source utilization;
Power factor compensators;
flexible alternating current
transmission system
(FACTS);
electric vehicle drives.

[32–51,72–76] MMC Modular structure;
easy to achieve fault
tolerant operation.

Low-frequency voltage
oscillation of floating
capacitors;
complex data acquisition
and communication for
each power cell.

Nearest-level
modulation (achieves
equalization of power
losses and dc voltage
balance).

High-voltage DC (HVDC)
transmission, A static
synchronous compensator
(STATCOM)

[54–58] A-NPC Simple structure;
easily extendable to a
higher level by
stacking flying.

Unequal usage of
switches and flying
capacitors;
requires series switches
to handle high voltage.

Hybrid phase-shifted
PWM (low frequency for
high voltage switches
and high frequency for
flying capacitor cells).

Renewable energy

Note: R: Reference, T: Topology, A: Advantage, D: Disadvantage, MT: Modulation Technique, AP: Application.

3.1. Choosing Topology

Discussed all multilevel inverters are utilized to generate a smooth waveform, mostly for medium
voltage drives. Out of three FC-MLI [19,77–82] is relatively new compared to DC-MLI and CHB-MLI.
Moreover, FC-MLI has some unique benefits over DC-MLI, including the truancy of clamp diodes and
the ability to adjust the voltage of the flying capacitor by selecting an excess state. Even the voltage level
is higher than 3 [81]. Unlike CHB-MLI, no separate voltage sources are required. Also, there are two
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types having some deficiencies, such as most DC in CHB-MLI. Losses are higher in the DC-MLI. but
FC-MLI has introduced more potential outcomes to regulate the DC-link capacitor’s voltage contrasting
to another multilevel topology that uses redundant switching arrangements. An FC-MLI topology
is designed for higher voltage and lower voltage-distortion performance. Moreover, in an FC-MLI,
capacitors are using for clamping the power over the devices. Also, FC-MLI is appropriate to heavy
load systems. Meanwhile, induction motors are utilizing as a load in many industrial applications [78].

3.2. MULTISIM Simulations of FC-MLI

3.2.1. Three-Level FC-MLI MULTISIM Simulations

In the above Figure 12a, the control circuit has a hierarchical block which will be explained in the
next section. Here, the same power circuit is used as the above explained. There are three capacitors.
Among three capacitors, two capacitors make the DC bus and remaining capacitor acts as a flying
capacitor which is used for the clamping voltage at different levels. Here we have used 20 V DC as
source power supply. There are four MOSFET switches which are triggered by the gate pulses that
generate from the control circuit. Four optocouplers MCT 2E are used for the isolation purpose.

(a) 

 
(b) 

Figure 12. (a) Power circuit of 3-Level FC-MLI MULTISIM simulations; (b) control circuit of 3-level
FC-MLI MULTISIM simulations.
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We have generated four gate pulses using the OP-AMPs. In Figure 12b, we have used one
OP-AMP as a ZERO CROSSING DETECTOR and another as a SCHMITT TRIGGER. The output of the
SCHMITT TRIGGER is a square wave but shifted from the output of the ZERO CROSSING DETECTOR
(ZCD). The shifting can vary by varying the POT of 50Kohm. If the shifting is higher than the output,
that has the higher width of zero pulses.

As in Figure 13. we can see the all 3 levels of output. Here we used 20 V DC as a power source,
therefore we have 2 different levels of (Vdc/2) =10 V, and (−Vdc/2) = −10 V. By changing the DC voltage
in the OP-AMP comparator, we can change the width of output zero voltage. This width of zero
voltage decides the amount of reactive power flow in the system.

 

(a) 

 
(b) 

Figure 13. (a) Gate pules of 3-level FC-MLI; (b) phase output voltage waveforms of a 3-level FC-MLI
using MULTISIM.
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3.2.2. 5-Level FC-MLI MULTISIM Simulations

The full set-up is shown in Figure 14a. That is divided into the following two parts. That diagram
is the same as explained above. Here, we have used MOSFET 2N6659 as a switching device. And the
similar three-level optocoupler MCT 2E is used for isolation. We have demonstrated the purely resistive
load for the simplicity. We can change the load as per the relevant applications.

(a) 

(b) 

Figure 14. (a). Power circuit of 5-Level FC-MLI MULTISIM simulations; (b) control circuit of 5-Level
FC-MLI MULTISIM simulations.
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Now as the above explained theory, 4 switches get turning on at any time and remaining four
switches get turning off at any time what you want. Therefore, each switch gets 1/4th voltage of power
supply as a reverse burden.

Figure 14b for the control circuit, we have used the two sinusoidal power supplies as the reference
by comparing it with DC power supply. We have four different outputs having four gates from the
required eight pulses. We can obtain the NOT gate combination from the remaining four pulses. Thus,
we can get eight pulses and these pulses are applied to the power circuit through an optocoupler.

In Figure 15a–c we can see all the 5-levels output and gate pulses. Here we have used 20 V DC.
As a source, we have 4 different levels of (Vdc/2) = 10 V, (Vdc/4) = 5 V, 0 V, (−Vdc/4) = −5 V, (Vdc/2) =
−10 V. By changing the DC. voltage in the OP-AMP comparator; we can change the width of zero for
output voltage. This width of zero voltage decides the amount of reactive power flow in the system.

 

(a) 

Figure 15. Cont.
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(b) 

 
(c) 

Figure 15. (a) S1–S4 gate pules of 5-level FC-MLI; (b) S5-S8 gate pules of 5-level FC-MLI; (c) Phase
output voltage waveforms of a 5-level FC-MLI using MULTISIM.

4. Harmonics Analysis of FC-MLI

4.1. Total Harmonic Distortion (THD)

The THD is a presenting measurement of harmonic distortion and defined the proportion between
harmonic components and the fundamental frequency of the power. THD is utilized to characterize
the linearity of audio systems and the power quality of electric systems.
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If the input signal is sinusoidal, the computation often corresponds to the proportion of the powers
of all the harmonic frequencies beyond the power of the 1st harmonic and the main frequency.

THD =
P2 + P3 + P4 + · · ·+ P∞

P1
=

∑∞
i=2 Pi

P1
(8)

Which can equivalently be written as:

THD =
Ptotal − P1

P1
(9)

It is also defined as the amplitude ratio, not the power ratio which results in the determination of
THD given the square root to the above equation.

THD =

√
V2

2 + V2
3 + V2

4 + · · ·+ V2∞
V1

(10)

4.1.1. Harmonics Analysis of 3-Level FC-MLI

As shown in Figure 16, the analysis can be seen that for lower order mainly 5th and 7th harmonics
are predominant. Here the third harmonic has been reduced very much.

 

Figure 16. Fourier analysis of 3-level FC- MLI.

If we change the pulse width of our gate pulses then the harmonic reduction can be changed;
more specifically, THD can be changed. Because of changing our pulse width, the starting angle
of output wave changes and thus the harmonics also changes. However, if we compare this with
conventional two-level inverter then we cannot find any harmonics in this topology compared with
the two-level inverter.

In Table 9 shows the analysis of THD. The total harmonic distortion shows that how much
percentage harmonics are present in the waveform or how much the waveform is disturbed from an
actual sine wave.
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Table 9. Total harmonic distortion (THD).

Fourier Analysis for V (25)

DC Components
No. Harmonics

THD
Grid Size

Interpolation
Degree

0.142395
15

28.8803%
512
1

Harmonics Frequency Magnitude Phase Norm. Mag Norm. Phase

1 50 10.7723 147.086 1 0
2 100 0.0359127 −87.093 0.00333381 −234.18
3 150 0.482066 −91.605 0.0447506 −238.69
4 200 0.0370429 −90.48 0.00343872 −237.57
5 250 2.40309 −164.03 0.223081 −311.11
6 300 0.0368095 −93.112 0.00341705 −240.2
7 350 1.2825 129.104 0.119056 −17.982
8 400 0.0367623 −94.406 0.00341267 −241.49
9 450 0.470903 −113.53 0.0437143 −260.61

10 500 0.0369758 −96.153 0.0034325 −243.24
11 550 1.14951 178.466 0.106709 31.3803
12 600 0.0368479 −97.806 0.00342062 −244.89
13 650 0.517375 111.212 0.0480284 −35.874
14 700 0.0369105 −99.11 0.00342644 −246.21
15 750 0.454395 −131.73 0.042818 −278.82

The following analysis is carried out by the MULTISIM software; here, we have found 15 numbers
of harmonics. While analyzing; the sampling frequency is taken as 16 kHz. This analysis is also carried
out with Lagrange’s 1st degree of interpolation.

The above tabulated analysis gives us that mainly 5th and 7th harmonics are the predominating
and has a major part in THD normal magnitude. A phase is measured by taking the fundamental
50 Hz as a reference.

4.1.2. Harmonics Analysis of 5-Level FC-MLI

In Figure 17, the analysis shows that the major 3rd harmonics is predominant but all other has
very low impact. Hence, here THD is also less as given in Table 10.

 
Figure 17. Fourier analysis of 5-level FC- MLI.
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Table 10. Total harmonic distortion.

Fourier Analysis for V (47)

DC components
No. Harmonics

THD
Grid Size

Interpolation
Degree

−0.037107
15

18.5624%
512
1

Harmonics Frequency Magnitude Phase Norm. Mag Norm. Phase

1 50 11.8044 −0.86678 1 0
2 100 0.00272927 −87.038 0.0002231207 −86.172
3 150 1.82486 −3.0824 0.154591 −2.2156
4 200 0.000617738 −38.435 0.000052331 −37.568
5 250 0.489755 174.772 0.0414891 175.638
6 300 0.00209954 69.2359 0.00017786 70.1027
7 350 0.930224 172.689 0.0788029 173.556
8 400 0.00315766 75.7679 0.000267498 76.6347
9 450 0.561122 170.638 0.0475349 171.505
10 500 0.00256501 79.3973 0.000217292 80.264
11 550 0.114071 168.906 0.00966337 169.773
12 600 0.000955366 95.2264 8.09328 × 10−05 96.0932
13 650 0.00525038 −19.574 0.000444781 −18.707
14 700 0.000845858 −137.32 7.16559 × 10−05 −136.45
15 750 0.195151 164.189 0.016532 165.055

Table 10 shows the analysis of THD. Here, only 3rd harmonic is predominating, and all others are
much lower. Now if we change the width of gate pulses the THD can be further reduced. One thing to
note is that in 3-level the THD was 28.88% while in the 5-level topology the THD is 18.56%. Hence
by increasing the levels of the output, we can reduce the total harmonics distortion. Therefore, if the
number of levels are increased, then THD is decreased.

5. Pulse width modulation (PWM) control techniques

Depending on the control strategy, the most important two types of the PWM modulation
techniques are categorized as open and closed loop. SPMW, PWM space vector, sigma-delta modulation
(SDM) are the part of open-loop PWM methods, and hysteresis, optimized current control; linear
methods are identified by closed-loop current control methods.

5.1. Open-Loop PWM Control Techniques

5.1.1. Sigma Delta PWM (SDM)

The SDM method was first classified by Jager in 1952 as a 1-bit PCM (pulse code modification)
coding method. A 1-bit coding application is created utilizing the integrated feedback block on a pulse
modulator, which is part of the encoding process, as shown in Figure 18a [83]. Sigma delta modulation
originally suggested as a way to encode 1-bit audio and video signals in digital control and modulation
problems. SDM has been classified to avoid a decrease in the power density of the altered signals with
an increase in the sampling frequency. An SDM method was acquired by adding a test and restraint
unit to the main SDM modulator, as shown in Figure 18b.

SDM modified the energy transformation operation utilizing analog to digital converters, which are
widely used in some applications because of the expansion of semiconductor technologies. Using
an inverter with resonant DC-link permits using soft switching applications rather than hard PWM
switching. This type of inverter is mainly known as zero switching losses acquired through switching to
the present time, and this technique can be adjusted according to the SDM. In Figure 18b, the modulator
output signal varies between +Vo, 0 and Vo depending on the sampling period of fs, and the output
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signal is compared to the amplitudes of input. The result of the comparison (e) is integrated (E) and
the quantizer decide the output signal across from E. The multilevel SDM creates a multi-bit data
stream and the output decode creates various output states that might be utilized to regulate the
activate/deactivate states of multilevel inverter switches. Figure 19 shows a schematic diagram of a
multilevel inverter regulated by SDM. The interaction between the SDM modulator and the inverter
is controlled by a multilevel decoding logic block, which receives the SDM signals and decodes the
inverter switching signals [84–86].

Studies show that it designed to regulate DC link inverter, SDM might be expanded to regulate
multilevel inverters via logical interface. For SDM-regulated multilevel inverters, output faults,
for instance, unequal voltage distribution and system imbalances, might be decreased to a high
switching frequency up to 200 kHz.

(a) 

 

(b) 

Figure 18. Schematic diagram of delta modulation (a) simple delta modulator; diagram of delta
modulation (b) sigma-delta modulation (SDM).

 
Figure 19. SDM control of a multilevel inverter.
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5.1.2. Sinusoidal PWM (SPWM)

The most widely used method among many PWM techniques is the SPWM out of other power
switching inverters. In the SPWM, the sine wave of the source voltage when compared to a carrier wave
of triangular type to produce gate signals for the inverter switch. Energy debauchery can be considered
a major problem for high-power applications. A basic SPWM frequency control method has been
suggested to reduce the switching losses. SPWM multi-carrier regulate method has also been executed
to enhance the performance of operated multilevel inverters and is categorized as per perpendicular
or horizontal carrier signal adjustment. Perpendicular carrier distribution methods are called phase
dissipation (PD), phase opposition (POD) and alternative phase dissipation (APOD); however, the
horizontal arrangement is called the phase shift control method (PS). Even though PS-PWM is only
useful for CHB-MLI and FC-MLI, PD-PWM is more useful for DC-MLI [87].

From the above discussion, multicarrier SPWM regulates methods is shown in Figure 20a PD,
(b) POD, (c) APOD, (d) PS. SPWM is the mainly utilized PWM control technique because of its many
advantages, such as the simple implementation of lower harmonic output signals per other methods
and lower transmission dissipations. In the SPWM, a high-frequency triangular carrier signal is
analyzed to a low-frequency sine wave signal in an analog or digital device. The frequency of the sine
wave modulation signal determines the required frequency of the line voltage at the output of the
inverter [88].

 
Figure 20. Multi-carrier sinusoidal PWM (SPWM) control methods: (a) PD, (b) POD, (c) APOD, (d) PS.

5.2. Closed-Loop PWM Control Techniques

Most widely used applications of PWM converters, like drives of a motor, active filters and many
more, need a control form consisting of an inner current feedback loop. A multilevel inverter system
uses photovoltaic (PV) or wind power sources to combine renewable power sources into the grid.
Several methods have been conducted to reduce harmonics by utilizing current regulate for active
power filter or by connecting a photoelectric and wind generator integrated to grid applications of a
multilevel inverter. Current control methods are primarily discussed in terms of hysteresis current
control and line current control [89–92].

Hysteresis modulation is a current regulate technique in which the load current follows the
reference current in the hysteresis band in non-linear load application of multilevel inverter. Figure 21a
is a schematic layout of the hysteresis regulation of the H-bridge, and Figure 21b illustrates the
fundamental law of the hysteresis modulation. The employed controller creates a sinusoidal source
current that of desired magnitude and also frequency, which is analyzed according to the actual current.
If the current surpasses the higher level of the hysteresis band, it must choose the next higher voltage
level to try to force the current error to zero. However, the voltage level of the inverter might be not
enough to reset the current error to zero, and the inverter must move to the further higher voltage level
to obtain the correct voltage level. Consequently, the current returns to the hysteresis band and the
current follow the reference current in the hysteresis band. The three hysteresis controllers correctly
select the voltage level are explained as offset band three-level, double band three-level, and time-based
three-level hysteresis controllers [86,91–94].
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Considering this to be a different method of multilevel inverter usage, the grid connection to the
inverter must need current regulating. Linear current regulators are categorized as ramp comparators,
stationary vector, and synchronous vector regulator. The ramp regulator uses the output ripple and
feedback to regulate the switching instantly. In a 3-phase isolated neutral load method, the 3-phase
current must have a zero-sum. Thus, linear compensation and the required two reference voltages of a
three-phase inverter can be determined by utilizing 2 to 3 phase AB/ABC conversion blocks as shown
in Figure 22.

The main linear current regulator comprises a tracking controller with an equivalent integrator for
photovoltaic converters. Numerous harmonic compensation strategies can be found in the following
articles on re-control and a linear resonant harmonic compensator [86,95–97].

(a) 

 

(b) 

Figure 21. Hysteresis current control: (a) schematic diagram of a H-bridge cell with hysteresis regulator;
hysteresis current control (b) hysteresis current band and voltage curves of load feedback.
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Figure 22. The schematic plot of stationary linear current regulator.

6. Conclusions

Many researchers and industries have acquired a multilevel inverter because of the capacities to
regulate high- and medium-power applications. Also, the sustainable power source of DC needs to be
changed over to AC. We demonstrate three different types of multilevel inverter, such as a cascade
H multilevel inverter, a diode-clamp multilevel inverter, and a flying-capacitor multilevel inverter.
Although all multilevel inverters are utilized to produce smoothing signals, the two types mentioned
above have some drawbacks. For example, the individual DC sources are required for each inverter in
CHB-MLI inverter and DC-MLI inverter switching losses are higher. These topologies are modeled in
PSCADS SIMULINK. However, a flying-capacitor multilevel inverter has several features to regulate
DC link capacitors compared to another multilevel topology using redundant switch configurations.
From the MULTISIM simulation analysis and modeling of a flying-capacitor multilevel inverter in
three levels, THD was 28.88% while in the five-level topology the THD was 18.56%. Therefore, we can
decrease the total harmonic distortion adopting the higher-level topology.
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Abstract: This paper presents a three-phase cascaded five-level H-bridge quasi-switched boost inverter
(CHB-qSBI). The merits of the CHB-qSBI are as follows: single-stage conversion, shoot-through
immunity, buck-boost voltage, and reduced passive components. Furthermore, a PWM control method
is applied to the CHB-qSBI topology to improve the modulation index. The voltage stress across
power semiconductor devices and the capacitor are significantly lower using improved pulse-width
modulation (PWM) control. Additionally, by controlling individual shoot-through duty cycle, the
DC-link voltage of each module can achieve the same values. As a result, the imbalance problem of the
DC-link voltage can be solved. A detailed analysis and operating principle with the modulation scheme
and comprehensive comparison for the CHB-qSBI are illustrated. The experimental and simulation
results are presented to validate the operating principle of the three-phase CHB-qSBI.

Keywords: cascaded H-bridge inverter; three-phase inverter; Z-source network; quasi-switched-boost
network; shoot-through

1. Introduction

Nowadays, multilevel inverters are attractive for high power high voltage applications due to
their well-known properties. The benefits of the multilevel power inverter topologies are as follows:
improved output waveforms, low electromagnetic interference (EMI), and small filter size [1–3].
Neutral point clamped (NPC), flying capacitors, and cascaded H-bridge (CHB) inverters [4–14] are
three basic multilevel inverter structures. Among these structures, the CHB structures [9–14] have
unique merits: higher output voltage, flexibility, and power levels. Furthermore, the CHB inverter
can achieve high reliability with modular configuration. The output voltage of each phase in the CHB
inverter is achieved by the sum of each output voltage. The CHB structure has some merits in using
cascading more H-bridge modules and independent sources. Besides that, the output voltage of the
CHB inverter has a high number of levels and reaches medium voltage which results in removing the
boost transformer and dropping the size of the output filter. In [14], the low-frequency transformers
were used to cascade the H-bridge circuit with a single DC source, but the size of the cascaded system
is increased because of using low-frequency transformers.

However, the traditional CHB inverter [9–14] is a buck DC–AC power conversion. In addition,
both power switches in the same branch cannot be turned on at the same time. To overcome the
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limitation of the traditional CHB inverters, the CHB quasi-Z-source inverters (CHB-qZSI) were
discussed in [15–17]. A battery-energy-stored CHB-qZSI-based photovoltaic power generation system
was presented in [18]. To enhance the performance of the three-phase five-level CHB-qZSI for
grid-connected applications, an innovative modulation technique was introduced in [19] for the voltage
stress reduction. A fault-tolerant strategy for the three-phase CHB-qZSI was presented in [20]. In the
CHB-qZSI, each module of the three-phase CHB-qZSI topology uses two inductors and two capacitors.
As a result, the size, weight, and cost of the cascaded system are increased significantly when the
number of output voltage levels is increased. The quasi-switched boost inverter (qSBI) topology had
been introduced in [21] to replace the qZSI because it has the same feature as buck-boost voltage and
high reliability with shoot-through (ST) immunity. A detailed comparison between qZSI and qSBI
topology was discussed in [22]. The comparison results in [22] show that the qSBI topology uses one
less capacitor and one less inductor; higher boost factor with the same parasitic effect; lower current
rating on switches and diodes; and higher efficiency when compared to qZSI topology. However,
with a simple boost control method, the modulation index is low when a voltage gain is required.
To improve the modulation index, a novel pulse-width modulation (PWM) scheme for qSBI was
proposed in [23]. The single-phase grid-connected CHB-qSBI was discussed in [24]. In CHB-qSBI [24],
each module of the CHB-qSBI topology only uses one inductor and one capacitor. A three-phase
CHB-qSBI has been proposed in [25] with only some simulation results. Besides that, with using
a simple boost method, the CHB-qSBI in [24,25] must use a small modulation index to be able to
achieve a high voltage gain. Consequently, the voltage stress across power semiconductor devices and
capacitor is high.

To explore more features of the three-phase CHB-qSBI, this paper presents the operating theories,
circuit analysis, and experimental verification of the three-phase CHB-qSBI in detail. Furthermore,
a PWM control method in [23] is applied to the CHB-qSBI topology to improve the modulation
index. The stress voltage across power semiconductor devices and the capacitor is significantly
dropped in comparison to CHB-qSBI with using conventional PWM control. To solve the imbalance
problem of the DC-link voltage, ST duty cycle of each module is controlled individually. As a result,
the DC-link voltage of each module can obtain the same values. The simulation and experimental
results are provided to validate the operating principle of the three-phase CHB-qSBI under improved
PWM method.

2. Conventional Three-Phase CHB Inverter Topologies

Figure 1 illustrates the traditional three-phase five-level CHB inverter. Two H-bridge circuits were
used in each phase to generate a five-level output voltage. Each H-bridge module was connected to
the isolated DC voltage source. In the conventional CHB inverter, both upper and lower switches of
the H-bridge leg cannot be switched on at the same time. The dead-time between upper and lower
switches should be employed to avoid the ST phenomenon in the H-bridge circuit.

Figure 2 presents the three-phase CHB-qZSI topology, where each quasi-Z-source network module
used two pair of inductor and capacitor. By adding the ST time interval to the H-bridge switches, the
DC-link voltage of each H-bridge module in the CHB-qZSI was boosted to a higher value than the
DC source voltage. The CHB-qZSI has the buck-boost voltage function, single-stage conversion, and
ST immunity.
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Figure 1. Construction of traditional three-phase cascaded H-bridge (CHB) inverter topology.

Figure 2. Construction of three-phase CHB quasi-Z-source inverters (CHB-qZSI) topology.

3. Three-Phase CHB-qSBI

The three-phase CHB-qSBI topology is indicated in Figure 3. Similar to conventional CHB inverter
topology, each phase of the CHB-qSBI consists of two qSBI modules. The proposed cascaded system
consists of six qSBI modules, three filter inductors, six separate DC sources, and a three-phase load.
Compared to the conventional CHB module, a qSBI module includes one capacitor, one inductor,
two diodes, and one active switch is added.
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Figure 3. Proposed three-phase CHB quasi-switched boost inverter (CHB-qSBI) topology.

3.1. Operating Principle

As an example, the module 1 in the introduced system is used to analyze the circuit. As shown
in Figure 4, there were three operating states: the non-shoot-through (NST) 1 state, the NST 2 state,
and the shoot-through (ST) state.

In NST 1 state as shown in Figure 4a, switch S0 is switched on. During this state, diode Da1
conducts while diode Db1 is blocked. As a result, the capacitor is discharged while the inductor stores
energy. The time interval in this state is (0.5 − D1/2).T, where D1 is the duty cycle of each cycle of
module 1; T is a switching period. We obtain:

{
L1

diL1
dt = Vdc1

C1
dvC1

dt = −IPN1,
(1)

where IPN1 is the equivalent DC-link current at load side.
In ST state as shown in Figure 4b, both 4 switches on the H-bridge circuit and switch S0 are

switched on at the same time. During this state, two diodes Da1 and Db1 are blocked. As a result,
the capacitor is discharged, while the inductor stores energy. The time interval in this state is D1.T.
We obtain: {

L1
diL1
dt = Vdc1 + Vc1

C1
dvC1

dt = −Iin,
(2)

where Iin is the average value of the input current (inductor current).
In NST 2 state as shown in Figure 4c, switch S0 is switched off and the inverter has two active

states and two zero states of the inverter main circuit for single-phase topology. During the NST state,
Da1 and Db1 are turned on. As a result, the capacitor is charged from Vdc1, while the inductor transfers
energy from the DC voltage source to the main circuit. The time interval in this state is (0.5 − D1/2).T.
We obtain: {

L1
diL1
dt = Vdc1 − Vc1

C1
dvC1

dt = Iin − IPN1.
(3)

Applying the volt-second balance and ampere-second balance principles to L and C in steady
state, Equations (1), (2), and (3) yield:

{
Vc1 = 2

1−3D1
Vdc1

Iin =
2(1−D1)
1−3D1

IPN1.
(4)
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The peak value of DC-link voltage that crosses the inverter of module 1 can be expressed in the
NST states as:

VPN1 = Vc1 =
2

1 − 3D1
Vdc1 (5)

 

Figure 4. Operating states of qSBI module 1: (a) non-shoot through (NST) 1, (b) shoot-through (ST),
and (c) NST 2 states.

3.2. Improved PWM Control for Three-Phase CHB-qSBI

A PWM technique for the single-phase qSBI to improve modulation index was presented in [23].
In this section, the PWM technique in [23] will be extended to the three-phase CHB-qSBI. The PWM
strategy for the cascaded system for phase A with the modulation in Figure 4 is illustrated in Figure 5.
For module 1, a fixed voltage VSH1 was compared to the triangle waveform (dashed line) with double
frequency and half of the amplitude of that of Vtri to generate the ST state in the inverter bridge.
Besides that, a square pulse signal with the same frequency as the triangle waveform (dashed line) and
50% duty cycle was used to control the S0 switch. Two control waveforms, Vcontrol and −Vcontrol, were
compared to a triangle waveform, Vtri, to generate control signals for H-bridge switches. The additional
switch S0 signal was produced by comparing between the saw-tooth waveform, vsaw and VSH1. Table 1
describes a truth table of the switching states of the switches in module 1. The switching status 0 and 1
in Table 1 represents the turning off and turning on of the switches, respectively.

The output voltage vo1 of H-bridge module 1 has three levels: −VPN1, 0, and VPN1. For module 2,
the high-frequency triangle waveform, Vtri, was shifted in 90◦ and the high-frequency triangle
waveform *vtri was shifted in 180◦ to generate the output voltage vo2 of H-bridge module 2. The output
voltage of the cascaded system is total vo1 and vo2. As a result, the 5-level output voltage of the
proposed cascaded system was produced.
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Figure 5. Improved PWM strategy for three-phase CHB-qSBI. (a) Improved PWM strategy for phase-A
of the CHB-qSBI and (b) ST on H-bridge and S0 signal generation.
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Table 1. A truth table of switching signal generation in module 1.

Compared Condition
Status of Switches

S01A S11A S12A S13A S14A

VSH1 ≤ *vtri 1 1 1 1 1
VSH1 ≤ vsaw 1 - - - -
VSH1 > vsaw 0 - - - -
vcontrol > vtri - 1 0 - -
vcontrol ≤ vtri - 0 1 - -
−vcontrol > vtri - - - 1 0
−vcontrol ≤ vtri - - - 0 1

“-“: Undefinable state.

4. Comparison between Three-Phase CHB-qSBI under Improved PWM Method and
Three-Phase CHB-qZSI

Table 2 compares the passive components, semiconductor devices, and the governing equations
of the three-phase CHB-qSBI and the three-phase CHB-qZSI. From Table 2, the three-phase five-level
CHB-qSBI uses six fewer capacitors, six fewer inductors, six more switches, and six more diodes.
Although the three-phase CHB-qSBI reduces the number of passive components, it increases the
number of active components. The three-phase CHB-qSBI under the improved PWM method uses a
higher modulation index to produce the same voltage gain. Figure 6 compares the voltage stresses
on diodes and switches of the CHB-qZSI and CHB-qSBI for the same voltage gain. As shown in
Figure 6, the voltage stresses of the CHB-qSBI is lower than those of the CHB-qZSI. Consequently,
the stress voltage across power semiconductor devices and the capacitor of the three-phase CHB-qSBI
was significantly lower. Therefore, the weight, cost, and size of the three-phase CHB-qSBI under the
improved PWM method were reduced in comparison with the three-phase CHB-qZSI topology.

Table 2. Comparison between CHB-qSBI and CHB-qZSI.

Parameter Three-Phase CHB-qZSI Three-Phase CHB-qSBI

Number of inductors 12 6
Number of capacitors 12 6

Number of diodes 30 36
Number of switches 24 30

Capacitor voltage VC1 = VC2
1−D
1−2D Vdc

2
1−3D Vdc

VC3 = VC4
D

1−2D Vdc NA

DC-Link voltage each module, VPN
1

1−2D Vdc
2

1−3D Vdc
Diodes voltage stresses, VD

1
1−2D Vdc

2
1−3D Vdc

Switches voltage stresses, VS
1

1−2D Vdc
2

1−3D Vdc
Voltage gain, G at each module M

2M−1
2M

3M−2

ST immunity Yes Yes
Input current Continuous Continuous
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Figure 6. Voltage stress comparison for the same voltage gain.

5. Simulation and Experimental Verifications

5.1. Simulation Verification

To confirm the theoretical discussion of the three-phase CHB-qSBI in this paper, the software for
power electronic named PSIM 9.1 was used to simulate the suggested inverter. The major parameters
of the simulation are as follow: the output phase voltage is 220 Vrms with five-level; the AC side filter
and load are 10 mH and 30 Ω, respectively; the inductor-capacitor and switching frequency for each
module are 1 mH, 2200 μF, and 10 kHz. The list of parameters in the simulation is provided in Table 3.
It is worth noting that the high valued DC electrolytic capacitors of 2200 μF were used in the simulation
and experiment because the double-line-frequency ripple is not suppressed in the CHB-qSBI system.
As analyzed in [16,22,26], the single-phase qSBI had a double-line-frequency ripple on the passive
element at the DC side. The double-line-frequency ripple caused several problems related to efficiency,
lifetime, cost, size, and reliability of the inverter system. To suppress the double-line-frequency ripple
on quasi-switched boost network, a feedback controller for qSBI was introduced in [27].

Table 3. Parameters for the three-phase CHB-qSBI inverter.

Parameter Value

Output voltage 220 Vrms
Output frequency 50 Hz

Inductors 1 mH
Capacitors 2200 uF

Load
Inductor (Lf) 10 mH
Resistor (R) 30 Ω

Switching frequency 10 KHz

The simulation results for the three-phase CHB-qSBI are noted in Figures 7 and 8. In Figure 7,
the input voltages of Vdc1 and Vdc2 were set the same value of 50 V. It is clear that both the capacitor
voltages in all quasi-switched-boost networks were boosted to 195 V. The DC-link voltages were the
square waveform and the peak DC-link voltages were equal to the capacitor voltages, as shown in
Figure 7c. The DC-link voltage of two quasi-switched-boost modules was the same with the same ST
duty cycle. The root mean square (RMS) value output voltage for each phase was 220 V. The peak output
current in each phase was 10.3 A. The total harmonic distortion (THD) of the output phase current was
1.6%. Figure 7e shows the simulation results at the start-up process. The inrush currents have appeared
in the inductors at the start-up owing to the existing passive elements in the quasi-switched-boost
network. It can be seen in Figure 7a that the proposed three-phase CHB-qSBI operated in a stable state
after 0.15 s. Figure 7e shows the simulation results when the load was changed from 30 Ω to 60 Ω
at 0.4 s.
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Next, the suggested inverter was tested with the unbalanced condition of the input voltage.
The input voltage Vdc1 was 40 V, while Vdc2 was 50 V. In Figure 8, the simulation results for unbalanced
input voltage have been shown. The capacitor voltage and the DC-link voltage are slightly different
between the two quasi-switched-boost modules; this is a small insignificant difference in the steady
state. Clearly, both of the capacitor voltages in all quasi-switched-boost parts were also boosted to
195 V. The DC-link voltages were the square waveform and the peak DC-link voltages were equal
to the capacitor voltages, as shown in Figure 8c. The DC-link voltage of two quasi-switched-boost
modules was the same with the same ST duty cycle. The RMS value of the output voltage for each
phase was 220 V. The peak output current in each phase was 10.3 A. The THD of the output phase
current was 1.7%. The suggested inverter can improve the unbalanced problems in comparison with
the conventional CHB inverter.

 

Figure 7. Cont.
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Figure 7. Simulation results for the CHB-qSBI when the input voltage Vdc1 = Vdc2 = 50 V. From top
to bottom: (a) output line-to-line voltages, output phase voltages, and phase currents; (b) harmonic
spectrum of output line-to-line voltages, harmonic spectrum of output phase voltages, and harmonic
spectrum of phase currents; (c) input voltages, capacitors C1 and C2 voltages, diodes Db1 and Db2

voltages, and DC-link voltages; (d) inductor currents, diode Da1 voltage, switch S01 voltage, diode
Da2 voltage, and switch S02 voltage of phase A; (e,f) inductor currents, capacitor voltages, and output
phase current.
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Figure 8. Simulation results for the CHB-qSBI when the input voltage Vdc1 = 40 V and Vdc2 = 50 V.
From top to bottom: (a) output line-to-line voltages, output phase voltages, and phase currents; (b)
harmonic spectrum of output line-to-line voltages, harmonic spectrum of output phase voltages, and
harmonic spectrum of phase currents; (c) input voltages, capacitors C1 and C2 voltages, diodes Db1 and
Db2 voltages, and DC-link voltages; and (d) inductor currents, diode Da1 voltage, switch S01 voltage,
diode Da2 voltage, and switch S02 voltage of phase A.
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5.2. Experimental Verifications

A scaled-down laboratory prototype of the three-phase CHB-qSBI inverter was built as shown in
Figure 9. The microcontroller was DSP TMS320F28335. All switches were G40N120 IGBTs. The diodes
were DSEI60-06A. The inductors, capacitors, and load parameters in the experiment were the same as
the simulation. The switching frequency was 10 kHz. The RMS value of the output voltage for each
phase was 110 V.

 

Figure 9. The prototype model with three-phase CHB-qSBI.

The experimental results were tested with the unbalanced input voltage condition. The input
voltages Vdc1 and Vdc2 were 20 V and 25 V, respectively. The capacitor voltage and DC-link voltage
were boosted to the same value of 92 V for all modules, shown in Figure 10a. The DC-link voltage of
the two modules was kept on the same value by controlling the ST duty cycle even though the input
voltage of the two modules was different. The output phase voltage, VAN, had five levels: −180 V,
−90 V, 0, 90 V, and 180 V, as shown in Figure 10b. The maximum output voltage had a lower value than
the total voltage of DC-link voltages because of the voltage drop in the H-bridge circuit. The measured
output phase voltage after the filter was 110.5 Vrms. The measured output current was 3.68 Arms,
as shown in Figure 10e. The three-phase output voltage and harmonic spectrum of phase-A voltage are
seen in Figure 10c,d. The THD of output voltage after the filter was 2.67%. The experimental results
were consistent with the simulation.

The efficiency of the proposed inverter was measured at the unbalanced condition input voltage,
Vdc1 = 20 V and Vdc2 = 25 V, as shown in Figure 11. The maximum efficiency of the inverter was 86.8%
at the output power of 630 W. The efficiency of the inverter was not high because the selection of
semiconductor devices in the experiment was not optimal.
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Figure 10. Experimental results for the suggested inverter with the unbalanced condition input voltage,
Vdc1 = 20 V and Vdc2 = 25 V. (a) Input voltage and capacitor voltage in qSBI stages; (b) five-level output
voltage before and after the filter of phase A (VAN); (c) three-phase output voltage; (d) harmonic
spectrum of output voltage, and (e) output currents and harmonic spectrum of output phase-A current.
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Figure 11. The efficiency of the proposed inverter at the unbalanced condition input voltage,
Vdc1 = 20 V and Vdc2 = 25 V.

6. Conclusions

The configuration three-phase CHB-qSBI is presented in this paper. The three-phase CHB-qSBI
can buck-boost voltage with single-stage power conversion. Furthermore, the three-phase CHB-qSBI
immunized the ST phenomenon. In comparison to the three-phase CHB-qZSI, the CHB-qSBI dropped
a large number of inductors and capacitors. The DC-link voltage of each module can achieve the same
values by controlling the ST duty cycle. The paper describes the circuit analysis, operating theories,
and PWM strategy of the introduced topology. Simulation and experimental results prove the validity
of the improved PWM strategy for controlling the three-phase CHB-qSBI. The three-phase CHB-qSBI
can be applicable.
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Abbreviations

CHB Cascaded H-bridge
D1 Shoot-through duty cycle
DSP Digital signal processing
EMI Electromagnetic interference
FC Flying capacitor
NPC Neutral point clamped
NST Non-shoot-through
PWM Pulse-width modulation
qSBI quasi-switched boost inverter
ST Shoot-through
T Period time
qZSI Quasi-Z-source inverter
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Abstract: In this paper, a novel single-phase transformerless Z-source inverter (ZSI) derived from the
basic SEPIC topology, which is named SEPIC-based ZSI, is proposed. The negative end of the input
DC voltage of this topology is directly connected to the load and grounded, which can completely
eliminate leakage current. Furthermore, this topology has some attractive characteristics such as
buck–boost capability, impressive voltage gain, linear voltage gain is realized by a simple control
method, and so on. The theoretical design and simulation results are demonstrated by corresponding
experiments carried out on a 500 W laboratory prototype controlled by using a DSP TMS320F28335
controller combined with a FPGA SPARTAN-6.

Keywords: transformerless; SEPIC converter; single phase; Z-source inverter

1. Introduction

At present, with the consumption of fossil fuels and environmental pollution, people are
increasingly persistent in the development of renewable distributed energy generation systems such
as photovoltaic (PV), fuel cell (FC), and so on [1–5]. Among them, photovoltaic power generation,
which is used to convert solar energy into electricity, is the most widely applied [6–8]. However, the
output electricity is DC, and therefore an inverter is necessary for the photovoltaic power generation
system [9].

Based on the availability of transformers, inverters are divided into isolated inverters and
non-isolated inverters [10]. Isolated inverters have the advantage of isolating, which can eliminate
leakage current and ensure the safety of staff. However, the isolated inverters will have a large volume
and loss due to the existing transformers [11], which do not meet the concept of energy saving. As such,
more people have turned their attention to non-isolated inverters [12].

Many interesting non-isolated topologies, such as H5 [13], H6 [14], and ZVR [15], have been
presented in the literature. Although constantly improving topologies or control methods can reduce
their leakage currents to a certain extent, the existing leakage currents in their topologies cannot be
eliminated from the source. Furthermore, the voltage gain of these topologies is often unsatisfied.

A great deal of attention has been paid to the Z-source inverter (ZSI) since it was first proposed [16].
The characteristic of the Z-source inverter is that it has very high boost capacity. Therefore, many
quasi and semi Z-source inverters have been developed [17–19], but they still cannot deal thoroughly
with the problem of leakage current. As a result, some inverter topologies that are combined with
Z-source topologies and have the feature of dual-grounding are proposed [20]. Based on the analysis of
leakage current [21], dual-grounding can completely solve the problem of leakage current. Although
the proposed inverters in [20] have their advantages, they are not suitable for some field applications.;
the buck–boost-based type of three-switch three-state (TSTS) ZSIs cannot produce reactive power and
the boost-based type of TSTS ZSIs cannot filter well, due to the lack of a filter inductor, which results
in higher total harmonic distortion (THD). A new Z-source inverter-based on a CUK converter is
proposed in [22], which has a better filter compared to the inverters in [20], but there is a current spark
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in the S1 switch when the topology starts. The SEPIC-based Z-source inverter is proposed in [23], but
its performance is not verified by experiments.

According to the above analysis, this paper puts forward a novel Z-source inverter based on
a SEPIC converter. Compared with traditional semi and quasi Z-source inverters, the proposed
inverter has the feature of dual-grounding, which is valid for thoroughly eliminating leakage current.
Furthermore, the voltage gain of the proposed inverter is more than 1, which can be applied well for a
flexible output situation. Furthermore, the proposed inverter is based on a SEPIC converter. The SEPIC
converter has the superiority of having the same polarity of input and output, the isolation of input
and output, and a complete turn-off. At the same time, the proposed topology has solved the current
spark problem in the S1 switch. Therefore, a new topology named “SEPIC-based ZSI” is presented.
This topology can be used in situations where flexible control voltage is required. At the same time,
the sine output is negative first and then positive, which can meet some application requirements.

This paper is organized as follows: Firstly, the operation modes of the proposed inverter are
analyzed and the design of the components is presented in Section 2. Section 3 displays the control
diagram of the proposed inverter and some key waveforms under the driven signal. Secondly,
the theoretical analysis is proved through corresponding simulations and experiments, which are
shown in Section 4. Finally, a complete summary of the proposed topology is given in Section 5.

2. Operation Mode and Analysis of the Novel Inverter

The operation mode, including the mode analysis and the design of the proposed SEPIC-based
ZSI, including the parameters calculation, is discussed in this section.

2.1. Structure and Operation Mode

The structure of the proposed SEPIC-based ZSI, which is derived from a combination of a
Z-source inverter and a SEPIC converter, is shown in Figure 1. Z-source inverters have an outstanding
buck–boost capacity and the SEPIC converter has advantages including the same polarity of input and
output, the isolation of input and output, and a complete turn-off. Furthermore, the negative terminal
of the PV array is connected to the load side, which is necessary for eliminating leakage current, as
shown in Figure 1. Three operation modes are shown in Figure 2.

Figure 1. Proposed SEPIC-based Z-source inverter (ZSI).
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(a)

(b)

(c)

Figure 2. Equivalent circuits of the SEPIC-based ZSI in one switching period (a) S1 and S3 are ON, S2
is OFF; (b) S1 and S2 are ON, S3 is OFF; and (c) S2 and S3 are ON, S1 is OFF.

The operation modes are discussed as follows: In mode I, as shown in Figure 2a, switch S1 and
switch S3 are on, whereas switch S2 is off. The inductor, Lf, is magnetized by input voltage Vin,
and capacitors C1, C2, and C3 are charged. According to Kirchhoff’s law of voltage and current, the
expression of this mode is shown in Equations (1) and (2). In mode II, switch S3 is off and switches S1 and
S2 are on, as shown in Figure 2b. The inductor, Lf, is magnetized by input voltage Vin, and capacitors C1,
C2, and C3 are discharged. Equations (3) and (4) show the expression of mode II. In mode III, switches
S2 and S3 are turned on while switch S1 is turned off, as depicted in Figure 2c. Capacitors C1, C2, and
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C3 are charged. The equations of this mode are expressed as shown in Equations (5) and (6). In Figure 2,
the dashed line direction represents the current direction of the inductors.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

VL f = Vin
VL1 = −(VC0 + VC2 + VC3)

VL2 = −(VC0 + VC1 + VC3)

VL3 = −VC3

(1)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

iC1 = iL2

iC2 = iL1

iC3 = iL1 + iL2 + iL3

iC0 = iL1 + iL2 − io

(2)

where Vin denotes the input voltage; VC0, VC1, VC2, and VC3 are the voltage of capacitors C0, C1, C2,
and C3; and iC1, iC2, and iC3 are the current of capacitors C1, C2, and C3. Similarly, VL1, VL2, VL3, and
VL f are the voltage of inductors L1, L2, L3, and input inductor Lf, and iL1, iL2, and iL3 are the current of
inductors L1, L2, and L3. io is the output current.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

VL f = Vin
VL1 = VC1
VL2 = VC2
VL3 = −VC3

(3)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

iC1 = −iL1

iC2 = −iL2

iC3 = −iL3

iC0 = −io

(4)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

VL f = Vin − (VC0 + VC1 + VC2 + VC3)

VL1 = VC1
VL2 = VC2
VL3 = VC0 + VC1 + VC2

(5)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

iC1 = iL f − iL1 − iL3

iC2 = iL f − iL2 − iL3

iC3 = iL f
iC0 = iL f − iL3 − io

(6)

where iL f is the current of inductor Lf.

2.2. Voltage in Capacitors and Current in Inductors

In order to simplify calculation, we suppose that the value of inductor L1 is equal to the value
of inductor L2, similarly, we suppose the value of capacitor C1 is equal to capacitor C2. At the same
time, all passive components are ideal. Then, based on the volt-second balance principle, the voltage
of capacitors and the current of inductors can be expressed easily as follows:

⎧⎪⎨
⎪⎩

VC1
Vin

= VC2
Vin

= 1−D2
1−D1

VC3
Vin

= 1
Vo
Vin

= D1+2D2−2
1−D1

(7)
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⎧⎪⎨
⎪⎩

iL1 = iL2 = io
iL3 = −io

iL f =
2−D1−2D2

D1−1 io
(8)

where D1 is the duty cycle of switch S1, D2 is the duty cycle of switch S2, and Io is the output current.

2.3. Design of Inductors

According to mode I, the input inductor Lf is magnetized by input voltage, so the current ripple
of inductor Lf can be calculated by combining the equations in mode I with the expression of inductor
voltage, VL = LdiL/dt. The equation of the current ripple of inductor Lf is shown as follows:

ΔiL f =
VinD1Ts

L f
, (9)

where ΔiL f is the current ripple of inductor Lf and Ts denotes the switching period. ΔiL f is related to
the input voltage Vin, duty cycle D1, switching frequency, and the value of inductor Lf.

Then, according to Equation (9), inductor Lf can be calculated as follows:

L f =
VinD1Ts

ΔiL f
. (10)

Similarly, inductors L1 and L2 are related to D2. Then, combining Equation (7), inductors L1 and
L2 can be calculated as follows:

L1 = L2 =
VC1D2Ts

ΔiL1
=

Vin(1 − D2)D2Ts

ΔiL1(1 − D1)
, (11)

where ΔiL1 denotes the current ripple of inductor L1.
At the same time, by combining Equation (8), inductor L3 can be expressed as follows:

L3 =
VC3D1Ts

ΔiL3
=

VinD1Ts

ΔiL3
, (12)

where ΔiL3 denotes the current ripple of inductor L3.

2.4. Design of Capacitors

According to the above calculations of the inductors, the voltage ripple of the capacitor C1 is
affected by the current of inductor L1, the duty cycle of switch S2, switching frequency, and the value
of C1. Therefore, the same principle is applied to capacitors and, based on ic = CdVc/dt, the value of
capacitors can be calculated as follows:

C1 = C2 =
iL1(1 − D2)Ts

ΔVC2
, (13)

where ΔVC2 is the voltage ripple of capacitor C2.
As for the value of capacitor C3, it is associated with the current of inductor L3. The equation is

shown as follows:

C3 =
iL3(1 − D2)Ts

ΔVC3
, (14)

where ΔVC3 is the voltage ripple of capacitor C3.
Finally, the value of output capacitor C0 can be calculated as follows:

C0 =
2IoD3Ts

ΔVC0
, (15)
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where ΔVC0 is the voltage ripple of capacitor C0.

2.5. Peak Voltage and Current in Switches and Analysis

According to Figure 2 and Equations (1), (2), (7) and (8), the peak voltage and current of switches
can be concluded as follows:

VS−max = (1 + k)Vin, (16)

IS−max = (A + 1)Io, (17)

where VS−max and IS−max are the maximum voltage stresses and current stresses, respectively. k and A
represent maximum boost ratio and voltage gain, respectively. Io is the output current, which can be
expressed as follows:

Io = Im sin ωt, (18)

where Im is the maximum output current.

3. Control Method

The expression of the duty cycle, key waveforms, and control diagram are displayed in this
section. At the same time, the implementation of control in MATLAB is also shown.

3.1. Expression of Duty Cycle

The output voltage of the SEPIC-based TSTS Z-source inverter is defined as follows:

vo = Vo sin ωt = AVin sin ωt, (19)

where A, or the peak voltage gain, is defined as A = Vo/Vin and the maximum output voltage is Vo.
Regarding boost, D1 is set as a constant value and k as the maximum boost ratio, defined as

follows [20]:

k =
D1

1 − D1
⇒ D1 =

k
1 + k

. (20)

Regarding the inversion part, the sinusoidal output voltage, vo, is generated by D2 as a varied
sinusoidal value. D3 can be written from D1 and D2, and they are defined as follows [20]:

D2 =
k + 2

2(k + 1)
− A

2(k + 1)
sin ωt, (21)

D3 = 2 − D1 − D2. (22)

3.2. Key Waveforms in the Switching Cycle and Analysis

According to the above analysis, it is easy to get the key theoretical waveforms of the proposed
topology, as shown in Figure 3. The values vgs1, vgs2, and vgs3 are the switching statuses of switches
S1, S2, and S3, respectively. The values Vs1, Vs2, and Vs3 are the voltages of switches S1, S2, and S3.
When the switch is turned on, the voltage of the switch will be equal to zero. In contrast, there will
be voltage in the switch when it is turned off and the value of voltage is equal to Vin(1 + k), based on
Equation (16). Furthermore, VLf, VL1, and VL3 are the voltages of inductors Lf, L1, and L3, respectively.
According to the operation modes in Figure 2, when D1 is at a high level, Lf is magnetized by Vin, so
VLf = Vin. When D1 is at a low level, according to the loop analysis, VLf = Vin − Vs1. As for VL1 and
VL3, the same analysis method is applied and the value is shown in Figure 3. Similarly, iLf, iL1, and iL3

represent the inductors’ currents and they are changed following their voltage.
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Figure 3. Key waveforms in one switching period.

3.3. Control Diagram

Figure 4 shows the control diagram of the proposed inverter. The result of Equation (20) is a
constant, it is then compared with the carrier signal to produce the switch S1 pulse, which is used to
boost the input voltage. However, the result of Equation (21) is a sinusoidal variable. The driven signal
of switch S2 is generated by comparing the resulting varying duty cycle with the carrier signal, which
generates a sinusoidal output. According to the operation modes, only two switches are turned on at
the same time. Therefore, the pulse of switch S3 can be determined by the driven signal of switches S1
and S2. The pulse of switch S3 is obtained by the XOR gate. Through the XOR gate, it is guaranteed
that only two switches are turned on at a time.
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Figure 4. Control block diagram of the proposed inverter.

4. Simulation and Experimental Results

The simulation and experimental results of the proposed inverter are displayed in this section.

4.1. Simulation Results

The proposed inverter, under resistive load, was simulated in MATLAB/Simulink, assuming
the current ripple of all inductors was calculated by ΔiL = 20%IL. Similarly, ΔVC = 7%VC was
used to calculate the voltage ripple of all capacitors. Therefore, based on Equations (7)–(15), the
value of inductors and capacitors could be calculated as shown in Table 1. Considering the laboratory
conditions, in order to experiment conveniently, the switches were IGBT and the switching frequency, fs,
was 20 kHz. The output of the simulation was 124 V, 50 Hz under the condition of 100 V input voltage.

Table 1. Parameters selected for the inverter simulation.

Parameters
Vin
(V)

Vo
(rms, V)

fs
(kHz)

A
(Voltage Gain)

k L3
(mH)

Lf
(mH)

L1, L2
(mH)

C0
(μF)

C1, C2
(μF)

C3
(μF)

value 100 124 20 1.75 2 1.5 0.5 1.65 37.6 15 9

Figure 5 shows the key waveforms of the proposed inverter in MATLAB/Simulink. Figure 6
shows the output voltage, output current, and Fast Fourier transform (FFT) analysis of the proposed
inverter. The voltage of the capacitors is shown in Figure 7. Additionally, to better test the proposed
inverter the output results of the proposed inverter are displayed in Figure 8, under the condition that
the load changed suddenly.

Based on the above results, the simulation results verified the theoretical analysis. According to
Figure 5, the key waveforms were consistent with the theoretical waveforms shown in Figure 3 and,
at the same time, the values of the voltage satisfied the theoretical calculation. The output voltage
satisfied the voltage gain and the voltage of the switches was about 300 V, which is consistent with
Equation (16). Similarly, Figure 7 demonstrates Equation (7). Furthermore, the THD = 1.48%, which is
well below 5%. According to Figure 8 it still worked normally, although there will be fluctuations and
harmonics in the process of change. In summary, the proposed inverter can operate with satisfying
performance under complex conditions.

Figure 5. Cont.
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Figure 5. Cont.
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Figure 5. Key waveforms of the proposed inverter in MATLAB.

(a)

Figure 6. Cont.
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(b)

(c)

(d)

(e)

Figure 6. Input voltage at 100 V and load at 30 Ω for SEPIC-based ZSI: (a) load voltage, (b) load current,
(c) Fast Fourier transform (FFT) analysis, (d) output voltage with inductive load, and (e) output current
with inductive load.

85



Electronics 2019, 8, 247

(a)

(b)

(c)

(d)

Figure 7. Input voltage at 100 V and load at 30 Ω for SEPIC-based ZSI. Voltage wave of (a) capacitor
C1, (b) capacitor C2, (c) capacitor C3, and (d) capacitor C0.
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(a)

(b)

Figure 8. Input voltage at 100 V and load changed (30–10–30 Ω) for SEPIC-based ZSI: (a) load voltage
and (b) load current.

4.2. Experimental Results

The corresponding experiments were also done. The IGBT, named K40T1202 IGBT, was used for
each switch in the experiment. The experimental key waveforms are shown in Figure 9. Figure 10
shows the experimental results of output voltage and output current, which correspond with Figure 6.
Similarly, Figure 11 shows the experimental results of the voltage of capacitors. The experimental
output waveforms of half load changed to full load and full load changed to half load are shown
in Figure 12. Furthermore, in order to verify that the proposed inverter can suppress the leakage
current well, a capacitor with the value of 0.15 μF was used for CPV. Figure 13 shows the experimental
waveform of the leakage current.

Figure 9. Cont.
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Figure 9. Experimental waveforms: (a) driven signal of the switches; (b) the voltage of switch S1 (CH1:
Time (10 μs/div), Vs1 (50 V/div)); (c) the voltage of switch S2 (CH2: Time (10 μs/div), Vs2 (50 V/div));
(d) the voltage of switch S3 (CH3: Time (10 μs/div), Vs3 (50 V/div)); (e) the voltage and current of
inductor Lf (CH1: Time (10 μs/div), VLf (50 V/div), CH2: Time (10 μs/div), iLf (5 A/div)); (f) the
voltage and current of inductor L1 (CH1: Time (10 μs/div), VL1 (50 V/div)), CH2: Time (10 μs/div),
iL1 (5 A/div)); and (g) the voltage and current of inductor L3 (CH1: Time (10 μs/div), VL3 (50 V/div),
CH2: Time (10 μs/div), iL3 (5 A/div)).

The experimental waveforms in Figure 9 prove the theoretical key waveforms in Figure 3 and the
simulation waveforms in Figure 5. Since the switches in the simulation were ideal and the experimental
switches were not ideal, there are voltage spikes in Figure 9. The output voltage and current satisfied
the analysis and simulation results. Furthermore, it can be seen from Figure 12 that the proposed
inverter still worked well when the load changed suddenly. According to Table II in [24], compared to
the traditional single-phase H4 inverter with UPWM and BPWM, the HERIC and H5 topology has
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lower leakage current. According to the experimental results of the HERIC topology, the max value
of leakage current was more than 100 mA under the output power of 160 W. However, the leakage
current of the proposed inverter was only about 48 mA under the output power of 500 W which had a
good performance for eliminating leakage current and benefited from the dual-grounding.

Figure 10. Input voltage at 100 V and load at 30 Ω. Experimental waveforms of vo (CH1: Time
(5 ms/div), vo (50 V/div)) and Io (CH2: Time (5 ms/div), Io (5 A/div)).

(a) (b)

Figure 11. Input voltage at 100 V and load at 30 Ω. Experimental waveforms of (a) Vc1 (CH1: Time
(5 ms/div), Vc1 (50 V/div)) and Vc2 (CH2: Time (5 ms/div), Vc2 (50 V/div)); (b) Vc3 (CH3: Time
(5 ms/div), Vc3 (50 V/div)) and Vc0 (CH4: Time (5 ms/div), Vc0 (50 V/div)).

(a) (b)

Figure 12. Input voltage at 100 V and sudden load changes: (a) from 60 to 30 Ω, (b) from 30 to 60 Ω.
Experimental waveforms of vo (CH1: Time (5 ms/div), vo (50 V/div)) and Io (CH2: Time (5 ms/div),
Io (5 A/div)).
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Figure 13. The waveform of leakage current (CH2: I (50 mA/div)).

Table 2 shows the efficiency of the proposed inverter. However, the efficiency of this topology
was relatively low due to the use of IGBT as the switches, which are not appropriate for low–medium
power converters, and the limitation of the laboratory conditions. A good device can be used to
enhance the efficiency of the proposed topology.

Table 2. The measured efficiency of the proposed inverter.

Output power (W) 120 204.5 311 358 431

Efficiency (%) 89.9 90.08 91.17 91.70 89.58

In conclusion, from the above experimental results, it can be observed that the experimental
results were in good agreement with the theoretical analysis and the simulation results, again verifying
the effectiveness of the proposed inverter.

4.3. Comparison

In conclusion, the existing Z-source-based inverter topologies have some of the following
disadvantages: complex control techniques [25–27], high semiconductor device counts [28,29], high
numbers of capacitors and inductors [30], ripples in the capacitor voltage and inductor current [31–33],
unsatisfactory voltage gain [34], and leakage current [35]. Table 3 shows the characteristics of different
Z-source inverters. In addition, a transformer [36,37] is used to boost input voltage and isolate input
and output, which will increase the cost, weight, and volume of the inverter. So, the inverter with a
common ground can deal well with these problems.

Table 3. Comparison between different Z-source inverters. EMI: electromagnetic interference.

L C D S
Control
Method

Voltage
Gain

Common
Ground

EMI
Soft

Switch

Semi-ZSI [25] 2 2 0 2 nonlinear <1 Yes high complex
Semi-ZS-based [34] 3 3 0 2 linear <1 Yes high complex

Basic SBI [35] 1 1 2 2 linear >1 No high complex
Embedded-type qSBI [35] 1 1 2 2 linear >1 No high complex
DC-linked-type qSBI [35] 1 1 2 2 linear >1 No high complex

CUK-based ZSI [22] 4 4 0 3 linear >1 Yes low complex
Boost-based ZSI [20] 3 3 0 3 linear >1 Yes high complex

Buck–boost-based [20] 3 3 0 3 linear >1 Yes high complex
Proposed in [23] 4 4 0 3 linear >1 Yes low simple

In Table 3, it is easy to see that the CUK converter has low input current ripple and output current
ripple, and the SEPIC converter has low input current ripple, so both CUK-based ZSI and SEPIC-based
ZSI have low electromagnetic interference (EMI) [38]. Furthermore, SEPIC has the possibility of a
series of resonant operations between the balancing capacitor and the parallel inductor, which can be
beneficial for a soft-switching operation [39]. Therefore, SEPIC-based ZSI makes it easy to achieve a
soft-switching operation.
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5. Conclusions

A novel SEPIC-based Z-source inverter that eliminates leakage current is proposed in this paper.
The feature of the proposed topology is a combination of a Z-source inverter and a SEPIC converter, so
the current inverter has the advantages of both a SEPIC converter and a Z-source inverter, which has a
high voltage gain. Furthermore, the proposed inverter is controlled by a simple linear control method,
which is easy to achieve, and the proposed inverter has a low voltage stress in the switch, which is
beneficial for choosing switches. Furthermore, compared with traditional single-phase H4, H5, and
HERIC topologies, the proposed topology has features including fewer switches and very low leakage
current, which is helpful for the application of transformerless inverters. However, the proposed
topology also has the merits of the SEPIC converter. It can be seen in Figures 6 and 10 that the proposed
inverter has large output harmonics, due to the lack of a filter inductor. The simulation results verified
the theoretical analysis. Furthermore, experiments with a laboratory prototype, using a DSP controller
combined with FPGA, showed good results that were in agreement with the simulation results.
The future research direction will be to study new control methods to reduce the output harmonics.
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Abbreviations

The following abbreviations are used in this manuscript:

Acronyms
ZSI Z-source inverter
VSI Voltage source inverter
TSTS Three-switch three-state
FFT Fast Fourier transform
THD Total harmonic distortion
SBI Switched Boost Inverters
QSBI Quasi-Switched Boost Inverters
UPWM Unipolar Pulse Width Modulation
BPWM Bipolar Pulse Width Modulation
HERIC Highly Efficient Reliable Inverter Concept
IGBT Insulated Gate Bipolar Transistor
SEPIC Single Ended Primary Inductor Converter
Nomenclature
A Peak voltage gain
k Maximum boost radio
D1, D2, D3 Duty cycle functions
ω Output voltage angular frequency
S1, S2, S3 Semiconductor switches
Vin DC input voltage
VLi Voltage of inductors
VCi Voltage of capacitors
Vsi Voltage of switches
iLi Current of inductors
iCi Current of capacitors
Io Output peak current
ΔiLi Current ripple of inductors
ΔVCi Voltage ripple of capacitors
Ts Switching period
fs Switching frequency
EMI Electromagnetic Interference
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Abstract: A novel single-phase single-stage voltage multiplier cell-based quasi-switched boost
inverter (VMC-qSBI) is proposed in this paper. By adding the voltage multiplier cell to the qSBI,
the proposed VMC-qSBI has the following merits; a decreased voltage stress on an additional
switch, a high voltage gain, a continuous input current, shoot through immunity, and a high
modulation index. A new pulse-width modulation (PWM) control strategy is presented for the
proposed inverter to reduce the input current ripple. To improve the voltage gain of the proposed
inverter, an extension is addressed by adding the VMCs. The operating principle, steady-state analysis,
and impedance parameter design guideline of the proposed inverter are presented. A comparison
between the proposed inverter and other impedance source-based high-voltage gain inverters is
shown. Simulation and experimental results are provided to confirm the theoretical analysis.

Keywords: input current ripple; voltage multiplier; shoot through state; quasi-switched boost
inverter; Z-source inverter

1. Introduction

In recent years, many dc–ac power conversion topologies have attracted the interest of researchers
for various applications, such as ac motor drives, uninterruptible power supplies, hybrid electric
vehicles, and renewable energy systems [1]. Voltage source inverters (VSIs) and current source inverters
(CSIs) are two basic dc–ac power conversion devices. In [2], the design of a single-phase photovoltaic
VSI model and the simulation of its performance were presented. Two problems associated with VSIs
are that the output voltage cannot exceed the input dc voltage, and both power switches in the same
leg cannot be simultaneously turned on. Similarly, the output voltage of CSIs cannot be lower than the
source voltage, and both power switches in the same leg cannot be turned off at the same time.

To solve these problems associated with VSIs and CSIs, impedance source inverters [3–10] have
been proposed. The classical Z-source inverter (ZSI) uses two inductors and two capacitors in the
impedance source network to step-up/down the input voltage. In order to improve the discontinuous
input current disadvantage of the ZSI, a class of quasi-ZSIs (qZSIs) was proposed in [3]. Nevertheless,
with ZS/qZSIs, it is very difficult to achieve a high voltage gain owing to the limitation of the
modulation index and the shoot through (ST) duty cycle. The voltage gain in the ZS/qZSIs can be
improved by adding an inductor, capacitor, and diode to the impedance source network, as presented
in the continuous/ripple input current switched-inductor (SL) qZSIs [5,6], the enhanced-boost qZSI [7],
and the modified switched-capacitor ZSI [8]. However, passive element-based qZSIs [4–8] increase the
volume and loss of the power inverter because of the use of a large number of passive components.
Coupled-inductor-based qZSIs [9] can reduce the size of the inverter, but the coupled inductor must
be well designed to avoid voltage spikes on the dc-bus. A current ripple damping control scheme
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for single-phase quasi-Z-source system was introduced in [10] to minimize passive elements in the
impedance source network.

To decrease the volume and loss of the power inverter, active impedance source inverters have
been recently proposed in [11–20]. The switched boost inverter (SBI) [11] uses fewer passive elements
and more semiconductors to produce a smaller voltage gain than ZSIs. A family of quasi-switched
boost inverters (qSBIs) was presented in [12] to overcome the disadvantages of the SBI. Compared
with the qZSI, the qSBI in [12] produces the same voltage gain. In [13], the qSBI was compared with
the qZSI in terms of size, loss, and voltage/current ripple on passive elements. Similar to the ZSIs,
passive elements, including the capacitor, inductor, coupled inductor, and diode, were also added to the
qSBIs to increase the voltage gain. For instance, the topologies in [14–16] were introduced by applying
the SL structure to the switched-boost network. In [17], a high-voltage gain switched-ZSI (SZSI) was
introduced by using one more inductor, one more capacitor, and two more diodes when compared
with the qSBI. To reduce the voltage stress on the capacitor, diode, and switch of the impedance-source
network, a high voltage gain qSBI was proposed in [18]. An active switched-capacitor qZSI (ASC-qZSI)
was proposed in [19], where only one inductor and one capacitor were added to the qSBI to obtain the
same voltage gain as the SZSI. Coupled-inductor-based qSBIs were also presented in [20], with a spike
generated on the dc-bus voltage owing to the effect of the leakage inductance in the coupled inductor.
To enhance the performance of the qSBIs, a family of PWM control strategies for a single-phase qSBIs
has been introduced in [21]. Because the additional states are inserted in the extra switch, the switching
loss of the qSBIs under these PWM control methods is increased. A control-based approach to suppress
the low-frequency harmonic component in the input inductor current of the single-phase qSBI has
been presented in [22]. Even though the active impedance source inverters in [11–22] have good
performance, where there is a reduced volume and loss with a high voltage gain, the voltage stress on
the additional switch is very high because it equals the dc-bus voltage. To decrease the voltage stress
on devices, switched-capacitor qSBIs were investigated in [23].

A voltage multiplier cell (VMC) is used in the dc–dc power conversion process [24–26] to provide
a high voltage gain and reduce the voltage stress on semiconductor devices. In [27], the pulsating
dc voltage is rectified by the voltage multiplier to boost the output voltage without using magnetic
elements. In this study, the VMC is applied to the qSBI to achieve a high dc–ac voltage gain with a
high modulation index. Compared with other active impedance source inverters, the voltage stress on
the extra switch is reduced significantly. A new PWM control method is presented for the proposed
inverter to reduce the input current ripple. By adding the VMC, the proposed inverter can extend to
n-cells in order to achieve a high voltage gain requirement. Because of the advantages of the proposed
solution, the proposed inverter can replace the qZSI for the photovoltaic generator applications where
a low dc voltage needs to invert into a high grid-connected ac voltage. Section 2 proposes the inverter
with the operating principle, PWM control technique, and steady-state analysis. The design of the
proposed inverter is presented in Section 3. A comparison with other high voltage gain qZS/qSBIs is
made in Section 4, while simulation and experimental results are shown in Section 5.

2. Proposed Inverter Topologies

The single-phase qSBI with a continuous input current [12] is presented in Figure 1a. It includes
one boost inductor (LB), one capacitor (C0), six diodes (Da, D0, and four body diodes in the H-bridge
circuit), five active switches (S1–S5), a passive filter (Lf and Cf), and a resistive load (R). The qSBI uses
the ST mode to step-up the input voltage. The following formulas of the qSBI are obtained as given
in [12]. {

VPN = VS5 = 1
1−2DST

Vdc = B·Vdc

v̂o = M·B·Vdc =
M

1−2DST
Vdc,

(1)

where VPN, VS5, v̂o, B, M, and DST are the dc-bus voltage, the voltage stress on the additional switch
S5, the amplitude of the output voltage, the boost factor, the modulation index, and the ST duty
cycle, respectively.
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From Equation (1), it can be seen that the voltage gain of the qSBI is low because DST ≤ (1–M).
Moreover, the voltage stress on the additional switch S5 is high because it equals the dc-link voltage.
Therefore, the qSBI is not suitable for high voltage gain applications.

Figure 1b shows the proposed single-phase VMC-qSBI with a single VMC, where two capacitors
(C11 and C12) and two diodes (D11 and D12) are added to the switched-boost network. The proposed
single-VMC-qSBI uses one boost inductor (LB), three capacitors (C0, C11, and C12), eight diodes (Da, D0,
D11, D12, and four body diodes in the H-bridge circuit), five active switches (S1–S5), a passive filter (Lf
and Cf), and a resistive load (R). A combination of C11–C12–D11–D12–S5 plays a role as a VMC. It should
be noted that the proposed single-VMC-qSBI will become the 2-cell SC-qSBI in [23] if the negative
node of C0 is connected to the positive node of C11 in Figure 1b. Like other VMC-based converters, the
proposed inverter has high current transients of the capacitor across S5, D11, D12, and D0. To reduce
the current transients of capacitors and achieve soft-switching operation, a resonant inductor can be
used, as reported in [24] and [25]. Figure 1c shows an n-cell extension of the proposed VMC-qSBI.
Each VMC, including two capacitors and two diodes, is connected in cascade to obtain an n-cell
topology. When n > 1, a multiple of two capacitors and two diodes is added to the proposed inverter.
Consequently, the size, weight, and loss of the proposed inverter are increased. Note that, a three-phase
H-bridge circuit can be used in the proposed converter for the three-phase inverter system.

D

Vdc
S

LB D

ioLf

R

S

S

S

S

a

b
Cf

C

D

S

LB D

ioLf

R

S

S

S

S

a

b
Cf

C

D

LB D

CS C

C

D D
C

C

D D

C

C

D DVdc

Vdc

 

Figure 1. Conventional and proposed inverter topologies. (a) Conventional quasi-switched boost
inverter (qSBI), (b) proposed single voltage multiplier cell (VMC-qSBI), and (c) proposed n-VMC-qSBI
extension topologies.

2.1. Operating States

As an example, the operating principle and steady-state analysis of the proposed single-phase
single-VMC-qSBI are presented in this paper. Figure 2 shows the three operating states of the proposed
single-phase single-VMC-qSBI. In the non-ST states, as shown in Figure 2a,b, the H-bridge circuit and
the load side are equivalent to a current source. When the switch S5 is turned on, diodes D11 and
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D0 are reversed-biased, while the diodes Da and D12 are forward-biased. The inductor LB and the
capacitor C12 are charged, while the capacitors C11 and C0 are discharged. The inverter operates in the
non-ST state 1, as shown in Figure 2a. The time interval in the non-ST state 1 is D5·T, where D5 is the
duty cycle of the switch S5 during one switching period, T. The following equations can be written as

⎧⎪⎨
⎪⎩

LB
diLB

dt = Vdc
VC11 = VC12
VPN = VC0

and

⎧⎪⎨
⎪⎩

C11
dvC11

dt = −iC12_Non1

C12
dvC12

dt = iC12_Non1

C0
dvC0

dt = −IPN ,
(2)

where IPN and iC12_Non1 are the average dc-link current and the instantaneous current through capacitor
C12 in the non-ST state 1.
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Figure 2. Operating states of proposed single-VMC-qSBI. (a) Non-ST state 1, (b) non-ST state 2, and (c)
ST state.

When the switch S5 is turned off and the H-bridge circuit generates the active or zero vectors
and the inverter operates in the non-ST state 2, as shown in Figure 2b. During this state, diode D12 is
reversed-biased, while the diodes Da, D11, and D0 are forward-biased. Inductor LB and capacitor C12

are discharged, while capacitors C11 and C0 are charged. The following formulas can be obtained as

{
LB

diLB
dt = Vdc − VC11

VC0 = VPN = VC11 + VC12
and

⎧⎪⎨
⎪⎩

C11
dvC11

dt = ILB + iC12_Non2

C12
dvC12

dt = iC12_Non2

C0
dvC0

dt = −IPN − iC12_Non2,
(3)

where iC12_Non2 is the instantaneous current through capacitor C12 in the non-ST state 2.
In the ST state, as shown in Figure 2c, the H-bridge circuit is shorted by the switches on the

same H-bridge leg. Meanwhile, switch S5 is turned off during the ST state. Diodes D11 and D0 are
forward-biased, while diodes Da and D12 are reversed-biased. The time interval is DST·T. The inductor
LB and capacitor C11 are charged, while the capacitors C12 and C0 are discharged. The following
equations can be obtained as

⎧⎪⎨
⎪⎩

LB
diLB

dt = Vdc + VC12

VC0 = VC11 + VC12
VPN = 0

and

⎧⎪⎨
⎪⎩

C11
dvC11

dt = ILB + iC12_ST

C12
dvC12

dt = iC12_ST

C0
dvC0

dt = −ILB − iC12_ST ,
(4)

where iC12_ST is the instantaneous current through capacitor C12 in the ST state.
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2.2. PWM Technique with Low Input Current Ripple

Figure 3 shows a PWM control technique for the proposed single-phase VMC-qSBI. As shown
in Figure 3a, two sinusoidal voltages—vsin and –vsin—are compared to a high-frequency triangle
waveform, vtri1, to produce PWM signals for the H-bridge switches (S1–S4). A fixed voltage, V5,
is compared to the triangle waveform (vtri2) with the double frequency of vtri1, as shown in Figure 3,
to produce the control signal for the switch S5. To produce an ST control signal, another fixed voltage,
VST, is also compared to vtri2. This ST control signal (ST in Figure 3b) is then inserted into the H-bridge
switches through OR logic gates.
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Figure 3. Pulse-width modulation (PWM) control technique for the proposed single-phase inverter.
(a) Signal generation and (b) enlargement waveforms.

2.3. Steady-State Analysis

By using the volt-second balance to the inductor LB, in steady-state, from Equations (2) to (4),
the voltage on the capacitors is calculated as

{
VC = VC11 = VC12 = 1

1−2DST−D5
Vdc

VC0 = 2VC = 2
1−2DST−D5

Vdc.
(5)
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Applying the charge-second balance principle to the capacitors C11, C12, and C0, from Equations
(2) to (4), the following equations are obtained as Equation (6).

⎧⎪⎨
⎪⎩

−D5iC12_Non1 + (1 − DST − D5)iC12_Non2 + DSTiC12_ST + (1 − D5)ILB = 0
D5iC12_Non1 + (1 − DST − D5)iC12_Non2 + DSTiC12_ST = 0
−(1 − DST − D5)iC12_Non2 − DSTiC12_ST − DST ILB − (1 − DST)IPN = 0.

(6)

Solving Equation (6), the instantaneous current through capacitor C12 in the non-ST state 1 and
the average inductor L1 current are given as

{
iC12_Non1 = 1−D5

2D5
ILB

ILB = 2(1−DST)
1−2DST−D5

IPN .
(7)

The inductor is charged during both non-ST state 1 and ST state. From Equations (2) and (4),
the inductor current ripple can be rewritten as follows.

{
ΔIL_NST1 = Vdc

LB

D5T
2

ΔIL_ST = Vdc+VC
LB

DST T
2 .

(8)

From Equation (8), it can be seen that the slope of the inductor current in the ST state is higher
than that in the non-ST state 1. The inductor current ripple depends on the ST duty cycle. Further,
the inductance selection is based on the maximum ST duty cycle. If we select D5 = DST or 2DST,
the high-frequency (HF) inductor current ripple is too high, and the voltage gain of the inverter is not
high at a high modulation index. In this paper, we select D5 = 3DST to obtain a low inductor current
ripple with a high voltage gain. Substituting D5 = 3DST in to Equation (5), the peak dc-link voltage in
the non-ST states is

VPN = VC0 = 2VC =
2

1 − 5DST
Vdc. (9)

The boost factor of the proposed VMC-qSBI is calculated as

B =
VPN
Vdc

=
2

1 − 5DST
. (10)

The peak ac voltage is defined as

v̂o = M · B · Vdc =
2M

1 − 5DST
Vdc. (11)

For the proposed n-cell VMC-qSBI, as shown in Figure 1c, the capacitor voltage is determined in
the steady-state as ⎧⎪⎪⎨

⎪⎪⎩
VC = VC11 = VCn2 = Vdc

1−(n+1)DST−D5

VCn1 = nVC

VC0 = (n + 1)VC = (n+1)Vdc
1−(n+1)DST−D5

.
(12)

The peak ac voltage of the n-cell VMC-qSBI is expressed as

v̂o =
(n + 1)M

1 − (n + 1)DST − D5
Vdc. (13)

3. Parameter Design Guideline

For the single-phase inverter, there will be a pulsating power at double the fundamental frequency,
which will pose a significant challenge to the front-end boost converter. Similar to other single-phase
inverter topologies, the proposed single-phase VMC-qSBI also generates the double fundamental
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frequency ripple at the dc side. The double fundamental frequency ripple on the inductors and
capacitors at the dc side can be mitigated by using a feedback control method, as reported in [10] for
qZSI and [22] for qSBI. Therefore, in this study, the effect of the pulsating power can be ignored in
the design stage. Then, the inductance and capacitance are only selected according to the HF ripple.
The ac side circuit of the proposed VMC-qSBI is described by its equivalent dc load [12]. The average
dc-link current depends on the equivalent dc load (Rl), and is calculated as [12]

IPN =
(1 − DST)VPN

Rl
. (14)

3.1. Parameter Design of Inductor

The inductor current waveform of the proposed VMC-qSBI is shown in Figure 3b.
The peak-to-peak current ripple of the inductor LB is calculated as Equation (8). To limit the
peak-to-peak inductor current ripple by rLB%·ILB, the inductance of L1 should be

L1 >
3DST(1 − 5DST)

2Rl

8rLB%(1 − DST)
2 f

, (15)

where f = 1/T is the switching frequency of the inverter.

3.2. Parameter Design of Capacitor

To select the C11, C12, and C0 capacitances of the proposed VMC-qSBI, the peak-to-peak capacitor
voltage ripples can be rewritten from Equation (2) as

⎧⎪⎪⎨
⎪⎪⎩

ΔVC11 =
−iC12_non1

C11
·D5T

2

ΔVC12 =
iC12_non1

C12
·D5T

2
ΔVC0 = IPN

C0
·D5T

2 ,

(16)

Substituting Equations (6) and (14) into Equation (16), the C11, C12, and C0 capacitances of the
proposed VMC-qSBI are calculated as

⎧⎨
⎩ C11 = C12 = 2(1−3DST)(1−DST)

2

rC1%(1−5DST)Rl f

C0 = 3DST(1−DST)
2rC0%Rl f ,

(17)

where rC1% and rC0% are the voltage ripple percentages of capacitors C11 and C12 and capacitor
C0, respectively.

3.3. Parameter Design of Switches

From Figure 3, the voltage stress of the diodes is calculated as

{
VS1−S4 = VC0 = 2Vdc

1−5DST

VS5 = VC11 = Vdc
1−5DST

.
(18)

Because the ST state turns on all of the H-bridge switches S1–S4, as shown in Figure 2c, the peak
current of switches S1–S4 equals a half of the ST current, which is the inductor current. Consequently,
the current stress of the switches S1–S4 is

IS1−S4 =
ILB
2

=
2(1 − DST)

2

(1 − 5DST)
2

Vdc
Rl

. (19)
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The peak current of switch S5 is determined based on the non-ST state 1 in Figure 2a as

IS5 = ILB + iC12_Non1 =
2(1 + 3DST)(1 − DST)

2

3DST(1 − 5DST)
2

Vdc
Rl

. (20)

3.4. Parameter Design of Diodes

From Figure 2, the voltage stress of the switches is calculated as

{
VD0 = VD11 = VD12 = VC11 = Vdc

1−5DST

VDa = VC0 = 2Vdc
1−5DST

.
(21)

The peak current of the diodes D0, D11, and Da should be selected such that it equals the inductor
LB current, and the peak current of the diode D12 equals the instantaneous current through capacitor
C12 in the non-ST state 1. Therefore, the peak current of the diodes is calculated as

⎧⎪⎨
⎪⎩

IDa = ID0 = ID11 = ILB = 4(1−DST)
2

(1−5DST)
2

Vdc
Rl

ID12 = iC12_Non1 = 2(1−3D)(1−DST)
2

3D(1−5DST)
2

Vdc
Rl

.
(22)

4. Comparison with Other Active Impedance Source Inverters

In this section, the proposed VMC-qSBI is compared with other active impedance source inverters.
The selected topologies for comparison are the qSBI [12], the SL-qSBI [14], the SZSI [17], ASC-qZSI [19],
and 2-cell SC-qSBI [23]. Table 1 shows the overall comparison between the proposed VMC-qSBI and
other active impedance source inverters.

4.1. Input Current Ripple

As shown in Table 1, the input current ripple of the SL-qSBI is very high because the input
current is either the inductor current in the non-ST state or the twofold inductor current in the ST
state. Note that as shown in Figure 3, the PWM control method cannot be applied to the SL-qSBI [13],
ASC-qZSI [19], and 2-cell SC-qSBI [23] because of the increasing harmonic distortion of the output
voltage. Therefore, the input current ripple of these inverters is high. Under the same PWM control
method, as shown in Figure 3, the qSBI [11], SZSI [17], and the proposed inverter have a low input
current ripple.
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Table 1. Overall comparison of the proposed VMC-qSBI and other active impedance source inverters
using the same PWM method.

qSBI [12] SL-qSBI* [14] SZSI [17] ASC-qZSI* [19] 2-cell SC-qSBI* [23] Single-VMC-qSBI

Boost factor (B) 1
1−4DST

1+DST
1−3DST

1
1−5DST+DST

2
1

1−3DST+DST
2

2
1−3DST

2
1−5DST

Gain voltage (G) M
4M−3

2M−M2

3M−2
M

M2+3M−3
M

M2+M−1
2M

3M−2
2M

5M−4

Input current ripple Low Very high Low High High Low

ILB/IPN (1 − DST)B (1 − DST)B/(1 + DST) (1 − DST)B (1 − DST)B (1 − DST)B (1 − DST)B

IL2/IPN NA (1 − DST)B/(1 + DST) (1 − DST)
2B (1 − DST)

2B NA NA

IS5/IPN (1 − DST)B 2(1−DST)B
1+DST

(1 − DST)B (1 − DST)B (1−DST)
DST(1−3DST)

(1−DST)(1+3DST)
3DST(1−5DST)

ST current (Ish/IPN) (1 − DST)B 2(1−DST)B
1+DST

(1 − DST)(2 − DST)B (1 − DST)(2 − DST)B (1 − DST)B (1 − DST)B

VC0/Vdc and
VDa/Vdc

B B B B B/2 B

VC11/Vdc B B B B B/2 B/2

VC12/Vdc NA NA DSTB (1 − DST)B B/2 B/2

VDS5/Vdc and
VD0/Vdc

B B B B B/2 B/2

Switch 5 5 5 5 5 5

Diode 6 9 8 6 8 8

Inductor 1 2 2 2 1 1

Capacitor 1 1 2 2 3 3

where VDS5 is the drain-source voltage stress on S5. NA: Not applicable; *Note that the PWM control method in
Figure 3 cannot be applied to these inverters.

4.2. Voltage and Current Stresses

Figure 4 shows the respective ratios of the voltage stress to the equivalent dc voltage under the
same PWM control method. As shown in Figure 4a, the voltage stress on capacitor C0 and diode Da

of the proposed VMC-qSBI is higher than that of the 2-cell SC-qSBI. However, the voltage stress on
switch S5, capacitors C11 and C0, and diodes D0 and Da of the proposed VMC-qSBI are smaller than
that of the other active impedance source inverters, as shown in Figure 4a,b. The capacitor C12 voltage
stress of the proposed VMC-qSBI is smaller than that of the ASC-qZSI and 2-cell SC-qSBI, but it is
higher than that of SZSI.

The inductor current stress comparison is shown in Figure 5a. Because the qSBI, ASC-qSBI, 2-cell
SC-qSBI, and the proposed VMC-qSBI have a single inductor, their inductor current stress is highest
and is equal to the source current. Figure 5b shows the ST current stress comparison. The proposed
VMC-qSBI, qSBI, and 2-cell SC-qSBI have the lowest ST current stress.
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(a) (b) 

 
(c) 

Figure 4. Voltage stress comparison. (a) Voltage stress on capacitor C0 and diode Da, (b) voltage stress
on switch S5, capacitor C11, and diode D0, and (c) capacitor C12 voltage stress.

  
(a) (b) 

  
(c) (d) 

Figure 5. Voltage and current stress comparison. (a) Inductor current stress, (b) ST current stress,
(c) boost factor, and (d) voltage gain.
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4.3. Voltage Gain and Boost Factor

Figure 5c,d compares the boost factor and the voltage gain of the proposed VMC-qSBI with those
of the active impendence source inverters, respectively. The voltage gain of the proposed VMC-qSBI is
greatest for the same modulation index. The high modulation index is very important to achieve a
high output waveform quality with a low total harmonic distortion (THD).

4.4. Element Count

Table 1 also compares the number of elements required for the inverters. Although the proposed
VMC-qSBI adds one active switch, it results in savings of a large number of passive devices compared
with the high voltage gain qZSIs in [17,19,20]. The proposed VMC-qSBI has the same number of
semiconductors as the SZSI, but it uses one more capacitor and one less inductor. Compared with
the SL-qSBI, the proposed VMC-qSBI uses two more capacitors, one less diode, and one less inductor.
The proposed inverter uses the same number of components as the 2-cell SC-qSBI. Note that the
number of diodes in Table 1 includes four body diodes of the H-bridge switches.

5. Simulation and Experiment Results

5.1. Simulation Results

To validate the performance of the proposed inverter, PSIM simulation software was used.
The simulation parameters for the single-phase VMC-qSBI are given in Table 2. The drain-to-source
on-resistance of the switches S1–S4 and the switch S5 was set to 0.2 Ω and 8 mΩ, respectively. The body
diode threshold voltage of the switches S1–S4 and the forward voltage of the diodes Da, D0, D11, and
D12 are 1.5 V and 0.73 V, respectively. The fundamental frequency of the ac output voltage and the
switching frequency are 50 Hz and 20 kHz, respectively. An inductor-capacitor (LC) filter of 1 mH and
20 μF was connected to the inverter output. A purely resistive load of 40 Ω was used in the simulation.

Table 2. Parameters used for simulation and test.

Parameters Values

Input voltage range (Vdc) 50–72 V

Maximum input current 8 A

Output power (Po) 350 W

Output voltage (Vo) 110 Vrms/50 Hz

Input inductor 0.37 mH

Capacitors C11, C12 1000 μF/100 V

C0 2 × 680 μF/200 V

Output filter Lf 1 mH

Cf 20 μF

Switching frequency 20 kHz

Modulation index (M) 0.9

MOSFETs
S5 IRFP4668 (200 V, 140 A)

S1~S4 IRFP460 (500 V, 20 A)

Diodes
D11, D12, D0 STPS60SM200C (200 V, 30 A)

Da IXYS30-60A (600 V, 37 A)

Figure 6 shows the simulation results for the single-phase VMC-qSBI when Vdc = 50 V, DST = 0.1,
D5 = 0.3, and M = 0.9. Because of the existing passive components in the impedance-source network,
an inrush current has appeared at the start-up process, as can be seen in Figure 6a. Figure 6b,c shows
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the simulation results in the steady-state. The voltage of capacitors C11, C12, and C0 in the steady-state
are boosted to 97.1 V, 96.2 V, and 193 V, respectively. The ac output voltage is 121 Vrms. The input
current is continuous and has a small peak-to-peak ripple of 0.92 A.

  
(a) (b) 

 
(c) 

Figure 6. Simulation results for the proposed single-phase VMC-qSBI when Vdc = 50 V. From top to
bottom: (a) input current, capacitor voltages, dc-link current, and output voltage; (b) dc-link voltage,
drain-source voltage of S5, diodes Da–D11 voltage, and input current; and (c) input voltage and
capacitors voltages, input current, output current, and output voltages before and after the L-C filter.

The three-phase VMC-qSBI as shown in Figure 7 is used to test the PWM technique with low
input current ripple as presented in Section 2.2. All parameters of the three-phase VMC-qSBI including
capacitance, inductance, diodes, MOSFETs, and load are the same as those of the single-phase
VMC-qSBI. The maximum constant boost PWM control method in [28] is used to control three-phase
H-bridge switches, while the additional switch S5 is controlled by the constant voltage V5 as shown
in Figure 3b. Figure 8 shows the simulation results for the three-phase VMC-qSBI when Vdc = 50 V,
DST = 0.1, D5 = 0.3, and M = 0.9 × 1.15. As shown in Figure 8a, the capacitors C11, C12, and C0 voltage
are boosted to 98 V, 97 V, and 195 V in the steady-state, respectively. The three phase currents are 1.8 A
in RMS. Under resistive load of 40 Ω, the simulated output phase voltage is 72 V in RMS, whereas the
calculated value of the output phase voltage is 73 V in RMS. The input current is continuous. As shown
in Figures 6b and 8b, the Da diode reverse voltage is zero in non-ST states, and is equal to capacitor C0

voltage in the ST state. The voltage stress on the additional switch S5 is a half of dc-link voltage. All of
the simulation results are in agreement with the theoretical analysis.
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Figure 7. Proposed three-phase VMC-qSBI in simulation.

 
(a) 

 
(b) 

Figure 8. Simulation results for the proposed three-phase VMC-qSBI when Vdc = 50 V, DST =
0.1, D5 = 0.3, and M = 0.9 × 1.15. From top to bottom: (a) input voltage and capacitors voltages,
input current, line-to-line voltage, and output currents and (b) dc-link voltage, drain-source voltage of
S5, diode Da voltage, and input current.
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5.2. Experimental Results

The experimental prototype was built to test the proposed VMC-qSBI. A 0.37 mH boost inductor
was used, and the dc input voltage is supplied by 61604 Chroma Programmable ac Sources with a
current limit of 8 A. The voltage stress on switch S5 is equal to the capacitor C11 and C12 voltages; thus,
for switch S5, the IRFP4668 MOSFET was chosen with a voltage limit of 200 V. The switches on the
H-bridge circuit are IRFP460 MOSFETs. Three diodes D11, D12, and D0 are Schottky STPS60SM200C
diodes, and one IXYS30-60A is used as the diode Da. Capacitors C11 and C12 are 1000 μF/100 V.
The capacitor C0 was obtained by connecting in parallel two 680 μF/200 V capacitors. The parameters
of the experiment are listed in Table 2. The switching frequency of the H-bridge switches is 20 kHz,
and the switching frequency of switch S5 is 40 kHz. The PWM control signals of the switches are
generated by TMS320F28335 DSP, and are driven by isolated TLP250 amplifiers.

Figure 9 shows the experimental results of the proposed VMC-qSBI when Vdc = 50 V, M = 0.9,
Vo = 110 Vrms, and Po = 300 W. The dc-link voltage is boosted to 181 V from the input voltage of 50 V.
The voltages of capacitors C11, C12, and C0 are boosted to 91.6 V, 89.7 V, and 181 V, respectively, in the
steady-state. The boost factor of the experiment is 3.62, while the calculated value for DST = 0.1 from
Equation (10) in the ideal case is 4. The ac output voltage is 110 Vrms/50 Hz. The input current is
continuous. The current THD at the output is 0.9%. The HF peak-to-peak inductor current of 1.1 A is
presented in Figure 9c.

Then, the input voltage is increased to 72 V. To obtain the same 110-Vrms output voltage while the
modulation index is kept at 0.9, the ST duty cycle is decreased to 0.05. Figure 10 shows the experimental
results of the VMC-qSBI when Vdc = 72 V, M = 0.9, Vo = 110 Vrms, and Po = 300 W. The voltages of
capacitors C11, C12, and C0 are boosted to 91.2 V, 90.2 V, and 181 V, respectively, from a 72 V input
voltage. The HF peak-to-peak inductor current is 0.8 A. The measured THD of the output current is 1%.

Figure 11a,b shows the gate-pulse waveforms for switches S1–S3 when Vdc is 50 V and 72 V,
respectively. As shown in Figure 11a,b, the overlap duty cycle (DST) of the gate pulse for switches S1–S3

is one-third of the duty cycle of switch S5. The waveforms from top to bottom in Figures 9a and 10a
are the output voltage after the L-C filter, the load current, the input current, and the input voltage.
The waveforms from top to bottom in Figures 9b and 10b are the voltages across capacitors C11,
C12, and C0, and the output voltage before the L-C filter. The waveforms from top to bottom in
Figures 9c and 10c are the drain-source S5 voltage, the diode Da voltage, the input current, and the
dc-link voltage. The waveforms from top to bottom in Figures 9d and 10d are the voltages across
diodes D11, D12, and D0, and the drain-source S1 voltage. The waveforms in Figure 11a,b are the
control gate signals of S5 and S1–S3.

Figure 12a shows the boost factor comparison between the calculation and the experiment for the
VMC-qSBI. In this experiment, the duty cycle was varied from 0.05 to 0.12, while the output voltage
and the output power were kept at 110 Vrms and 300 W, respectively. Because of the parasitic elements
in the experimental setup, the experimental values are lower than the calculated values. Figure 12b
shows the efficiency of the VMC-qSBI with various power loads. The maximum efficiency value of the
VMC-qSBI at a load power of 165 W and an input voltage of 72 V is 91.3%.
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(a)                          (b) 

 
(c)                           (d) 

Figure 9. Experimental waveforms for the proposed inverter when Vdc = 50 V. From top to bottom:
(a) output voltage after the L-C filter, load current, input current, and input voltage; (b) voltages across
capacitors C11, C12, and C0, and output voltage before the L-C filter, (c) drain-source S5 voltage, diode
Da voltage, input current, and dc-link voltage; and (d) voltages across diodes D11, D12, and D0, and the
drain-source S1 voltage.

 
(a) (b) 

 
(c) (d) 

Figure 10. Experimental waveforms for the proposed inverter when Vdc = 72 V. From top to bottom:
(a) output voltage after the L-C filter, load current, input current, and input voltage; (b) voltages across
capacitors C11, C12, and C0, and output voltage before the L-C filter, (c) drain-source S5 voltage, diode
Da voltage, input current, and dc-link voltage; and (d) voltages across diodes D11, D12, and D0, and the
drain-source S1 voltage.
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(a) (b) 

Figure 11. Control signal waveforms when (a) Vdc = 50 V and (b) Vdc = 72 V.

 
(a) (b) 

Figure 12. Measured results of (a) boost factor and (b) efficiency of the proposed inverter.

6. Discussions and Conclusion

Although ZS/qZSIs and qSBIs have a good performance with buck-boost voltage function,
single-stage conversion, and ST immunity, their disadvantage is high voltage stress on capacitors,
diodes, and switch. Using a small voltage rating of the devices leads to reduce the loss and cost of the
power inverter system. Moreover, a small ST duty ratio or a high modulation index helps to enhance
the output waveform quality of the inverter. In this paper, a new single-phase single-stage boost
inverter based on the VMC structure was proposed. A new PWM control strategy was used for the
proposed inverter to achieve a high voltage gain with a low input current ripple. Compared to the
other active impedance source inverters, the proposed VMC-qSBI has a high voltage gain, low input
current ripple, low voltage stress on the switch and diode, low ST current, and high modulation index.
The extension was presented to improve the voltage gain of the proposed inverter by adding the
VMCs. The operating modes, steady-state analysis, and design guideline were presented. A laboratory
prototype was tested to verify the accuracy of the proposed VMC-qSBI. Simulation and experimental
results were shown.

Because the proposed VMC-qSBI has high reliability with ST immunity, low voltage stress on
devices, and high voltage gain inversion with multi-VMCs, it is suitable for renewable energy system
applications such as photovoltaic and wind power.
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Abstract: The conventional single-phase quasi-Z-source (QZS) inverter has a high leakage current
as it is connected to the grid. To address this problem, this paper proposes a transformerless QZS
inverter, which can reduce the leakage current for single-phase grid-tied applications. The proposed
inverter effectively alleviates the leakage current problem by removing high-frequency components
for the common-mode voltage. The operation principle of the proposed inverter is described together
with its control strategy. A control scheme is presented for regulating the DC-link voltage and the
grid current. A 1.0 kW prototype inverter was designed and tested to verify the performance of
the proposed inverter. Silicon carbide (SiC) power devices were applied to the proposed inverter to
increase the power efficiency. The experimental results showed that the proposed inverter achieved
high performance for leakage current reduction and power efficiency improvement.

Keywords: quasi-z-source inverter; grid-tied; leakage current; power efficiency

1. Introduction

Quasi-Z-source (QZS) inverters have been widely used for grid-tied applications, due to their
advantages over the traditional voltage-source inverters (VSIs) using a DC-DC converter [1–7]. Figure 1
shows the circuit diagram of the QZS inverter for single-phase grid-tied applications [2–4]. It has a
QZS circuit (L1, L2, C1, C2, D1) and a full-bridge inverter (S1, S2, S3, S4, L3, L4). As it is connected to the
grid vg without an isolation transformer, a leakage current ip flows through the parasitic capacitance
Cp between the inverter and the grid [5]. This leakage current originated from the common-mode
voltage vp, which changes rapidly as the inverter operates with high switching frequency [6]. Due to
shoot-through states, the common-mode voltage in the QZS inverter can be higher than that in the
conventional VSIs [7]. This leads to a higher leakage current, which decreases the power efficiency of
the inverter.

A simple way to reduce the leakage current is to use bipolar pulse-width modulation (PWM) [8].
Power switches are diagonally operated when bipolar PWM is adopted. The common-mode voltage
requires only a grid frequency component, yielding a low leakage current. However, as the voltage vAB
has two levels VPN and −VPN, the output filter inductors L3 and L4 should have high current ripples
and high core losses. Despite its low leakage current characteristic, a QZS inverter with bipolar PWM
is not suitable for grid-tied applications because of its reduced power efficiency.

Another method is to use a decoupling circuit to disconnect the inverter from the grid [9–15].
The decoupling circuit technique has been described for single-phase transformerless inverter
applications in [9]. Many advanced transformerless inverters have been developed for voltage
source inverters, such as the H5 inverter [10], the highly efficient and reliable inverter concept
(HERIC) inverter [11], and the H6 inverter [12]. Many efforts have also been made to develop
transformerless inverters by applying decoupling circuits to the current source inverters [16,17].
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To date, however, only a few studies [13–15] have been reported that apply decoupling circuits to ZS
inverters. In [13], a symmetric ZS HERIC inverter was proposed. It uses an additional two power
switches for maintaining the common-mode voltage constant. In [14,15], a QZS HERIC inverter
was suggested. It uses an additional two power switches and two power diodes for clamping the
common-mode voltage. The inverters in [13–15] commonly have three distinct switching states, namely
powering, freewheeling, and shoot-through states. During powering states, the inverter delivers the
DC power into the grid. During shoot-through states, the inverter is decoupled from the grid by
turning on all power switches simultaneously in full-bridge inverter legs. After every powering state
and shoot-through state, freewheeling states are necessary. During freewheeling states, the grid current
circulates through extra power switches, which operate with the grid frequency. However, the previous
inverters [13–15] have drawbacks such as (1) they still use the bipolar PWM for power switches in
full-bridge inverter legs; and (2) they always need freewheeling states for every powering state and
shoot-through state. These drawbacks increase the number of switching times for the power switches,
causing high switching power losses.

 
Figure 1. Circuit diagram of the QZS inverter for single-phase grid-tied applications.

To address the above-mentioned drawbacks, this paper proposes a transformerless QZS inverter,
which can effectively reduce the leakage current for single-phase grid-tied applications. Figure 2 shows
the circuit diagram of the proposed inverter. The idea behind the proposed inverter was to relate two
high-frequency switching legs (S1, S2 and S3, S4) with the grid using a bidirectional switch (S5, S6)
and two inductors (L3, L4). The bidirectional switch operates with the grid frequency, providing a
current path for clamping the common-mode voltage vp to the neutral and the grid voltage vg, for
positive and negative grid cycles, respectively. The leakage current ip can be reduced due to the
absence of high-frequency components for vp. Shoot-through states are implemented by turning on
two power switches simultaneously in only one switching leg. This leads to low switching power
losses compared to the previous inverters in [13–15]. A control scheme is suggested for regulating
the DC-link voltage VPN and the grid current ig. Since the peak DC-link voltage is controlled by a
voltage controller, the grid current control can be directly implemented to regulate ig. In this paper,
Section 2 describes the operation principle and the control strategy of the proposed inverter. Section 3
presents the experimental results for a 1.0 kW prototype inverter. Silicon carbide (SiC) power devices
were applied to the proposed inverter to increase the power efficiency. Section 4 ends the paper by
presenting the conclusion.
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Figure 2. Circuit diagram of the proposed inverter.

2. Proposed Inverter

2.1. Operation Principle

Figure 2 shows a circuit diagram of the proposed inverter. It has a QZS circuit (L1, L2, C1, C2, D1),
a full-bridge inverter (S1, S2, S3, S4, L3, L4), and a bidirectional switch (S5, S6). Cp is modeled as the
parasitic capacitance between the inverter and the grid voltage vg. Vin is the DC voltage. VPN is the
DC-link voltage. VC1 and VC2 are the capacitor voltages for C1 and C2, respectively. iL1 and iL2 are
the inductor currents for L1 and L2, respectively. iL3 and iL4 are the inductor currents for L3 and L4,
respectively. iL1 ~ iL4 are assumed to be continuous. C1 and C2 are assumed to have large capacitance
so that their ripple components are negligible.

The proposed inverter has three switching states, namely the powering, freewheeling,
and shoot-through states. For a positive grid cycle, S6 is always turned on. S1 and S2 operate
complementarily during the non-shoot-through states. Figure 3 shows the switching circuit diagrams
of the proposed inverter for a positive grid cycle. During the powering state in Figure 3a, S1 is turned
on. The DC voltage source supplies electric power to the grid as D1 is turned on. ig flows through vg,
S6, VPN, S1, and L3. The following voltage equation is obtained as in:

− VPN + VL3 + vg = 0 (1)

iL1 flows through L1, DSb, C1, and Vin. iL2 flows through L2, C2, and D1. The following voltage
equations are obtained as in:

VL1 = Vin − VC1 (2)

VL2 = −VC2 (3)

During the freewheeling state in Figure 3b, S2 is turned on. The energy stored in L3 is transferred
to vg. ig freewheels through vg, S6, S2, and L3. The following voltage equation is obtained as in:

VL3 + vg = 0 (4)

As L1 and L2 are discharged, C1 and C2 are charged. During the shoot-through state in Figure 3c,
S1 and S2 are turned on simultaneously. As D1 is turned off, L1 and L2 are charged. The following
voltage equations are obtained as in:

VL1 = Vin + VC2 (5)

VL2 = VC1 (6)

ig flows through vg, S6, S2, and L3, as in the freewheeling state.
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(a) 

 
(b) 

 
(c) 

Figure 3. Switching circuit diagrams of the proposed inverter for a positive grid cycle: (a) powering
state; (b) freewheeling state; (c) shoot-through state.

Figure 4 shows the switching circuit diagrams of the proposed inverter for a negative grid cycle.
S5 is always turned on for a negative grid cycle. S3 and S4 operate complementarily during the
non-shoot-through states. The operation principle for a negative grid cycle is not described here
because it can be analogously explained as the operation principle for a positive grid cycle.

As shown in Figure 3, S6 provides a closed path for Cp to be clamped to the zero voltage for a
positive grid cycle. On the other hand, as shown in Figure 4, S5 provides a closed path for Cp to be
clamped to the grid voltage for a negative grid cycle for a negative grid cycle. Then, the common-mode
voltage vp can be represented as in:

vp =

{
0 when vg > 0
vg when vg ≤ 0.

(7)
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The parasitic capacitance Cp can be free from the high-frequency components for both positive
and negative grid cycles. This leads to the low leakage current ip, regardless of the high-frequency
switching operation of the inverter.

 
(a) 

(b) 

 
(c) 

Figure 4. Switching circuit diagrams of the proposed inverter for a negative grid cycle: (a) powering
state; (b) freewheeling state; (c) shoot-through state.

Figure 5 shows the signal diagrams for S1 ~ S4 when they operate with high switching frequency.
S1 and S3 are the main control switches for positive and negative grid cycles, respectively. S1 (S3) and
S2 (S4) operate complementarily during the non-shoot-through states, respectively. A simple boost
modulation scheme is adopted for generating the shoot-through duty cycles [18]. The shoot-through
state is equally distributed into two parts adjacent with the on-time of the main control switch.
Shoot-through states are implemented by turning on two power switches simultaneously in only
one switching leg, which leads to low switching power losses, compared to the previous inverters
in [13–15]. Given that the on-time interval for the main control switch is TON for one switching period
TS, from (1) and (4), the average voltage VL3,avg for L3 over TS should be zero, respectively, as in:
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VL3,avg =
(VPN − vg) TON − vg(TS − TON)

TS
= 0. (8)

 
Figure 5. Signal diagrams for S1 ~ S4 when they operate with high switching frequency.

The ratio between TON and TS is obtained as in:

TON
TS

=
vg

VPN
=

Vg|sin ωt|
VPN

(9)

where Vg is the positive peak value of vg, and ω is the angular frequency of vg. Given that the time
interval during the shoot-through state is TST for TS, the average voltages VL1,avg and VL2,avg for L1

and L2 over TS should be zero, respectively, as in:

VL1,avg =
(Vin + VC2) TST + (Vin − VC1) (TS − TST)

TS
= 0, (10)

VL2,avg =
VC1TST − VC2(TS − TST)

TS
= 0. (11)

From Equations (10) and (11), we have:

VC1 − VC2 = Vin. (12)

From Equation (11), the shoot-through duty cycle DST is represented as in:

DST =
TST
TS

=
VC2

VC1 + VC2
. (13)

From Equations (12) and (13), VC1 and VC2 are represented as in:

VC1 =
1 − DST
1 − 2DST

Vin, (14)

VC2 =
DST

1 − 2DST
Vin. (15)

Since VPN = VC1 + VC2, from Equations (14) and (15), we have:

VPN
Vin

=
1

1 − 2DST
. (16)

2.2. Control Strategy

As the proposed inverter steps down the DC-link voltage VPN to the level of vg, it regulates the
DC-link voltage and controls the grid current ig. From Equations (3) and (6), the average voltage for L2

over TS is obtained with the inductor current deviation ΔiL2 as in:
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L2
ΔiL2

TS
= VC1DST − VC2(1 − DST). (17)

Since VPN = VC1 + VC2, DST is derived as in:

DST =
VC2

VPN
+ L2

ΔiL2

VPNTS
. (18)

Suppose that L1 = L2 = Li and iL1 = iL2 = ii, DST can be represented as in:

DST = DST,N + DST,C (19)

where DST,N is the nominal shoot-through duty cycle and DST,C is the controlled shoot-through duty
cycle as in:

DST,N =
VC2

V∗
PN

, (20)

DST,C = Li
|Δii|

V∗
PNTS

. (21)

V*PN is the reference value for the peak DC-link voltage. To make the peak DC-link voltage to track its
reference V*PN, the following proportional-integral (PI) voltage control is used as in:

DST,C = kp(V∗
C2 − VC2) + ki

∫
(V∗

C2 − VC2) dt (22)

where kp and ki are the PI control gains, respectively. Here, V*C2 is the reference value for the capacitor
voltage VC2, which is utilized for the DC-link voltage control as VPN is a pulsating voltage [19]. V*C2 is
given as in:

V∗
C2 =

V∗
PN − Vin

2
, (23)

which is obtained from the following relations as VPN = VC1 + VC2 and Vin = VC1 – VC2.
For the positive grid cycle, from Equations (1) and (4), the average voltage for L3 over TS is

obtained with the grid current deviation Δig as in:

L3
Δig

TS
= (VPN − vg) D1 − vg(1 − D1) = 0 (24)

where D1 is the duty cycle of S1 without considering DST. From Equation (24), D1 is represented as in:

D1 =
vg

VPN
+ L3

Δig

VPNTS
, when vg > 0. (25)

Similarly, the duty cycle D3 of S3 without considering DST for a negative grid cycle can be
represented as in:

D3 = − vg

VPN
− L4

Δig

VPNTS
, when vg < 0. (26)

Supposed that L3 = L4 = Lg, D1 and D3 without considering DST can be represented as the
sinusoidal PWM duty cycle DSPWM as in:

DSPWM = DSPWM,N + DSPWM,C (27)

where DSPWM,N is the nominal sinusoidal PWM duty cycle and DSPWM,C is the controlled sinusoidal
PWM duty cycle as in:

DSPWM,N =
Vg|sin ωt|

V∗
PN

, (28)
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DSPWM,C = Lg

∣∣Δig
∣∣

V∗
PNTS

. (29)

To make the grid current to track its reference i*g, the following proportional (P) current control is
used as in:

DSPWM,C = kg(i∗g −
∣∣ig

∣∣) (30)

where kg is the P control gain. i*g is given as in:

i∗g = I∗g |sin ωt| (31)

where I*g is the peak magnitude of the current reference. Figure 6 shows the control block diagrams
of the proposed inverter. Figure 6a shows the control block diagram for the DC-link voltage control.
Figure 6b shows the control block diagram for the grid current control. The phase-locked loop (PLL)
control is used for the grid synchronization [20]. The duty cycle for the main control switch can be
finally obtained by summing DSPWM and DST.

 
(a) 

(b) 

Figure 6. Control block diagrams of the proposed inverter: (a) DC-link voltage control; (b) grid
current control.

3. Experimental Results

A 1.0 kW prototype inverter was designed for the proposed inverter for vg = 60 Hz/220 Vrms.
The valve regulated lead-acid batteries were used for the DC voltage Vin, the nominal voltage of which
was 250 V. The V*PN was set to 500 V for DST = 0.25. SiC metal-oxide field-effect transistors (MOSFETs)
(C2M0080120D, CREE) were used for Sb. A SiC Schottky diode (C4D20120D, CREE) was used for D1.
A digital signal controller (dsPIC30F6015, Microchip) was used for implementing the DC-link voltage
and grid current controllers and for generating the duty cycle signals.

The inverter in Figure 1 and the inverter in [15] were designed using insulated gate bipolar
transistors (IGBTs). In the conventional inverter in Figure 1, an IGBT (IKW25T120, Infineon) was used
for S1 ~ S4 with a switching frequency of 10 kHz. A unipolar PWM was adopted for the conventional
inverter, due to its better switching performance than a bipolar PWM. In the inverter in [15], IKW25T120
was used for S1 ~ S4 with a switching frequency of 10 kHz. IKW25T120 and C4D20120D were used for
the extra power switches and extra power diodes, respectively. The proposed inverter used IKW25T120
for S1 ~ S4 with a switching frequency of 10 kHz and for S5 and S6 with a switching frequency of
60 Hz, respectively. Figure 7 shows a picture of the prototype inverter. The inductance for L1 ~ L4 was
selected as 1.0 mH. L3 and L4 were implemented as a coupled inductor, which simplified the circuit
layout. The capacitance for C1 and C2 was selected as 560 μF.
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Figure 7. Picture of the prototype inverter.

Figure 8 shows the experimental waveforms of the conventional inverter in Figure 1 and the
proposed inverter, respectively. Figure 8a shows vg and vp in the conventional inverter. Figure 8b
shows vg and ip in the conventional inverter. Figure 8c shows vg and vp in the proposed inverter.
Figure 8d shows vg and ip in the proposed inverter. The leakage current in the proposed inverter was
greatly reduced compared to that in the conventional inverter.

  
(a) (b) 

  
(c) (d) 

Figure 8. Experimental waveforms: (a) vg and vp in the conventional inverter; (b) vg and ip in the
conventional inverter; (c) vg and vp in the proposed inverter; (d) vg and ip in the proposed inverter.

Figure 9 shows the experimental waveforms of the proposed inverter. Figure 9a shows the Vin,
VPN, vg, and ig. The proposed inverter steps up Vin to VPN, and controls ig with high power factor.
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Figure 9b shows the Vin, VC2, and VPN. The peak DC-link voltage was regulated and the grid current
was controlled in the proposed inverter. Figure 9c shows the Vin, VC12, VC2, and iL1. Since the proposed
inverter operates in the grid-tied mode, a twice grid frequency DC ripple current was observed on the
DC input side. If active power decoupling schemes [17] are adopted, the ripple components as well as
the reactive component sizes can be reduced.

  
(a) (b) 

 
(c) 

Figure 9. Experimental waveforms of the proposed inverter: (a) Vin, VPN, vg, and ig; (b) Vin, VC2,
and VPN; (c) Vin, VC1, VC2, and iL1.

Figure 10 shows the power efficiency curves of the inverters. Figure 10a shows the power
efficiency curves when the IGBTs have been adopted for the power switches. The inverter in Figure 1
achieved an efficiency of 91.7% at the rated power. The inverter in [15] achieved an efficiency of 92.1%
at the rated power. The proposed inverter achieved an efficiency of 92.6% at the rated power, obtaining
the highest efficiency of 92.9% at 0.6 kW. The proposed inverter obtained higher power efficiency than
the previous inverters. The proposed inverter not only improved the power efficiency by reducing
the leakage current, but also alleviated switching power losses by reducing the number of switching
times for power switches. Figure 10b shows the power efficiency curves when the SiC MOSFETs were
adopted for the power switches. It is observed that the power efficiency was improved when the SiC
MOSFETS were used for the power switches. The inverter in Figure 1 achieved an efficiency of 93.6% at
the rated power. The inverter in [15] achieved an efficiency of 94.0% at the rated power. The proposed
inverter achieved an efficiency of 94.7% at the rated power, obtaining the highest efficiency of 95.1%
at 0.6 kW. Regardless of the types of power switches, the proposed inverter achieved higher power
efficiency than previous inverters.
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(a) (b) 

Figure 10. Power efficiency curves: (a) when IGBTs were adopted; (b) when SiC MOSFETs
were adopted.

4. Discussion

4.1. Power Loss Comparison

A unipolar PWM was used for both the conventional inverter in Figure 1 and the proposed inverter.
In both inverters, S1 and S2 (S3 and S4) had one turn-on switching loss and one turn-off switching loss
during one switching period, respectively, for the positive (negative) grid cycle. Both inverters had two
turn-on switching losses and two turn-off switching losses during one switching period. The number
of switching times was identical during one switching period, as one of the switching legs operated at
grid frequency. The number of conducted switching devices was also identical during one switching
period. Then, both inverters had identical switching and conduction losses. Even though they had
identical power losses for the switching devices, the conventional inverter in Figure 1 had a high
leakage current, while the proposed inverter had a low leakage current. This is the reason why the
proposed inverter achieved higher power efficiency than the conventional inverter in Figure 1.

Figure 11a shows the circuit diagram of the previous inverter in [15]. Figure 11b shows its
switching signal diagrams for S1 ~ S4 during one switching period. In the previous inverter in [15], S5

(S6) was always turned on for the positive (negative) grid cycle. S1 and S4 (S2 and S3) operated together
during one switching period. In order to generate the shoot-through switching states, S1, S2, S3, and S4

had to be simultaneously turned on during one switching period, as shown in Figure 11b. S1 and S4

(S2 and S3) had two turn-on switching losses and two turn-off switching losses during one switching
period, respectively, for the positive (negative) grid cycle. Meanwhile, S2 and S3 (S1 and S4) had one
turn-on switching loss and one turn-off switching loss during one switching period, respectively, for
the positive (negative) grid cycle. Then, the previous inverter in [15] had six turn-on switching losses
and six turn-off switching losses during one switching period. Thus, the previous inverter in [15] had
higher switching losses than the proposed inverter, even though the additional switches (S5, S6) in both
inverters operated at the grid frequency. In addition, the conduction losses of the previous inverter
in [15] were higher than the proposed inverter because of the use of two additional diodes. This is the
reason why the proposed inverter achieved higher power efficiency than the previous inverter in [15].
This is also the reason why the previous inverter in [15] achieved lower power efficiency than the
conventional inverter in Figure 1. As the power level decreased, the switching power losses became
significant, which reduced the light load efficiency.
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(a) 

(b) 

Figure 11. Circuit and signal diagrams of the inverter in [15]: (a) circuit diagram; (b) signal diagram
for S1 ~ S4.

4.2. Topological Investigation

The decoupling circuits for reducing the leakage current can be divided into two concepts, namely
AC-based and DC-based decoupling techniques [9]. The proposed inverter can be derived from the
AC-based decoupling technique as the bidirectional switch (S5, S6) and two inductors (L3, L4) provide
the current path for clamping the common-mode voltage to the neutral and the grid voltage for the
positive and negative grid cycles, respectively. The DC-link voltage between the QZS circuit and
the full-bridge inverter pulsates as the shoot-through state is generated. Thus, deriving a DC-based
decoupling technique will be quite achievable for the ZS-based inverters. Along with the present
state of the art and trend of decoupling circuit techniques [9], the embedded-switch inverter (ESI) [21]
and zero-voltage state rectifier (ZVR) [22] concepts can be candidate solutions for extending leakage
current reduction schemes to three-phase inverter applications. Furthermore, multilevel inverters
using cascaded topologies [23–25] can be advanced approaches for QZS inverters to improve the
output power quality.

5. Conclusions

A high-efficiency transformerless QZS inverter was proposed for single-phase grid-tied
applications. The proposed inverter effectively reduced the leakage current, providing high power
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efficiency. A bidirectional switch operating with the grid frequency was used, which provided a current
path to remove high-frequency components for the common-mode voltage. Switching power losses
were also alleviated by reducing the number of switching times for power switches. The operation
principle of the proposed inverter was described. A control scheme was suggested for regulating the
DC-link voltage and the grid current. A 1.0 kW prototype inverter was designed and tested to evaluate
the performance of the proposed inverter. SiC MOSFETs were applied to the proposed inverter to
increase the power efficiency. The experimental results showed that the proposed inverter achieved
high performance in terms of leakage current reduction and power efficiency improvement.
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Abstract: In order to address power imbalance in large-scale PV systems, this paper presents a
multiport isolated medium-frequency (MF) link to process different power levels from PV arrays,
using current-fed Z-source inverters (CZSI) modules to drive the energy from the PV array to the
MF link in a single power stage. The MF link provides the galvanic isolation required by many
codes and standards to integrate a system to the grid. The multiport configuration of the MF
link allows the system to process different power levels on each primary port and, being all ports
magnetically coupled, provide balanced power levels on secondary ports which can be used for
multilevel converters applications. Additionally, the current-fed version of the Z-source topology
offers natural protection against short-circuit damage enhancing reliability of the system. The analysis
of CZSI cells and the study of asymmetrical power levels transference, as well as simulation and
experimental results are presented.

Keywords: photovoltaics; Z-source; current-fed; medium-frequency; power-imbalance

1. Introduction

Since the past two decades, Distributed Energy Sources based on Renewable Energy have grabbed
much attention in power transformation and distribution sectors. In particular, solar-photovoltaic
(PV) systems have the highest growing rate (along with wind energy) with the addition of 109 GW
in 2018–2019 [1]. In terms of installed capacity, PV energy increased from 22 to 489 GW in this
decade [2]. The integration of solar energy to the utility grid requires power processing stages in order
to successfully inject the gathered energy. The implementation of utility-scale solar systems requires
galvanic isolation according to standards in many countries, and it is conventionally implemented by
a grid frequency transformer. Even though traditional transformers are reliable and efficient, they are
also heavy and bulky [3].

Some approaches for PV systems propose the implementation of Medium-Frequency (MF)
isolation in order to reduce volume and weight [3–5]. The topologies with MF links usually features:
a DC-AC stage consisting on a DC-DC converter and a DC-AC stage in order to drive the transformer,
a Magnetic link operating in medium-high frequency, and an AC-AC stage consisting on a rectifier
and a DC-AC stage. The key features of these systems are: individual maximum power point tracking
(MPPT), galvanic isolation, enhanced voltage elevation ratio, reduced total harmonic distortion (THD),
voltage stress reduction in medium-voltage (MV) stage, and reduced overall system volume and
weight. Some drawbacks are: voltage imbalance in multilevel cells due to different power levels in
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each string, more power stages due to the presence of an additional low voltage inverter and MV
rectifier, and increased stress in low voltage stage switches since the all the input power must be
handled by a single switch. A solution for multilevel cell imbalance is presented in [3] featuring a
MF link that consists on a transformer with several secondary windings which being magnetically
coupled naturally balances the cascaded cells of the multilevel converter. Some downsides are that the
system has four power stages, and reports low global efficiency levels. However, some adjustments
in the topology can help improving reliability and efficiency. The PV system low voltage side in [5]
consists on a PV string and a DC-AC power stage. The DC-AC power stage requires buck-boost
and MPPT capability. DC-AC stage is commonly integrated by a boost converter and an inverter
in order to drive the MF transformer [5]. Another approach is stated in [6], proposing a flyback
converter plus a H-bridge topology for DC-AC stage features, and enhanced efficiency with high
frequency isolation; however, the number of semiconductors and current stress limits the topology
to low power applications (<300 W). In [7] a Cuk-SEPIC combination featuring a single switch and
coupled inductors is presented in order to obtain a bipolar output enhancing efficiency, however
current stressed switch can present reliability problems.

Since PV system behave as current sources, current-fed converters are considered for the DC-AC
stage. The isolated current-fed push-pull converter features a low component count and simply
circuitry which makes it rather reliable and simple to implement; it also benefits from a high-voltage
conversion ratio [8–10]. Some identified drawbacks of the topology are: high switching losses,
high-voltage spikes in switches, high start-up current, and central tapped transformer coils requires a
bigger core and can be a serious limitation for a magnetically coupled multiport configuration [9,11–13].

The L-type converter is an interesting topology that features reduced current stress in switches
and reduced voltage stress on output capacitor and diodes [8,11]. There are a better use of the magnetic
core of the MF link and thus making the topology a good option for the multiport implementation.
Some limitations of the topology are: higher voltage efforts in switches, voltage spikes in switches
due to a resonance with the leakage inductance of the transformer. Current-fed topologies with boost
operation also require additional start-up circuitry due to the current in inductors during starting
process. The L-type converter is suitable to low voltage, high current applications [8,11].

The Z-source inverter (ZSI) has been considered for DC-AC converters [14,15]; this topology
has a buck-boost DC-AC capability in a single-stage which suggests an efficiency and reliability
enhancement. The operation principle of the ZSI and current-fed topologies mentioned consist in
apply a shoot-through state to overlap the H-bridge branches (0V) which provides natural protection
against short-circuits, making it suitable for large-scale applications. After its presentation, variations
on the topology were proposed for many applications such a grid-tied converters without galvanic
isolation [16–18], with galvanic isolation [19–21], and finally for grid-tied PV systems [22–24].

Z-sources topologies are interesting for PV applications because they can operate as voltage and
current source. Additionally, Z-source converters operating as current source can be better applied in
medium-high power applications due to the restriction of <1 kV in PV arrays terminals. A current
fed Z-source Inverter (CZSI) version is proposed in [25] which features a constant source current,
protecting the PV array from returning current.

The CZSI shares many features of the above mentioned topologies such as DC-AC power
processing in a single stage and voltage spikes in switches due to resonance with the leakage
inductance [12]. Some particular feature of the CZSI in deference to the mentioned topologies is
a very low current stress in diode a capacitors, which are the most vulnerable elements on the Z
network and thus enhancing the reliability of the circuit. Some drawbacks of the CZSI against the
other topologies are the number of passive components and limited voltage boost. Since the PV system
voltage does not presents a wide variation, voltage boost drawback is not considered of high relevance.
The CZSI has similar to L-type topology power requirements for the magnetic core of the MF link,
which is an important feature for multiport applications.

128



Electronics 2020, 9, 280

The system considered in this work is shown in Figure 1 and consists in three power stages: Low
voltage DC-AC stage consists in a PV array, followed by an elevation stage based on a current-fed
Z-source inverter (CZSI) that performs MPPT and sets the voltage for the inverter who will drive the
MF link; MF Link is an elevation AC-AC stage which provides multiport configuration integrated by
multiple isolated and magnetically coupled inputs and outputs. The MF Link can manage x primary
ports and y secondary ports, only restricted by the physical space and power the magnetic core of the
transformer can handle. In this study, three input ports where selected since is the minimum number
of modules in order to validate that different power levels can be processed in x modules and not
only flowing between two modules, and in order to show that output ports are balanced, two ports
where selected.

iPV1 = iL1
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−

iL2
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L3

L2L1

C1 C2
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vDCy
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Figure 1. Multiport isolated link system with CZSI input cells to manage asymmetrical power supplies.

The focus of this paper is derived from [26] and presents the analysis of a multiport isolated
link in asymmetrical input power transference conditions using CZSI modules to manage the energy.
This work shows CZSI analysis, simulation and experimental results to validate the analysis performed.
This proposal offers reduction of power stage by using CZSI modules energized by unbalanced PV
systems, reliable magnetic isolation with a multiport link to meet standard requirements and, naturally
balanced output ports and isolated sources for grid-connected oriented applications.

2. Current-Fed Z-Source Inverter Operation and Design

In Figure 2, the CZSI circuit is presented and Figure 3 shows the equivalent circuits for operation
states. In steady state, average voltage in L1, L2 and L3 remains zero as well as current in C1 and C2 over
a switching period T. The CZSI presents two main operation states: conduction and shoot-through; in
conduction state mode (Sw1 and Sw4 ON and Sw2 and Sw3 OFF, Figure 3a), current across inductors
L1, L2 and L3 is given by PV array iPV , and the voltage across the capacitors is set by the PV source VPV .
During conduction state, L3 is charging with VPV , to supply current for the impedance network later.
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Figure 2. Current-fed Z-source inverter.

In shoot-through state (All switches are ON, Figure 3b), iL1 and iL2 rises as iL3 falls since L3

supplies the current, iPV remains constant in ΔiL , limited by inductance L. In this time, voltages in
inductors are imposed by vC. The capacitor voltage decrease in ΔvC and is limited by a capacitance
C. As it can be seen, that the Z LC circuit is always in conduction and the switches are the ones that
control operation modes, an hence, the output voltage. The required shoot-through duty cycle Dz for a
desired Vozp can be found by the following expression:

Dz = 1 − VPV
Vozp

, (1)

where Vozp is the peak value of voczsi. The voltage boost for the CZSI is directly modified by Dz;
therefore, by manipulating this duty cycle the MPPT can be performed and the DC-AC conversion
remains in a single stage.
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Figure 3. CZSI equivalent circuits: (a) CZSI conduction state, (b) CZSI shoot-through state.

Output voltage can be obtained through Equation (1), as it is a function of Dz; higher values of Dz

produces higher gain limited to 2VPV . voczsi RMS voltage is obtained by:

VoRMS = Vozp
√

1 − Dz. (2)

The shoot through time TDz is shared by all of the modules due to the parallel connection, thus
if one of the windings is in OV, the rest will be in OV as well. The last results in all of the windings
sharing the duty cycle Dz at the higher value.

The effect of Dz in switches is that during t = [0 T − DzT], half of the current i2 given by:

i2 = 2iL2 − iL1 , (3)
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is conducted by all switches. During t = [T − DzT T], current in switches is i2. In conduction mode,
ioczsi has a ripple Δio with a slope given by:

m =
Δio
Δt

=
IA − IB

Δt
, (4)

where IA and IB are peak values of i2 (Figure 4). However, ioczsi is affected by winding impedance Z
composed by the leakage inductance Lp and the winding resistance, producing a non-zero current
ioczsi = iLp (Figure 4). The RMS current for ioczsi is given by:

IoRMS =

√
1
T

∫ T−DzT

0
(mT + IA)2dt +

∫ T

T−DzT
i2Lpdt. (5)

By solving Equation (5), IoRMS is given by:

IoRMS =

√
(i2PV +

3
4

Δi2L)(1 − Dz) + i2LpDz, (6)

where IA is the upper i2 value, IB the lower value, and Lp the leakage inductance.
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Figure 4. CZSI Output: Voczsi, ioczsi, and power poczsi.

In Figure 5a, a simplified representation of a multiport configuration consisting on x primary
windings transformer and a single output is shown. Voltages V1, V2 through Vx are the RMS value of
CZSI modules output voltage Voczsi, and Vm is the secondary voltage vsec. In the MF link, the sum of
average power supplied to each primary port must match the average power on the secondary ports,
thus for a single output:

P1 + P2 + ... + Px = Psec, (7)
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expanding the concept to y secondary ports, the sum of the average power on each secondary output
must also match the sum of the average input power:

P1 + P2 + ... + Px = Psec1 + Psec2 + ... + Psecy . (8)

For multilevel converters applications, it can be considered that power in each secondary port is
balanced since they all have the same number of turns and the same output voltage. Secondary ports
also share the same current since the all supply the same load, thereby Equation (8) can be expressed as:

P1 + P2 + ... + Px = yPsec. (9)

The parallel configuration shows that when a module is in shoot-through state, the remaining
modules will share this state, thus voltage voczsi will be zero for all of the windings, resulting in an
identical equivalent Dz value for all input CZSI modules. The last implies that all the cells will have
very similar values of voczsi.

The imposed duty cycle Dz will be the higher value of all CZSI modules for the MPP, thus having
different Dz references is not necessary. Current levels will be in function of the power supplied by the
PV array, thus different in all primary ports.

Despite the different power levels on the modules, the non-zero current associated to Lp, remains
similar for all windings since it is product of parasitic elements, and it is assumed that all windings
are homogeneous.
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Figure 5. (a) Multiport transformer, (b) Equivalent circuit.

Semiconductor Sizing for CZSI Modules

The voltage and current stress on semiconductors are defined by the operation mode of the CZSI
module. The voltage stress for the semiconductors on CZSI conduction mode, is the voltage vozp and
can be found with Equation (1) and zero for shoot-through mode:

vSw =

{
vozp 0 ≤ t < T(1 − Dz)

0 T(1 − Dz) ≤ t ≤ T.
(10)

For selection purposes, a security factor of 50% can be added to vozp and is given by:

VSwselec = Vozp1.5 =

(
VPV

1
1 − Dz

)
1.5. (11)
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The current across the semiconductors, also depends on operation mode and can be expressed by:

iSw =

{
i2 0 ≤ t < T(1 − Dz)

i2/2 T(1 − Dz) ≤ t ≤ T.
(12)

The maximum current that semiconductors must conduct is the peak value of i2 plus a security
factor of 25%. The current to be considered when choosing a device is given by:

ISwselec = i2max =

(
IPV +

3ΔiL
2

)
1.25. (13)

3. Power Transfer under Unbalanced Conditions

An issue of having the whole installed capacity divided in strings is that the power in each array
of PV panels can be unbalanced. Let’s consider a two input modules scenario, where P1 and P2 are
CZSI modules output power and are different from each other.

A simple scheme is given in Figure 5b for analysis purposes. Resistance R is considered equal
for all windings and thus R1 = R2 = R. From Figure 5b, the voltage on the secondary side can be
computed by:

V1n − I1R = Vm = V2n − I2R, (14)

where n is the turn ratio and, V1 and V2 are the RMS values of voczsi in modules 1 and 2 respectively.
Such voltages cannot be arbitrary set to extract two different power levels on each loop, since (14) has
to be fulfilled. If the voltage V1 is imposed, then V2 will be in function of the desired power, thus V2 is
a variable voltage source. To find a combination of V1 and V2, that will allow different power transfer
on modules, first Vm must be found in terms of V1 with (14). Then P2 can be computed from:

P2 =
R
n

I2
2 +

Vm

n
I2. (15)

By solving (15) for I2, a voltage value for V2 to transfer P2 can be found. For more than two
modules or windings, a similar analysis can be performed. One module has a fixed voltage, and all the
subsequent modules adapt their voltage to meet the power transference needed.

V1n − I1R = Vm = V2nI2R = ... = VxnIxR. (16)

Therefore the current for x given modules, (17) can be solved for Ix:

Px =
R
n

I2
x +

Vm

n
Ix. (17)

Once expressions for output voltage and current are given, power on each winding can be
calculated. Based on Figure 4, the average power is given by:

P =
1
T

∫ T−TDz

0
VoIB +

Vo(IA − IB)

2
t(dt), (18)

P =
Vo(IA + IB)

2
(1 − D), (19)

where IA and IB are the upper and lower I2 values respectively. Apparent power S is expressed by:

S = VoRMS

√
(i2PV +

3
4

Δi2L)(1 − Dz) + i2LpDz. (20)
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From (20) it can be observed that the i2LpDz component is associated to reactive power, and since
all cells have similar values of Lp (because all windings are identical) the component in i2LpDz will be
the same for all modules, an thus, have similar reactive power levels on all cells despite power level.

4. Results

Once the operation principle has been presented and the design equations given, simulation
studies in PSIM, and experimental tests were performed with the parameters shown in Table 1.
Simulations were performed considering the schematic in Figure 1; a PV system with a MF link
including 3 primary ports and 2 secondary ports with a turn ratio of 1:7. A variable DC load is applied
to each secondary port in order to extract 300 W from each PV array to get a total output power of
900 W, also, each CZSI module has a switching frequency ok 20 kHz with an input voltage of 50 V.

After the validation through simulations, a prototype has been built. The experimental prototype
consists in two input CZSI modules energized by a PV array of two 250W PV panel in order to get a
total power of 500 W and 50 V input voltage at MPP. Turn ration in the multiport transformer and Dz

reference parameters were retained from simulation studies.

4.1. Simulation Results

In first instance, the system’s performance was evaluated under balanced conditions using a PV
array of 2 panels in series obtaining 50 V, 6.6 A, 300 W with an irradiance of 1 kW/m2 applied to each
CZSI module, and a variable load is applied to each secondary port in order to extract the maximum
power around 900 W. In Figure 6 the voltage voczsi on modules 1, 2 and 3 are presented, and it can be
see that they have a vozp value of 80 V. In the secondary side, the voltages vsec1 and vsec2 shows the
same waveform with the voltage gain due to MF link’s turn ratio, an thus the voltage in all of the ports
remains balanced. From Equation (1), the voltage in conduction mode can be estimated in 80 V for the
VPV in the simulation, and from Equation (2), its RMS value of 62.3 V can be found.

Table 1. Simulation and experimental parameters.

Parameters Simulation Experimental

Module output power 300 W 300 W
Total power 900 W 600 W
Irradiance 1000 W/m2 unknow

Input voltage (VPV) 50 V 50 V
CZSI module output voltage (Vozp) 80 V 80 V

Secondary ports voltage (vsec) 560 V 560V
Duty cycle (Dz) 0.37 0.37

L1, L2 and L3 0.38 mH 0.38 mH
C1 and C2 2 μF 2 μF

Switching frequency 20 kHz 20 kHz
Primary ports 3 2

Secondary ports 2 2
MF link turn ratio 1:7 1:7

Primary leakage inductance (Lp) 1.18 μH 1.18 μH
Secondary leakage inductance (Ls) 37.7 μH 37.7 μH
Primary parasitic resistance (Rp) 45 mΩ 45 mΩ

Secondary parasitic resistance (Rs) 1.59 Ω 1.59 Ω
Magnetizing inductance (Lm) 2 mH 2 mH
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Figure 6. Simulation results: CZSI modules output voltages voczsi1 , voczsi2 , voczsi3 and secondary ports
voltages vsec1 and vsec2 under balanced conditions.

Since the study is in balanced power conditions, the same current ioczsi is expected on the three
CZSI modules and RMS value can be estimated from Equations (3) and (6) to be around 5.6 A and
4.8 A respectively. Figure 7 validates that under balanced conditions the current on primary modules
are equal. It can be observed that during shoot-through times, there is a non-zero current on CZSI
modules output and in conduction mode. On the other hand, the current on the secondary ports, does
not present non-zero current in shoot-through times and thus the effect of parasitic elements on MF
link are decoupled from primary side.

Figure 7. Simulation results: CZSI modules output current ioczsi1 , ioczsi2 , ioczsi3 and secondary ports
currents isec1 and isec2 under balanced conditions.

Figure 8 presents the average power on primary and secondary ports. First, the average output
power on CZSI modules are shown in the first graphic and all of them are overlapped as expected
for balanced conditions. In the same fashion, the average power in secondary side is balanced in
both secondary outputs, and finally it can be observed that the sum of the average power of the three
CZSI modules, matches with the sum of the average power on the secondary ports, and the difference
between both is attributed to parasitic resistance in the MF link.

Once the operation under balanced conditions are validated, power imbalance studies were
carried out. In order to appreciate the power imbalance, different irradiance were applied to each
CZSI module: 900 W/m2 for module 1, 500 W/m2 in module 2, and 300 W/m2 to module 3. Variable
loads were kept on each secondary output in order to obtain the maximum power extraction. Also a
fixed 0.37 Dz in all modules was set to put the system in MPP; since the higher Dz is imposed to all
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coupled modules, a master-slave configuration is used, selecting the module with higher irradiance as
the master.

Figure 8. CZSI simulation results: Average power in primary ports and average power in secondary
ports under balanced power operation.

Voltages in primary and secondary ports in steady state are shown in Figure 9. Voltage in primary
ports are the output of CZSI modules and all three of them presents the same voczsi value of 80 V during
conduction state, and zero voltage in shoot-through states despite the imbalance applied. Similarly, the
voltage on the secondary side has the same waveform with the gain of the MF link in the magnitude,
passing from 80 V peak on primary side to 560 V peak on the secondary side. This validates that
voltage balance is kept in primary and secondary ports despite power imbalance.

Figure 9. Simulation results: CZSI modules output voltages voczsi1 , voczsi2 , voczsi3 and secondary ports
voltages vsec1 and vsec2 under unbalanced conditions.

Figure 10 shows the steady state current on primary and secondary ports and it can be observed
that currents ioczsi1 , ioczsi2 and ioczsi3 are different in function of the power supplied by the corresponding
PV array. The non-zero current can be see during shoot-through state produced by parasitic elements
in MF link. Considering, all primary ports have the same voltage, and each one has different current
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values, it validates that each port is managing different power levels. Despite the imbalance in
CZSI modules, the second graphic shows that the current on secondary ports are equal without
non-zero current during shoot-through states, which validates a balanced and decoupled power on
secondary ports.

Figure 11 shows the power in primary ports as well as the average power in secondary ports.
It can be see that each module has a different average power in primary side, in contrast to the
secondary side that has exactly the same average power in both secondary ports.

Figure 10. Simulation results: CZSI modules output current ioczsi1 , ioczsi2 , ioczsi3 and secondary ports
currents isec1 and isec2 under unbalanced conditions.

Figure 11. CZSI simulation results: Average power in primary ports and average power in secondary
ports under unbalanced power operation.

When comparing the sum of the average power on primary and secondary side it is basically the
same, but similar to balanced conditions, a small difference can be observed due to leakage inductance
which produces the non-zero current present in primary side but not in secondary side. Finally a
summary of the results obtained in the simulation studies is presented in Table 2.
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Table 2. Simulation results.

Parameters Primary Port 1 Primary Port 2 Primary Port 3 Secondary Port 1 Secondary Port 2

Balanced
RMS Voltage 62.3 V 62.3 V 62.3 V 436 V 436 V
RMS Current 4.8 A 4.8 A 4.8 A 1.03 A 1.03 A
Output Power 300 W 300 W 300 W 448 W 448.3 W

Unbalanced
RMS Voltage 62.3 V 62.3 V 62.3 V 436 V 436 V
RMS Current 4.56 A 2.51 A 1.48 A 0.646 A 0.646 A
Output Power 284.4 W 156.7 W 92.3 W 265.9 W 265.8 W

4.2. Experimental Results

Once the CZSI modules and MF link were validated through simulations, an experimental
prototype has been tested in multiport configuration. The prototype is shown in Figure 12 and consists
in 2 input CZSI modules, a magnetic link and two secondary cells with a diode full-wave rectifier on
the output. The MF link consist on a multiport transformer with 15 turns on each primary port and
106 turns on each secondary port, built in a N27 E-80 ferrite core. Each CZSI module is energized by a
PV panel array consisting on two 30 V, 8,33 A, 250 W panels connected in series achieving 60V at its
MPP. Tests were carried out applying a 940 Ω resistive load to the output in order to demand 470 W
at MPP. The CZSI modules were operated with a fixed Dz as marked in Table 1, but due to ambient
conditions, only 60% of the array power was produced. Despite the last, tests validates the behavior of
the system with a PV system supply.

Figure 12. Experimental prototype.

In Figure 13 the performance of the prototype under balanced conditions is shown. The currents
ioczsi1 and ioczsi2 are on channels 1 and 3 respectively, it can be see that they are overlapped with very
small variations with a peak value of 7.5 A and 7.3 A on conduction mode, giving an approximate RMS
value of 5 A; it can be noticed that the values are consistent with the simulation presented in Figure 7
with a peak value around 7.5 A and descending to 4.5 A. A high-frequency component oscillation
due to a resonance between the leakage inductance of the MF link and the parasitic capacitance of
the MOSFET can be appreciated during shoot-through times. In channels 2 and 4, voltages voczsi2 and
voczsi2 are shown and are also equal with a vozp near to 75 V for a more-less 60 V RMS on both modules.
The voczsi values obtained are similar to the ones presented in Figure 6 and the behavior is consistent
showing a small spike during conduction state. The similar values of both CZSI values confirm that
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both PV systems are in a balanced state. In balanced state, both modules extracted 300 W from each
PV array for a 600 W output power.

ioczsi2

7.5Aioczsi1
7.3A

voczsi1

75Vvoczsi2

Figure 13. System test under balanced conditions. Ch1 (10 mV/div=5 A/div): ioczsi1 , Ch3 (5 A/div):
ioczsi2 , Ch2 (100 V/div): voczsi1 and Ch4 (100 V/div): voczsi2 .

Once the performance of the prototype was validated in balanced conditions, a test under power
imbalance was performed using the same two PV panels arrays of the balanced test. The resistive load
and Dz duty cycle was also kept the same as before. Additionally, partial shade was applied to the PV
panel array in module 2 in order to introduce the power imbalance.

In Figure 14, current ioczsi in module 1 and 2 can be observed on channel 1 and 3 respectively.
It can be noted that the same high frequency oscillation due to resonance between MOSFET’s parasitic
capacitance and the leakage inductance of the MF link in Figure 13 is also present under unbalanced
conditions. Different current levels can be clearly appreciated, with 7.2 A peak on ioczsi1 and 6 A peak
on ioczsi2 . Despite both cells have different current levels, voczsi stays on the same level as in balanced
condition with 75 V vozp. A non-zero current in ioczsi during shoot-through times can be observed and
is related to the parasitic elements of the transformer.

ioczsi2
6A

ioczsi1

voczsi1

75V
voczsi2

7.2A

Figure 14. Multiport power imbalance test. Ch1 (10 mV/div=5 A/div): ioczsi1 , Ch3 (5 A/div): ioczsi2 ,
Ch2 (100 V/div): voczsi1 and Ch4 (100 V/div): voczsi2 .

In Figure 15 power in primary and secondary ports are presented. The first and second waveforms
were taken after the diode full-wave rectifier and correspond to power in secondary ports 1 and 2
respectively; it can be see that they are equal in magnitude. The third and fourth waveform are the
power in CZSI module 1 and 2 respectively, observe that they have different power levels and the sum
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matches the sum of power in the secondary side. The last validates that a balanced output can be
generated despite power imbalances in the MF link inputs.

psec1

psec2

poczsi1

poczsi2

Figure 15. Multiport power imbalance test. Ch1 (500 W/div): output power in secondary port 1 psec1 ,
Ch2 (500 W/div): output power in secondary port 2 psec2 , Ch3 (500 W/div): output power in CZSI
module 1 poczsi1 , and output power in CZSI module 2 Ch4 (500 W/div): poczsi1 .

5. Discussion

From both simulation an experimental results, it was shown that current and voltage stress was
kept in reasonable levels and only switches were affected by a voltage transitory. The last, is also
present in boost-HB topologies, however over-current peaks are not present in CZSI as can be seen
in Figures 13 and 14, which suggest a lower current stress in semiconductor devices. In addition the
shoot through operation gives more time to react to faults related to gate signals in switches: if the
gate signals are lost due to external factor like irradiated noise from MF link or processor damage,
the switches will be protected by the Z-source by limiting current until a protection flag is enabled.
On the other hand, boost-HB topologies will just be damaged in case of losing gate signal, and thus
suggesting that the CZSI enhance the reliability of the system.

For unbalanced power conditions, it can be seen that voltage between all PV arrays terminals
remains similar for all the ports. However current supplied to each CZSI modules is different and is a
function of the power supplied by the corresponding PV array. The voltage remains similar for all
CZSI modules, as shown in simulation and experimental results. The current is the parameter that
changes for the primary modules and thus the one that validates the transfer of different power levels
in primary ports as shown in Figures 10 and 13.

Despite the unbalanced power levels of the primary modules, the voltage is the same in
secondary ports, but also the current is the same and thus the power on secondary side is balanced
without additional actions, or modulation taken. The last is particularly useful for multilevel
inverter applications where multiple isolated and balanced sources are required for proper operation.
Topologies with galvanic isolation previously reported, usually implement multiple single-input
single-output transformers in order to manipulate strings individually, this allows to follow MPP on
each PV array and drive the transformer. However this produce different output on secondary side for
each string and thus requires to be balanced by some added control strategy.

6. Conclusions

A multiport scheme with CZSI modules to manage unbalanced power conditions was introduced
in this paper. The operation principle of the CZSI was presented as well as the design equations to size
CZSI components. An analysis of the multiport operation under unbalanced conditions was given.
In this scheme, the CZSI was able to drive power from a PV array to the MF link in a single stage.
Buck-boost operation of the CZSI modules is achieved by controlling the shoot-through time. CZSI has
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the limitation that it only has the duty cycle as a freedom degree and thus MPPT can only be achieved
by manipulating this parameter. However, by operating as a current-fed converter, the CZSI modules
can operate at similar voltage levels and managing a wider difference between the current levels which
make this converter a feasible alternative for PV applications. Simulation and experimental studies
were performed in balanced and unbalanced conditions, confirming that this multiport scheme can
manage different power levels form PV arrays on its primary side, at the time it generates isolated and
balanced outputs on the secondary ports, making it suitable for multilevel converter applications.
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Abstract: This study proposed a modified power strategy based on model predictive control for a
grid-connected three-level T-type inverter. The controller utilizes the mathematical model to forecast
the performance of the grid current, the balance of DC-bus capacitor voltages and switching frequency.
The proposed method outlines a new technique to formulate a control objective. The control
objective includes the absolute error of the inverter voltage reference and its possible values instead
of the grid current error. By using the modified equivalent transformations in the cost function,
the execution time was reduced 22% compared to the traditional model predictive control while
maintaining the high dynamic performances of the power and low total harmonic distortion of the
current. A comparative investigation showed that the proposed method obtains a high-performance
control compared with the classical power control scheme with linear PI controllers and space
vector modulation. The feasibility of the proposed method was verified by the simulation and
experimental results.

Keywords: computational complexity; direct power control; finite control set model predictive
control; PI controllers; space vector modulation; three-level T-type inverter

1. Introduction

Over the last few years, multilevel converters have been recognized as an alternative approach
for high-power electronics owing to the improvement of capacity and performance compared with
the two-level converter [1–3]. In particular, the T-type inverter topology is preferred due to the
benefits in term of low conduction losses and high sinusoidal waveforms of the output voltage [4,5].
The unbalance of capacitor voltages is the big problem for this configuration. However, this issue has
been addressed by several methods [6–10].

Grid-connected power converters have proven to be important in many industrial applications
such as active power filters, distributed systems, and renewable power generation systems [11–16].
The conventional control strategy is the voltage-oriented control [11,13] which can ensure the
steady-state and performance via the traditional PI current controllers with pulse width modulation
(PWM) or space vector modulation (SVM). However, the completeness of the current decoupling
of the internal current controller and accurate tuning parameters are the drawbacks of this method.
This technique has a low dynamic response and is not suitable for a nonlinear system. Recently,
to improve the performance, direct power control (DPC) [17] has been presented by employing a
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look-up table to decide the proper switching state of the inverter. Nonetheless, a big ripple of the
active and reactive powers is the problem of this approach. Moreover, it is necessary to require a small
sampling time to obtain a reasonable steady-state and good transient performances. To overcome these
issues, various approaches have been developed such as using DPC established on extended-state
observation with PWM [18], port-controlled Hamiltonian system [12], sliding mode control [19],
and predictive control [20–23].

Over the last decade, many researchers have focused on a finite control set model predictive
control (FCS-MPC) for power electronics applications due to its simplicity of configuration,
easy realization, and rapid transient response [24–27]. Besides, the benefits of FCS-MPC are that
the non-linearities, delay compensation and additional constraints are easily imposed on the controller.
However, in the FCS-MPC, every state needs to be enumerated to achieve the optimal value, leading to
the computational burden becoming a major issue, especially with a high number of switching states
such as multilevel inverters and long prediction horizons. To deal with this problem, a simplified MPC
is put forward in [28] for converters. This method employs switching state group for optimization loop
to reduce the computation time. An alternative technique mentioned for multilevel converters [29,30]
is to reduce the computational cost by developing a modified sphere decoding algorithm. In [31],
the equivalent transformation in the cost function is employed in the optimization loop to reduce the
time-consuming computation for converters with inductive load load. The modified algorithm in [32]
incorporates the conventional FCS-MPC and steady-state assessment to decrease the computational
cost. Nonetheless, the computational burden of this approach is large, similar to the conventional
FCS-MPC in the unfavorable case. The proposed approach is presented in [22] to reduce the execution
time by using the preselected voltage reference and DC-bus capacitor voltage balancing. Nonetheless,
this method is only applied to a 3L-T-type inverter with LC filter in standalone mode.

We here refine the method in [31] by taking into account the computational delay in the control
design for grid-connected to the 3L-T-type inverter. This approach not only keeps the DC-link capacitor
voltage balancing and decreases the switching frequency but also guarantees the high-performance
control. The cost function based on the model predictive control is utilized to achieve these purposes.
A control horizon of modified one-step prediction is used to compensate the computational delay,
diminish the power ripples and enhance the control performance. Compared with linear controllers,
the proposed method has a fast dynamic response and no overshoot of transient response. Furthermore,
to address the aforementioned challenge, this research aimed to develop the cost function for reducing
the computational effort in the optimization problem. The formula of the cost function consists of
the current tracking error with the conventional model predictive current control method. In this
research, a predictive model of grid current was employed to obtain the required inverter voltage.
Then, the revised cost function, which includes the inverter output voltage errors, neutral-point
voltage and switching frequency reduction, was defined. Consequently, the computational burden
of the proposed method was reduced by 22% compared to the traditional FCS-MPC, providing the
practicality of the real-time implementation. Simulation and experiments were used to evaluate and
verify the performance of the proposed method.

This paper is structured as follows: Section 2 introduces the dynamic model of a predictive
control strategy based on voltage orientation for a grid-connected 3L-T-type inverter. Section 3
outlines the proposed modified model predictive control strategy to reduce the computational cost.
In Section 4, a performance comparison between the proposed method and traditional FCS-MPC and
the classical DPC with linear PI controllers and SVM (DPC-SVM) is presented. Section 5 summarizes
some conclusions.
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2. Dynamic Modeling for Grid-Connected 3L-T-Type Inverter

2.1. Configuration of the Grid-Connected 3L-T-Type Inverter

A simplified circuit of the grid connected 3L-T-type inverter is illustrated in Figure 1. The operating
principle of each inverter branch can be described by three switching statuses [1], [0], and [−1].
During switching status [1] or [P], both switches S1x and S2x with x ∈ {a, b, c} are turned “ON”
leading to uxZ = Udc/2, while [−1] or [N] signifies two switches S1x and S2x are turned “OFF”,
resulting uxZ = −Udc/2. The switching state [0] or [O] means that the two internal switches S2x and
S3x are “ON” and uxZ is clamped to zero. Thus, taking into account the three phases of the inverter,
27 possible configurations are produced for the 3L-T-type. The summary of switching states generated
by this inverter is presented in Table 1.

1aS

2Cu 2C

1Cu 1C

ZdcU

4aS

2Ci

1Ci

A

3aS2aS

3cS2cS

3bS2bS

1bS

4bS 4cS

1cS

B

fLagi

bgi

cgi

fR agu

fL fR bgu

fL fR cgu

C

zi

Figure 1. Simplified configuration of the grid-connected 3L-T-type inverter.

Table 1. Operating principle of inverter branch x.

Switching State Switches One Phase Inverter Voltage

Sx S1x S2x S3x S4x uxZ

N 0 0 1 1 −Udc/2
O 0 1 1 0 0
P 1 1 0 0 Udc/2

2.2. Mathematical Model

The inverter output voltage generated by the 3L-T-type can be defined:

uinv =
2
3

(
uAZ + muBZ + m2uCZ

)
, (1)

where uAZ, uBZ, and uCZ are the three-phase inverter voltage, relating to the neutral-point Z of the
DC-bus; and m = ej2π/3 = − 1

2 + j
√

3
2 .

The phase to neutral voltages uxZ of the 3L-T-type inverter are calculated in terms of the switching
status Sx and DC-bus voltage Udc [7,27]:

uxZ = Sx
Udc

2
, (2)

where Sx stands for the status of an inverter branch with three possible combinations {−1, 0, 1}.
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Under the assumption of a constant DC-bus voltage and C1 = C2 = Cdc, the dynamic of
neutral-point voltage (uz) can be phrased in terms of the switching states and the grid currents [22]:

duz

dt
=

d
(
uc1 − uc2

)
dt

= − 1
Cdc

iz = − 1
Cdc

(
(1 − | Sa|)iag + (1 − | Sb|)ibg + (1 − | Sc|)icg

)
. (3)

The mathematical model of grid-connected inverter is given by:

uinv = ug + R f ig + L f
dig

dt
, (4)

where ug =
[
uag, ubg, ucg

]T
, ig =

[
iag, ibg, icg

]T
are the grid voltage and current vectors and R f , L f are

the filter resistance and inductance, respectively.
The dynamics model in the dq synchronous reference frame is derived from the rotational

transformation of Equation (4) as follows:

uinv_d = R f id + L f
did
dt

+ ud − ωL f iq,

uinv_q = R f iq + L f
diq
dt

+ uq + ωL f id,
(5)

where ω is the grid frequency.
Considering the grid-voltage oriented condition (Figure 2), the components of grid voltage can be

achieved by:
ud = Ûg, uq = 0, (6)

where Ûg denotes the grid voltage magnitude that is achieved by using the phase-locked loop (PLL).

d

gu

q

gi

diqi

i

i

Figure 2. Coordinate reference system.

As a result, the dynamics model in continuous time is rewritten from Equations (3), (5) and (6) as:

did
dt

= −R f

L f
id +

1
L f

(uinv_d − Ûg) + ωiq,

diq

dt
= −R f

L f
iq +

1
L f

uinv_q − ωid,

duz

dt
=

1
2Cdc

(
2| Sa| − | Sb| − | Sc|

)
iα +

√
3

2Cdc
(
∣∣ Sb|)− | Sc|

)
iβ,

(7)

where the grid current components in the dq coordinate frame are achieved by their values in the αβ

stationary reference frame by using Park transformation:

id = iα cos θ + iβ sin θ,
iq = iβ cos θ − iα sin θ.

(8)
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Similarly, the component of inverter voltage is expressed based on Equations (1) and (2) as:

uinv_d = uinvα cos θ + uinvβ sin θ,
uinv_q = uinvβ cos θ − uinvα sin θ,

(9)

where uinvα and uinvβ are the elements of inverter voltage which are achieved from the
Clarke transformation:

uinvα =
Udc

6
(
2Sa − Sb − Sc

)
,

uinvβ =

√
3Udc
6

(
Sb − Sc

)
.

(10)

We can calculate the grid active and reactive powers as [11,17]:

Pg =
3
2
(
udid + uqiq

)
=

3
2

Ûgid,

Qg =
3
2
(
uqig − udiq

)
= −3

2
Ûgiq.

(11)

Equation (11) means that we can employ the grid current components to control the active and
reactive powers.

3. Proposed Control Strategy Based on Model Predictive Control

The purposes of the proposed method are to:

• Follow the active and reactive power references.
• Ensure the capacitor voltage balancing.
• Decrease the frequency of the switches.

With the aim to accomplish the control goal, the cost function of the conventional FCS-MPC for
the grid system, which takes into account the one-step prediction and delay compensation, is presented
as [25,26]:

gcnv =
∣∣∣i∗d(k + 2)− ip

d(k + 2)
∣∣∣+ ∣∣∣i∗q (k + 2)− ip

q (k + 2)
∣∣∣+ λdc

∣∣∣up
z (k + 2)

∣∣∣+ λnswc, (12)

where i∗d(k + 2), i∗q (k + 2) and ip
d(k + 2), ip

q (k + 2) represent the reference and predicted currents at
instant k + 2, respectively. λdc and λn denote the weighting elements of the balance of capacitor
voltages and switching frequency reduction.

The weighting factors λdc and λn are considered as tuning parameters to achieve an acceptable
control performance. Adjusting these values is not an easy mission for the classical PI controllers.
Section 4 illustrates the details of the selection of these parameters.

swc in Equation (12) is the additional constraint imposed on the cost function to reduce the
switching frequency of the inverter. Thus, its expression can be given by:

swc = ∑
x=a,b,c

|Sx(k + 1)− Sx(k)|. (13)

In a real-time control system, it is necessary to consider a time delay produced by computation
time. To overcome this problem, in the traditional approach [25,27], the predicted variables at instant
k + 1 are estimated by using the dynamic model, measurement feedback and previous switching status
at instant k. Next, the associated predicted variables at time k + 2 are obtained from the estimated
variables at time k + 1 and all switching states of the inverter. Thus, the optimal control input is
achieved from cost function optimization at time k + 2 and implemented to the inverter at k + 1,
as shown in Figure 3.
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Figure 3. Control variable of one-step horizon with delay compensation.

As mentioned in Section 2.2, a control action u = [Sa, Sb, Sc]
T is a finite set of feasible control

associated with the switching states u ∈ U = {u1, u2, ..., u27}. Consequently, the optimal control action
uopt is implemented in the converter at time k + 1 by minimizing Equation (14):

îd(k + 1) = f1(id(k), iq(k), uk), îq(k + 1) = f2(iq(k), id(k), uk),
ip
d(k + 2) = f1(îd(k + 1), îq(k + 1), uk+1), ip

q (k + 2) = f2(îd(k + 1), îq(k + 1), uk+1),
ûz(k + 1) = f3(ig(k), uz(k), uk), up

z (k + 2) = f3(îg(k + 1), ûz(k + 1), uk+1),

gcnv(uk+1) =
∣∣∣i∗d(k + 2)− ip

d(k + 2)
∣∣∣+ ∣∣∣i∗q (k + 2)− ip

q (k + 2)
∣∣∣+ λdc

∣∣∣up
z (k + 2)

∣∣∣+ λnswc,

uopt = arg

{
min

uk+1∈{−1,0,1}3
gcnv(uk+1)

}
.

(14)

Considering a sampling interval Ts, the discrete-time of the grid current is obtained by employing
the first-order forward Euler approximation for Equation (7):

îd(k + 1) = id(k)
(

1 − TsR f
L f

)
+ Ts

L f

(
uinv_d(k)− Ûg

)
+ Tsωiq(k),

îq(k + 1) = iq(k)
(

1 − TsR f
L f

)
+ Ts

L f
uinv_q(k)− Tsωid(k),

(15)

where the inverter voltages uinv_d(k) and uinv_q(k) are achieved from Equation (9) by using the previous
state Sopt(k).

Substituting the grid current references i∗d(k+ 2) and i∗q (k+ 2) by their predicted currents ip
d(k+ 2),

ip
q (k + 2) into Equation (7), we therefore obtain the components of inverter reference voltage:

u∗
inv_d(k + 1) = îd(k + 1)

(
R f − L f

Ts

)
+

L f
Ts

i∗d(k + 2) + Ûg − ωL f îq(k + 1),

u∗
inv_q(k + 1) = îq(k + 1)

(
R f − L f

Ts

)
+

L f
Ts

i∗q (k + 2) + ωL f îd(k + 1),
(16)

where the grid current references i∗d(k) and i∗q (k) are determined from the active and reactive powers
in accordance with Equation (11).

The predictive reference current can be achieved by using the second-order Lagrange extrapolation
as [27]:

i∗d(k + 2) = 6i∗d(k)− 8i∗d(k − 1) + 3i∗d(k − 2),
i∗q (k + 2) = 6i∗q (k)− 8i∗q (k − 1) + 3i∗q (k − 2).

(17)

Approaching the neutral-point voltage in the same manner, we have its discrete-time
expression as:

up
z (k + 1) = uz(k) +

Ts

2Cdc

(
2| Sa(k + 1)| − | Sb(k + 1)| − | Sc(k + 1)|)iα(k)

+

√
3Ts

2Cdc
(
∣∣ Sb(k + 1)| − | Sc(k + 1)|)iβ(k).

(18)
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A modified MPC is presented in [31] to decrease the computational cost. However, this approach is
only applied to converters in standalone mode and does not take into account the delay compensation.
To improve the dynamic performance due to computational delay and reduce the high computational
burden, an extension of this method is employed for the grid-connected 3L-T-type inverter to regulate
the grid power exchange. The aim of the proposed control strategy is to determine the best inverter
voltages (uinv_dn and uinv_qn) in 27 voltage vectors that are closest to the inverter voltage references
u∗

inv_d(k + 1) and u∗
inv_q(k + 1). Then, the optimal control of the system is achieved through a simple

optimization technique. The proposed predictive control algorithm is divided into three main steps:

(1) Estimate the grid current: The grid current components îd(k + 1) and îq(k + 1) at time k + 1 are
evaluated by utilizing Equation (15) with the previous optimal switching state (uk) at time k.

(2) Calculate the inverter voltage reference: According to Equation (16), the reference components
of inverter voltage u∗

inv_d(k + 1) and u∗
inv_q(k + 1) at time k + 1 are calculated in regard to the

grid current references i∗d(k + 2), i∗q (k + 2) at time k + 2 and estimated grid currents îd(k + 1)
and îq(k + 1) at time k + 1. Then, the neutral-point voltage at time k + 1 is computed from grid
current ig(k) and all admissible switching states switching states uk+1.

(3) Evaluate and select the best control input: The optimal control input that has the lowest of the
cost function gmd f is implemented at time k + 1 to the 3L-T-type inverter:

îd(k + 1) = f1(id(k), iq(k), uk), îq(k + 1) = f2(iq(k), id(k), uk),
up

z (k + 1) = f3(ig(k), uz(k), uk+1), uinv_dn = f6(uinv_n); uinv_qn = f7(uinv_n),
u∗

inv_d(k + 1) = f4(i∗d(k + 2), îd(k + 1), îq(k + 1)), u∗
inv_q(k + 1) = f5(i∗q (k + 2), îd(k + 1), îq(k + 1)),

gmd f (uk+1) =
∣∣∣u∗

inv_d(k + 1)− uinv_dn

∣∣∣+ ∣∣∣u∗
inv_q(k + 1)− uinv_qn

∣∣∣+ λdc

∣∣∣up
z (k + 1)

∣∣∣+ λnswc,

uopt = arg

{
min

uk+1∈{−1,0,1}3
gmd f (uk+1)

}
.

(19)

where u∗
inv_d(k+ 1) and u∗

inv_q(k+ 1) represent the desired inverter voltages at instant k+ 1; and uinv_dn
and uinv_qn stand for all possible inverter voltage components in dq synchronous reference frame.

It is worth mentioning that there are different terms of the cost function between the traditional
MPC and the proposed method as shown in Equations (14) and (19). With the traditional
FCS-MPC [25–27], all predicted control variables are considered in the optimization loop. In this
case, 27 predictive currents ip

d(k + 2) and ip
q (k + 2) are needed to enumerate in the cost function

(gcnv(uk+1)) to obtain the best switching state, which is applied to the inverter at time k+ 1. On the other
hand, only one inverter reference voltage u∗

inv(k + 1), which is achieved through the estimated grid
current îg(k + 1) and grid current reference i∗g(k + 2), is taken into account for the loop optimization.
Then, by only one evaluating cost function (gmd f (uk+1)) with simple code optimization, the optimal
control input is achieved. Therefore, the proposed technique reduces the computational time of
the performance criterion optimization compare with the traditional FCS-MPC. The comparison of
computational cost between two controllers is summarized in Table 2, which highlights the benefit
of the proposed method. To validate the efficiency of the proposed algorithm, the function tic-toc in
Matlab is used to measure the computation time. Significantly, the minimum, average and maximum
values of evaluation time of the conventional FCS-MPC are 17, 29, and 41 μs, respectively, and 10, 22,
and 34 μs for the proposed algorithm, respectively. Figure 4 shows the impact of the computation
time in two controllers. This can lead to a 24% reduction of computational complexity, resulting in an
increase of sampling frequency for improving the control performance. Consequently, this method has
many practical applications for power converters in term of a time-consuming optimization algorithm,
thereby supporting the feasibility of real-time applications with low-cost processors. The overall
strategy of the proposed control algorithm is illustrated in Figure 5.
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Figure 4. Computation time of two controllers.
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Figure 5. Block diagram of the proposed control scheme.

Table 2. Comparison of computational cost between two methods.

Variables Conventional FCS-MPC Proposed Method

îd(k + 1), îq(k + 1) 1 1
uinv_d(k + 1), uinv_q(k + 1) 27 27
ip
d (k + 2), ip

q (k + 2) 27 0
u∗

inv_d(k + 1), u∗
inv_q(k + 1) 0 1

up
z (k + 1) 27 27

swc 27 27

Total 109 83

Finally, the control objectives are obtained by enumerated the proposed cost function,
as demonstrated in Algorithm 1.
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Algorithm 1 Algorithm of modified model predictive power control with reduced
computational complexity.

Input: ig(k), uz(k), ug(k), Udc(k), P∗
g (k), Q∗

g(k)
Output: Sa, Sb, Sc.
1. Estimate the grid current îgd(k + 1) and îgq(k + 1) based on (15).
2. Compute the inverter voltage components in the dq synchronous reference frame uinv_dn and
uinv_qn, with n = 1–27 according to (9).
3. Calculate the grid current references i∗gd(k), i∗gq(k) and inverter voltage u∗

inv_d(k + 1), u∗
inv_q(k + 1)

based on (11) and (16).
4. Estimate swc for all switching states based on (13).
5. Predict the neutral-point voltage up

z (k + 1) by using (18).
6. Evaluate the cost function gmd f from (19).
7. Select the optimal switching state xopt: [∼, xopt] = min(gmd f ); Return to step 1.

4. Simulation and Experimental Results

4.1. Simulation Results

To verify the control performance of the proposed control scheme for the grid tie 3L-T-type inverter,
examinations were conducted in Matlab/Simulink simulation environment with SimPowerSystems
toolbox. The system parameters are as indicated in Table 3. The control algorithm was implemented
by utilizing the Matlab function block.

Table 3. Simulation parameters.

System Parameters Value Representation

Udc 600 [V] DC-bus voltage
Cdc 1000 [μF] DC-bus capacitance
R f 80 [mΩ] Filter resistance
L f 10 [mH] Filter inductance
fs 20 [kHz] Sampling frequency of the proposed controller
fg 50 [Hz] Grid voltage frequency

Udm 380 [V] Grid line-to-line voltage
λdc 20 Weighting factor of the balance of capacitor voltages
λn 60 Weighting factor of switching frequency

To evaluate the steady-state control performance, the mean absolute percentage error (MAPE)
was used to estimate the power ripple and neutral-point voltage deviation as:

MAPE =
1
n

n

∑
i=1

∣∣∣∣ y∗i − yi

y∗i

∣∣∣∣, (20)

where y∗i and yi are the reference and measurement vectors, respectively.
To calculate the average switching frequency of the inverter achieved by the FCS-MPC,

the following expression suggested in [27] can be used:

fsw = ∑
x=a,b,c

nsw1x + nsw2x + nsw3x + nsw4x

12Tsim
, (21)

where nsw1x , nsw2x , nsw3x and nsw4x denote the number of commutations of each leg in the time
interval (Tsim).

In the first scenario, the proposed method was performed to demonstrate the ability of the
bidirectional transmitted power with a unity power factor (Qg_re f = 0 Var). The reference of power
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factor (PF) changed from −1 to 1 at t = 0.15 s, corresponding to a step change of active power Pg_re f
from −20 kW to 20 kW. In the inverting mode operation (Pg < 0), the active power was supplied to
the grid, whereas the power was absorbed from the grid with rectifying mode operation (Pg > 0).
As shown in Figure 6, the proposed method enhanced a fast steady-state and high control performance.
The phase difference between the grid voltage and current is depicted in Figure 7a. Figure 7b shows
the variable switching frequency of inverter output voltage. However, this does not impact too much
the control performance.
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Figure 6. The transient power responses for a step in active power reference with a unity power factor.
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Figure 7. Inverter output voltage and grid voltage and current waveforms.

In the second scenario, the control system was conducted with different values of active and
reactive powers. To confirm the effectiveness of the control scheme, a comparative analysis was
carried out among the proposed method, conventional FCS-MPC [27] and direct power control
with PI controllers [11]. This linear controller employs the redundant states to keep the DC-bus
capacitor voltage balancing [6]. The sampling frequency of the MPC and DPC-SVM is considered
fs = 20 kHz and 6 kHz, respectively, to produce the equivalent average switching frequency
fsw = 3 kHz. The reference of active and reactive powers were set at 4 kW and −2 kVar, according to
the PF = −0.89. The active power reference (Pg−re f ) was stepped from 4 kW to 7.5 kW at t = 0.15 s,
and then back to 4 kW at instant t = 0.25 s. The active power reference and its measured value are
demonstrated in Figure 8a. A step change in required reactive power Qg−re f ) from −2 kVar to 2 kVar
at t = 0.2 corresponded to leading power factor and lagging power factor, respectively, as illustrated
in Figure 8b. The results shown in Figure 8 prove that the proposed method enhanced the dynamic
performance with no overshoot compared to the DPC-SVM, as confirmed in Table 4. In fact, the active
power of the conventional MPC and proposed method reached steady-state of the transient response
from 4 kW to 7.5 kW in about 0.8 ms and 1.1 ms with DPC-SVM, respectively. The MAPE of the active
power of the proposed method reduced from 5.22% to 3.75%, and from 11.03% to 7.98% with reactive
power, compared with DPC-SVM.
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(c) Active power response of conventional FCS-MPC.
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(d) Reactive power response of conventional FCS-MPC.
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(e) Active power response of the proposed method.
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Figure 8. The transient responses of active and reactive powers.

Table 4. Comparative studies of transient performance for three controllers.

Active Power Step
P∗

g = 4 → 7.5 (kW)

DPC-SVM Conventional FCS-MPC Proposed Method

Rise time (ms) 1.1 0.8 0.8
Settling time (ms) 4.8 0.8 0.8
Overshoot (%) 5.3 0 0
THD of grid current (%) 3.2 2.51 2.5

Figure 9 demonstrates the dynamic response and grid current harmonic spectra using the
Powergui fast Fourier transform (FFT) toolbox. The results in Figure 9 indicate the advantages
of the proposed control method. It was observed that the total harmonic distortion (THD) of the grid
current at t = 0.18 s for the proposed method (2.5%) was better than DPC-SVM (3.2%). Particularly,
the proposed method accomplished a similar current performance compared with the traditional
FCS-MPC, as shown in Figure 9c,e. Moreover, the THD of the grid current was not only decreased
but was also less time-consuming. It means that the control algorithm proved the advantage of the
proposed method in terms of computation load. Consequently, it is fundamental to underline that the
proposed method represents a useful alternative to implementing MPC algorithm in a real-time system.
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(b) Current harmonic spectrum of DPC-SVM.
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(c) Current response of the conventional FCS-MPC.
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(e) Current response of the proposed method.
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Figure 9. The dynamic response and harmonic spectrum of the grid current for DPC-SVM, conventional
FCS-MPC, and the proposed method.

In addition, the proposed method can solve the drawback of unbalancing DC-link capacitor
voltage, as shown in Figure 10. It is interesting to note that the DC-link capacitor voltages remained
balanced with MAPE of neutral-point voltage deviation for the proposed method of 0.48% and 0.93%
with DPC-SVM.

To analyze the influence of the non-linear load, a study with diode rectifier and resistive load
(R = 60 Ω) was investigated, as illustrated in Figure 11c. The active and reactive powers were set at
4 kW and 0 Var, respectively. Figure 11 demonstrates the results with stand-alone and grid-connected
modes at t = 0.1 s. As shown in Figure 11a,b, the ripples of the grid current and powers were increased
in the standard-alone mode. However, the grid current remained sinusoidal after connecting to the
grid. Moreover, the active and reactive powers continued tracking their reference values with a fast
transient time. Therefore, i the proposed method could adopt a non-linear load.
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Figure 11. Grid current and power responses with the non-linear load.

The selection of the weighting factor is not a transparent task for FCS-MPC, but this issue can
be addressed by using the multi-objective optimization techniques suggested by Cortes et al. [33].
The unbalance of DC-bus capacitor voltage is guaranteed by a high value of λdc, but it augments
the power ripples and the THD of the grid current. The criteria for selecting λdc is the neutral-point
voltage deviation, which is considered about 3% of DC-bus voltage, as depicted in Figure 10. On the
contrary, the switching frequency was reduced by increasing the weighting factor λn, resulting in
switching loss reduction. However, the augmentation of the THD of grid current and power ripple
also occurred as a result of the weighting factor λn. Recognizing the THD as a key to estimate the
performance, a satisfactory weighting factor can be achieved by increasing its value in a simulation
environment. When the weighting factor λn changed from 0 to 120, the switching frequency fsw

decreased from 4197 to 2049 Hz, corresponding to the increment in active power error (Figure 12b)
and THD of the grid current from 4.02% to 15.55% and from 2.28% to 9.17%, respectively (Figure 12a).
As a result, the weighting factor λdc and λn can be selected at 20 and 60 to obtain an adequate control
performance with the low THD, the DC-bus capacitor voltage balancing and the switching frequency
device at 3 kHz.

155



Electronics 2019, 8, 217

0 20 40 60 80 100 120
2000

3000

4000

5000

6000

0

5

10

Weighting factor n

S
w
it
ch
in
g
fr
eq
ue
nc
y
f s
w
[H
z]

TH
D
of
th
e
gr
id
cu
rr
en
t
[%
]

THD-iagfsw

(a)

0 20 40 60 80 100 120
2

4

6

8

10

12

14

16

Weighting factor n

M
AP
E
of
po
w
er
[%
]

MAPE-Pg

MAPE-Qg

(b)

Figure 12. Weighting factor impact on: (a) the THD of the grid current and switching frequency;
and (b) the power ripple.

4.2. Experimental Results

With the purpose of verifying the benefit of the proposed control strategy such as rapid dynamic
transient, reasonable THD of the grid current and reduced execution time, a scale down prototype
was built in the laboratory, as illustrated in Figure 13. The control algorithm was implemented in
a digital signal processing (DSP) TMS320F28335 controller by using the S-function builder block
in Matlab/Simulink environment. Twelve FGH40T120SMD IGBT modules were employed for the
inverter. Moreover, DC-link used two capacitors LGG2G102MELC50 1000 μF-400 V for the test bench.
The parameters of the filter remained the same as in the simulation. The capacitor voltage, grid voltage,
and current were measured by LV 25-P and LA 25-P transducers. The switch signals were generated
by general-purpose input/output (GPIO) outputs of the DSP.

3L-T-type
Gate driver
circuit

DSP FPGA

Sensor
circuits

Figure 13. Experimental prototype in the laboratory.

The DC-link voltage was fixed at 600 V while the root mean squared and frequency of the grid
voltage remained at 220 V and 60 Hz, respectively. The sampling time of the proposed control method
was 100 μs, which is suitable for low-speed processing of DSP. The stable and dynamic transient
states were examined with the change in the active and reactive powers to confirm the feasibility
of the proposed control. In the first scenario, Figure 14 illustrates the steady-state performance of
the proposed control strategy with active power Pg = 1300 W and unity power factor (Qg = 0 Var).
The experimental results indicate that the ability to track power and achieved sinusoidal grid current
waveform. In this test, the three-phase grid voltage was not a good sinusoidal waveform, as shown in
Figure 14b, leading to a decrease in the quality of the grid current.
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Figure 14. Experimental results of the proposed method in steady-state with Pg = 1300 W and
Qg = 0 Var.

In the second scenario, two cases of the step change in the active and reactive powers were
investigated to validate the ability tracking behavior of the proposed control scheme. In the first case,
the active power reference was changed from 0 to 1300 W according to the change in grid current from
0 to 4.2 A. As shown in Figure 15, the active power and grid current reached the steady-state after a
short transient time. Furthermore, the voltage-balancing of DC-bus capacitors and the reactive power
were guaranteed even under the transient response. In the second case, the active power reference
was kept at 1000 W while the reference of reactive power was stepped from 0 to 436 Var. It is apparent
from the results in Figure 16 that the proposed approach obtained an accurate power tracking capacity
under the change of the power factor.
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(a) Dynamic responses of power, grid voltage and current
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Figure 15. Experimental results of the step change in active power from 0 to 1300 W with Qg = 0 Var.
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Figure 16. Transient response of the step change in reactive power from 0 to 436 Var with Pg = 1000 W.

Two controllers had the same performance of the THD for the grid current, as depicted in Figure 17.
The THD of the grid current for the proposed method was 3.4% and 3.5% with the conventional
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FCS-MPC. Moreover, the execution time of the control strategy for the proposed method decreased
from 88 to 69 μs in comparison to the traditional FCS-MPC, as illustrated in Figure 18. This underlined
the 22% reduction of execution time with the proposed method. Although, with the development of the
microcontrollers, the execution time can be decreased by using the fast DSP or FPGA, this means that
the cost of the system is increased, which becomes a challenge in industrial applications. Consequently,
our study provides additional support to implement the MPC algorithm with the low-cost processor.

(a) Conventional FCS-MPC (b) Proposed method

Figure 17. THD of grid current.
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Ts = 100 s

t = 20 [ s/div]

(a) Conventional FCS-MPC

t = 69 s

Ts = 100 s

t = 20 [ s/div]

(b) Proposed method

Figure 18. Execution time of the control strategy for the conventional FCS-MPC and proposed methods.

5. Conclusions

This paper presents a development power control strategy based on model predictive control
for grid-tie 3L-T-type inverter while ensuring DC-bus capacitor voltage balancing and reduction of
switching frequency. Moreover, the inverter voltage reference is applied to compute the equivalent
cost function for determining the best control input, leading to reduce the computational effort
compared with the conventional FCS-MPC method. A comparison study indicated that the proposed
method achieves high-performance control of power and low THD of the current compared with the
classical DPC-SVM. Simulations and experiments verified and highlighted the effectiveness of the
proposed method.
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Nomenclature

3L-T-type Three-level T-type
C1, C2, Cdc DC-bus capacitance
DPC Direct power control
DPC-SVM Classical DPC with linear PI controllers and SVM
FCS-MPC Finite control set model predictive control
fsw Average switching frequency
g Cost function
ig Grid current
L f Filter inductance
MAPE Mean absolute percentage error
[P], [N], [O] Positive, negative and zero states
Pg Grid active power
PLL Phase-locked loop
PWM Pulse width modulation
Qg Grid reactive power
R f Filter resistance
SVM Space vector modulation
Sx Switching state
Ts Sampling time
Udc DC-bus voltage
Ûg Grid voltage magnitude
ug Grid voltage
uinv Inverter output voltage
uz Neutral-point voltage
λdc Weighting factor of the balance of capacitor voltages
λn Weighting factor of switching frequency
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Abstract: Finite control set model predictive control (FCS-MPC) is able to handle multiple control
objectives and constraints simultaneously with good dynamic performance. However, its industrial
application is limited by its high dependence on system model and the huge computational effort.
In this paper, a novel robust two-layer MPC (RM-MPC) with strong robustness is proposed for
the full-bridge neutral-point clamped (NPC) voltage mode Class-D amplifier (CDA) aiming at this
problem. The errors caused by the parameter mismatches or uncertainties of the LC filter and
the load current are regarded as lumped disturbance and estimated by the designed Luenberger
observer. The robust control can be achieved by compensating the estimated disturbance to the used
predictive model. In order to reduce computation of the controller, a two-layer MPC is proposed for
the full-bridge NPC inverter with an LC filter. The first layer is used to calculate the optimal output
level which minimizes the tracking error of the output voltage. The second layer is used to determine
the switching state for the purpose of capacitor voltage balancing. The experimental results show
that the lumped model error is observed centrally through only one observer with low complexity.
The two-layer MPC further reduced the computation without affecting the dynamic performance.

Keywords: model predictive control (MPC); neutral-point clamped (NPC) inverter; disturbance
observer; parameter uncertainty; stability analysis

1. Introduction

In the area of industrial measurement, testing, and process technology, there exist many
applications of power amplifiers in order to generate current and voltage signals of special shape at high
power levels. [1,2]. Voltage mode Class-D amplifiers (CDAs), composed of voltage source inverters
with LC filters, are used to power voltage-driven loads, such as the piezoelectric ceramic transducer [3]
and the electrostrictive transducer [4]. Commonly used inverter topologies in CDAs can be divided
into three categories: the half H-bridge inverter [5], the full H-bridge inverter [6–8], and the cascaded
H-bridge inverter [1]. However, the used inverter topology in this paper is the full-bridge neutral-point
clamped (NPC) inverter, which features lower voltage stress on power semiconductors, lower voltage
harmonics, smaller electromagnetic interference compared with the half H-bridge inverter and the full
H-bridge inverter [9]. In addition, this topology costs less switch devices compared with the cascaded
H-bridge. However, the closed-loop control of the output voltage is still a complex but meaningful
issue when this topology and an LC filter are used together as a voltage mode Class-D amplifier.
The reason can be stated as follow. First, arbitrary waveforms in a wide band may be required in the
CDA [10]. This demand requires the dynamic response of the voltage controller to be fast enough.
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Second, load parameters of CDAs may be complex and variable [4–11]. Then the voltage controller is
also required to be robust.

In order to achieve output closed-loop control of cascaded H-bridge CDAs, a single PI voltage
controller was used in [1]. However, PI gains are required to be turned repeatedly in this method,
and the steady state performance and the transient response compromise each other [12]. In [13],
a double closed-loop PI controller, whose bandwidth was increased compared with the single PI
controller in [1], was used for cascaded H-bridge voltage mode CDAs. Limited by the dynamic
performance of the existing linear controllers, nonlinear controllers, such as the sliding mode controller,
was proposed in [14,15] for voltage mode CDAs. The sliding mode controller has better dynamic
performance, but it suffers from finding out the sliding surface and the existing chattering phenomena.

As an another nonlinear controller, model predictive control (MPC) has the advantages of ability
to handle multiple control objectives and constraints, simplicity and fast dynamic response, and has
been widely concerned and studied in recent years. Moreover, it has been successfully applied to
several multilevel inverters. In [16], the finite control set model predictive control (FCS-MPC) was
applied for the grid-tied three-phase three-level NPC inverter. In [17], the FCS-MPC was also used to
a full-bridge NPC inverter. But in [16,17], the output current or voltage tracking and the capacitor
voltage balancing were achieved simultaneously by repeatedly predicting and evaluating the sum of
the quadratic terms with weight factors in the cost function, which reflected the two control objectives,
respectively. However, the repeated predicting and evaluating the complex cost function costed
many computations. In [18], the MPC based on optimal switching sequences was proposed for
the full-bridge NPC inverter, which could achieve fixed switching frequency for the switch devices.
However, this method failed to balance the capacitor voltage [19]. In [19], a low-complexity MPC was
also proposed for the full-bridge NPC rectifier. Although the capacitor voltage balancing could be
achieved with unbalanced loads, the fixed switching frequency still limited the dynamic performance
of the MPC. In [20,21], the complexity of the MPC algorithm was reduced by employing the multistep
MPC for modular multilevel converter (MMC) and cascaded H-bridge inverter. But the dynamic
performance would also be affected. In [22,23], only the adjacent voltage vectors or output levels were
considered for the FCS-MPC algorithm, and the required computation was reduced greatly. However,
both of the dynamic response and the control accuracy would be affected under the condition of
load step or reference step for these methods. In [24–27], the process of evaluating the quadratic cost
function was regarded as a least square problem, and was proposed to be solved by sphere decoding
algorithm or its improved algorithms. But large amount of calculation was still unavoidable for the
sphere decoding algorithm.

In addition, because of the high dependence on system model, the effectiveness of the MPC faces
enormous challenges when there are errors between the actual system model and the established
model. This issue can also be expressed as the robustness of the MPC. The robust MPC has been
studied for various power electronic converters, such as three-phase three-level NPC converters [28],
three-phase PWM rectifiers [29], flying capacitors inverters [30], and three-phase inverters with LC
filters [31,32], etc. In [28], the robustness was achieved by a weighted average process of the measured
system variables and the predicted variables. Then the control error caused by the model error could be
reduced. However, it failed to deal with the dynamic changes of parameters. In [29], the robust MPC
was achieved based on an online disturbance observer. But the influence of the parasitic resistances of
the grid-tied inductors were not investigated in the simulation and experiment. In [30], the system
robustness was improved based on an adaptive observer. But the variation of the filter inductor
was also not included. In [31], the robustness was also achieved based on a disturbance observer.
But the load current was obtained by an additional observer, which made the control system more
complex. In [32], the output of the three phase inverter prediction model at current control instant was
compensated by the modeling error of the last control instant. However, only simulation results were
provided, and additional current sensors were required.
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In this paper, a robust two-layer MPC is proposed for the full-bridge NPC inverter based
CDAs. Based on the designed Luenberger observer, the disturbances caused by both the parameter
uncertainties or mismatches of the LC filter and the load current can be centrally estimated and
compensated to the prediction model in each control period, which can save computation and avoid
the use of load current sensor. Moreover, layered structure is used in the proposed robust MPC,
so that the output voltage tracking and the capacitor voltage balancing can be achieved simultaneously
and decoupled without affecting the dynamic performance, and the required computation can be
further reduced.

The rest of this paper is organized as follows. In Section 2, the discrete mathematical model of the
CDA is established. In Section 3, a Luenberger disturbance observer based on Kalman filter is designed
to estimate the disturbance caused by the parameter mismatch and the load current. In Section 4,
a two-layer MPC for the voltage mode CDA is proposed. Section 5 reports the experiment results.
In Section 6, the performance of the proposed robust two-layer MPC is focused on discussion and
comparison. And the conclusions are presented in Section 7.

2. Modeling of the Voltage Mode Amplifier Using Full-Bridge NPC Inverter

The structure of the full-bridge NPC inverter-based voltage mode Class-D amplifier is shown in
Figure 1. The filter inductor is denoted by Lf, and the filter capacitor is denoted by Cf. The voltage
of Cf is denoted by Vo, which is also the final output voltage of the digital amplifier. The current of
Lf is denoted by if, and the final output current of the digital amplifier is denoted by io. Both the
defined positive directions of if and io are shown in Figure 1. The output voltage of the full-bridge NPC
inverter is denoted by Vab. The full-bridge NPC inverter consists of two bridges. Each bridge consists
of four transistors with four antiparallel freewheeling diodes and two clamping diodes. The dc input
is denoted by Vdc, and two identical capacitors C1 and C2 are connected in series to obtain two levels
of Vdc/2 and −Vdc/2. Driving signals of the transistors can be denoted by Sxi. x∈{a, b} denotes legs of
the inverter, where a denotes the left one, b denotes the right one. i∈{1, 2, 3, 4} denotes the number
of transistor in the same bridge. In normal operation, Sa1 and Sa3 complement each other, and Sa2

and Sa4 complement each other, too. Sb1, Sb2, Sb3, and Sb4 also meet this constraint. UC1 and UC2 are
used to represent the voltages of capacitors C1 and C2, respectively. S is defined by [Sa1 Sa2 Sa3 Sa4 Sb1

Sb2 Sb3 Sb4] and used to denote the switching state of the inverter. M denotes the output level of the
full-bridge NPC inverter. And M∈{−2, −1, 0, 1, 2} is easy to be obtained.

S

S

S

S

S

S

S

S

L

C
V

i

i

V

C

C

Figure 1. The structure of the full-bridge neutral-point clamped (NPC) inverter based voltage mode
Class-D amplifier.

Because of the limitation of the complementary driving signals mentioned above, there are only
nine effective switching states, which can be denoted by S1–S9. Table 1 shows the relationship between
the output level M, the inductor current if, the change of UC1, and the nine effective switching states.
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Table 1. Relationship between M, io, UC1, and S.

M S
UC1

io > 0 io < 0

2 S1 = [1 1 0 0 0 0 1 1] invariant invariant

1
S2 = [1 1 0 0 0 1 1 0] decrease increase
S3 = [0 1 1 0 0 0 1 1] increase decrease

0
S4 = [1 1 0 0 1 1 0 0] invariant invariant
S5 = [0 1 1 0 0 1 1 0] invariant invariant
S6 = [0 0 1 1 0 0 1 1] invariant invariant

−1
S7 = [0 1 1 0 1 1 0 0] increase decrease
S8 = [0 0 1 1 0 1 1 0] decrease increase

−2 S9 = [0 0 1 1 1 1 0 0] invariant invariant

Assuming that UC1 and UC2 are well balanced, the differential equation of the full-bridge NPC
inverter-based voltage mode amplifier can be obtained as Equation (1) from Figure 1, based on the
Kirchhoff’s laws of voltage and current.⎧⎪⎪⎨⎪⎪⎩ Lf

dif
dt + Vo = Vab

Cf
dVo
dt + io = if

(1)

In Equation (1), Vab can also be represented by the output level of the full-bridge NPC inverter, M,
as shown in Equation (2).

Vab =
Vdc

2
M (2)

By substituting Equation (2) into Equation (1), Equation (3) can be obtained.⎧⎪⎪⎨⎪⎪⎩
dif
dt = − 1

Lf
Vo +

Vdc
2Lf

M
dVo
dt = 1

Cf
if − 1

Cf
io

(3)

The filter inductor current if and the filter capacitor voltage Vo can be selected as the state variables
of the system, and can be denoted by x= [if Vo]T. Therefore, and the model of the full-bridge NPC
inverter based voltage mode amplifier can be transformed into Equation (4),

.
x = Ax + B1M + B2io (4)

where A =

⎡⎢⎢⎢⎢⎣ 0 − 1
Lf

1
Cf

0

⎤⎥⎥⎥⎥⎦, B1 =

⎡⎢⎢⎢⎢⎣ Vdc
2Lf

0

⎤⎥⎥⎥⎥⎦, B2 =

[
0
− 1

Cf

]
.

For the purpose of digital control, Equation (4) should be discretized. If the sampling period and
the control period are denoted as TS, the discrete model can be expressed as Equation (5),

x(k + 1) = Adx(k) + B1dM(k) + B2dio(k) (5)

where Ad = eATS , B1d =
TS∫
0

eAτB1dτ, B2d =
TS∫
0

eAτB2dτ, k and k+1 represent the kTS and (k+1)TS

instant, respectively.

3. Design of the Luenberger Observer for Disturbance Estimation

Luenberger observer adopts a predictor-corrector structure. In the predictor, a predictive model
is used to predict the system operation. In the corrector, a feedback signal is compensating to the
predictive model to correct the error between the actual system and the used predictive model [29].
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In this paper, it is used to estimate and compensate the lumped disturbance caused by the mismatch or
uncertainty of the filter parameters and the load current.

3.1. Design of the Disturbance Observer

In order to achieve robust MPC, there are two great challenges. The first one is the unknown
load current io, because the load current sensor is intentionally avoided. And it will generate large
disturbance for the precise control of the output voltage Vo. The second one is the uncertain parameters
of the LC filter. Based on Equations (4) and (5), it can be seen that the parameter matrices Ad, B1d, and
B2d are calculated from Lf and Cf, which are the actual parameters of the LC filter. However, the actual
parameters Lf and Cf may not equal to the nominal parameters Lfn and Cfn, which are used in the
controller. The actual parameter of the filter inductor, Lf, may not be equal to the nominal parameter
Lfn, because of several phenomena, such as the magnetic saturation. And the actual parameter of the
filter capacitor, Cf, may also not be equal to the nominal parameter Cfn, because of the unmodeled
parasitic resistance and the manufacturing tolerance.

Both of Lf and Cf are difficult to obtain accurately in practical engineering. In order to distinguish
the discrete model used in the controller from the actual system model, the parameter matrices used in
the controller are denoted by Adn, B1dn, and B2dn, and can be calculated by Equations (6)–(8) based on
the nominal parameters Lfn and Cfn, respectively.

Adn = eAnTS (6)

B1dn =

TS∫
0

eAnτB1ndτ (7)

B2dn =

TS∫
0

eAnτB2ndτ (8)

In (6)–(8), An =

⎡⎢⎢⎢⎢⎣ 0 − 1
Lfn

1
Cfn

0

⎤⎥⎥⎥⎥⎦, B1n =

⎡⎢⎢⎢⎢⎣ Vdc
2Lfn

0

⎤⎥⎥⎥⎥⎦, B2n =

[
0
− 1

Cfn

]
.

The relationship between the actual parameter matrices Ad, B1d, and B2d and the nominal
parameter matrices Adn, B1dn, and B2dn can be shown in Equations (9)–(11),

Ad = Adn + ΔAd (9)

B1d = B1dn + ΔB1d (10)

B2d = B2dn + ΔB2d (11)

where ΔAd, ΔB1d, ΔB2d denote the model errors caused by the mismatch or uncertainty of the LC filter
parameters. Then the discrete system model in Equation (5) can be transformed into Equation (12) by
substituting Equations (9)–(11) into (5).

x(k + 1) = Adnx(k) + B1dnM(k) + B2dnio(k) + ΔAdx(k) + ΔB1dM(k) + ΔB2dio(k) (12)

In the right side of Equation (12), there are four uncertain terms. The first one is the third term
B2dnio(k), which is uncertain because of the unknown io(k) in the absence of the load current sensor.
The second one and the third one are the fourth term ΔAdx(k) and the fifth term ΔB1dM(k), which are
uncertain because of the uncertain matrices ΔAd, and ΔB1d. The fourth one is the last term ΔB2dio(k),
which is uncertain because of both the uncertain matrix ΔB2d and the unknown load current io(k).
For the purpose of achieving robust control against the unknown io(k) and the uncertain ΔAd, ΔB1d,
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ΔB2d, the sum of the four terms is regarded as the lumped disturbance variable N(k), as shown in
Equation (13).

N(k) = B2dnio(k) + ΔAdx(k) + ΔB1dM(k) + ΔB2dio(k) (13)

The lumped disturbance N(k) is a two-dimensional variable, and can be expressed as N(k) =
[N1(k) N2(k)]T. If both of N1(k) and N2(k) can be successfully estimated and compensated to the system
predictive model based on the nominal parameters in real time, the disturbance-rejection approach can
be implemented to achieve robustness against the uncertainty of the filter parameters and the load
current io. And this will be still effective even if the system parameters vary during operation, which is
regarded as the dynamic parameter variations.

The disturbance variables N1(k) and N2(k) can be assumed to be constant during each sampling
interval [29,31], and they can be extended as the system variables. Then Equation (14) is obtained as,

X(k) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
if(k)
Vo(k)
N1(k)
N2(k)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Adn11 Adn12 1 0
Adn21 Adn22 0 1

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
if(k− 1)
Vo(k− 1)
N1(k− 1)
N2(k− 1)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B1dn11

B1dn21

0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦M(k− 1) = ΦX(k− 1) + GM(k− 1) (14)

where Φ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Adn11 Adn12 1 0
Adn21 Adn22 0 1

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
[

Adn 1
0 1

]
, G =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1dn11

B1dn21

0
0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
[

B1dn

0

]
.

And the output equation of the system can be expressed as Equation (15),

Y(k) =
[

if(k)
Vo(k)

]
= CX(k) (15)

where C =

[
1 0 0 0
0 1 0 0

]
.

Based on Equations (14) and (15), a discrete observer can be constructed as shown in Equation (16),

X̂(k) = ΦX̂(k− 1) + GM(k− 1) + L
(
Y(k− 1) − Ŷ(k− 1)

)
= ΦX̂(k− 1) + GM(k− 1) + LC

(
X(k− 1) − X̂(k− 1)

)
(16)

where X̂(k) and X̂(k− 1) respectively denote the estimated value of X(k) and X(k−1), and L denotes the
gain matrix. M(k−1) denotes the output level of the full-bridge NPC inverter in the (k−1)th control
period, which is obtained by the proposed two-layer MPC in the (k−1)th control period.

N̂(k) can be used to denote the estimated value of N(k), and it can be calculated by Equation (17).

N̂(k) =
[

N̂1(k)
N̂2(k)

]
=
[

0 0 1 1
]
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

îf(k)
V̂o(k)
N̂1(k)
N̂2(k)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (17)

3.2. Parameter Design

The Kalman filter is a commonly used method to optimally estimate the state of a dynamic system
from a series of imperfect noisy measurements, especially in presence of uncertainties [31]. In this
paper, the designed observer can be regarded as a discrete Kalman filter to calculate the observer gain
matrix L.

As an optimal recursive data processing algorithm, the discrete Kalman filter can perform cyclic
calculation according to the following five steps in each control period.
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The first step is to calculate the prior state estimate value X̂−k based on Equation (18).

X̂−k = ΦX̂(k− 1) + GM(k− 1) (18)

The second step is to calculate the priori estimate error covariance matrix P−k based on Equation (19),

P−k = ΦPk−1ΦT + Q (19)

where Q is the given process noise covariance matrix, and Pk−1 is the posteriori estimate error covariance
matrix in the last control period.

The third step is to calculate the observer gain matrix L based on Equation (20),

L = P−k CT
(
CP−k CT + R

)−1
(20)

where R is the given measurement noise covariance matrix.
The fourth step is to update the estimated state variable X̂(k) based on Equation (21).

X̂(k) = X̂−k + L
(
Y(k) −CX̂−k

)
(21)

The fifth step is to calculate the posteriori estimate error covariance matrix Pk based on Equation (22).

Pk = (I − LC)P−k (22)

where I denotes the identity matrix.
The first step and the second step can be collectively referred to as the prediction link of the

discrete Kalman filter. And the last three steps can be collectively referred to as the correction link of
the discrete Kalman filter.

The stability of the designed discrete Kalman filter has been proved by [31,33], and will not be
discussed here.

Remark: The performance of the designed state observer is determined by the given matrix Q
and R. The larger Q is, the faster the observed values converge to their actual value, but too fast
convergence speed will lead to noise interference. The smaller R is, the less noise interference, but the
slower convergence rate. Therefore, Q and R should be adjusted synthetically to achieve the tradeoff
between convergence speed and noise suppression.

4. Two-Layer Model Predictive Control

The basic control objectives of the voltage CDA using full-bridge NPC inverter include two terms:
(1) output voltage tracking; (2) capacitor voltage balancing. Traditional FCS-MPC (TFCS-MPC) requires
repeated predictions and evaluations for each effective switching state, and the one which minimizes
the cost function is selected as the optimal control option. Thus when it is applied to the full-bridge
NPC inverter, there will be nine candidate switching states. And this places large computational
burden on the digital controllers when a small control period is required.

Therefore, a two-layer MPC for the cascaded full-bridge NPC voltage mode amplifier is proposed
in this paper, which is much simpler than TFCS-MPC without affecting the dynamic performance.
And the proposed two-layer MPC decouples the two control objectives, which also allows the two
control objectives to be achieved simultaneously without weight factors. The structure of the proposed
two-layer MPC is shown in Figure 2, where the first layer is used to calculate the optimal output
level for the purpose of achieving the first control objective, the second layer is used to determine the
switching state for the purpose of achieving the second control objective.
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Figure 2. The structure of the proposed two-layer model predictive control (MPC).

4.1. The First Layer

The reference of the output voltage can be denoted by Voref, which is also the voltage signal to be
amplified. In this system, the cost function corresponding to level h can be defined as J(h) in Equation (23),

J(h) =
∣∣∣Voref(k + 1) −Voh(k + 1)

∣∣∣,
h ∈ H = {−2n,−2n + 1, · · · , 0, · · · , 2n− 1, 2n} (23)

where Voh(k+1) denotes the output current at (k+1)TS instant when h is selected in the kth control period.
Based on Equations (12) and (13), Voh(k+1) can be predicted as given in Equation (24).

Voh(k + 1) = Adn21if(k) + Adn22Vo(k) + B1dn21M(k) + N2(k) (24)

In Equation (24), N2(k) cannot be obtained because it is determined by the uncertain model errors
and the unknown load current io without configured load current sensor. However, the designed
Luenburger observer can successfully estimate N2(k) to N̂2(k), then we are allowed to replace N2(k)
with N̂2(k). Thus Equation (24) can be improved to Equation (25).

Voh(k + 1) = Adn21i f (k) + Adn22Vo(k) + B1dn21M(k) + N̂2(k) (25)

Another function, J1(h), with the output level h as its independent variable can be defined by
Equation (26).

J1(h) = Voh(k + 1) −Voref(k + 1)= Adn21i f (k) + Adn22Vo(k) + B1dn21M(k) + N2(k) −Voref(k + 1) (26)

The relationship between J1(h) and h will be linear if h is supposed to be continuous. For the
convenience of expression, another variable, hsol is defined as the solution of J1(h) = 0, and can be
calculated as Equation (27).

hsol =
Voref(k + 1) −Adn21i f (k) −Adn22Vo(k) −N2(k)

B1dn21
(27)

Because of J(h) =
∣∣∣J1(h)
∣∣∣ ≥ 0, the optimal output level M(k), which minimizes J(h), must be equal

to the integer nearest to hsol. Thus the optimal output level M(k) is allowed to be directly obtained by
Equation (28),

M(k) = argminh∈H
∣∣∣J1(h)
∣∣∣= round

(
h
∣∣∣J1(h)=0

)
(28)

where round(x) denotes the rounding function, which is equal to the integer nearest to x.
In order to avoid the case that the result of Equation (28) does not belong to H, Equation (29) is

also required after Equation (28).

M(k) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
2, M(k) > 2
M(k),−2 ≤M(k) ≤ 2
−2, M(k) < −2

(29)
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Thus the cost function is evaluated only once, which greatly reduces the computational burden.

4.2. The Second Layer

The second layer is used to determine the switching state to achieve capacitor voltage balancing.
At the same time, the switching action times should also be considered when the switching state is
determined, because there are multiple switching states to be selected if level −1, 0, or 1 is required.

In steady-state operation, the full-bridge NPC inverter is generally switched between adjacent
levels. Thus the output level will be switched between 2, 1, and 0 when M(k) > 0. Table 2 shows the
number of switching actions when the three levels are switched between each other. According to
Table 2, if the submodule output level is 2, the switching state can only select S1. If the submodule
output level is 1, in order to achieve the purpose of capacitor voltage balance, S2 should be selected
when the signs of io and ΔUC are the same, while S3 should be selected when they are opposite,
considering the result of Table 1. If the submodule output level is 0, the switching state can only select
S5, in order to minimize the switching actions when level 0 and level 1 are switched between each other.

Table 2. Switching actions when the output level switching between 2, 1, and 0.

Switching Level Switching State Action Times

2 and 1
S1 and S2 2

S1 and S3 2

1 and 0

S2 and S4 2

S2 and S5 2

S2 and S6 6

S3 and S4 6

S3 and S5 2

S3 and S6 2

2 and 0
S1 and S4 4

S1 and S5 4

S1 and S6 4

Similar analysis can be done when M(k) < 0 and the following conclusions can be drawn. If the
submodule output level is −2, S9 is selected. If the submodule output level is −1, S8 is selected when
the signs of io and ΔUC are the same, while S7 is selected when the signs of io and ΔUC are opposite.
If the submodule output level is 0, S5 is selected.

Figure 3 shows the flow chart of the switching state selection process. The parallel structure of the
middle and lower layer control shows that they are more suitable for implementation by a FPGA.

M k

i U

S

SS S

S

S SS

i U

Figure 3. The flowchart of the switching state selection process.

5. Experimental Verification

In order to verify the feasibility and validity of the proposed robust multilayer MPC applied to
the full-bridge NPC voltage-mode digital power amplifier, a 2 kW experimental prototype with a
50 Hz–800 Hz output band is built in the laboratory as shown in Figure 4. The actual value Lf of the filter
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inductor used is 2 mH, and the actual value Cf of the filter capacitor used is 10 uF. The voltage of the
dc input, Vdc, is 300 V, so that two voltage levels of 150 V and −150 V can be obtained. The capacitance
of those two capacitors C1 and C2 is 1070 uf. The control frequency is set to be 100 kHz, which means
that the sample period is set to be 10 us. The high control frequency is used because wide range output
frequency and high precision out voltage are required. Thus the maximum switching frequency of the
used switch devices is 50 kHz. In fact, the designed digital power amplifier uses SGH80N60UFD type
fast IGBT and DSE130–60; a type fast recovery diode, whose maximum switching frequency can be up
to 100 kHz.

 

Figure 4. The designed 2 kW experiment prototype.

5.1. Steady State Performance

In order to study the steady state performance of the proposed RM-MPC, the output voltage
reference Voref is set to a sine wave with an 800 Hz frequency and a 200 V root-mean-square (RMS)
value, which may be widely used in underwater electroacoustic transduction system. The load is set to
a 20 Ω resistor. The experiment results are shown in Figure 5, where (a) shows the waveforms of Vo

and its reference Voref, (b) shows the waveform of the estimated value of N1, (c) shows the waveform
of the estimated value of N2, (d) shows the waveforms of the two capacitor voltages in the dc side.

  
(a) (b) 

  
(c) (d) 

Figure 5. Steady state experiment results. (a) Waveforms of Vo and Voref; (b) Waveform of the estimated
value of N1; (c) Waveform of the estimated value of N2; (d) Waveforms of capacitor voltages.

It can be seen that the output voltage is accurately tracked with a 0.52% total harmonics distortion
(THD). At the same time, the two capacitor voltages in the dc side are well balanced. In addition,
the disturbance variables N1 and N2 are successfully estimated with little noises. In this way, the
proposed RM-MPC shows good steady state performance.

5.2. Dynamic Performance

In order to study the dynamic performance of the proposed RM-MPC, the output voltage reference
Voref is set to a sine wave with an 50 Hz frequency and a 100V RMS value for initialization. However,
the RMS value of the desired sine wave steps to 200 V at t = 0.05 s. And the load is still set to a 20 Ω
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resistor. The experiment results are shown in Figure 6, where (a) shows the waveforms of Vo and its
reference Voref, (b) shows the waveform of the estimated value of N1, (c) shows the waveform of the
estimated value of N2, (d) shows the waveforms of the two capacitor voltages in the dc side.

It can be seen that the output voltage tracks the step variation of its reference quickly, and the
tracking error is reduced to 1 V within 0.54 ms. Besides, the two capacitor voltages in the dc side are
also well balanced during transient variation. Thus, the fast dynamic performance of the proposed
multilayer MPC is verified. Moreover, Figure 6b,c shows that the estimated values of N1 and N2

change quickly with the step variation of Voref, so that the fast dynamic performance of the designed
Luenberger observer is also verified.

 (a)  (b) 

  
 (c)   (d) 

Figure 6. Dynamic experiment results. (a) Waveforms of Vo and Voref; (b) waveform of the estimated
value of N1; (c) waveform of the estimated value of N2; (d) waveforms of capacitor voltages.

5.3. Robust Performance

In order to study the robust performance of the proposed RM-MPC, two groups of experiments are
carried out, where the output voltage reference Voref is set to a sine wave with an 50 Hz frequency and a
200 V RMS value, and the load is also set to a 20 Ω resistor. However, in the first group, the inductance
value used in the controller is set to 1 mH, and the capacitance value used in the controller is set to 5
uF, which means that there are −50% parameter mismatch. In the second group, the inductance value
used in the controller is set to 3 mH, and the capacitance value used in the controller is set to 15 uF,
which means that there are +50% parameter mismatch.

The results of the first group experiment are shown in Figure 7, where (a) shows the waveforms
of Vo and its reference Voref, (b) shows the waveform of the estimated value of N1, (c) shows the
waveform of the estimated value of N2, (d) shows the waveforms of the two capacitor voltages in the
dc side. And the results of the second group experiment are shown in Figure 8.

It can be seen that the good tracking effect of the output voltage are maintained with the help
of the designed Luenberger observer, even if there are ±50% parameter mismatches. Furthermore,
the well capacitor voltage balancing is also achieved against the parameter mismatches. Thus the
strong robustness is also verified by the experiment results.
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 (a)  (b) 

 (c)   (d) 

Figure 7. Robustness experiment results with −50% parameter mismatch. (a) Waveforms of Vo

and Voref; (b) waveform of the estimated value of N1; (c) waveform of the estimated value of N2;
(d) waveforms of capacitor voltages.

  
 (a)  (b) 

  
 (c)   (d) 

Figure 8. Robustness experiment results with +50% parameter mismatch. (a) Waveforms of Vo

and Voref; (b) waveform of the estimated value of N1; (c) waveform of the estimated value of N2;
(d) waveforms of capacitor voltages.

6. Discussion

In Section 3.1, it can be seen that all the uncertain terms in Equation (12) can be divided into three
categories, which are the ones related to the load current, the ones related to the uncertain parameters,
and the ones related to both the load current and the uncertain parameters. In Sections 5.1 and 5.2,
there are no parameter uncertainties or mismatches, then the designed observer only estimates the
uncertain term related to the load current. In this way, the observer operates as a load current observer,
and the two subsections of 5.1 and 5.2 focus on the steady-state and dynamic performance of the
designed observer and the proposed two-layer MPC. In Section 5.3, parameter uncertainties exist,
and the designed observer estimates the sum of all the uncertain terms. Thus Section 5.3 focuses on the
robustness performance against the parameter mismatches of the LC filter.

Compared with the dual observers used method in [31] and the additional current sensors based
method in [32], only one observer is used to observer all the uncertain terms caused by the parameter
uncertainties and the load current in a centralized way. This not only improves the system robustness
against both the parameter uncertainties of the filter inductor and the filter capacitor, but also avoids
the use of additional load current sensors and observers. And this also leads to a reduction in both the
amount of calculation and the economic cost for the hardware configuration. In addition, the layered
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structure of the proposed MPC further reduces the computation. It can be inferred that the proposed
robust MPC can also be extended to general inverters with LC filters, which are widely used in
distributed generation systems, energy storage systems, and uninterruptible power supplies.

7. Conclusions

In this paper, a robust multilayer MPC, which can achieve decoupling control of the output voltage
and capacitor voltage balancing simultaneously in different layers against the parameter uncertainties
or mismatches of the LC filter, is proposed for the full-bridge NPC inverter-based CDAs. The errors
caused by the parameter mismatches or uncertainties of the LC filter and the load current are regarded
as lumped disturbance and estimated by the designed Luenberger observer. Based on the estimated
disturbance, a two-layer MPC is proposed, where the output voltage tracking and the capacitor voltage
balancing are achieved in the first layer and the second layer, respectively. Finally, the steady state
performance, the dynamic performance and the robust performance are verified on the designed 2 kW
experiment prototype.

Compared with existing methods, the proposed robust two-layer MPC uses only one observer
to observe the lumped disturbance caused by the parameter mismatch and the load current, which
simplifies the control system and reduces the calculation of the system. The layered structure further
reduces the computation without affecting the dynamic performance of the MPC. However, the control
delay is not considered, which may affect the control effect and calls for further research.
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Abstract: For the grid-connected photovoltaic inverters, the switching-frequency common-mode
voltage brings the leakage current, which should be eliminated. So far, many kinds of single-phase
inverters have been published for this purpose, but most of them are the conventional voltage-type
ones, which have the disadvantages of poor reliability due to the DC-link electrolytic capacitor and
the risk of short-through of the bridge switches. To solve this technical issue, a novel current source
inverter with AC-side clamping is proposed to mitigate the switching-frequency common-mode
voltage. Meanwhile, a novel modulation method is proposed for the new single-phase inverter to
achieve low-frequency operation of the main switches, which reduces the switching losses. Finally,
the proposed method is implemented on the TMS320F28335DSP + XC6SLX9FPGA digital hardware
platform. Also, the performance comparisons are done with the traditional solution. The results
prove the proposed solution.

Keywords: current source inverter; common-mode voltage; leakage current

1. Introduction

Photovoltaic (PV) power generation is one of the ways to effectively use energy. Through
photovoltaic panels to obtain energy, photovoltaic systems can provide green sustainable solutions [1,2].
In general, energy can be obtained from photovoltaic panels by grid connection of photovoltaic inverters
or by connecting transformers. However, the transformer is relatively heavy, sizable, and costly, with
undesirable power loss problems. Therefore, the transformerless PV inverters are promising and
attractive in industrial and academic fields [3–7]. However, when the transformerless PV inverter is
connected to the grid, there are still many technical challenges to be solved, such as the leakage current
or ground current. Without the transformer isolation, the electrical connection exists between the
photovoltaic panel and the grid, and a leakage current will be generated on the parasitic capacitance
between the photovoltaic panel and the ground. Leakage currents can adversely affect grid current,
personal safety and electro-magnetic interference issues. So, the German standard VDE 0126-1-1
defines that the PV system should be off from the grid when the leakage current exceeds 300 mA.

To solve the above problems, many kinds of topologies have been published, such as Heric,
H6, oH5, H5 [8–11]. In theory, a constant common-mode voltage would be achieved with the above
topologies. In fact, due to the influence of the switch junction capacitance, the switching common-mode
voltage changes with high frequency. Consequently, the leakage current cannot be completely
eliminated. Nevertheless, most topologies are proposed from the perspective of voltage-type inverters.
In a voltage source inverter, the DC-side electrolytic capacitor reduces the reliability and life of the
inverter system. Moreover, the voltage source inverter has a risk of short-through, which leads to
the reliability issue. In addition, the current source inverter has a unique short-circuit operation
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capability, which improves the reliability of the system. Aside from that, the DC-link of the current
source inverter uses an inductor instead of an electrolytic capacitor, which can be designed to work
at high temperatures [12–15]. The current-type inverters, as a matter of fact, have been applied in
photovoltaic systems over the past few decades [16–22].

However, due to the switching-frequency common-mode voltage, the leakage current of the
conventional current-source four-switch inverter is large. This characteristic limits the application
of conventional current source inverters in transformerless photovoltaic systems. Inspired by the
bypass-type voltage source inverter topology [23], this paper proposes a novel AC-side clamped
current-source inverter topology, which effectively suppresses the switching-frequency common-mode
voltage, so as to reduce the leakage current. At the same time, for the new inverter, a new modulation for
reducing the switching loss is proposed. In addition, the proposal is proven by the experiment results.

2. Traditional Current Source Inverter

Figure 1 is a schematic of the conventional current-source inverter circuit. Where, Ldc1 and Ldc2

are DC-side inductors, S1–S4 are IGBTs (Insulated Gate Bipolar Transistor), Cf is the AC-side filter
capacitor, vg is the AC-side voltage, and CPV is the parasitic capacitance between the PV array and the
ground. The voltage change across the parasitic capacitance CPV will cause a leakage current, which
will affect the grid current.

Figure 1. Conventional current-source inverter.

In order to understand the factors affecting the leakage current, a common-mode loop model,
as shown in Figure 2, is established. Where, VCM represents the common-mode voltage (CMV), and Z
is the equivalent impedance of the common-mode loop.

VCM =
VPO + VNO

2
(1)

Z =
sLdc1Ldc2

Ldc1 + Ldc2
(2)

ileakage = 2CPV
dVCPV

dt
(3)

VCPV =
1

2sCPVZ + 1
VCM (4)

where, VCPV represents the voltage across the parasitic capacitance 2CPV. According to Equations (3)
and (4),

Ileakage(s) =
2sCPV

2sCPVZ + 1
VCM (5)
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Figure 2. Common-mode model.

According to Equation (2) and Equations (3)–(5), the leakage current Ileakage is dependent on the
equivalent common-mode impedance and the rate of the common-mode voltage change. Therefore,
reducing the leakage current can be considered from two points, one is to increase the common-mode
loop impedance, and the other is to reduce the rate of the common-mode voltage change or to maintain
the common-mode voltage constant.

Conventional current-source inverters have four switching states, as shown in Table 1. As shown
in Figure 3, the driving signal waveforms of S1 and S3 are changed by low frequency, and the driving
signals of S2 and S4 are changed at a high frequency.

Table 1. Current space vectors, switching states and common-mode voltage (CMV).

Current Vectors Switching States CMV

S1 S2 S3 S4
I1 1 0 0 1 0.5vg
I2 1 1 0 0 vg
I3 0 1 1 0 0.5vg
I4 0 0 1 1 0

Figure 3. Gating signals of current-source inverter.

As switch S1 and the switch S4 are turned on, the common-mode voltage can be derived according
to Equation (1):

VCM =
VPO + VNO

2
=

VAO + VBO
2

=
vg

2
(6)

where, VPO represents the potential of P with respect to O, and VNO represents the potential of N with
respect to O.

When the switch S1 and the switch S2 are turned on, the common-mode voltage is:

VCM =
VPO + VNO

2
= VAO = vg (7)
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As the switch S2 and the switch S3 are turned on, the common-mode voltage is:

VCM =
VPO + VNO

2
=

VBO + VAO
2

=
vg

2
(8)

When the switch S3 and the switch S4 are turned on, the common mode voltage is:

VCM =
VPO + VNO

2
= VBO = 0 (9)

In summary, the switching-frequency common-mode voltage in the system leads to serious
leakage current problems of the current-type inverter. In order to effectively suppress the leakage
current, this paper will propose a new topology in the next section, which can eliminate the switching
common-mode voltage variation for the leakage current attenuation.

3. New Current-Source Inverter

This section introduces a new current-source inverter topology that can eliminate high-frequency
common-mode voltage variation from a topological perspective. As shown in Figure 4, a voltage source
DC-bypass inverter is proposed in Reference [23]. It uses the diode to clamp the unchancommon-mode
voltage unchanged at Vdc/2, and thus, the leakage current can be suppressed. The corresponding
current-type topology is obtained, as illustrated in Figure 5.

Figure 4. Voltage source inverter with DC-side clamping.

Figure 5. New current-source inverter with AC-side clamping.

According to Table 1, the common-mode voltage depends on the grid voltage, and the
common-mode voltage variation is from 0 to vg. For eliminating the high-frequency common-mode
voltage, the DC-side positive bus P and the negative bus N are clamped at the midpoint of the AC-side
filter capacitors during the freewheeling period. According to Equation (1), the common-mode voltage
is vg/2 in the freewheeling cycle.

VCM =
VPO + VNO

2
=

vg

2
(10)
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During the freewheeling period, the switch S5 and the switch S6 are on to establish a freewheeling
path for the DC-side current. The switching states in the active state are the same as that of the
conventional current-source inverter. During the half-positive cycle, the switch S1 and the switch S4 are
turned on. In the half-negative cycle, the switch S2 and the switch S3 are on. The new current-source
inverter switching states and corresponding common-mode voltages are given in Table 2.

Table 2. Current space vectors, switch states and CMV.

Current Vectors Switching States CMV

S1 S2 S3 S4 S5 S6
I1 1 0 0 1 0 0 0.5vg
I3 0 1 1 0 0 0 0.5vg
I0 0 0 0 0 1 1 0.5vg

It can be seen from Table 2 that the new current-source inverter has three switching states, and
the common-mode voltages corresponding to each switching state are the same, which are 0.5vg,
and the common-mode voltage frequency is consistent with the fundamental frequency. Since the
frequency of the grid voltage vg is smaller than the high switching frequency, the influence of the
fundamental-frequency voltage on the switching frequency common-mode characteristics can be
ignored. According to Equations (3)–(5), the proposed method eliminates the switching frequency
common-mode voltage variation, so that the leakage current is effectively suppressed.

The driving signal waveform of the proposed inverter is shown in Figure 6. The switches S1–S6 are
high-frequency changes and the switching loss is increased. To solve this problem, a novel modulation
method for reducing the switching loss based on the characteristics of the new topology is proposed.
Taking the half-positive cycle operating state as an example, the active state I1 and the zero state I0

alternately operate. Figures 7 and 8 are circuit diagrams of the system operating in the active state I1

and the zero state I0, respectively.

Figure 6. Gating signal of new current-source inverter.
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Figure 7. Schematic of the active state I1.

Figure 8. Schematic with the active state I0.

According to Figure 8, when the system operates in the zero state, the potential at point A is vg,
the potential at point B is 0, the point P and the point N are clamped at point M, and the potential at
point M is vg/2. Therefore, in the zero state, if the switch S1 and the switch S4 are in the on state, the
diodes D1 and D4 are reversely turned off, and the upper arm and the lower arm are still in the off
state, and the circuit is as shown in Figure 9. The switch S1 and the switch S4 can always be in the on
state during the half-positive cycle. In a similar manner, for the half-negative cycle, the switch S2 and
the switch S3 can always be in the on state. The switching states of the new modulation method can be
obtained, as shown in Table 3. Figure 10 shows the gating signals’ waveform when using the new
modulation method. It can be seen that the switches S1–S4 vary by low frequency, and the switching
loss is reduced.
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Figure 9. Schematic under new modulation method.

Table 3. Current space vectors, switching states and CMV.

Current Vectors Switching States CMV

S1 S2 S3 S4 S5 S6
I1 1 0 0 1 0 0 0.5vg
I01 1 0 0 1 1 1 0.5vg
I3 0 1 1 0 0 0 0.5vg
I03 0 1 1 0 1 1 0.5vg

Figure 10. Gating signals with the new modulation.

4. Results

In this section, a system experiment setup was built, and the proposal was compared against
the traditional method. The algorithm is realized by the DSP (TMS320F28335) and FPGA (Xilinx
XC6SLX9). The experimental parameters are shown in Table 4. Figure 11 shows the control diagram of
the proposal. The phase angle θ is detected to generate the reference current. The output m of the
PR (Proportional Resonant) regulator is used as the input of the new modulation method. The new
modulation method judges the positive or negative of m and selects the corresponding switching
sequence. The specific switching sequence selection is shown in Figure 12, where Ts represents the
switching period.
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Table 4. Experimental parameters.

Parameters Values

Switching frequency 10 kHz
AC-side filter capacitors (Cf1 Cf2) 18.8 μF
DC-side inductances (Ldc1 Ldc2) 5 mH

Parasitic capacitance (Cpv) 75 nF
DC-side current 8 A
DC-side voltage 200 V
AC-side current 6 A
AC-side voltage 110 V (RMS)

Figure 11. System control block diagram.

Figure 12. Switching sequence selection for new modulation method.

The experimental results for the conventional current-type inverter are shown in Figure 13.
The output current Iinv is unipolar, and the grid current Ig is sinusoidal. Figure 13b shows the voltages
VPO, VNO and the common-mode voltage VCM. The leakage current Ileakage waveform is shown
in Figure 13c, and the maximum leakage current is 2 A. The switching-frequency variation of the
common-mode voltage causes the leakage current to far exceed the 300 mA. As shown in Figure 13d,
for the gating signal waveforms of the switches S1–S4, the switch S1 and the switch S3 operate at the
power frequency, and the switch S2 and the switch S4 operate at a high frequency.
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Figure 13. Results with conventional current-type inverter. (a) Output current Iinv, common-mode
voltage VCM, grid current Ig; (b) VPO, VNO, common-mode voltage VCM; (c) Leakage current Ileakage,
common-mode voltage VCM; (d) Switches S1–S4 gating signal waveforms.

The output current Iinv and the grid current Ig are shown in Figure 14a. From Figure 14d, the
switches S1-S4 operate in power frequency, which reduces the switching loss. Figure 14b is the
experimental result of the voltages VPO, VNO and the common-mode voltage VCM. The common-mode
voltage is the half-grid voltage, ignoring the effect of the fundamental-frequency component of the
common-mode voltage on the high-frequency common-mode behavior. According to Equation (5), the
leakage current is able to be attenuated. The experimental waveform of the leakage current Ileakage is
shown in Figure 14c. The maximum value of the leakage current is 144 mA, which meets the standard
and is less than 300 mA, which is satisfactory in terms of the VDE-0126-1-1.
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Figure 14. Results with new current-source inverter. (a) Output current Iinv, common-mode voltage VCM,
grid current Ig; (b) VPO, VNO, common-mode voltage VCM; (c) Leakage current Ileakage, common-mode
voltage VCM; (d) Switches S1–S6 gating signal waveforms.

5. Conclusions

In this paper, a novel current-source inverter was proposed. Through the principle analysis and
experimental research, the following conclusions were drawn. (1) The high-frequency variation of the
common-mode voltage of the conventional current-source inverter cannot effectively suppress the
leakage current. (2) The topology proposed in this paper can effectively eliminate the high-frequency
common-mode voltage of the system, thus effectively suppressing the system leakage current and
satisfying the VDE-0126-1-1 standard.
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Abstract: Control strategy is the key technology of power electronic converter equipment. In order to
solve the problem of controller design, a general design method is presented in this paper, which is
more convenient to use computer machine learning and provides design rules for high-order power
electronic system. With the higher order system Lie derivative, the nonlinear system is mapped to
a controllable standard type, and then classical linear system control method is adopted to design
the controller. The simulation and experimental results show that the two controllers have good
steady-state control performance and dynamic response performance.

Keywords: state feedback linearization; grid-connected inverter; LCL filter

1. Introduction

As the main equipment of an AC power system, grid-connected voltage source inverters (VSI)
have been widely used in recent years, such as photovoltaic inverters [1], Pulse Width Modulation
Pulse Width Modulation (PWM) rectifiers [2], static var generators [3], active power filters [4], etc.

The filter is an important part of the inverter, the structure of which directly determines the
mathematical model and control mode of the inverter. Nowadays, a Inductance-Capacitance-Inductance
(LCL) filter, with the advantages of small size, low cost and high harmonic attenuation for high frequency
current, is widely used in voltage source type grid-connected converters. Considering that the LCL
filter is the 3-order system, the damping of the system is small, resulting in a resonant peak of the
grid-side inductance current. This phenomenon will adversely affect the safe and stable operation
of grid-connected system. In order to improve the damping characteristics of the system, additional
system damping is required. Active damping control method is commonly used at present stage [5].
With the state variables feedback, the traditional proportional integral controller can be used to achieve
the grid-side inductance current control.

However, for nonlinear power electronic devices, this design method of the controller is based on
small signal modeling [6] and harmonic linearization. As the coupling and high order terms in the
system are ignored in the Taylor series calculation, the obtained controller is suitable for working at
steady working point with poor performance in other control domains [7].

In order to solve the global control problem, many solutions have been put forward [8,9]. Among
them, the state feedback linearization method that develops from differential geometry [10,11] has
become an effective way to solve the nonlinear power electronics system control problems. Based on
the differential homeomorphism, Lie derivative is used to analyze the numerical relation between
the state variables, the input variables, and the output variables. Then, the necessary and sufficient
conditions for controllability and observability of nonlinear control systems can be established. Choi et
al. proposed a feedback linearization direct torque control for the permanent magnet synchronous
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motor [12]. In addition, the drive flux and torque ripple were suppressed. Yang et al. combined
feedback linearization and sliding mode variable structure control to complete the control of three-phase
four-leg inverter [13]. This method was used to decouple the torque and stator flux of the inductive
motor by Lascu et al. [14]. Yang et al. applied the state feedback control to the Modular Multilevel
Converter (MMC) system and analyzed the performance characteristics of the system [15].

Different from the local approximate linearization method, the feedback decoupling is achieved by
adopting this nonlinear algorithm without ignoring the higher-order terms. However, the commonly
used feedback linearization algorithm at the present stage is mostly used in the 2-order or 1-order
system. The research on the controller design of high-order or other complex systems is rare. In addition,
when the order of the controlled object is high, whether the state feedback control can be transformed
into a simple form has not been analyzed by literatures.

In order to achieve the control of high-order power electronic systems, the design of controller
based on LCL filter type grid-connected inverters is studied in this paper. For the 3-order control
system, two controller design methods based on state feedback linearization are proposed in this paper.
Lie derivative vector field is used to solve the system relationship and design the decoupling matrix.
Through the nonlinear mapping, the nonlinear system can be mapped to a controllable standard
form. Then, the classical linear system control method, which can be designed easily, is applicable for
the controller design. Finally, the performance of the two controllers is compared and analyzed by
simulations and experiments.

2. Single Closed-Loop Controller Design Based on State Feedback Linearization

2.1. Model of the Three-Phase Three-Leg Grid-Connected Inverter

Figure 1 shows the structure of the three-phase three-leg LCL grid-connected inverter. L1 and L2

denote the inverter side inductance and the grid-side inductance, respectively.
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Figure 1. Schematic diagram of the three-phase three-leg grid-connected inverter.

As the model has been analyzed by many literatures, this paper does not repeat the description.
The mathematical model of inverter in dq coordinate axis is given directly as

d
dt
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0 ω −1/L1 0 0 0 md/L1

−ω 0 0 −1/L1 0 0 mq/L1

1/C 0 0 ω −1/C 0 0
0 1/C −ω 0 0 −1/C 0
0 0 1/L2 0 0 ω 0
0 0 0 1/L2 −ω 0 0
− md

Cdc
− mq

Cdc
0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

i1d
i1q
ucd
ucq

i2d
i2q

udc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

[
0 0 0 0 0 −1/L2 0
0 0 0 0 −1/L2 0 0

]T[
ed
eq

]
(1)
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where the state variables X =
[
i1d i1q ucd ucq i2d i2q udc

]T
represent the inverter side inductance current,

the filter capacitor voltage, the grid-side inductance current and the DC voltage in the synchronous
reference coordinate system, respectively. ed and eq represent grid voltage in the synchronous reference
coordinate system, respectively. md and mq represent the nonlinear pulse width modulation variables,
respectively. ω represents the fundamental angular frequency of the system.

According to (1), due to the mutual inductance and mutual capacitance, the inductance current
and the capacitance voltage is coupled in the synchronous reference coordinate system.

Usually, the voltage source grid-connected inverter system is a double closed loop structure.
The outer loop controls DC voltage, and the inner loop controls AC current. However, for the different
structure like the PV system, the DC voltage may not need to be controlled. Considering the generality,
only the current inner loop is analyzed. Due to the LCL filter, the system can be regarded as a 2-input
2-output system. At the same time, the existence of LCL filter capacitor, which introduces a pair of
conjugate pure imaginary roots to cause resonance, increases the order of the system. Therefore, it is
necessary to consider the suppression of resonance.

2.2. Single Closed-Loop Control Strategy Based on State Feedback Linearization

Define the LCL filter inverter side inductance current, filter capacitor voltage, and grid-side

inductance current as state variables, written as X = [x1 x2 x3 x4 x5 x6]
T =
[
i1d i1q ucd ucq i2d i2q

]T
.

Define the 2 dimensional modulation vector in the synchronous coordinate system as the input variable,

written as U = [u1 u2]
T =
[
md mq
]T

. The deviation of grid-side inductance current (controlled object)

is taken as the output variable Y = R(X) = [r1(X) r2(X)]T =
[
idre f − i2d iqre f − i2q

]T
, in which idre f and

iqre f are the reference current.
Therefore, Equation (1) can be expressed as a nonlinear differential equation composed of

polynomials of state variables and input variables:

⎧⎪⎨⎪⎩
.

X = f[X(t)] + G[X(t)]U
Y = R(X)

(2)

where f(X) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ωx2 − x3/L1

−ωx1 − x4/L1

x1/C +ωx4 − x5/C
x2/C−ωx3 − x6/C

x3/L2 +ωx6 − ugd/L2

x4/L2 −ωx5 − ugq/L2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, G(X) = [g1(X)g2(X)] =

[
0 udc/L1 0 0 0 0
udc/L1 0 0 0 0 0

]T
.

Equation (2) shows that the LCL-type three-phase three-leg converter is a 2-input 2-output affine
nonlinear system with the state variables number of n = 6. It is nonlinear for the state vector X,
but linear for the input U. Since the state variables are all dq-axis symmetric variables, the number of
vector field pairs is l = 3. The corresponding l− 1 order Lie derivative can be described as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ad f g1(X) = L f g1 − Lg1 f

=
[

0 ωudc
L1

− udc
L1C 0 0 0

]T
ad2

f g1(X) = L f [ad f g1(X)] − Lad f g1(X) f

=
[
ω2udc

L1
+

udc
L2

1C
0 0 2ωudc

L1C − udc
L1L2C 0

]T
ad f g2(X) = L f g2 − Lg2 f

=
[ −ωudc

L1
0 0 − udc

L1C 0 0
]T

ad2
f g2(X) = L f [ad f g2(X)] − Lad f g2(X) f

=
[

0 ω2udc
L1

+
udc
L2

1C
− 2ωudc

L1C 0 0 − udc
L1L2C

]T

(3)
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where ad f g denotes Lie bracket operation of vector fields f and g, written as ad f g = L f g − Lg f =

(∂g/∂X) f − (∂ f /∂X)g. Then, the corresponding 6-dimensional vector field matrix can be expressed as

D6 =
[

g1 g2 ad f g1 ad f g2 ad2
f g1 ad2

f g2
]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

udc
L1

0 0 −ωudc
L1

ω2udc
L1

+
udc
L2

1C
0

0 udc
L1

ωudc
L1

0 0 ω2udc
L1

+
udc
L2

1C

0 0 − udc
L1C 0 0 − 2ωudc

L1C

0 0 0 − udc
L1C

2ωudc
L1C 0

0 0 0 0 − udc
L1L2C 0

0 0 0 0 0 − udc
L1L2C

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

Obviously, it can be obtained that RankD6 = 6 = n. The rank of the matrix formed by the vector
fields is n in the neighborhood of X0.

According to Equations (3) and (4), the elements in
[
g1 g2 ad f g1 ad f g2 ad2

f g1 ad2
f g2

]
do not contain

state variables. In other words, they are the constant vector fields, meaning that the result of Lie
brackets operation between two elements is a zero vector. Define Di as the matrix of the former i
column elements in Equation (4). It can be calculated that the 6 vector fields satisfy involution relation.
Therefore, according to the nonlinear control theory, state feedback can be applied to linearize the
inverter system.

A MIMO nonlinear system has a relative degree {r1, . . . , rm} at a point x0 if

1. LgjL
k
f ri(X) � 0 for all 0 ≤ j ≤ m, for all k ≤ ri − 1, for all 0 ≤ i≤ m and for all x in a neighborhood

of x0.
2. the m × m matrix E(X) is nonsingular at x = x0.

In Equation (2), the output variable of the inverter is current error r1(X) = idre f − i2d. In order to
analyze the numerical relation of the output, the Lie derivatives need to be calculated as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Lg1 r1(X) =
∂r1(X)
∂X g1(X) = 0

Lg2 r1(X) =
∂r1(X)
∂X g2(X) = 0

L f r1(X) =
∂r1(X)
∂X f (X) = − 1

L2
x3 −ωx6 +

1
L2

ed

Lg1 L f r1(X) =
∂(L f r1(X))

∂X g1(X) = 0

Lg2 L f r1(X) =
∂(L f r1(X))

∂X g2(X) = 0

L2
f r1(X) =

∂(L f r1(X))

∂X f (X) = x5−x1
L2C − 2ω

L2
x4 +ω2x5 +

ω
L2

eq

Lg1 L2
f r1(X) =

∂(L2
f r1(X))

∂X g1(X) = − udc
L1L2C � 0

Lg2 L2
f r1(X) =

∂(L2
f r1(X))

∂X g2(X) = 0

(5)

where Lg1L2
f r1(X) � 0. The relation degree of the output is d1 = 3.

Similarly, the output r2(X) = iqre f − i2q is symmetrical. The relation degree of the output r2(X)

is d2 = 3.
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The Lie derivatives can be obtained as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Lg1 r2(X) =
∂r2(X)
∂X g1(X) = 0

Lg2r2(X) =
∂r2(X)
∂X g2(X) = 0

L f r2(X) =
∂r2(X)
∂X f (X) = − 1

L2
x4 +ωx5 +

1
L2

eq

Lg1L f r2(X) =
∂(L f r2(X))

∂X g1(X) = 0

Lg2L f r2(X) =
∂(L f r2(X))

∂X g2(X) = 0

L2
f r2(X) =

∂(L f r2(X))

∂X f (X) = x6−x2
L2C + 2ω

L2
x3 +ω2x6 − ωL2

ed

Lg1 L2
f r2(X) =

∂(L2
f r2(X))

∂X g1(X) = 0

Lg2L2
f r2(X) =

∂(L2
f r2(X))

∂X g2(X) = − udc
L1L2C � 0

(6)

Based on the above analysis, the decoupling matrix can be established as follows.

E(X) =

⎡⎢⎢⎢⎢⎢⎣ Lg1L2
f r1(X) Lg2 L2

f r1(X)

Lg1L2
f r2(X) Lg2 L2

f r2(X)

⎤⎥⎥⎥⎥⎥⎦
=

[ −udc/(L1L2C) 0
0 −udc/(L1L2C)

] (7)

It can be calculated that the matrix is a non-singular matrix. The total relation degree of the system
output variables is d = d1 + d2 = 6 = n. Therefore, in view of coordinate transformation, the original
system can be directly transformed into a controllable linear system of Brunovsky standard type.

Define the state variable of linear standard system after feedback linearization as
Z = [z1 z2 z3 z4 z5 z6]

T. According to the relative order theory, the relationship between the new
state variables and the original state variables can be expressed as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

z1 = r1(X) = idre f − x5

z2 = L f r1(X) = − 1
L2

x3 −ωx6 +
1

L2
ed

z3 = L2
f r1(X) = x5−x1

L2C − 2ω
L2

x4 +ω2x5 +
ω
L2

eq

z4 = r2(X) = iqre f − x6

z5 = L f r2(X) = − 1
L2

x4 +ωx5 +
1

L2
eq

z6 = L2
f r2(X) = x6−x2

L2C + 2ω
L2

x3 +ω2x6 − ωL2
ed

(8)

Equation (8) shows that the original system state variable X is mapped into new state variable Z
after the coordinate transformation of the Lie derivative. The coupling and high order terms in the
system are not ignored in the coordinate transformation. The numerical relationship between new
state variables can be calculated as
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
z1 =

∂r1(X)
∂X

.
X = − 1

L2
x3 −ωx6 +

1
L2

ed = z2

.
z2 =

∂(L f r1(X))

∂X

.
X = x5−x1

L2C − 2ω
L2

x4 +ω2x5 +
ω
L2

eq = z3

.
z3 =

∂(L2
f r1(X))

∂X

.
X = − 3ω

L2C x2 + ( L1+L2
L1L2

2C
+ 3ω2

L2
)x3

+( 3ω
L2C +ω3)x6 − ( 1

L2
2C

+ ω2

L2
)ed − udc

L1L2C u1
.
z4 =

∂r2(X)
∂X

.
X = − 1

L2
x4 +ωx5 +

1
L2

eq = z5

.
z5 =

∂(L f r2(X))

∂X

.
X = x6−x2

L2C + 2ω
L2

x3 +ω2x6 − ωL2
ed = z6

.
z6 =

∂(L2
f r2(X))

∂X

.
X = 3ω

L2C x1 + ( L1+L2
L1L2

2C
+ 3ω2

L2
)x4

−( 3ω
L2C +ω3)x5 − ( 1

L2
2C

+ ω2

L2
)eq − udc

L1L2C u2

(9)

It can be seen that information of z1 is not directly contained in state variable z3 and information
of z4 is not directly contained in state variable z6. Defining the control variable after the coordinate
transformation as V = [v1 v2]

T, the relationship between the original nonlinear system control variable
U and V of can be obtained as

U = E−1(X)[V− Γ(X)] (10)

where Γ(X) =

⎡⎢⎢⎢⎢⎢⎣ Lr1
f r1(X)

Lr2
f r2(X)

⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎛⎜⎜⎜⎜⎜⎜⎜⎝
− 3ω

L2C x2 + ( L1+L2
L1L2

2C
+ 3ω2

L2
)x3

+( 3ω
L2C +ω3)x6 − ( 1

L2
2C

+ ω2

L2
)ed

⎞⎟⎟⎟⎟⎟⎟⎟⎠⎛⎜⎜⎜⎜⎜⎜⎜⎝
3ω
L2C x1 + ( L1+L2

L1L2
2C

+ 3ω2

L2
)x4

−( 3ω
L2C +ω3)x5 − ( 1

L2
2C

+ ω2

L2
)eq

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Substituting Equation (10) into Equation (2), the controller can be expressed as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

u1 = 1
udc

[−3L1ωi1q + (3L1Cω2 + L1+L2
L2

)ucd

+(3L1ω+ L1L2Cω3)i2q − (L1Cω2 + L1
L2
)ed] − L1L2C

udc
v1

u2 = 1
udc

[3L1ωi1d + (3L1Cω2 + L1+L2
L2

)ucq

−(3L1ω+ L1L2Cω3)i2d − (L1Cω2 + L1
L2
)eq] − L1L2C

udc
v2

(11)

The original nonlinear system is transformed into the linear system as follows:

⎧⎪⎨⎪⎩
.
Z = AZ + BV
Y = CZ

(12)

where A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0
0 0
1 0
0 0
0 0
0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0
0 0
0 0
0 1
0 0
0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

The matrix A shows that the dq components of the original system are completely decoupled by
nonlinear mapping. The transfer function of the system is shown in Figure 2. The block diagrams in
the dotted box are the equivalent controller and the original system.
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di di
L L C−

L C L Lω− −

L C L L Lω + +

dcu

qide

cdu

qi

di

du

L ω− L L L Cω ω+

sLdcudv cdi
sCdi cdu

sL

qi qi
L L C−

L C L Lω− −

L C L L Lω + +

dcu

diqe

cqu

di

qi

qu

L ω− L L L Cω ω+

sLdcu cqi
sC

qi cqu
sLqv

Figure 2. Current control system based on state feedback linearization.

For the system shown in Equation (12), the controller V can be designed to make it stable at
the point [z1 z4]

T = [0 0]T. As the feedback decoupling of the original system has been completed,
the controller can be designed based on the linear theory to achieve the control of original system.

2.3. Parameters Design of Current Single Closed Loop Controller

Through the state feedback linearization, the system is transformed into a 3-order controllable
standard type. Therefore, at least two open-loop zeros should be introduced into the linear controller,
that is, two first-order differentiation elements. Considering that the differentiation elements may cause
system noise, the controller should contain a filter part (i.e., the first-order inertial element). To make
the controller simple, the transfer function of the system controller after linearization can be written as:

v1 = v2 = −(k2s2 + k1s + k0)/(s + k3) (13)

Then the open-loop transfer function and the closed-loop transfer function of the control system
can be represented as follows:

GOL(s) =
k2s2 + k1s + k0

s3(s + k3)
(14)

GCL(s) =
k2s2 + k1s + k0

s4 + k3s3 + k2s2 + k1s + k0
(15)

Compared with the original open-loop system, the controller which adds two zeros and one pole
as a series correction link turns the original 3-order system into a 4-order one. Therefore, the order
reduction processing of the higher order system is considered.

Assume two poles and two zeros constitute a pair of dipoles. Then, Equation (15) can be
rewritten as

GCL(s) =
k2(s2 + 2ζ1ωn1s +ω2

n1)

(s2 + 2ζ2ωn2s +ω2
n2)(s

2 + 2ζ3ωn3s +ω2
n3)

(16)

With dipoles elimination, the system can be transformed to a typical 2-order system. For the
closed-loop transfer function of the 2-order linear system, the parameter design method of the linear
system can be used to construct the restrictive conditions, so as to obtain the parameters range.

197



Electronics 2019, 8, 877

1. Stability conditions of the system

According to the stability criterion, the closed loop characteristic equation of the original system
should satisfy the Hurtwitz criterion as follows:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Δ1 = k2k3 > 0
Δ2 = Δ1 − k1 > 0
Δ3 = k1Δ2 − k0k2

3 > 0
Δ4 = k0k1k2k3 > 0

(17)

2. Restrictive conditions of dipoles parameters

The closed loop system (16) can be reduced to a 2-order system with sufficient condition of dipoles
existence. It is necessary to keep the dipole far from the imaginary axis (i.e., ζ2ωn2 > ζ3ωn3).∣∣∣∣∣(ζ1ωn1 − ζ2ωn2) + j(ωn1

√
1− ζ2

1 −ωn2

√
1− ζ2

2)

∣∣∣∣∣ < ζ2ωn2

10
(18)

3. Cut-off frequency of the closed loop system

The cut-off frequency (i.e., ωb) of current control system is generally less than 1/5 of
switching frequency.

Gain( jω)
∣∣∣ω=ωb

= k2√
(ω2

n3−ω2
b)

2
+(2ζ3ωn3ωb)

2
= 0.707 (19)

4. Closed loop amplitude frequency characteristic at zero frequency

The closed loop system should maintain good tracking performance at low frequency band.
The amplitude frequency characteristics satisfy the requirement of Gain( jω)

∣∣∣
ω=0 ≈ 1.

Gain( jω)|ω=0 =
k2ω2

n1

ω2
n2ω

2
n3

≈ 1 (20)

Combined with the above four conditions, the optimal control shown in Equation (12) can be
realized according to the classical control theory.

3. Design of Double Closed Loop Controller Based on Reduced Order State Feedback Linearization

The single closed loop feedback linearization method is used to decouple and simplify the inverter.
The controller designed through this method is simple in structure, but it is too dependent on system
precise model. Furthermore, the design of controller coefficient is complex, which limits the application
of the algorithm.

Considering the objective of control, it is not necessary to configure all open loop poles of LCL type
inverter model to the coordinate origin. Therefore, the system can be divided into two parts, which are
analyzed separately. Then, a control strategy based on reduced order state feedback linearization can
be designed. Consequently, the capacitance voltage in the LCL filter can be adopted as the intermediate
variable of the reduced order feedback line linearization system. At the same time with system
decoupling control, the single state variable active damping strategy is added to the system to achieve
resonance suppression.

3.1. State Feedback of Inverter Side Inductance and Filter Capacitor Subsystem

Define the inverter side inductance current and the filter capacitor voltage as state variables

X = [x1 x2 x3 x4]
T =
[
i1d i1q ucd ucq

]T
, modulation variables as input variables U =

[
u1d u1q

]T
, filter

capacitor voltage as output variables Y = R(X) =
[
ucd ucq

]T
.
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The model of the inverter inductance and the filter capacitance subsystem can be written as

Equation (2), where f(X) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ωx2 − x3/L1

−ωx1 − x4/L1

x1/C +ωx4 − i2d/C
x2/C−ωx3 − i2q/C

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, G(X) =
[

g1(X) g2(X)
]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
udc/L1 0

0 udc/L1

0 0
0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.
The grid-side inductance current can be considered as a measurable feedback variable in the system.
The model is a 2-input 2-output affine nonlinear system with 4 state variables (i.e., n = 4).

According to the aforementioned analysis method, the 4-dimensional vector field matrix can be
calculated as follows:

D4 =
[

g1 g2 ad f g1 ad f g2
]

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
udc/L1 0 0 −ωudc/L1

0 udc/L1 ωudc/L1 0
0 0 −udc/L1C 0
0 0 0 −udc/L1C

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(21)

From (21), it can be obtained that RankD4 = 4 = n. The calculation result shows that the vector
fields are involution, which satisfies the state feedback linearization condition.

The Lie derivative of the system output (i.e., r1(X) = ucd) can be calculated as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Lg1 r1(X) =
∂r1(X)
∂X g1(X) = 0

Lg2 r1(X) =
∂r1(X)
∂X g2(X) = 0

L f r1(X) =
∂r1(X)
∂X f (X) = 1

C x1 +ωx4 − 1
C i2d

Lg1L f r1(X) =
∂(L f r1(X))

∂X g1(X) =
udc
L1C � 0

Lg2L f r1(X) =
∂(L f r1(X))

∂X g2(X) = 0

(22)

In Equation (22), the total relationship of the output variables of the system is d = d1 + d2 = 4,
so the subsystem can be directly transformed to a linear controllable system through coordinate
transformation. The corresponding decoupling matrix can be written as

E(X) =

[
Lg1L f r1(X) Lg2L f r1(X)

Lg1L f r2(X) Lg2L f r2(X)

]
=

⎡⎢⎢⎢⎢⎣
udc
L1C 0
0 udc

L1C

⎤⎥⎥⎥⎥⎦ (23)

Then, the new state variables after the feedback linearization can be expressed as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
z1 =

∂r1(X)
∂X

.
X = 1

C x1 +ωx4 − 1
C i2d

.
z2 =

∂(L f r1(X))

∂X

.
X = 2ω

C x2 − 1+L1Cω2

L1C x3 − ωC i2q +
udc
L1C u1d

.
z3 =

∂r2(X)
∂X

.
X = 1

C x2 −ωx3 − 1
C i2q

.
z4 =

∂(L f r2(X))

∂X

.
X = − 2ω

C x1 − 1+L1Cω2

L1C x4 +
ω
C i2d +

udc
L1C u1q

(24)

The relationship between the new control variable V and the original one U is as (10), where

Γ(X) =

⎡⎢⎢⎢⎢⎢⎣ Lr1
f r1(X)

Lr2
f r2(X)

⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣

2ω
C x2 − 1+L1Cω2

L1C x3 − ωC i2q

− 2ω
C x1 − 1+L1Cω2

L1C x4 +
ω
C i2d

⎤⎥⎥⎥⎥⎥⎥⎦.
Combining Equation (23) and Equation (10), the original control variable U can be expressed as⎧⎪⎪⎪⎨⎪⎪⎪⎩

u1d = L1C
udc

v1d − L1C
udc

[ 2ω
C i1q − 1+L1Cω2

L1C ucd − ωC i2q]

u1q =
L1C
udc

v1q − L1C
udc

[− 2ω
C i1d − 1+L1Cω2

L1C ucq +
ω
C i2d]

(25)
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Through coordinate transformation, the original nonlinear system is transformed to two linear
systems as follows: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

.
Zd =

[ .
z1
.
z2

]
=

[
0 1
0 0

][
z1

z2

]
+

[
0

v1d

]
yd = z1⎧⎪⎪⎪⎨⎪⎪⎪⎩
.
Zq =

[ .
z3
.
z4

]
=

[
0 1
0 0

][
z3

z4

]
+

[
0

v1q

]
yq = z3

(26)

3.2. State Feedback of Grid-Side Inductance Subsystem

Similarly, define the grid-side inductance current of the LCL filter as the state variables

X = [x1 x2]
T =
[
i2d i2q
]T

, the filter capacitor voltage as the input variables U =
[
u2d u2q

]T
=
[
ucd ucq

]T
,

and the grid side current as the output variable Y =
[
i2d i2q
]T

.

The model of subsystem can be written as Equation (2), where (X) =

[
ωx2 − ed/L2

−ωx1 − eq/L2

]
,

G(X) = [g1(X) g2(X)] =

[
1/L2 0

0 1/L2

]
.

Then, the original control variable U can be expressed as

{
u2d = L2v2d − L2ωi2q + ed
u2q = L2v2q + L2ωi2d + eq

(27)

3.3. Parameters Design of Double Closed Loop Controller

In the reduced order feedback linearization method, the filter capacitor voltage is the input
and output of the two reduced order systems, respectively. Then the double loop control system is
constructed that the outer control loop is the grid side current control and the inner control loop is the
filter capacitor voltage control.

The control inner loop is the filter capacitor voltage control and can be designed as a unit negative
feedback closed loop system. Considering the resonance suppression, differential feedback is needed.
Therefore, a double control loop strategy can be designed, in which the d-axis system is shown in
Figure 3.

di
Ldv

k s +

de

qi
L ω−

dv

de L C
L C

ω+

C
ω

dc

L C
u

didu
dcu cdidi cdu

C
ω−

qi qi

sCsL sL

Figure 3. Block diagram of the reduced order feedback decoupling control system.

In Figure 3, the VSI system is transformed to three series integration links. The outer control
loop is the grid-side inductance current control, and the conventional proportional integral controller
is compatible. The inner control loop is the filter capacitor voltage control. In order to track high
frequency ripple, a proportional controller can be adopted to improve the response speed of the system.
Due to the influence of the inner control loop on the original system structure, the outer current control
loop is no longer a precise feedback. A feedback term deviation appears. However, compared with the
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forward channel gain, the deviation, which can be equivalent to a feed forward interference, is smaller.
Therefore, it can be compensated by a PI controller.

Define the outer loop controller parameters as k2 and k3, the inner loop controller parameter as k1.
Then, the control system can be represented as Figure 4.

s s s
di di

k s

kk s k
s
+

Figure 4. Equivalent block diagram of control system.

Open loop and closed loop transfer function of the system can be written as

GOL(s) =
k1(k2s + k3)

s2(s2 + k0k1s + k1)
(28)

GCL(s) =
k1(k2s + k3)

s4 + k0k1s3 + k1s2 + k1k2s + k1k3
(29)

In the double closed loop current control system shown in (29), the numerator order of the
transfer function is quite different from the denominator order. The parameters coupling degree is
low. Therefore, the parameters can be designed directly according to the system characteristics. As the
parameters design method was analyzed before, this section does not repeat the description.

4. Simulations and Experiments

4.1. Simulation and Experimental Environment

In order to verify the effectiveness of the proposed algorithm, the three-phase static var generator
is used as the controlled object.

Matlab/Simulink simulation software (2010b, MathWorks, Inc., Natick, Massachusetts 01760 USA)
is used to carry out numerical simulation analysis of three-phase three-leg grid-connected inverter
based on feedback linearization. IGBT model in MATLAB/Simulink simulation software is selected
as switch, with internal resistance Ron = 1 mΩ, snubber resistance Rs = 500 kΩ, snubber capacitance
Cs = inf.

Furthermore, in order to verify the feasibility of the algorithm, a 50 kW prototype of three-phase
three-leg inverter is built and the experiment is carried out. The Controller chip of the prototype is
TMS320F28335 (Texas Instruments, Inc., Dallas, Texas 75243 USA). The IGBT module is SKM150GB12V
(Semikron, Ltd., Nuremberg, Germany), with the switching frequency of 10 kHz.

A photograph of the test rig is shown in Figure 5.
Based on the system parameters shown in Table 1, the control parameters of the two feedback

linearized systems are selected, respectively.

1. Based on Equations (17)–(20), selecting the cut-off frequency of the open-loop transfer function
as 750 Hz, the single closed-loop control system parameters can be designed as: k3 = 5000,
k2 = 107π, k1 = 200k2, k0 = 104k2. At this time, the corresponding phase margin is Pm = 45◦,
and the closed-loop bandwidth is 1 kHz.

2. Similarly, the parameters of the double closed loop control system can be designed as: k0 = 2 × 10−4,
k1 = 108, k2 = 5 × 103, k3 = 102k3. Then, the corresponding open loop cut-off frequency is 680 Hz,
phase margin is Pm = 43◦, and closed-loop bandwidth is 1 kHz.
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Figure 5. Photograph of the experimental test rig.

Table 1. Parameters for the system.

Variables Symbols Value

DC Bus Voltage udc 650 V
Grid Voltage ug 380 V

Grid-side inductor L2 0.2 mH
Inverter side inductor L1 0.3 mH

Filter capacitor C 20 uF
Switching frequency f 10 kHz

The corresponding frequency domain characteristics of two control systems are shown in Figure 6.

  

(a) (b) 

Figure 6. Bode diagrams of the closed-loop control systems: (a) Single closed-loop control system,
(b) double closed-loop control system.

4.2. Steady State Control Performance

Setting VSI output current as i2 = 50 A, the three-phase output current on the basis of two control
methods is shown in Figure 7.
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(a) (b) 

Figure 7. Steady-state current waveforms of voltage source inverters (VSI) based on two control
schemes: (a) Output current of the single closed-loop control system, (b) output current of the double
closed-loop control system.

According to Figure 7, both the two inverter systems can track the reference current accurately
with small current distortion. Compared to single closed loop control, the output ripple of double
closed loop control system is smaller.

The prototype is adopted to carry out the experiment. The output current of the system based on
two kinds of control methods is shown in Figure 8. The output current Total Harmonic Distortion (THD)
with the two control methods are 4.36% and 1.57%, respectively. The current ripple of single closed loop
control system based on feedback linearization is larger. The main reason is that the control system is
highly dependent on the accuracy of the system model. However, the sampling and control delays,
which exist in real systems, cause the inaccuracy of the feedback signal. In addition, the nonlinear
magnetization curve of the inductance and the equivalent series resistance of the capacitance also
affect the model accuracy. It reduces the damping effect of the resonance point and increases the
current ripple. The reduced order double closed loop controller takes the filter capacitor voltage as
the intermediate variable. To some extent, the measure reduces the coupling relationship among the
control variables and improves the robustness of the system. The steady state control performance
is better.

 
(a) (b) 

Figure 8. Experimental steady-state current waveforms: (a) Output current of the single closed-loop
control experiment, (b) output current of the double closed-loop control experiment.

4.3. Dynamic Control Performance

In this paper, a dynamic test is carried out in the form of virtual load. The grid-connected current
is set as 25 A at the initial time, and then doubles at 0.3 s. The output current of the system is shown in
Figure 9.

When the load current changes, the output current of the two systems fluctuates with little
overshoot. After a brief transient process, the system reaches a new steady state within one fundamental
period. Compared to the direct feedback linearization control, the reduced order feedback linearization
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control lacks one closed loop zero, which reduces the response speed. However, the transition process
is relatively smooth. Therefore, it can be seen that the two control schemes both have fast response and
small overshoot.

  

(a) (b) 

 
(c) (d) 

Figure 9. Dynamic current waveforms of VSI based on two control schemes: (a) Output current of
the single closed-loop control system, (b) output current of the double closed-loop control system,
(c) partial enlarged detail of (a), (d) partial enlarged detail of (b).

The experimental conditions are the same as those of the simulation. The experimental results are
shown in Figure 10. Similar to the simulation results, it is shown that both of the two control schemes
have good dynamic performance.

 
(a) (b) 

Figure 10. Experimental dynamic current waveforms: (a) Output current of the single closed-loop
control experiment, (b) output current of the double closed-loop control experiment.

5. Conclusions

In order to solve the problem of poor global control performance of the controller designed by
small signal modeling and harmonic linearization, two universal controller design methods based
on state feedback linearization are proposed for the LCL type VSI. Relation degree of the VSI system
and that of the reduced order model are analyzed, respectively. Subsequently, the coupling matrixes
are designed by adopting the Lie derivative. Through the nonlinear transformation, the original
system is mapped to the Brunovsky standard type, and the new system linear controller can be used to
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complete the control of the original complex system. Then, the parameters design ideas of two kinds
of controllers are given. The proposed single closed-loop current controller has a simple structure,
but it is highly dependent on the exact model of the system. The double closed loop controller sets
the filter capacitor voltage as the inner loop control variable, by which a reduced order feedback
linearization control can be achieved step by step, to improve the adaptability and robustness of the
system. The simulation and experimental results show that the two controllers have good steady-state
control performance and dynamic response performance. In practical application, the robustness of
linear control system based on reduced-order feedback is better.
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Abstract: In the existing random pule width modulation (RPWM) selective harmonic elimination
methods, the formula of switching cycle TN+1 is complex, and the duty ratio DN+1 of the next
switching cycle needs to be calculated in advance. However, in the case of unknown TN+1, DN+1 is
also difficult to calculate accurately, and the two parameters are based on each other. A novel selective
harmonic elimination method in RPWM is proposed in this paper. The PWM voltage pulse is placed
at the back of the switch cycle, which simplifies the formula of the switch cycle TN+1 and eliminates
the need to calculate the duty ratio DN+1. Two kinds of RPWM selective harmonic elimination ideas
are summarized. The general formulas of the switch cycle, the effective random number k, and the
upper and lower limits of switch frequency corresponding to k are derived. The spectrum shaping of
inverter output voltage can be realized without using digital filter in this method. Simple algorithm,
small calculation and easy implementation are characteristics of the proposed method. The simulation
and experimental results confirm the ability of the proposed method for reducing harmonics at the
specific frequency in power spectral density (PSD).

Keywords: harmonic; RPWM; selective voltage harmonic elimination; single-phase inverter

1. Introduction

Random pulse width modulation (RPWM) is an effective method to suppress the electromagnetic
interference (EMI) and the electromagnetic vibration and noise of the load [1]. As shown in
Figure 1, RPWM can mainly be classified as 1) random switching frequency pulse width modulation
(PWM) [2], 2) random pulse position PWM, 3) random switching PWM [3], 4) or hybrid random
PWM [4]. According to the randomness of the pulse position, it can be divided into random
lead-lag [5], random zero vector [6], random pulse center displacement [7], random pulse position [8],
random phase-shifted PWM [9], variable delay random PWM [10], asymmetric carrier random
PWM [11], single random pulse position [12], and fractal space vector modulation [13]. However,
the traditional RPWM cannot suppress specific harmonics selectively, such as the resonance frequency
of motors and other loads. The commonly used selective harmonic elimination pulse width modulation
(SHEPWM) [14,15] can eliminate specific harmonics, but it is mainly aimed at low-order harmonics
such as 6k ± 1 (k is the harmonic order), and has little effect on eliminating the resonance frequency of
the loads.

Electronics 2020, 9, 489; doi:10.3390/electronics9030489 www.mdpi.com/journal/electronics207
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Figure 1. Random pulse width modulation (PWM) techniques.

In order to shape the noise spectrum of the inverter output voltage, the method of random
modulation for selectively reducing the noise power at one or more frequencies was proposed in [16],
but this method led to an increase in the peak of power spectral density. The literature [17] can also
reduce the noise power at a specific frequency, but with this method, the switching frequency of the
inverter must be less than the resonance frequency. When the resonance frequency is low, the switching
frequency of the inverter will be over low. The low-pass filters and band-pass filters are used in [18–20],
respectively, to reduce the harmonic power in the specific frequency range. However, the digital
filter brings large computation costs in [18–20], and the harmonics in the specific frequency range are
avoided, increasing rather than being completely eliminated in the random spread-spectrum. In other
words, the harmonic content in the specific frequency range is just not increased compared with
the original.

In RPWM selective harmonic elimination method, the specific harmonics can be eliminated by
canceling each other with the preceding and succeeding terms in the Fourier series of the output voltage
for the inverter. Theoretically, the specific harmonics can be completely eliminated by this method,
which is mainly aimed at high-order harmonics such as 7 kHz, 9 kHz, etc. In [21], only harmonics
whose frequencies are larger than 20 kHz can be eliminated. However, there is little practical value for
the reason that the resonant frequency of the load is mostly lower than 20 kHz. The problem in [21]
was solved by the method in [22], and the harmonics whose frequencies are lower than 10 kHz can be
eliminated. However, the calculation of Tn+1 in [22] is complicated, and Dn+1 needs to be calculated in
advance. Because Dn+1 is calculated according to the midpoint of Tn+1, Tn+1 and Dn+1 are based on
each other. In addition, the general formulas of the random number k and its corresponding switching
frequency extreme value are not given in [22].

A novel RPWM selective harmonic elimination method for single-phase voltage source inverters
(VSI) is proposed. In this method, the PWM pulse is placed at the back of the switching cycle.
The calculation of switching cycle Tn+1 is simplified and the contradiction between Tn+1 and Dn+1 is
solved. The general formulas of switching cycle and the random number k and its corresponding
switching frequency extreme value are also given. The noise of the specific frequency and its multiples
can be selectively reduced in this method while realizing the function of traditional RPWM.

2. Strategy of Selective Harmonic Elimination in RPWM

The calculation of the switching cycle Tn+1 is very significant in the RPWM selective harmonic
elimination method. The formula for Tn+1 and its corresponding pulse position in [22] are shown in
Equation (1) and Figure 2a, where Dn and Dn+1 are the duty ratios of the nth and (n+1)th switching
cycles, k is the random number, f 0 is the frequency to be eliminated, and Tn is the nth switching cycle.

Tn+1 =
2k− f0Tn(1 + Dn)

f0(1 + Dn+1)
(1)
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Figure 2. The PWM pulse is located at (a) the center of switching cycle; (b) the back of switching cycle.

The Dn+1 needs to be calculated in advance to calculate Tn+1 in Equation (1). In the strategy of
SPWM, the duty ratio D is calculated as (1+Msin(ωt))/2, where M is the modulation ratio. The value of
ωt is calculated according to the time of the midpoint in each switching cycle. Namely, the time of
the midpoint in Tn+1 is used to calculate Dn+1. Therefore, when Tn+1 is unknown, the duty ratio Dn+1

cannot be calculated. Moreover, Equation (1) is complex and there are many parameters in it.
As shown in Figure 2b, the PWM pulse is located at the back of the switching cycle in this paper.

This sequence pulse can be regarded as the sum of the output voltage uAB and the DC-link voltage Vdc

in single-phase VSI, as shown in Figure 3. If there are not the specific harmonics in the sequence pulse
spectrum, there are not those harmonics in the output voltage uAB spectrum of single-phase VSI, either.

 
Figure 3. Topology of single-phase voltage source inverter.

The equation of the nth cycle of the sequence pulse is shown in Equation (2), where A is high value
of output voltage and the equation of the sequence pulse is shown in Equation (3), where tn and tn+1 are
the starting and ending time of the nth switching cycle. The Fourier transform of Equation (3) is given
at Equation (4). The real and imaginary parts in Equation (4) are special cases of Equation (5) [15,16].
If c(f 0) at the frequency to be eliminated is zero for any ϕ, the result in Equation (4) will also be zero.
That is, selective harmonic elimination is realized in the spectrum of the sequence pulse.

gn(t) =
{

A
0

tn+(1−Dn)Tn ≤ t < tn+1

otherwise
(2)

g(t) = lim
N→∞

N∑
n=1

gn(t) (3)

G( f ) =

∞∫
−∞

g(t)e− jωtdt=

∞∫
−∞

g(t) cos(ωt)dt− j

∞∫
−∞

g(t) sin(ωt)dt (4)

c( f0) =

∞∫
−∞

g(t) sin(2π f0t + ϕ)dt (5)
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3. Strategy for Novel RPWM Selective Harmonic Elimination

3.1. Calculation for Switching Cycle

Insert Equations (2) and (3) in Equation (5) for calculating Equation (6).

c( f0) = lim
N→∞

N∑
m=1

(∫ tm+1
tm+(1−Dm)Tm

A sin(2π f0t + ϕ)dt
)
= A

2π f0

∞∑
m=1

(cos
{
2π f0 [tm + (1−Dm)Tm] + ϕ

}− cos(2π f0tm+1 + ϕ)) (6)

Two RPWM selective harmonic elimination ideas can be summarized on the basis of Equation (6).
The first idea is that the first summation of the nth term is removed with the second summation of the
(n+e)th term. The first summation of the (n+1)th term is removed with the second summation of the
(n+e+1)th term, etc. The second idea is that the second summation of the nth term is removed with the
first summation of the (n+e)th term. The second summation of the (n+1)th term is removed with the
(n+e+1)th term of the first summation, etc. The following Equations (7)–(11) are given when e is equal
to 1 and 2 according to the first idea, where e is a positive number.

cos
{
2π f0[tn+(1 −Dn)Tn] + ϕ

}− cos(2π f0tn+e+1 + ϕ) = 0 (7)

2π f0tn+e+1 + ϕ = 2π f0[tn+(1 −Dn)Tn] + ϕ+ 2kπ (8)

Tn =
1

1−Dn

⎛⎜⎜⎜⎜⎜⎝
n+e∑
m=n

Tm − k
f0

⎞⎟⎟⎟⎟⎟⎠ (9)

Tn+1 =
k
f0
−DnTn (e = 1) (10)

Tn+2 =
k
f0
−DnTn − Tn+1 (e = 2) (11)

The comparison between Equation (10) and Equation (1) shows that the calculation of Tn+1

with the method in this paper is simpler than the method in [22]. In addition, there is no need to
calculate Dn+1. Thereby, the contradiction between Tn+1 and Dn+1 is solved and it is conducive to
practical application.

3.2. Random Number k and Its Corresponding Extreme Value of Switching Frequency

The following Equations ((12) and (13)) for kmax and kmin are given by using Equation (10) if those
conditions (f 0, Dmax, Dmin, fma, and fmin ) are given, where kmax and kmin are the maximum and minimum
values of random number k. Dmax and Dmin are the maximum and minimum values of the duty ratio.
Fmax and fmin are the maximum and minimum values of the instantaneous switching frequency of the
inverter, which are usually preset.

kmax ≤ f0(1 + Dmax)

fmin
(12)

kmin ≥ f0(1 + Dmin)

fmax
(13)

Generally, there are many numbers for k that satisfy Equations (12) and (13), and the general
formulas for fkmax and fkmin corresponding to each k are shown in Equations (14) and (15), where fkmax
and fkmin are the maximum and minimum values of the switching frequencies corresponding to k.
It can be seen from Equations (14) and (15) that the switching frequency of the inverter decreases with
increasing k, or increases with decreasing k.

fkmax =
1

k
f0
− Dmax

fmin

(14)
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fkmin =
1

k
f0
− Dmin

fmax

(15)

It should be noted that the calculation result of Equation (14) may be negative if the k is small.
It shows that the denominator can be zero without taking the extreme value of f, and the D and the
maximum value of the frequency is +∞.

3.3. Calculation Process for Selective Harmonic Cancellation

As shown in Figure 4, the frequency to be eliminated (f 0) and the maximum value (fmax) and
minimum value (fmin) of the instantaneous switching frequency are given in advance. The Dmax and
Dmin are calculated according to the modulation ratio M. The range of the random number k can be
acquired with the mentioned conditions inserted in Equations (12) and (13). Tn+1 can be calculated
with Tn and Dn inserted in Equation (10) when k is selected. Based on the above conditions, the PWM
drive signals are generated by assigning a value to the comparison register in DSP TMS320F2812 to
eliminate the harmonics at the specific frequency f 0 in RPWM.

Dn

Tn

Dn, k, Tn, f Tn

k

f

fmax fmi n

Dn

 

Figure 4. Flow chart of switching cycle calculation.

4. Simulation and Experiment

4.1. Parameters of System

The experimental system is shown in Figure 5. The parameters of the simulation and experimental
system are shown in Table 1. The power electronic component in the inverter is IGBT. The driving
circuit adopts IGBT-integrated driving module DA962D and the system main control chip adopts
32-bit DSP TMS320F2812. The dead time of inverter is 4.27 μs. In the experiment, the oscilloscope is
DS1052E and the power quality analyzer is HIOKI PW3198.

RL 

Figure 5. Experimental system.
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Table 1. System parameters.

Parameter Value Parameter Value

f 0(kHZ) 7 and 9 R(Ω) 5
Fmax(kHZ) 8 L(mH) 5
fmin(kHZ) 1.5 DC-link voltage(V) 24

4.2. Results and Analysis

The simulation waveforms of output voltage power spectral density (PSD) for single-phase VSI
are shown in Figure 6. The traditional SPWM of fixed switching frequency (3 kHz) is adopted in
Figure 6a. As seen from Figure 6a, the harmonics are mainly concentrated near 3 kHz and its multiples.
Compared with the fixed switching frequency SPWM, it can be seen from Figure 6b with traditional
RPWM that there is no outstanding peak in PSD. Figure 6c–e adopt the proposed method in this paper.
The frequency to be eliminated (f 0) is 7 kHz. The modulation ratio M is 0.9, 0.7, and 0.5, respectively.
Harmonics can be distributed randomly and can be reduced greatly at f 0 and its multiples.

 

(a) 

 

(b) 

(c) (d) (e) 

Figure 6. Simulated waveforms of voltage power spectral density (PSD). (a) Fixed switching frequency;
(b) Traditional RPWM; and proposed method when f 0 = 7 kHz (c) M = 0.9; (d) M = 0.7; (e) M = 0.5.

Figure 7 is the simulation waveforms for the output voltage and current of the single-phase VSI
when M is 0.9 and f 0 is 7 kHz. The enlarged waveforms of Figure 7 are shown in Figure 8.

 

(a) 

 

(b) 

Figure 7. Simulated waveforms of single-phase inverter (a) voltage; (b) current.
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Figure 8. Enlarged waveform of Figure 7.

The experimental waveforms of output voltage and current PSD for single-phase VSI are shown
in Figure 9. It can be seen that the harmonics near f 0 and its multiples are significantly reduced when
f 0 is taken at 7 kHz and 9 kHz, respectively. The experimental results are basically consistent with the
simulation results. As seen from the waveforms in Figures 6 and 9, there are obvious gaps in the range
of several hundred hertz around f 0 and its multiples. The reason is that the frequencies close to f 0

will also be reduced when the harmonic at f 0 is completely eliminated. Moreover, the closer it is to f 0,
the more it is reduced. The influence of system error can be overcome by this characteristic. Thus,
the correctness of proposed method is proved by simulation and experimental results.

 

(a) 

 

 (b) 

 

(c) 

 

(d) 

Figure 9. Experimental waveforms of PSD when M is 0.9. (a) The PSD of voltage when f 0 is 7 kHz;
(b) the PSD of voltage when f 0 is 9 kHz; (c) the PSD of current when f 0 is 7 kHz; (d) the PSD of current
when f 0 is 9 kHz.

The distributions of switching frequencies for two set numbers (k and k1) when f 0 is 7 kHz and M
is 0.9 are shown in Figure 10. All set random numbers k = 1, 2, 3, 4, 5, 6, 7, 8, 9 and smaller set numbers
k1 = 1, 2, 3, 4 for single-phase inverter are used for proposed method when switching frequencies are
selected to eliminate harmonic at 7 kHz. In Figure 10, the switching frequencies have been selected
randomly from 1.5 kHz to 8 kHz and the average switching frequency is equal to 2894 Hz (solid line).
The distribution of switching frequencies gradually decreases and the randomness is good. By using k1,
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the average switching frequency is increased to 3723 Hz (dot line). It can be known from Equations (14)
and (15) that the random number k is inversely proportional to f kmax and f kmin. The average switching
frequency can be increased by using smaller k when the average switching frequency is low to prevent
the increase of current ripples. The average switching frequency can be reduced by using larger k
when the average switching frequency is high. In addition, the larger f 0 is, the more k can be selected.

k
k

M=   f

 

Figure 10. Distribution of switching frequencies by using the set numbers of k and k1.

Figure 11 is the experimental waveforms for the output voltage and current of the single-phase VSI
when M is 0.9 and f 0 is 7 kHz. As can be seen from Figure 11, the voltage pulse width varies randomly
in each switching cycle affected by k and D. The current waveform of the inverter is sinusoidal.

 

(a) 

 

(b) 

Figure 11. Experimental waveforms of single-phase inverter (a) voltage; (b) current.

The enlarged waveforms of Figure 11 are shown in Figure 12. With other cases unchanged,
the larger the switching cycle is, the larger the current ripples are.

 
Figure 12. Enlarged waveform of Figure 11.

5. Conclusions

In this paper, a novel RPWM selective harmonic elimination method for single-phase VSI is
proposed. A new pulse position which is placed at the back of the switching cycle is provided
for RPWM selective harmonic elimination method. By using that, it can remove harmonics with
certain frequency from output voltage and current. In fact, this has been done using switching cycle
determination by switching cycles in the previous cycle and duty ratio. Compared with the fixed
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switching frequency SPWM and the traditional RPWM, the harmonics can be distributed uniformly
in certain frequency range, and some unwanted harmonics can be eliminated successfully with the
proposed method. A new pulse position for the RPWM selective harmonic elimination method is
introduced in this paper, which is beneficial to improve the randomness of RPWM. When calculating
Tn+1, Dn+1 does not need to be calculated first. The random arrangement of the pulse position in
switching cycle is worth studying in next steps.
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Abstract: In this paper, the effect of common-mode voltage generated in the three-level quasi-switched
boost T-type inverter is minimized by applying the proposed space-vector modulation technique,
which uses only medium vectors and zero vector to synthesize the reference vector. The switching
sequence is selected smoothly for inserting the shoot-through state for the inverter branch.
The shoot-through vector is added within the zero vector in order to not affect the active vectors as
well as the output voltage. In addition, the shoot-through control signal of active switches of the
impedance network is generated to ensure that its phase is shifted 90 degrees compared to shoot
through the signal of the inverter leg, which provides an improvement in reducing the inductor
current ripple and enhancing the voltage gain. The effectiveness of the proposed method is verified
through simulation and experimental results. In addition, the superiority of the proposed scheme is
demonstrated by comparing it to the conventional pulse-width modulation technique.

Keywords: space-vector pulse-width modulation; common-mode voltage elimination; quasi-switched
boost; three-level T-type inverter; impedance network

1. Introduction

Nowadays, applications of multilevel inverters (MLIs) are a significant part of the industry and the
civilian population, such as renewable energy systems [1], uninterruptable power supplies [2], wind turbine
systems [3], motor drives [4], etc. Instead of using additional diodes like conventional neutral-point
clamped (NPC) topology, the three-level T-type inverter (3LT2I) uses three bidirectional-switches
blocks half of DC-link voltage, which provides superiority in medium and low power applications [5].
In addition, compared to the cascade topology [6] or flying capacitor topology [7], the 3LT2I is superior
in size and reliability because of not using additional isolated DC sources, as well as high power
capacitors. Moreover, the 3LT2I provides advantages for both MLIs and two-level inverter, such as high
quality at output voltage, small output filter requirement, the low voltage stress on power elements of
inverter, and it is easy to control [8]. However, the conventional MLIs only have capability for buck
conversion [9,10]. This is because the DC-link voltage (input DC voltage of inverter) is considered as a
constant power source, while the peak–peak output phase voltage is not higher than the DC-link voltage.
Therefore, to achieve the desired amplitude of output voltage, the DC–DC converter is considered to be
placed between the input power source and inverter leg to boost the DC-link voltage [11]. This system
is known as a two-stage power converter. On the other hand, the low-frequency AC transformer is
considered to be placed after the inverter to obtain the desired AC output voltage. These solutions
lead to enhance the size, weight, cost, and reduce the efficiency of the power converter. One of the
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important issues that the traditional MLIs are facing is the shoot-through (ST) phenomenon, which is
generated by switching any of the switches in any phase leg of the inverter [12]. This phenomenon
can destroy switching devices used in the inverter, as well as cause a short circuit at input power
supply [13]. This issue can be addressed by incorporating deadtime with a control signal fed to the
inverter switching devices [13,14]. However, the effectiveness of the converter is not guaranteed, since
it causes the distortion of an output waveform [11–15].

The Z-source (ZS) inverter topology, known as a single-stage power converter with a buck-boost
capability and ST immune, is proposed in [16] to overcome the limitation of traditional MLIs. By adding
the intermediate impedance network between the input power supply and inverter leg, the DC-link of
the inverter is boost to the desired value instead of using an additional DC–DC converter before the
inverter leg. Moreover, the ST state is used as the main mode during operation of the system, which
provides the ST immunity without deadtime inclusion. As a result, the performance of the converter is
significantly increased and has more reliability [17]. In order to incorporate the advantages of MLIs
with the buck-boost capability of the ZS network, two ZS networks are connected in series with NPC
structure [18]. This combination provides superior advantages in output quality compared with [16].
However, this structure also increases weight, size, and cost of the system because of using a large
number of passive components. The new combination of a ZS network and NPC inverter by using two
equal capacitors to split the input power supply into two equal sources is presented in [19]. In this
method, the output of the ZS network and the midpoint of power supply provide three levels at output
terminal without more ZS network requirement. Even so, this type of intermediate network also has
drawbacks, such as high voltage stress on capacitors, as well as discontinuous input current because of
using the input diode [20].

The quasi-Z-source (qZS) inverter topology derived from the ZS network was proposed to
overcome the limitation of ZS topology [21]. Like the ZS inverter, this structure also behaves as a boost
converter, which operates in shoot through (ST) and non-shoot through (NST) modes. The combination
of the qZS inverter topology and three-level inverter has some advantages, such as low voltage stress
on power elements and continuous input current [21]. The new topology of the qZS network was
presented to enhance the boost capability [22]. This topology is implemented by adding one more
active switch into the intermediate network to obtain the higher voltage gain. However, this structure
also provides disadvantages, such as using a large number of passive components, such as inductors
or capacitors that lead to increase the size of the power inverter, and the ripple of inductor current
is quite large. Moreover, the boost capability of the qZS network just depends on the ST ratio of the
inverter leg, therefore, the voltage gain is not flexible to control.

By using only one inductor and one capacitor in order to boost the DC input voltage,
the quasi-switched boost (qSB) topology is superior in reducing a number of passive components
compared to the qZS inverter, whereas the voltage gain is maintained as qZS inverter [23,24]. Moreover,
this structure uses one more active switch, so it is very flexible to control. In [25], the qSB network is
added to the NPC inverter, which connects two identical qSB networks in series to create three-level
voltage at output of impedance network fed to the three-level inverter leg. In this structure, the qSB
network uses two power supplies and two inductors resulting in unnecessary complexity. A single-stage
active impedance source three-phase T-type inverter was proposed in [26] with a reduced component
count and voltage stress on devices. In [27], a pulse-width modulation (PWM) strategy is proposed to
improve the inductor current ripple and voltage gain of the converter based on the quasi-switched
boost T-type inverter (qSBT2I) topology. Applying the scheme proposed in [27], a PWM strategy
is proposed in [28] to enhance the stabilization of the system by solving the open-circuit faults of
switching devices in the inverter leg as well as the intermediate network.

Due to the superior quality and amplitude of output voltage, the space-vector modulation (SVM)
is applied to qSBT2I as presented in [29,30]. Because of not containing the zero vector in some of the
region of the space vector diagram, these schemes use upper ST (UST) and lower ST (LST) modes,
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which are only included in small vectors, to ensure the voltage gain of the converter. As a result,
the boost capability is enhanced while the quality of output voltage is improved significantly.

During operation, the inverter generates the common-mode voltage (CMV), which causes a lot of
problems, such as bearing currents and shaft voltage in motor drives applications or electromagnetic
interference [31]. Thus, it will reduce the life of the inductor motor or affect other electronic devices
operating near the inverter. A PWM strategy used to reduce the magnitude of the CMV was discussed
in [32]. In this technique, a reference vector is synthesized by using large vectors, medium vectors,
and zero vector, which limits the amplitude of CMV from –VDC-link/6 to VDC-link/6. Based on [32],
the switching sequence is then modified to insert the ST state, which guarantees the boost capability,
whereas the magnitude of CMV is maintained and applied to the qZS inverter [33]. However, these
methods do not eliminate CMV completely. A technique to eliminate CMV applied to five-level
inverter based on SVM and sine PWM was founded in [34]. The switching loss for five-level NPC and
cascade inverter was also analyzed. However, due to using conventional inverter topology, the voltage
boosting capability cannot be achieved.

In this paper, the SVM strategy to eliminate CMV for 3L qST2I is proposed. In this technique, the
medium vectors and zero vector are adopted to generate the reference vector. As a result, the CMV is
maintained zero during operation. To ensure the inverter operates under boost condition, the switching
sequence and ST insertion are discussed carefully. Moreover, the control scheme for two active-switches
of the impedance network proposed in [27] is adopted in this paper so the inductor current ripple is
improved compared to the qZS inverter. In addition, the continuous input current is guaranteed by
not using the input diode like the ZS network. Simulation and experimental results based on power
simulation (PSIM) software and a practical prototype are presented to verify the effectiveness of the
proposed scheme. The results are also compared with other conventional methods to demonstrate the
effectiveness of this scheme. The advantages of the proposed space-vector pulse-width modulation
(SVPWM) scheme over the conventional SVPWM scheme are as follows:

• The CMV is maintained zero during operation, and;
• The inductor current ripple is improved compared to the qZS inverter.

2. Three-Level Quasi-Switched Boost T-Type Inverter (qSBT2I) Topology

The topology of qSBT2I is illustrated in Figure 1, where the intermediate qSB network is placed
in front of the 3LT2I. The qSB network is constructed by one inductor (LB), two capacitors (C1 and
C2), two active switches (S1 and S2), and four diodes (D1, D2, D3, and D4). A three-phase low-pass
filter which consists of Lf and Cf is used to reduce total harmonic distortion (THD) at the output.
The connection of two identical qSB creates the neutral point “O” connected to load through three
bi-directional switches, which consist of two active switches connected in series, shown in Figure 1.
This topology provides superior advantages in medium and low application compared to conventional
topology of MLIs because these bi-directional switches block only half of the DC-link voltage. Moreover,
the high side switches (S1x, x = a, b, c) and low side switches (S3x) are used to connect the positive point
“P” and negative point “N” of qSB network outputs to the load, while the middle switches (S2x) is
connected to point “0” of the qSB network to the load, as shown in Figure 1. By this example, the inverter
leg can produce three-level voltages at the output terminal as “P”, “O”, and “N”, which ensure the
advantages of MLIs. Moreover, by using the qSB network, this topology can behave as a boost converter
which is able to generate desired AC output voltage at the load.

Like [27], the inverter topology can operate in two main modes: ST and NST, which consist of
four sub-NST modes as illustrated in Figure 2. As presented in Figure 2a, inductor LB stores energy
in NST mode 3 by switching both switches S1 and S2, where the inverter leg operates normally by
producing three-level voltages at output. On the other hand, the inductor is also charged by turning
on all switches of the inverter leg in ST mode, which produces “O” state at output terminal. Therefore,
the ST state is considered to insert within “O” state in order to not affect the normal operation of the
converter. Due to the use of ST state, the efficiency and reliability of the system are improved, which are
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not guaranteed in a conventional inverter when the deadtime is included in switching control signal.
In NST mode, the inverter operates similar to conventional MLIs, which is able to achieve three-level at
output terminal, the energy stored in inductor and power source is transferred to the load by triggering
the corresponding switches, as detailed in Table 1.

iL

f

f

 
Figure 1. Topology of 3L qSBT2I.

iL iL

iL iL

iL

 
Figure 2. Modes of the quasi-switched boost T-type inverter (qSBT2I). (a) NST 1, (b) NST 2, (c) NST 3,
(d) NST 4, (e) shoot-through (ST).

Table 1. Switching states of qSBT2I (x = a, b, and c).

Mode Triggered Switches ON Diodes VX

NST 1 S1 D2, D3, D4 +VC, 0, or −VC

NST 2 S2 D1, D2, D3 +VC, 0, or −VC

NST 3 S1, S2 D2, D3 +VC, 0, or −VC

NST 4
S1x

D1, D2, D3, D4

+VC

S2x 0

S3x −VC

ST S1x, S2x, S3x D1, D4 0
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The steady state is processed in the same condition compared to [27] in which the qSB network is
considered symmetrical (C1 = C2) and the voltage across these capacitors is assumed constant (VC1 =

VC2). As a result, the capacitor voltage is expressed as (1).

VC = VC1 = VC2 =
Vg

2− 3D0 − d
, (1)

where,

VC1, VC2—capacitor voltage of C1 and C2;
Vg—input DC voltage of the inverter;
D0—ST duty ratio;
d—the ratio identifying duty cycle of intermediate network switches (S1 and S2).

The relationship between ST duty ratio D0 and the ratio d is shown in (2).

d + D0 ≤ 1. (2)

When applying the ST algorithm presented in [27], the inductor current ripple of qSBT2I can be
decreased compared with the qZS network. As a result, the performance of the system is significantly
improved. The value of inductor current ripple is expressed as follows:

ΔIL =
1

2LB fc
.VgD0, (3)

where,

ΔIL—the inductor current ripple;
LB—the value of the boost inductor;
fC—the frequency of the carrier.

The RMS value of output voltage can be identified through capacitor voltage and calculated as [27]

Vx,RMS =
m.VC√

2
=

m√
2

.
Vg

2− 3D0 − d
, (4)

where,

Vx,RMS—the RMS value of output voltage;
m—modulation index.

In order to avoid affecting the output voltage, the relationship between modulation index m and
ST duty cycle D0 must be {

m ≤ 1
m + D0 ≤ 1

. (5)

3. The Proposed SVM Scheme to Eliminate CMV for 3L qSBT2I

During operation, the MLIs generate CMV, which is identified as the voltage between load neutral
point “G” and DC-link neutral point “O”. It can be calculated through three-phase output voltage and
the CMV, as presented in (6).

VCMV = VGO =
VAO + VBO + VCO

3
, (6)

where VAO, VBO, and VCO are three-phase output pole voltages.
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There are 27 vectors corresponding to 27 switching states of the 3LT2I. The CMV value is produced
according to the vector adopted to generate the output voltage. Table 2 lists the CMV value of 3LT2I.

As illustrated in Table 2, the maximum magnitude of CMV is reached when the zero vectors [PPP]
or [NNN] are adopted, its value is ±VC. When small vectors are adopted to synthesize the reference
vector, the CMV value is changed from −2VC/3 to +2VC/3, while the large vectors just generate the
CMV whose peak value is VC/3. Along with 27 vectors listed in Table 2, the zero vector [OOO] and
medium vectors generate the CMV with the minimum value, which is zero. Therefore, when zero
vector [OOO] and medium vectors are adopted to create the output voltage, the CMV is eliminated.

Table 2. Common-mode voltage (CMV) value of the three-level T-type inverter (3LT2I).

Vectors State VCMV State VCMV State VCMV

Zero [OOO] 0 [PPP] +VC [NNN] −VC

P-Type [POO] +VC/2 [PPO] +2VC/3 [OPO] +VC/3

Small [OPP] +2VC/3 [OOP] +VC/3 [POP] +2VC/3

N-Type [ONN] −2VC/3 [OON] −VC/3 [NON] −2VC/3

Small [NOO] −VC/3 [NNO] −2VC/3 [ONO] −VC/3

Medium
[PON] 0 [OPN] 0 [NPO] 0

[NOP] 0 [ONP] 0 [PNO] 0

Large [PNN] −VC/3 [PPN] +VC/3 [NPN] −VC/3

[NPP] +VC/3 [NNP] −VC/3 [PNP] +VC/3

This paper proposes a SVM strategy by using the medium vectors and zero vector [OOO],
which synthesize the reference vector applied to qSBT2I. As a result, CMV will be eliminated. The space
vector diagram is illustrated in Figure 3, where the magnitude of medium vectors and zero vector
[OOO] are 2VC/

√
3 and 0, respectively. The maximum magnitude of reference vector is VC. The space

vector diagram is divided into six sectors, which is used to analyze the operation principle of the
inverter. During operation, the ST state is added into zero vector in order to avoid affecting the
output voltage and provide a boost capability. The drew-time calculation, switching sequence, and ST
insertion are presented in this section. Generally, the sector I is considered as a representative instant
to analysis. The calculation for other sectors can be achieved in a way similar to the sector I.

refV

2V

3V

4V

5V

6V

1V

0V

 V

 V

Figure 3. Space vector diagram of the proposed strategy.
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Assume that the reference vector is located in the sector I, the medium vectors (
→
V1,

→
V2) and zero

vector
→
V0 are adopted to synthesize the reference vector. Their relationship will be presented in (7).⎧⎪⎪⎨⎪⎪⎩

→
Vre f .Ts =

→
V0.T0 +

→
V1.T1 +

→
V2.T2

Ts = T0 + T1 + T2
, (7)

where,

→
Vre f —reference vector;
→
V0—zero vector;
→
V1,

→
V2—medium vectors;

Ts—switching period of the inverter;

T0, T1, T2—the on-times of
→
V0,

→
V1, and

→
V2, respectively.

The reference vector
→
Vre f , zero vector

→
V0, and medium vector

→
V1,

→
V2 are identified as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

→
Vre f = m.VC/2.ejθ

→
V0 =

→
0

→
V1 = m.VC/

√
3.e− jπ/6

→
V2 = m.VC/

√
3.ejπ/6

, (8)

where m is the modulation index.
Based on (7) and (8), the drew time of these vectors can be calculated as follows:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
T1 = Ts.m. sin(π/6− θ)
T2 = Ts.m. sin(π/6 + θ)
T0 = Ts − T1 − T2

. (9)

The switching sequence for sector I is [OOO]-[PON]-[PNO]-[OOO]-[PNO]-[PON]-[OOO].
When the ST state is obtained, all switches of the inverter leg are turned on at the same time. As a

result, the output voltage is zero, which is similar to zero vector [OOO]. Therefore, to guarantee the
boost capability of the qSB network and to not affect the output voltage, the ST vector is added into
zero vector, so the zero vector is changed as⎧⎪⎪⎨⎪⎪⎩

→
V
′
0.T′0 =

→
V0T0 −

→
VST.TST

T′0 = T0 − TST = T0 −D0TS
. (10)

By incorporating the ST state with the switching sequence mentioned above, the designed switching
sequence is changed to [FFF]-[OOO]-[PON]-[PNO]-[OOO]-[FFF]-[OOO]-[PNO]-[PON]-[OOO]-[FFF],
where [FFF] is ST vector. For more details, ST insertion and control signals of intermediate network
switches (S1 and S2) are presented in Figure 4. The ST control signal of impedance network, which has
the phase shift of 90◦ compared to ST of the inverter leg, is generated to ensure the advantage in
reducing the inductor current ripple. Moreover, by adding more duty cycle for switching S1 and S2

(which is represented by dTS/2 in Figure 4), the voltage gain of the converter is further enhanced.
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Figure 4. Switching sequence in sector I and control signals of S1 and S2.

Similar to the sector I, the switching sequence of other sectors and ST insertion can be achieved in
the same way, as presented in Table 3.

Table 3. Switching sequence and ST insertion of the proposed method.

Sector Switching Sequence

I [FFF]-[OOO]-[PON]-[PNO]-[OOO]-[FFF]-[OOO]-[PNO]-[PON]-[OOO]-[FFF]

II [FFF]-[OOO]-[OPN]-[PON]-[OOO]-[FFF]-[OOO]-[PON]-[OPN]-[OOO]-[FFF]

III [FFF]-[OOO]-[NPO]-[OPN]-[OOO]-[FFF]-[OOO]-[OPN]-[NPO]-[OOO]-[FFF]

IV [FFF]-[OOO]-[NOP]-[NPO]-[OOO]-[FFF]-[OOO]-[NPO]-[NOP]-[OOO]-[FFF]

V [FFF]-[OOO]-[ONP]-[NOP]-[OOO]-[FFF]-[OOO]-[NOP]-[ONP]-[OOO]-[FFF]

VI [FFF]-[OOO]-[PNO]-[ONP]-[OOO]-[FFF]-[OOO]-[ONP]-[PNO]-[OOO]-[FFF]

4. Simulation and Experimental Results

The effectiveness of the proposed SVPWM is verified with the help of PSIM and a practical
prototype. The circuit parameters used in the simulation and the experiment are shown in Table 4.

Three PWM techniques are considered to use in the simulation and the experiment to validate the
performance of this research: method 1—traditional phase disposition (PD) sinusoidal PWM scheme,
method 2—traditional phase shift (PS) sinusoidal PWM scheme discussed in [30,31], method 3proposed
scheme. The results of method 1 are achieved by applying the ST insertion method, which is used in
UST and LST insertion explored in [29,30], to conventional PD sinusoidal PWM strategy.

When using modulation index as 0.8 and ST duty ratio as 0.2, as illustrated in Table 4, the d ratio
is calculated as 0.63 to achieve 110 VRMS at output phase voltage from 150 V at the input power supply.
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Table 4. Simulation and experiment parameters.

Parameter/Components Values

DC input voltage Vg 150 V

Output voltage Vo,RMS 110 VRMS

Output frequency fo 50 Hz

Carrier frequency fs 5 kHz

ST duty cycle D0 0.2

Modulation index m 0.8

Boost inductor LB 3 mH/20 A

Capacitors C1 = C2 2200 μF/600 V

LC filter Lf and Cf 3 mH and 10 μF

Resistor load R 40 Ω

Figure 5 presents the simulation results about input voltage (Vg), capacitor voltages (VC1 and VC2),
and inductor current (IL) of the proposed method. The simulation is conducted with the parameters
listed in Table 4. As a result, the capacitor voltage is boosted to 194.8 V in theory, and the simulation
measures 196 V and 193 V for C1 and C2, respectively. The peak value of the DC-link voltage is the
sum of two voltages across capacitors. Therefore, it is 389 V in simulation. The average input current
(also inductor current) in simulation is 6.1 A, as shown in Figure 5. In one period of output load
voltage, the maximum and minimum values of the inductor current are 7 A and 5.2 A, respectively.

Figure 5. Simulation results of DC input voltage (Vg), capacitor voltages (VC1 and VC2), and inductor
current (IL) of the proposed method.

Figure 6 illustrates the simulation results of the DC-link voltage, phase voltage (VAG), and CMV
in three PWM techniques mentioned above. Among these techniques, the peak-value of the DC-link
voltage is similar, which is 389 V. Because of using UST and LST, the DC-link voltage of method 1
varies from VDC-link/2 to VDC-link, while the DC-link voltage of method 2 and the proposed method has
two values, which are 0V and VDC-link, since they use full ST to boost the DC power source. As shown
in Figure 6, the THD value of the phase voltage is increasing from method 1 to the proposed method.
The simulation produces results of 42.07%, 67.32%, and 77.08% for THD values of method 1, method 2,
and the proposed method, respectively, while the CMV value of method 1 has the maximum magnitude,
which is 2VC/3 and equals to 130 V. Method 2 has the medium magnitude of CMV, which varies
from +VC/3 (65 V) to −VC/3 (–65 V). When the proposed method is adopted, the CMV generated by
qSBT2I is eliminated. The RMS values of CMV for the three methods are 71 VRMS, 41.6 VRMS, and 0
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VRMS, respectively. Since CMV is eliminated, the output phase voltage is similar to the pole voltage,
which just has three-level +VC, 0, and –VC, as shown in Figure 6c.

 
Figure 6. Simulation results of the DC-link voltage, phase voltage (VAG), and CMV. (a) Method 1,
(b) method 2, (c) proposed method.

Figure 7 shows the simulation results of output line–line voltage (VAB), output load voltage (VRA),
and output load current IA. When the proposed method is used to minimize the effect of CMV, the THD
of the output voltage is increased, consequently. In simulation, the THD value of output line–line
voltage (VAB) for three methods are 42%, 67.3%, and 77.1%, respectively. The magnitude of line–line
voltage is equal to peak DC-link voltage, the variable of VAB varies from 0 to 390 V at the top part,
as illustrated in Figure 7. Since this topology uses low pass filter (LC filter) at output, the THD value of
output load current is very low, and they are 0.7%, 0.51%, and 1.28% for method 1, method 2, and the
proposed method, respectively. The RMS value of output load voltage and output load current for
three strategies are similar, which are 110 VRMS and 2.77 ARMS.

Figure 7. Simulation results of output line–line voltage (VAB), load voltage (VA), and output phase
current (IA). (a) Method 1, (b) method 2, (c) proposed method.

The THD value of output phase voltage (VAG) and RMS value of the CMV investigated under
difference modulation indexes are performed in the simulation. The value of the modulation index
(m) varies from 0.25 to 0.8, whereas the ST duty ratio is kept constant. The results are shown in
Figures 8 and 9, respectively. As illustrated in Figure 8, by increasing the value of the modulation
index, the quality of output phase voltage is improved, which is illustrated through the decrease of the
THD value. Figure 8 presents that method 1 is superior in THD, because of using small vectors [34],
which generates ±2VC/3 of CMV, while the other two techniques have higher value of THD, and the
difference is not too large. Figure 9 shows the results of investigating the RMS value of CMV. Method
1 has the maximum value of CMV, which achieves the maximum value of RMS CMV at 0.6 of the
modulation index. The RMS CMV value generated by the proposed method stays at zero when
the value of modulation index changes, whereas in method 2, it is increased with the increase of
modulation index.
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Figure 8. Total harmonic distortion (THD) of output phase voltage (VAG) under different modulation indexes.

Figure 9. CMV RMS value under different modulation indexes.

To demonstrate the performance of the proposed SVM method, a 1kW 3L qSBT2I prototype was
created based on DSP TMSF28335. Figure 10 shows a photo of the hardware setup. Parameters of
devices used in the experiment are listed in Table 4. Diodes and IGBTs used in the experiment are
DSE160-12A and FGL40N150D, respectively. The modulation index, ST duty ratio, and d are selected
similar to the simulation. With the 150 V of the DC input voltage, the capacitor voltages are boosted to
187 V and 190 V corresponding to voltages across C1 and across C2. They are maintained during the
operation of the system. The average value of inductor current measured in the experiment is 6.02 A,
as shown in Figure 11.

 
Figure 10. A photo of the hardware setup.
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Figure 11. Experimental results of the DC input voltage (Vg), capacitor voltages (VC1 and VC2),
and inductor current (IL) of the proposed method.

Figure 12 shows the experimental waveform results of the DC-link voltage, phase voltage (VAG),
and CMV of three methods. For method 1, presented in Figure 12a, the variation of the DC-link voltage
is from 190 to 380 V, approximately, because of using UST and LST to ensure the boost capability
of the qSB network, while the DC-link voltage of the other two methods varies from 0 to 380 V by
using FST insertion in order to boost the DC input voltage. Since CMV of the proposed method is
eliminated, the output phase voltage has just three levels: –190 V, 0 V, and +190 V, approximately,
as presented in Figure 12c. Method 1 and method 2 have a higher number of level at output phase
voltage, as illustrated in Figure 12a,b, so the quality of their output voltage is improved compared to
the proposed method. However, among the three techniques, the RMS CMV of the proposed method
measured in the experiment is 5.73 VRMS, while it is 67.8 VRMS and 40.2 VRMS in method 1 and method
2, respectively. As a result, the CMV of the proposed method is reduced to 91.5% and 85.7% compared
to method 1 and method 2, respectively.

Figure 12. Experimental results of the DC-link voltage, phase voltage (VAG), and CMV. (a) Method 1,
(b) method 2, (c) proposed method.

Figure 13 presents the experimental results of the output line–line voltage (VAB), load voltage
(VRA), and output phase current (IA) of three methods. Similar to the output phase voltage mentioned
above, the output line–line voltage generated by the proposed method has the lowest quality because
of just using medium vectors and zero vector to produce output voltage. The maximum magnitude of
the output line–line voltage is the same as the magnitude of the DC-link, which is 380 V, approximately.
By using the low pass filter at output, the amplitude of high frequency harmonic is reduced significantly.
As a result, the output load voltage and output load current have less THD value, as shown in Figure 13.
The RMS value of output load voltage and current are the same when three methods are adopted,
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which are 105 VRMS, 104 VRMS, and 104 VRMS corresponding to method 1, 2, and the proposed method,
respectively. The load currents are 2.6 ARMS, 2.58 ARMS, and 2.55 ARMS for the three methods.

Figure 13. Experimental results of output line–line voltage (VAB), load voltage (VRA), and output phase
current (IA). (a) Method 1, (b) method 2, (c) proposed method.

In Figures 14 and 15, the FFT analyses of output phase voltage (VAG) and output load current
(IA) are conducted accordingly for the three methods. Considering harmonics spectrums of VAG and
IA, the magnitudes of first order harmonic of output load voltage and the output load current are the
same for three methods, which are 104.5 V and 2.55 A. The THD values of VAG and IA are calculated
by using results of harmonics spectrums, as shown in Table 5. Among the three methods, the THD
value of the proposed method is maximum, which is 89.18%, while it is 57.62% and 81.25% in method
1 and method 2, respectively. Because of appearing three-phase low pass filter at output, the THD
value of load current is quite smaller than output phase voltage. They are 2.62%, 2.34%, and 3.3%
corresponding to method 1, method 2, and proposed method.

Figure 14. Experimental results of THD analysis of output phase voltage (VAG). (a) Method 1, (b) method
2, (c) proposed method.

229



Electronics 2020, 9, 76

Figure 15. Experimental results of THD analysis of output load current (IA). (a) Method 1, (b) method 2,
(c) proposed method.

Table 5. THD analyses of output phase voltage (THDV) and output load current (THDI).

Method 1 Method 2 Proposed Method

THDV 57.62% 81.25% 89.18%

THDI 2.62% 2.34% 3.3%

5. Conclusion

This paper has proposed the SVM technique to eliminate the CMV for the 3L qSBT2I. In this
scheme, the zero and medium vectors are adopted to synthesize the reference vector. The drew-time
calculation of these vectors is also presented in detail. Switching sequence is selected to ensure the
symmetry of output voltage and the ST vector is inserted into zero vector to ensure the boost capability,
as well as not causing distortion at the output voltage. In addition, the control signals of switches S1 and
S2 were presented to guarantee the advantages of the qSB network compared to ZS and qZS networks,
such as high voltage gain, continuous input current, and low inductor current ripple. To validate the
performance of the proposed method, the simulation and the experiment were conducted in PSIM
simulation and laboratory. The comparison between the proposed method and other conventional
schemes was carried out to confirm the effectiveness of the proposed technique. The results show that
the proposed SVM method successfully eliminates the CMV with a little bit increment in THD of the
load current. However, this THD value is still 5% smaller than the standard IEC61000-4-30 Edition 2
Class A [35].
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Abstract: In this paper, a so-called OPTimized Pulse Width Modulation (OPT-PWM) strategy with a
minimal number of commutations for a multilevel converter (MC) is proposed. The principle is based
on the reduction of the number of switch commutations by removing the unnecessary ones for each
voltage level transition. The OPT-PWM strategy is applied to a five-level H-Bridge Neutral Point
Clamped (HB-5L-NPC) inverter. A specific block based on a state machine is added to conventional
modulation techniques to perform the transitions from a given voltage level to another one via the
best trajectory with a minimal number of commutations. The principle of this additional block can
be applied to any modulation technique. In this paper, the proposed strategy is validated first by
simulation and then through experimental tests.

Keywords: multilevel inverter; Pulse Width Modulation; minimal number of commutations; state
machine; Neutral Point Clamped Converter

1. Introduction

In recent decades, the use of power converters in high-power and medium-voltage (MV) industrial
applications such as the integration of renewable resources, distributed power generation systems,
microgrids, energy storage systems, and motor drives has significantly increased. There are two major
families for voltage source inverters (VSI): two-level and multilevel inverters (MLI) where the prefix
“multi” means any integer greater than two. In MV applications, with respect to device rating limits,
MLI has attracted increasing attention in the last decade. MLI provides significant advantages for these
applications. Among these advantages, the THD (Total Harmonic Distortion) improvement in output
signals at low switching frequencies is most discussed in the literature. Due to this improvement,
the size of the output passive filters can be reduced. Moreover, a lower switching frequency allows
performance with higher efficiency [1].

In the literature, four major multilevel inverters are commonly studied [2]: Neutral Point Clamped
(NPC) [3–10], Flying Capacitor (FC) [11,12], Cascaded H-Bridge (CHB) [13,14], and Modular Multilevel
Converter (MMC) [15,16]. They have major advantages compared to two-level inverters, mainly
because they operate at lower switching frequencies. More, they provide a higher number of levels;
thus, the staircase waveform is increased. In a recent review paper [17], these attractive features of
MLI are highlighted and discussed.

In addition, modulation techniques are very often discussed in the literature [1,8,15]; they aim to
perform harmonic reduction of the system for the same converter output power but at lower switching
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frequency [1,17]. The originality of this paper is to propose an additional advanced functionality
for the modulation strategy that evaluates possible switching trajectories in multilevel inverters
and implements the trajectory with a minimal number of commutations. The proposed advanced
functionality can also be applied to any modulation strategy and provides a significant improvement
compared with modulation approaches published in the literature.

In this paper, a five-level H-bridge NPC (HB-5L-NPC) inverter controlled by an OPTimized
Pulse Width Modulation (OPT-PWM) strategy is proposed. The goal of the proposed OPT-PWM
control is to perform the minimal number of commutations when the conventional Level Shift-PWM
(LS-PWM) control is used. This means that this control method produces the same output voltage as
the conventional LS-PWM but with a reduced number of switch commutations.

Applying the proposed OPT-PWM on MMCs can be useful to reduce switching losses and
consequently improve the efficiency and the lifetime of the converters. In multilevel converters,
even at low frequencies, the switching power losses of the applied IGBT (Insulated Gate Bipolar
Transistor) devices are considerable. As an example, they can amount to roughly one-third of the total
losses if 4.5 kV IGBT components are used [18]. Thus, there is a permanent requirement for further
improvement of efficiency by power loss reduction, especially in the high-power range applications
where energy cost and cooling equipment are mainly concerned [18]. A few works have studied some
modulation strategies to minimize the number of commutation processes in matrix converters [19,20].
In reference [21], an advanced model predictive control technique was proposed for a back-to-back
NPC converter; this control was applied to wind energy conversion systems (WECS). By applying
the proposed predictive control, the authors considered the redundant switching states of a converter
to reduce the number of commutations. The presented results show that the active power delivered
to the grid was increased where the extracted power of the generator was constant [21]. This means
that the reduction in the number of commutations decreases the power loss in the converter. In the
same spirit, this paper presents a so-called OPT-PWM modulation strategy that removes unnecessary
switching to reduce the number of commutations per switching cycles with respect to the classical
modulation strategy.

According to surveys [22,23], one of the semiconductor aging processes is the accumulation of
electrical switching cycles (ΔV and Δi cycles) that cause metallurgical defects on the semiconductor
die and change the electrical characteristics as well [23]. Therefore, a reduction in the number of
commutations can also postpone the aging of the semiconductor.

The paper is organized as follows. The next section presents the proposed HB-5L-NPC converter
and all the possible output voltage levels. The proposed OPT-PWM control is detailed in Section 3.
Simulation results for the HB-5L-NPC inverter are presented in Section 4, and experimental tests are
presented and discussed in Section 6, followed by a general conclusion in the last section.

2. Studied System Description

The system studied in this paper is shown in Figure 1; it is based on a single-phase HB-5L-NPC.
The converter supplies an inductive load (R, L series). The proposed HB-5L-NPC consists of two
parallel connected 3-level NPC (Figure 2a). Each 3-level NPC consists of four switches and six diodes
(Figure 2b). The DC bus consists of two identical capacitors C, connected in series, where the midpoint
is denoted ‘O’.
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Figure 1. Studied system based on an five-level H-Bridge Neutral Point Clamped (HB-5L-NPC) inverter.
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Figure 2. (a) Three-level NPC topology (for one phase); (b) HB-5L-NPC topology (for one phase).

2.1. Control of the HB-5L-NPC by Classical LS-PWM

To control the converter, a conventional modulation strategy was considered. The block LS-PWM
in Figure 1 generates the switching patterns by comparing two triangular carriers with two sinusoidal
references. As shown in Figure 3a, the positive triangular carrier signal (Car_Pos) and the sinusoidal
reference (Ref_Pos) are used to generate the control signals for the switches T11 and T13 (leg1 for
3-level HB-NPC in Figure 3b). To generate the control signals of the components T12 and T14
(Leg1), the positive sinusoidal reference is compared with the negative triangular signal (Car_Neg).
The controls for the four switches of the Leg2 (T21, T22, T23, and T24) are generated by comparing the
negative sinusoidal reference (Ref_Neg) with the two carriers. The generated outputs of the LS-PWM
block and the control signals are given in Figure 3b. Thus, as can be seen, the output voltage (at the
bottom of Figure 3b) behavior has five levels (−Vdc, −Vdc/2, 0, Vdc/2, and Vdc).
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Figure 3. Switching pattern generation by classical Level Shift Pulse Width Modulation (LS-PWM):
(a) block diagram; (b) switching orders and the output voltage Vo(t).

2.2. Simulation Results for the HB-5L-NPC Converter Controlled by LS-PWM

Some simulations in the Matlab/Simulink environment using the SimPowerSystem library were
performed to study the system depicted in Figure 2. The simulation results illustrate the possibility of
reducing the number of commutations. The system parameters are introduced in Table 1, where fpwm

is the PWM switching frequency and m is the modulation index.
The simulation results for the output voltage are shown in Figure 4. As mentioned before, the

goal of this paper is to propose an additional advanced functionality for the modulation strategy that
provides the minimal number of switch commutations. For this, let us first analyze the output voltage
generated by the classical LS-PWM, as given in Figure 4.

Table 1. Simulation parameters.

Symbol Quantity

Vdc 100 V
R 27.7 Ω
L 9 mH

fpwm 1 kHz
m 0.8

 
Figure 4. Zooms of the output voltage of the HB-5L-NPC.
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2.3. The Switching Number Reduction

As indicated in Figure 4, some small variations in the output voltage Vo(t) at the Vdc/2 and −Vdc/2
levels occur. To better understand our approach, these small variations are highlighted in Zooms 1 to 4
in Figure 4.

These small variations are not generated by changes in the level of the output voltage and are
due to some switch commutations. It is clear that when the output voltage reference level remains
the same (equal to Vdc/2 or −Vdc/2), it is not necessary to have any commutations. In order to clarify
the origin of these voltage variations, the 18 possible combinations (states) of the eight switches to
generate a given output voltage level (Vo) are illustrated in Figure 5. In this figure, a state SX (with x
from 1 to 18) corresponds to the realization of a given voltage level obtained by on-state switches of
the converter (in red color).

 
Figure 5. HB-5L-NPC converter configurations to generate the five voltage levels.

In Figure 5, when the requested output voltage level is equal to Vdc/2 (in the case where i(t) > 0),
there are two possibilities (states S2 and S3). Therefore, only T11 and T24 can be commuted when the
states change (but Vo remains the same). When the requested voltage level is equal to −Vdc/2 (with
i(t) < 0, states S16 and S17) only T14 and T21 are switching. Thus, only the corresponding switching
patterns are analyzed.

In order to understand what happens during these four intervals (Zooms 1 to 4), the simulation
results of the output voltage were observed. To confirm the commutation of one switch, not only were
the switching patterns (sent by the LS-PWM block to the switch) observed but the currents passing
in the switches were also verified. Figures 6–9 give the switching patterns and the associated switch
currents during the highlighted phases in Figure 4 (Zooms 1 to 4).

As illustrated in Figures 6–9, the output voltage Vo(t) is not constant and small variations occur
while it should be constant and equal to Vdc/2. The currents and switching patterns confirm that
these oscillations are due to unnecessary commutations. For example, in Figure 6, the converter is
in state S2 and then passed to state S3 (Figure 5). Both states generate Vo = Vdc/2; therefore, four

237



Electronics 2019, 8, 454

unnecessary commutations for the same output voltage level are generated. These commutations
inevitably decrease the efficiency of the converter. Therefore, to improve the efficiency of the converter,
these unnecessary commutations should be avoided. After analyzing all switching patterns and
currents over one period of Vo, it is confirmed that the unnecessary commutations occur only in
the considered four zones (detailed before). In the next section, the proposed advanced modulation
strategy to eliminate some 16 unnecessary commutations per period is developed.

Figure 6. Output voltage Vo(t), currents IT11 and IT24, and command of the switches T11 and T24
(Zoom 1).

Figure 7. Output voltage Vo(t), currents IT11 and IT24, and command of the switches T11 and T24
(Zoom 2).

Figure 8. Output voltage Vo(t), currents IT21 and IT14, and command of the switches T21 and T14
(Zoom 3).
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Figure 9. Output voltage Vo(t), currents IT21 and IT14, and command of the switches T21 and T14
(Zoom 4).

3. The Principle of the Proposed OPT-PWM Strategy

As mentioned before, several modulation strategies have been conventionally proposed in the
literature to control the output voltage of multilevel inverters [17]. In this paper, to illustrate our
contribution, the classical LS-PWM is considered and an additional block is proposed to provide a
minimal number of commutations. Nevertheless, any conventional PWM method can be used ([1,8,15]
and [24–27]), and the same modification of the modulation strategy we propose can be applied in
all cases.

Before discussing the OPT-PWM, it is necessary to define the following terms used in this paper:

• Transition: passing from one state to another one.
• Trajectory: A trajectory is made up of all the transitions that make it possible to pass from

the initial output voltage level to the desired voltage level. A trajectory may consist of one or
more transitions.

• NOT: number of transitions for a trajectory.
• NOC: number of commutations.
• NOCSx-Sy: number of commutations to switch from state Sx to state SY.
• NOCtotal: total number of commutations made by the switches during a trajectory.

Figure 10 illustrates the principle of the OPT-PWM proposed in this paper. This method selects a
trajectory with a minimal number of commutations after analyzing all possible trajectories to pass
from the initial voltage level to the desired voltage level.

 
Figure 10. Scheme of the proposed OPT-PWM control strategy.

In the first step, the requested voltage level (Vo*) will be determined by using the switching
patterns generated by the conventional PWM block used in the classical modulation strategy. Then,
the state selection algorithm will find the best trajectory and states to obtain the voltage level Vo* with
a minimal number of commutations. This is performed by the “Commutation Optimizer” block given
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in Figure 10. This optimization only depends on the initial and final voltage levels and consequently
does not depend on the used modulation strategy.

3.1. Determination of the Voltage Level Vo*

For the commutation optimizer algorithm to find the best trajectory, the reference voltage level
(Vo*) has to be determined. Based on the 18 possible states (Figure 5), suitable control was predefined
and is recorded in Table 2. As an example for the state S1, the switches T11, T12, T22, and T24 should
be “on” whereas the other switches are “off”. Then, the block called “Output Voltage Calculation”
compares the generated PWM switching patterns with the predefined table (Table 2) to find the required
voltage level Vo*.

Table 2. Possible voltage levels and states for the single-phase HB-5L-NPC topology.

Vo*
i(t) > 0 i(t) < 0

States Passing Component States Passing Components

Vdc S1 T11, T12, T23, T24 S10 D11, D12, D23, D24

Vdc/2
S2 DC1+, T12, T23, T24 S11 D11, D12, T22, DC2+
S3 T11, T12, T23, DC2− S12 DC1−, T13, D23, D24

0

S4 DC1+, T12, T23, DC2− S13 DC1−, T13, DC2+, T22
S5 T23, T24, D14, D13 S14 D11, D12, T21, T22
S6 T11, T12, D22, D21 S15 T13, T14, D23, D24

−Vdc/2
S7 D13, D14, DC2−, T23 S16 T13, T14, T22, DC2+
S8 DC1+, T12, D21, D22 S17 DC1−, T13, T21, T22

−Vdc S9 D13, D14, D21, D22 S18 T13, T14, T21, T22

3.2. Search for the Trajectory with a Minimal Number of Commutations

Once the output voltage Vo* (Figure 10) is fixed by the classical PWM control, a second block
called “State Selection” selects the best state and trajectory with the minimum number of commutations
to perform the required voltage level.

To pass from one level of voltage to another, several trajectories are possible. In addition, each
trajectory can contain several transitions between different states. Each transition (SX→ SY) is associated
with a given number of commutations (NOCSx-Sy), directly related to the number of switches changing
their status (on↔ off) from SX to SY (one voltage level to another). Thus, to achieve the goal of this
method, the total number of commutations (NOCtotal) during each change in the output voltage level
has to be minimized. For this, all possible trajectories are observed. It is clear that NOC increases with
the number of transitions (NOT). To accelerate the execution of the proposed algorithm, the trajectories
with more than two transitions are ignored. Indeed, in all cases, the maximum value of NOT will
be equal to 2, which allows selecting the optimal trajectories. After trajectory selection, the NOC of
each transition and then NOCtotal is calculated. Finally, the trajectory with the minimum NOCtotal

is selected.
The optimal trajectory search method is summarized in the flowchart presented in Figure 11.

This algorithm is used to determine the optimal trajectory for one change in voltage level. Note that this
algorithm (Figure 11) can lead to the choice of one or more trajectories. In the case where more than one
trajectory is chosen, the trajectory using the switches which had the lowest number of commutations
during the period before will be selected.
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Figure 11. Search for the minimal number of commutations.

3.3. Selection of an Optimized Trajectory out of the Optimal Trajectories

As mentioned before, the “Output Voltage Calculation” block (Figure 10) compares the switching
patterns generated by the PWM (δij) to the possible states in Table 2 to find the corresponding state.
Once the concerned state is obtained, the value of the next output voltage level (Vo*) is known.
As illustrated in Figure 5, each voltage level may have more than one state. Now, the task of the “State
Selection” block is the selection of a trajectory with the minimal NOCtotal to pass from SX (actual state)
to Sy (the state with Vo*). Figure 12 illustrates all of the trajectories (based on Table 2 with i(t) > 0) that
could be used to pass from SX to SY.

 
Figure 12. States of switching and associated trajectories when i(t) is positive.

As can be seen in Figure 12 (and Figure 5), in some cases, it may be necessary to perform several
transitions to switch from one voltage level to another. As mentioned before, the trajectories with
NOT > 2 will be ignored by the proposed algorithm (Figure 13).

The following color code (see Figure 12) is used for the transitions according to the number
of communications:

Green (finest line): 2 commutations,
Orange: 4 commutations,
Red: 6 commutations,
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Brown (thickest line): 8 commutations.

For instance, one of the possible trajectories to pass from S9 to S6 is S9→ S8→ S6. The NOCS9-S6

of this trajectory is 10, as detailed below:

NOCS9−S6 = NOCS9−S8 + NOCS8−S6 = 4 + 6 = 10. (1)

After calculation of the NOC for all possible trajectories, the results are presented in Table 3.
The selected trajectories lead to a minimum NOCtotal with the minimum number of transitions.

In the case where several trajectories with the same NOCtotal are available, as mentioned before,
a new criterion will be taken into account. This criterion is the number of uses (Nu) of each transition.
For this, the Nu of each transition is stocked during a period, and then the trajectory with the minimal
Nu will be selected. This new criterion makes it possible to better distribute the commutations of
the switches over each cycle and increase the lifetime of the components. Figure 13 summarizes the
different steps taken to perform the proposed OPT-PWM.

Figure 13. The final algorithm for OPTimized (OPT)-PWM.
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Table 3. Transitions and possible trajectories when passing from one voltage level to another (Case
where i(t) > 0).

Initial Output Voltage Level Final Output Voltage Level Selected Trajectories

Vo = Vdc Vo = Vdc/2
S1→ S2
S1→ S3

Vo = Vdc Vo = 0
S1→ S4
S1→ S5
S1→ S6

Vo = Vdc Vo = −Vdc/2
S1→ S5→ S8,
S1→ S6→ S7

Vo =Vdc Vo = −Vdc
S1→ S5→ S9
S1→ S6→ S9

Vo = Vdc/2 Vo= 0 S2→ S4
S3→ S4

Vo = Vdc/2 Vo = −Vdc/2

S2→ S4→ S7
S2→ S4→ S8
S2→ S5→ S8
S3→ S4→ S7
S3→ S4→ S8
S3→ S6→ S7

Vo = Vdc/2 Vo = −Vdc
S2→ S5→ S9
S3→ S6→ S9

Vo = −Vdc Vo = 0 S9→ S5
S9→ S6

Vo = −Vdc Vo = −Vdc/2
S9→ S7
S9→ S8

Vo = −Vdc/2 Vo = 0 S7→ S6
S8→ S5

4. Simulation Results

To validate the performance of the proposed OPT-PWM applied to the HB-5L-NPC topology
(Figure 2), some simulations were performed in the Matlab/Simulink environment using the
SimPowerSystem library developed by MathWorks (Natick, MA, USA). The simulated system was the
same as that illustrated in Figure 1 with an RL load and the OPT-PWM control. The parameters are
presented in Table 1.

Figure 14 shows the output voltage when the converter is controlled by the proposed OPT-PWM.
By comparing Figures 4 and 14, it can be seen that the output voltage waveforms are the same. To verify
the elimination of the unnecessary commutations on the Vdc/2 (and also −Vdc/2) level, the same zooms
as in Figure 4 were performed.

Figure 14. Output voltage of the converter with the proposed OPT-PWM control.
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Figures 15–18 can be compared with Figures 6–9. As can be observed, any commutation when
the voltage level remains constant (equal at Vdc/2 and –Vdc/2) is no longer performed. Thus, the total
number of commutations is decreased by 16 over one period.

Figure 15. Voltage Vo, currents IT11 and IT24, and switching patterns δ11 and δ24 (Zoom 1).

Figure 16. Voltage Vo, currents IT11 and IT24, and switching patterns δ11 and δ24 (Zoom 2).

Figure 17. Voltage Vo, currents IT21 and IT14, and switching patterns δ21 and δ14 (Zoom 3).

Figure 18. Voltage Vo, currents IT21 and IT14, and switching patterns δ21 and δ14 (Zoom 4).
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To compare the proposed OPT-PWM and the classical LS-PWM, the operation of the system
was tested for different switching frequencies while other parameters were kept unchanged. Table 4
shows the result when the system was operated under different switching frequencies. The THD of
the injected current for the OPT-PWM is lower than for the LS-PWM at all frequencies. It should be
mentioned that the proposed method always reduces the number of commutations, thus decreasing
the switching losses in the system.

Table 4. Total Harmonic Distortion (THD) of the injected current at different frequencies for SPWM
and OPT-PWM.

Frequency Current THD OPT-PWM Current THD LS-PWM

1 kHz 7.17% 7.50%
2 kHz 4.28% 4.48%
3 kHz 3.38% 4.11%
4 kHz 2.49% 3.2%

5. Experimental Results

To verify the validity of the proposed OPT-PWM control applied to the HB-5L-NPC, several
experimental tests were carried out. The same parameters as those used in the simulations were
considered. The test bench (Figure 19) was based on IGBT modules commercialized by the SEMIKRON
Company (Nuremberg, Germany), reference SKM50GB123D. These IGBTs were driven by SKHI 22A
drivers, distributed by the same company. The DC bus capacity value was 2200 μF.

 
Figure 19. Experimental test bench.

The control method was applied by using a dSPACE system (Paderborn, Germany) containing a
DS1005 control card as well as a DS2004 for high-resolution analog conversion (16 bit–0.8 μs) and a
DS5101 PWM card with 12 outputs. The hardware implementation on the DS1005 was based on the
modeling of the control algorithm carried out in the Matlab environment with classical blocks from the
Simulink toolbox.

Some tests with a LS-PWM control were first performed and then the proposed OPT-PWM was
applied to control the system. The results obtained from the two modulation strategies are compared
in the following sections.

5.1. Experimental Results with LS-PWM Control

Figure 20 shows the output voltage of the converter with LS-PWM control. These results show
clearly that there are the same small variations (peaks) at the same intervals as in the simulations.
To confirm this, two zooms, one when the voltage remains a long time at Vdc/2 and the other at −Vdc/2,
were made and are presented in Figures 21 and 22.
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Figure 20. Output voltage of the converter with LS-PWM control.

Figure 21. Output voltage Vo(t) and switching patterns sent to T11, T12, T23, and T24 (ZOOM 1 in
Figure 20).

Figure 22. Output voltage Vo(t) and switching patterns sent to T11, T12, T23, and T24 (ZOOM 2 in
Figure 20).

5.2. Experimental Results with the Proposed OPT-PWM Control

Figure 23 shows the output voltage of the HB-5L-NPC converter with the proposed
OPT-PWM control.

Figures 24 and 25 show the experimental results for the OPT-PWM. As can be seen, there are no
unnecessary commutations. This means that the goal of the proposed control was met: the advanced
functionality for the modulation strategy that evaluates possible switching state trajectories and
implements the trajectory that provides the minimal number of commutations is efficient.
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Figure 23. Output voltage during OPT-PWM control.

Figure 24. Output voltage Vo(t) and switching patterns sent to T11, T12, T23, and T24 (ZOOM 1 of
Figure 23).

Figure 25. Output voltage Vo(t) and switching patterns sent to T13, T14, T21, and T22 (ZOOM 2 of
Figure 23).
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6. Conclusions

This paper proposed an advanced PWM strategy applied to a five-level H-Bridge Neutral Point
Clamped inverter. This modulation strategy optimizes the number of commutations without any
degradation of the conventional PWM control performance. Both simulations and experimental tests
were performed to confirm the validity of the proposed method. The results obtained with conventional
PWM control (LS-PWM) and the proposed OPT-PWM control present similar output voltages for the
HB-5L-NPC. The OPT-PWM results confirm that unnecessary commutations were removed.

By considering the number of commutations for each switch in simulations and experimental
tests for two cases, thanks to the OPT-PWM control, the efficiency of the converter was improved.
We note again that this advanced modulation strategy with reduced complexity can be applied to any
modulation technique because its implementation uses an additional block.
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Abstract: In this paper, a new pulse width modulation (PWM) scheme using an offset function to
reduce switching loss in the five-level H-bridge T-type inverter (5L-HBT2I) is proposed. The proposed
modulation technique is implemented with a third harmonic offset voltage function. A new control
voltage, that is adding the offset voltage into the initial control, is shifted to the top or bottom position
of the carrier, simultaneously—where the absolute value of its load current is high or medium in
comparison to other phase load currents. Due to reducing the intersection between a control voltage
and the carriers, the number of switch commutations of the inverter is reduced. As a result of reducing
the number of commutation count with a high current at the non-switching position, the switching
losses of the inverter are decreased. Analysis and comparison of switching losses on the two-level
and three-level inverters, which are components of 5L-HBT2I are presented. The power loss analysis
on the 5L-HBT2I is performed. The proposed technique implements the switching loss reduction
strategy based on setting the operation of the two-level inverter in six-step mode. PSIM software is
used to clarify the proposed technique. The simulation results show that the total switching losses of
the proposed technique in 5L-HBT2I reduce in comparison to the conventional sine PWM technique.
A prototype is built to validate the proposed scheme. Simulation and experimental results match
the analysis.

Keywords: carrier-based pulse width modulation; offset function; switching loss reduction; H-bridge
five-level inverter; multilevel inverter

1. Introduction

Five-level inverters are power electronic converters that play important roles in applications
of mechanical-electrical systems, transportation, power quality management, renewable energy
conversion system, and motor drives [1–4]. In the design of five-level inverters, different topologies have
been evolved, including the diode-clamped [5–9], flying capacitor [10–13], cascaded H bridge [14–16],
and T type topologies [17–20]. A new single-phase five-level T-type inverter can reduce the harmonic
components compared with that of the traditional full-bridge three-level PWM inverter under the
same conditions of DC voltage source and switching frequency [18]. In [19] the DC-DC boost converter
is connected to a five-level inverter and PI control is used, to control the inverter with much less total
harmonic distortion (THD) and near unity power factor. To enhance the input voltage, three PV strings
in cascade and parallel configurations with the five-level inverter are found in [19]. To maintain the
power factor at near unity, the inverters in [19] and [20] use a proportional–integral (PI) current control
scheme. The main solutions for the small-scale rooftop PV applications are proposed in [20]. That
paper presents a comparison of four multilevel converters based on the T-type topology.

Electronics 2019, 8, 702; doi:10.3390/electronics8060702 www.mdpi.com/journal/electronics251
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The switching loss is very important to evaluate the performance of the inverter, especially when
multilevel inverter operates at a high frequency. Several studies on switching loss reduction have been
introduced in recent years [21–26]. The complete analytical calculation of the switching loss is proposed
in [23] for the basic inverters. The switching losses of the IGBT depend on switching frequency, load
current, input DC voltage, and characteristics of switches are presented in [24]. The paper [24] shows
that the total switching losses of the inverter on a control voltage period are proportional to switching
frequency, load current, and DC voltage supply. The switching frequency depends on the carrier
frequency and the modulation method. Note that the switching frequency is opposite to the total
harmonic distortion (THD) of the output voltage. So that, lower carrier frequencies based switching
loss reduction can increase THD value. Therefore, a new technique for switching loss reduction without
THD increment is needed to be solved. As a result, the switching energy of the switches when the
switches operate is turned on (Ec(on)) or turned off (Ec(off)) mode, are determined by current and
voltage across the switch (IC and VCE) [25].

The average switching loss in the switch (PS) during each period Ts is calculated as Equation (1) [25].

PS =
1
6

(
VCEIs

tc(on) + tc(o f f )

Ts

)
− 1

3

(
VonIs

tc(on) + tc(o f f )

Ts

)
(1)

where:

fs—switching frequency
VCE—voltage across the switch when the switch is turned off
Von—voltage across the switch when the switch is turned on
Is—current through the switch when the switch is turned on
tc(on)—turn-on cross-over interval
tc(off)—turn-off cross-over interval

From Equation (1), it can be seen that to reduce switching losses it needs to reduce switching
frequency (fs). Or for reduction switching loss, it needs to choose a switching state based on IC and
VCE of phase to have the smallest value in the three-phase. As a result, fs, IC and VCE are three basic
elements that affect to reduce switching loss. A new space vector modulation strategy with two PI
regulators is used in both DC voltage and load voltage sides for controlling the PWM parameters.
So, the non-switching state can be controlled by these parameters to generate pulses as found in [26].
The switching losses are reduced by reducing either switching frequency or instantaneous current and
voltage values at the time of switching in [26]. Since using two PI regulators, the control technique is
very complex and hard to control for the system.

A reduced switching loss PWM strategy to eliminate common mode voltage in multilevel inverters
is presented in [27]. This PWM method has increased switching times for the phase with the smallest
load current by comparing the three-phase load current to eliminate common mode voltage. Simulation
and experimental results in [27] are performed based on the standard models with the collector-emitter
voltage of the IGBTs equaled. Therefore, for application to other models, which the voltage crossed
IGBTs is not the same, as if the 5L-HBT2I, its effect of loss reduction may not be very high. The two
modified space vector modulation strategies were proposed in [28] for the reduction of the qZSI
number of switch commutations at high current level with shorter periods during the fundamental
cycle, i.e., reducing the switching loss, simplifying the generation of the gate signals by utilizing only
three reference signals, and achieving a single switch commutation at a time were also presented
in [28].

This paper proposes a new modulation technique to reduce the number of switch commutations
for switching losses reduction. There is no switching on the phase which the control voltage has the
smallest displacement to top or bottom of the carrier, and the absolute of the load current being the
first or second large. In addition, reducing turn on and off the switch that has a large across voltage,
will be done to reduce switching losses. The paper is organized as follows: in Section 2, the topology,
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operating principles, and circuit analysis of the three-phase 5L-HBT2I are presented. Section 3 presents
switching loss calculation for 5L-HBT2I. Section 4 presents the proposed PWM scheme. Simulation
and experimental results are shown in Section 5. Finally, the result is summarized in Section 6.

2. Three-Phase Five-Level H-Bridge T-Type Inverter Topology

Figure 1 shows the three-phase 5L-HBT2I. As shown in Figure 1a, the 5L-HBT2I consists of
three DC sources (Ua, Ub, Uc), six capacitors (Ca1, Cb1, Cc1, Ca2, Cb2, and Cc2), and three T-type
H-bridge circuits.

 

U

C

C

C

C

C

C

U

U

U

C

C

Figure 1. Five-level T-type H-bridge inverter topologies. (a) Three-phase inverter and (b) One
phase module.

Define TSxi is status of the ith switch on phase x (x = a, b, c); where i is the index of switches
(1 to 5), with conditions:

TSxi =

{
0 if Sxi off
1 if Sxi on

(2)

TSx5 + TSx4 = 1 (3)

TSx1 + TSx2 + TSx3 = 1 (4)

Figure 1b shows a structure of phase x, where a leg of 5L-HBT2I is built from two single-phase
inverters: two-level and three-level T-type.
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From Equations (3) and (4), the pole voltage of two-level (Ux2-cx) and three-level T type inverter
(Ux3-cx) are determined:

Ux2−cx = (2TSx5 − 1)
Vdc
2

(5)

Ux3−cx = (2TSx3 + TSx2 − 1)
Vdc
2

(6)

Hence, the voltage from phase to pole (Uxg) is determined as

Vxg = Ux3−cx −Ux2−cx = (2TSx3 + TSx2 − 2TSx5)
Vdc
2

(7)

Set TSx is status of phase x:
TSx = 2TSx3 + TSx2 − 2TSx5 (8)

So, the phase to pole voltages is given as Equation (9).

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Vag

Vbg
Vcg

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = Vdc
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
TSa
TSb
TSc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (9)

The output phase and line-to-line voltages of this inverter is given as Equations (10) and (11).

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Van

Vbn
Vcn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = 1
3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 −1 −1
−1 2 −1
−1 −1 2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Vag

Vbg
Vcg

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (10)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Vab
Vbc
Vca

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −1 0
0 1 −1
−1 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Van

Vbn
Vcn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (11)

As a result, the third order harmonic does not appear in the output phase voltage (Vxn), while it
appears in both pole voltage (Vxg) and line-to-line voltage. Therefore, the proposed algorithm has offset
the function at the third order harmonic, which will not affect the third order harmonic magnitude of
the load. From Equation (8) to Equation (11), the values of Vxg can be determined in Table 1. As shown
in Table 1, the pole voltage Vxg has five levels including two positive, two negative, and one zero.

Table 1. Switching state of five-level H-bridge T-type inverter (5L-HBT2I) for phase-x index.

State TSx3 TSx2 TSx1 TSx5 TSx Vxg

1 0 0 1 0 0 0
2 0 1 0 0 1 Vdc

2

3 1 0 0 0 2 2 Vdc
2

4 0 0 1 1 −2 −2 Vdc
2

5 0 1 0 1 −1 −Vdc
2

6 1 0 0 1 0 0

3. Switching Loss Calculation for 5L-HBT2I

The switching loss depends on the load current and collector-emitter voltage of the power switches
and the number of commutations during the entire fundamental cycle [24,25]. Therefore, the switching
losses of the 5L-HBT2I will be calculated based on the switching losses of the power switches of each
phase, where phase x consists of five switches: Sx1–Sx5, x = a, b, c.
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Figure 1b and Table 1 can be seen that

VCE1 = VCE2 = VCE3 = VCE4/2 = VCE5/2 = Vdc/2 (12)

where VCE,i is the voltage across switch Sxi when Sxi is turned-off (i = 1, 2, 3, 4, 5).
And the current through switches, is is determined as

isi =
∣∣∣iLx(θ)

∣∣∣ where θ is phase angle, x = a, b, c (13)

In Equation (13), iSi and iLx are current through switch Sxi when Sxi is turned-on (i = 1, 2, 3, 4, 5)
and the load current over phase x (x = a, b, c), respectively.

Hence, the average value of the local (per control voltage cycle) switching loss over switches
Sx1–Sx5 (for instance, for phase-a) can be calculated as [27]

PS1 =
1

2π

(
tc(on) + tc(o f f )

) ∫ 2π

0

(VCE1

6
− Von

3

)
is1dθ =

1
2π

(
tc(on) + tc(o f f )

)(Vdc
12
− Von

3

) ∫ 2π

0
is1dθ (14)

Similarly, we have

PS2 =
1

2π

(
tc(on) + tc(o f f )

)(Vdc
12
− Von

3

) ∫ 2π

0
is2dθ (15)

PS3 =
1

2π

(
tc(on) + tc(o f f )

)(Vdc
12
− Von

3

) ∫ 2π

0
is3dθ (16)

PS4 =
1

2π

(
tc(on) + tc(o f f )

)(Vdc
6
− Von

3

) ∫ 2π

0
is4dθ (17)

PS5 =
1

2π

(
tc(on) + tc(o f f )

)(Vdc
6
− Von

3

) ∫ 2π

0
is5dθ (18)

where PSi is an average value of the local (per carrier cycle) switching loss over the switch (i = 1, 2, 3,
4, 5). Von,i is voltage across switch Sxi in turned-on state.

Equations (14)–(18) can show that switching loss decreases if the switching is on the phase, which
has a small load current. Due to the decrement of the number of commutations on two-level inverter
switches (Sx5 or Sx4), the switching loss will be smaller when compared with three-level T-type inverter
switches (Sx1 or Sx2 or Sx3).

As a result, the proposed technique helps to reduce the switching loss by reducing the number
of commutations on the phase, which has the absolute of the load current are first or second large in
three-phase and by reducing the number of commutations on two level inverter.

4. Proposed Algorithm

4.1. Principle of the Proposed Algorithm

The switching loss depends on the current through power switches, the voltage across the switch,
and the number of commutations in the period of control voltage is shown in Equations (14)–(18). Since
the switching loss can be decreased by reducing switching frequency of Sx5 and Sx4 and reducing the
number of commutations on the phase, which has the absolute of the load current is high or medium
in comparison to another phase. Therefore, in the first stage, the new control voltages are determined
with a non-switching state on the phase, which has the smallest displacement to top or bottom peak
(of the carrier) and the absolute of the load current being the first or second largest. In addition, in
the second stage, the control voltages that have been determined in the previous stage, are divided
into the control voltage for the two-level inverter and three-level T-type inverter for reducing switch
turn-on/turn-off on the two-level inverter.
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The first stage:
It is defined that vx is the initial control voltage phase x (x = a, b, c) and vrx is control voltage that it

is determined as the new control voltage by adding voffset into vx from first stage of proposed algorithm.
The maximum ampplitude of carrier is selected by 1. Due to the 5-level inverter, threshold comparison
of the carrier is 0, 1, 2, 3 and 4. The initial control voltage of phase vx is determined as Equation (19).

vx = m
4√
3

cos(ωt + θ0x) + 2 (19)

where vx, m, ω and θ0x are the initial control voltage of phase x, modulation index, angular velocity,
and initial phase angle, respectively.

The error of vx and Lx are determined:

Lx =

[
int(vx) i f int(vx) < 4
int(vx − 1) else

; Hx = Lx + 1 (20)

ex = vx − Lx (21)

Call IxABS is the absolute of current across phase x, then

ixABS =
∣∣∣iLx(θ)

∣∣∣ (22)

where θ is phase angle, ILx is the load current of phase x (x = a, b, c).
The maximum, minimum, medium of error (emax, emin, emed) and the maximum and medium of

absolute of load current (Imax, Imed) are defined:

emax = max(ea, eb, ec), emin = min(ea, eb, ec), emed = med(ea, eb, ec) (23)

imax = max(iaABS, ibABS, icABS), imed = med(iaABS, ibABS, icABS) (24)

Case 1: When the ixABS is the largest and (ex = emin) or (ex = emax), the none switching phase is x
and the offset voltage (voffset) is determined through the value ex as Equation (25)

vo f f set =

[ −ex i f ex = emin
1− ex i f ex = emax

. (25)

Case 2: When iaABS is the largest and ea equal the emed, for reducing error of output voltages, the
offset voltage will be not equal to ea. In this case, another phase has the absolute of the load current as
medium (assuming it is phase b) and the error (eb) of vb and Lb fix the maximum or minimum. Then,
the offset voltage is calculated following ibABS and eb as Equation (26)

vo f f set =

[
1− eb i f (eb = emax) and (ibABS = imed)

−eb i f (eb = emin) and (ibABS = imed)
(26)

Thus, the offset values can be determined as ixABS and ex in Table 2.

256



Electronics 2019, 8, 702

Table 2. The offset voltage of the 5L-HBT2I.

iaABS ibABS icABS ea eb ec voffset Figure

imax NA NA emin NA NA −emin 2a
imax NA NA emax NA NA 1 − emax 2b
imax imed NA emed emin NA −emin 2c
imax imed NA emed emax NA 1 − emax 2d
imax NA imed emed NA emin −emin -
imax NA imed emed NA emax 1 − emax -

NA: Not applicable.

If the matrixes from Equation (27) to Equation (31) are defined, the offset voltage will be calculated
as Equation (32). ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[Imax] =
[

amax, bmax, cmax
]

xmax =

[
1 i f ixABS = imax

0 else
(27)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[Imed] =

[
amed, bmed, cmed

]
xmed =

[
1 i f ixABS = imed

0 else
(28)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[Emax] =

[
eamax, ebmax, ecmax

]
exmax =

[
1 i f ex = emax

0 else
(29)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[Emed] =

[
eamed, ebmed, ecmed

]
exmed =

[
1 i f ex = emed

0 else
(30)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
[Emin] = [eamin, ebmin, ecmin]

exmin =

[
1 i f ex = emin

0 else
(31)

vo f f set =

⎡⎢⎢⎢⎢⎣ [Imax][Emax]
T(1− emax) − [Imax][Emin]

Temin i f [Imax][Emed]
T = 0

[Imed][Emax]
T(1− emax) − [Imed][Emin]

Temin else
(32)

The new control voltage vrx is determined

vrx = vx + vo f f set (33)

Since matrixes [Imax], [Imed], [Emax], [Emed] and [Emin] have “0” and “1” values, which can be
determined by simple comparison commands lead to the calculation of the offset voltage easy and
quick. The new control voltage (vrx) is the old control voltage (vx) add the offset voltage. The new
control voltages (vrx) on the phase which the absolute of the load current are first or the second large in
three-phase and ex equal emax or emin will be shifted to the top or bottom peak of the carrier.

Figure 2 shows the shift of the control voltages according to the conditions of the proposed
algorithm. As shown in Figure 2a, when (iaABS = imax) and (ea = emin), the offset voltage is −ea. This
offset voltage is added to the original control voltages so the new control voltages will shift down to
the new positions. The new position of the control voltage of phase-a will be La. Therefore, there will
be no switching on the phase-a when (iaABS = imax) and (ea = emin) as shown in Figure 2b. Similarly,
the switching state on the phase-b is off if (IaABS ≥ IbABS ≥ IcABS), (ea = emed) and (eb = emin or emax),
as shown in Figure 2c or 2d.
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Figure 2. Offset voltages under the proposed algorithm. (a) (iaABS = imax) and (ea = emin);
(b) (iaABS = imax)and (ea = emax); (c) (iaABS ≥ ibABS ≥ icABS), (ea = emed) and (eb = emin);
(d) (iaABS ≥ ibABS ≥ icABS), (ea = emed) and (eb = emax).

The second stage:
In the second stage, the control voltages that were created in the previous stage will be divided

into the control voltage for the two-level inverter and three-level T-type inverter. Since the two-level
inverter is operated in six-step mode, its control voltage can be calculated as

vx,2l =

[
1 i f vrx ≥ 2

0 else
(34)

In addition, from Equation (7), it is easy to determine the control voltages for three-level T type,
which are:

vx, 3l = vrx − 2vx,2l (35)

where vrx is the control voltage, created form first stage; vx,2l and vx,3l are the control voltages for
two-level inverter and T-type inverter on phase x.

4.2. Flow Chart

Figure 3 shows a flow chart of the proposed algorithm using simple commands such as subtraction,
and comparison on the program. The comparison of the phase currents can be done by comparing
hardware circuits that do not require the use of expensive sensors. Thus, calculation time of the
algorithm is low and suitable for closed-loop control or other control methods.
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For example, assuming that control voltages va, vb, and vc are 1.12 V, 0.64 V and 3.24 V, respectively,
from Equation (22), the error of vx and Lx are ea = 0.12, eb = 0.64, and ec = 0.24. From Equation (24),
emin = 0.12, emax = 0.64, emid = 0.24.

Assuming that IaABS > IbABS > IcABS, from Equations (27) and (28), [Imax] = [1 0 0], [Imid] = [0 1 0].
From Equations (30)–(32), [Emax]= [0 1 0], [Emed] = [0 0 1], [Emin] = [1 0 0]. From Equations (22)–(32),
the offset voltage is vo f f det = −emin = −0.12. Then, new control voltages are vra = va − emin = 1 V, vrb =

vb − emin = 0.52 V, vrc = vc − emin = 3.12 V.
When vra = 1 V, switches S1, S3, and S5 are turned off while switches S2 and S4 are turned on.

Thus, the phase-a switches will not be switched in one cycle T. Similarly, when vrc = 3.12 V, S1, S3, and
S4 are turned offwhile S2 and S5 are switching. As a result, the phase-c switches will be switched in
one cycle T. Therefore, the proposed algorithm can reduce the switching times of the switches.
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Figure 3. The flow chart of the proposed scheme.
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5. Simulation and Experimental Results

5.1. Simulation Results

Parameters used in simulation is shown in Table 3. Figure 4 shows the simulation results of the
proposed algorithm when modulation index are 0.4 and 0.9, respectively. The waveforms from top
to bottom in Figure 4 are three-phase absolute current, three-phase error (ea, eb, ec), maximum and
minimum errors (emax and emin), the initial voltage (vx) and new control voltage (Vrx), control voltage of
two-level inverter (va2L), and control voltage of three-level T-type inverter (va3L), the next waveforms
are gating signals of Sx1 to Sx5 and the bottom is the pole voltage output. It can be seen that from t1 to
t2, iaABS is maximum and ea hit maximum (emax), then voffset will be 1 − ea lead to the control voltage of
phase a move up to 3V; see Figure 4a and obtain 4V; see Figure 4b. As shown in Figure 4a, during a
time interval of [t1 to t2], the control phase-a voltage is 4 V. As a result, the switching states on phase-a
are (S5a = 0, S4a = 1, S3a = 1, S2a = 0 and S1a = 0) and its phase pole voltage is Vag = Vdc = 100 V.
Similarly, in Figure 4b, the phase-a to pole voltage is Vag =

Vdc
2 = 50 V when (S5a = 0, S4a = 1, S3a = 0,

S2a = 1 and S1a = 0). From t3 to t4, ibABS is maximum, the eb is medium. Simultaneously, the absolute
of phase a current load (iaABS) is medium and ea is emin as analyzed in the above section, the offset
voltage is –ea and the new control voltage of phase a shift down 0 V (m = 0.9) and 1 V (m = 0.4), so
there is no switching in phase-a. Similarly, the phase-b and phase-c in the situation have no switching.

Table 3. Parameters used in simulation.

Parameter/Component Attributes

Input voltage Vdc 100 V
Output frequency fo 50 Hz
Carrier frequency fs 5 kHz, 10 kHz, 15 kHz and 20 kHz

Capacitors C1 = C2 47,000 μF/300 V
Three-phase RL load Rload and Lload 40 Ω and 10 mH

  
(a) (b) 

Figure 4. Cont.
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(c) (d) 

Figure 4. Control voltage generation, gating signals of Sa1 to Sa5 and the phase pole voltage in the
proposed technique with (a,c) m = 0.4 and (b,d) m = 0.9.

To evaluate the efficiency of switching loss reduction, IGBT CM1000HA-24H module (Mitsubishi
Electric., Tokyo, Japan) in PSIM’s device database is used in the simulation. Figure 5 shows the
conduction loss (Pc-sinPWM), switching loss (Ps-sinPWM) using sine PWM algorithm and conduction
loss (Pc-proposed), switching loss (PS-proposed) using the proposed algorithm on a phase on changing
carrier frequency. As a result, the proposed technique can reduce switching losses. The switching
loss reduction value is maximized when m = 0.5, equivalent to 78% reduction. There is no significant
difference in conduction loss (Pc) between the proposed algorithm and sinPWM algorithm, especially at
low carrier frequencies. The difference in conduction loss is due to the difference in the high harmonic
amplitude between the proposed algorithm and sinPWM algorithm. When the carrier frequency is not
high enough (e.g., at fc = 5 kHz), the load phase voltage that applies the proposed technique has the
high harmonic amplitude at some modulation index values. Therefore, the conduction loss in this
case is greater than that in the sinPWM method as in Figure 5c,d. The harmonics spectrum of the
proposed and sinPWM algorithms are presented in Figure 6. The harmonics with a large amplitude in
the proposed technique focus around the carrier frequency, while they are around twice the carrier
frequency in the sinPWM algorithm. The THD of the phase current in the two algorithms is slightly
different, as seen in Figure 7.

  
(a) (b) 

Figure 5. Cont.
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(c) (d) 

 

Figure 5. Power loss on a phase under sinPWM method and proposed algorithm at carrier frequency
of (a) 20 kHz, (b) 15 kHz, (c) 10 kHz, and (d) 5 kHz.

  
(a) (b) 

  
(c) (d) 

Figure 6. Harmonics spectrum of phase voltage at fs = 20 kHz using (a) sinPWM method with m = 0.4,
(b) proposed method with m = 0.4, (c) sinPWM method with m = 0.9, and (d) proposed method with
m = 0.9.
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Figure 7. Total harmonic distortion (THD) comparison between sinPWM method and proposed
technique at fs = 20 kHz.

Figure 7 shows a comparison of THD values of the phase current between sinPWM method and
the proposed technique. As shown in Figure 7, THD value of the phase voltage of 5L-HBT2I under the
proposed algorithm is smaller than that with the sinPWM method at fc = 20 kHz. This can explain that
the two-level inverter only operates in a six-step mode with rarely rapid changes of phase voltage on
this inverter. As a result, the output harmonics have a small amplitude and conductive losses are also
lower than sinPWM techniques, as shown in Figure 5.

Under the load of 40 Ω and 10 mH at the output frequency of 50 Hz, the calculated load power
factor is 0.997. Table 4 shows the power factor (PF) and the power factor displacement (PFD) in
simulation. As shown in Table 4, the simulated power factor of the inverter is lower than the calculated
load power factor of 0.997. This is due to the harmonics distortion of load current and voltage.

Table 4. Simulated power factor and power factor displacement.

m THDi THDu PFDi PFDu PF

0.4 2.45% 40% 0.997 0.928 0.9264
0.9 1.12% 17% 0.999 0.986 0.9826

5.2. Experimental Results

An experimental model based on the DSP TMS320F28335 microcontroller (Texas Instruments,
Dallas, TX, US) is built in the laboratory to verify the effectiveness of the proposed control technique with
the elements in Table 5. Figure 8 shows a laboratory prototype. The input voltage is 100 V. The output
frequency is 50 Hz, while the switching frequency of the inverter circuit is 5 kHz. A three-phase
inductive load of 40 Ω and 10 mH is used in the experiment.

Table 5. Elements used in experiment.

Elements Type

IGBT FGL40N150D
Current sensor LEM-LA 25-P
Microcontroller DSP TMS320F28335

Tektronix oscilloscope MSO 2024B
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Figure 8. Experimental setup of the prototype.

Figure 9 shows the experimental result of the proposed algorithm when m = 0.9 and m = 0.4.
In Figure 9, the waveforms from the top to the bottom are the gating control signals of the power
switches SA5, SA3, SA2 and SA1, the pole voltage (Vag), the phase voltage that its harmonic spectrum is
in Figure 10. The experimental result of the proposed algorithm in Figure 9 are under modulation
index m = 0.4 (Figure 9a) and m = 0.9 (Figure 9b).

  
 

(a) (b) 

Figure 9. Experimental results at (a) m = 0.4 and (b) m = 0.9.

The experimental results are close to the simulation results. Figure 9a,b show the position “no
switching” in the phase, which has the absolute of its load current hitting maximum or medium in
three phases. The gating signal of SA5 is similar to that of SA4, that is the switch of the two-level inverter.
This is similar to its waveform in the six-steps mode.

Figure 10 shows the experimental results of the load current fast Fourier transform (FFT) and
its THD at m = 0.4 and 0.9. The experimental results are close to the simulation results. As shown in
Figure 10, the THD of the load current with the proposed algorithm at m = 0.4 is bigger it at m = 0.9.
Since the THD of the load current under the proposed algorithm is smaller than 5%, this complies in
the standard IEC61000-4-30 Edition 2 Class A. The experimental results in Figure 10 show that the
amplitude of lower harmonics is very small. That is one of the advantages of the proposed technique.
The measured THD values in Figure 10 are close to the simulation results shown in Figure 7.
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(a) (b) 

Figure 10. The load current fast Fourier transform (FFT) and its THD. (a) m = 0.4 and (b) m = 0.9.

6. Conclusions

The paper presents the carrier based PWM algorithm for 5L-HBT2I by using the offset function
to reduce the number of commutations on the power switches. Since the phase leg switches are
reduced, the number of commutations at maximum phase current are absolute, the two-level inverter
in 5L-HBT2I is on six-step mode, and the switching losses of the inverter 5L-HBT2I are reduced under
the proposed algorithm. The switching loss reduction value, in the proposed algorithm for 5L-HBT2I, is
maximized when m = 0.5, that is equivalent to a reduction of 78%. Since there is no increase conductive
loss when applying the proposed algorithm on 5L-HBT2I, the power loss of the inverter is also reduced.
Due to no increase of THD, this algorithm not only reduces the number of commutations but also hits
ME standards as IEC61000-4-30 Edition 2 Class A at small modulation indexes [28].
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Nomenclature

5L-HBT2I Five-level H-bridge T-type inverter
f s Switching frequency
NA Not applicable
Pc-sinPWM Conduction loss using sine PWM
Pc-proposed Conduction loss using proposed
PI Proportional integral
Ps-proposed Switching loss using proposed
Ps-sinPWM Switching loss using sine PWM
PV Photovoltaic
PWM Pulse width modulation
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Abstract: A mathematical model of a new “full-bridge Buck inverter–DC motor” system is developed
and experimentally validated. First, using circuit theory and the mathematical model of a DC
motor, the dynamic behavior of the system under study is deduced. Later, the steady-state, stability,
controllability, and flatness properties of the deduced model are described. The flatness property,
associated with the mathematical model, is then exploited so that all system variables and the input
can be differentially parameterized in terms of the flat output, which is determined by the angular
velocity. Then, when a desired trajectory is proposed for the flat output, the input signal is calculated
offline and is introduced into the system. In consequence, the validation of the mathematical model
for constant and time-varying duty cycles is possible. Such a validation of this mathematical model
is tackled from two directions: (1) by circuit simulation through the SimPowerSystems toolbox of
Matlab-Simulink and (2) via a prototype of the system built by using Matlab-Simulink and a DS1104
board. The good similarities between the circuit simulation and the experimental results allow
satisfactorily validating the mathematical model.

Keywords: motor drives; power converters; full-bridge Buck inverter; DC motor; mathematical
model; differential flatness; time-varying duty cycle; circuit simulation; experimental validation

1. Introduction

Electronic power converters as drivers for DC motors have been recently studied [1–30].
According to the literature on power converters, the Buck [1–23], the Boost [24–26], and the
Buck-Boost [27–30] topologies are the most used. The Buck topology received the most attention. This
is, in part, due to the fact that the mathematical model of the Buck topology is linear and, compared
with the Boost and the Buck-Boost topologies, the Buck topology does not have a nonminimum phase
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output variable [31]. As the present paper focuses on the Buck power converter as a driver for a DC
motor, a review of state-of-the-art of this topic is presented below.

1.1. Related Work

The literature reviewed has been divided into two approaches: (1) DC/DC Buck converter–DC
motor systems [1–20] and (2) DC/DC Buck converter–inverter–DC motor systems [21–23].

Regarding a DC motor when it is fed by a DC/DC Buck converter, the most relevant literature is
the following; Lyshevski, in [1], designed a nonlinear PI control that regulates the velocity of the motor
shaft. Ahmad et al., in [2], presented a performance assessment of the PI, fuzzy PI, and LQR controls
for the tracking problem. Bingöl and Paçaci reported, in [3], a virtual laboratory based on neural
networks to control the angular velocity. Sira-Ramírez and Oliver-Salazar [4] used the concepts of
active disturbance rejection and differential flatness to design a tracking control for two configurations
of a DC/DC Buck converter connected to a DC motor. In [5], Silva-Ortigoza et al. introduced a
two-stage sensorless tracking control based on flatness, whose implementation was executed via
a Σ–Δ-modulator. In [6], Hoyos et al. designed a robust adaptive quasi-sliding mode regulation
control, which is generated through the zero average dynamics (ZAD) technique and a fixed point
inducting control (FPIC). Later, Silva-Ortigoza et al. proposed a robust hierarchical control approach
based on differential flatness in [7]. Wei et al. in [8] reported a robust adaptive controller based on
dynamic surface and sliding mode. A two-stage controller based on sliding mode plus PI control and
flatness was reported by Silva-Ortigoza et al. in [9]. Hernández-Guzmán et al., in [10], proposed a
simple control scheme by using sliding mode, to regulate the converter current, and three PI controls.
These latter to regulate the converter voltage, the motor current, and the angular velocity. Moreover,
via sensorless load torque estimation schemes, a passive tracking control based on the exact tracking
error dynamics was proposed by Kumar and Thilagar in [11]. Khubalkar et al., in [12], presented the
design and realization of standalone digital fractional order PID control for the Buck converter–DC
motor system, where the dynamic particle swarm optimization (dPSO) technique is used to tune the
gains and the order of the control. By using the concept of differential flatness and a derivative-free
nonlinear Kalman filter, Rigatos et al., in [13], designed a control to solve the trajectory tracking
problem. Another solution was proposed by Nizami et al. in [14], where a neuroadaptive backstepping
tracking control was developed for the system. The dynamic analysis of the Buck converter that uses
the combined ZAD-FPIC technique to control the speed of the DC motor, when different reference
values are considered, was developed in [15] by Hoyos et al. Khubalkar et al., in [16], presented for the
DC/DC Buck converter driving a DC motor a digital implementation of a fractional order PID control,
whose parameters are tuned through the improved inertia weight dPSO technique. A flatness-based
tracking control implemented in successive loops was presented by Rigatos et al. in [17]. More recently,
the speed regulation problem was addressed by Yang et al. in [18], by using a robust predictive control
via a discrete-time reduced-order GPI observer. Additionally, other important contributions related to
the connection of a DC/DC Buck converter and a DC motor have been reported in [19,20].

On the other hand, regarding a DC motor when it is fed by a DC/DC Buck converter–inverter,
the literature is as follows. In [21], Silva-Ortigoza et al. developed and experimentally validated
a mathematical model associated with the DC/DC Buck converter–inverter–DC motor system.
Silva-Ortigoza et al. reported, in [22], a passive tracking control based on the exact tracking error
dynamics. Robust tracking controls were proposed by Hernández-Márquez et al. in [23].

1.2. Discussion of Related Work and Contribution

In accordance with the aforementioned, different approaches have been proposed for a DC motor
fed by a DC/DC Buck converter when the unidirectional rotation of the motor shaft is considered [1–19].
This unidirectional rotation emerges because the Buck converter only delivers unipolar voltages. In this
regard, when an inverter is integrated between the converter and the DC motor, bidirectional rotation of
the motor shaft is achieved, giving rise to the “DC/DC Buck converter–inverter–DC motor” system [21].

270



Electronics 2019, 8, 1216

Related to this system, the trajectory tracking problem has been addressed in [22,23]. Note that as
such a system includes an inverter connected to the DC motor, an abrupt behavior of the voltages
and currents is generated because of the hard switching of the transistors composing the inverter;
consequently, the useful life of the DC motor could be reduced. One manner to attenuate the abruptness
of the voltages and currents and at the same time to drive a bipolar voltage to the DC motor is through
the full-bridge Buck inverter, giving rise to the new “full-bridge Buck inverter–DC motor” system [32].
Thus, compared with [32], the contribution of the present paper is fourfold:

1. The steady-state, stability, controllability, and flatness properties associated with the dynamic
behavior of the “full-bridge Buck inverter–DC motor” system are presented.

2. The differential flatness property [33] linked to the mathematical model of the system under
study is exploited, with the aim of obtaining the reference trajectories of the system offline so that
the mathematical model can be validated when time-varying duty cycles are considered.

3. Obtaining circuit simulation results when the input and the reference signals are introduced into
the system via the SimPowerSystems toolbox of Matlab-Simulink.

4. Obtaining experimental results when the input and the reference signals are introduced to a
prototype of the system built through Matlab-Simulink along with a DS1104 board.

The remainder of this paper is organized as follows. In Section 2, the generalities of the full-bridge
inverter DC–motor system and some static/dynamic properties and the generation of the reference
trajectories, via the flatness concept, are presented. To validate the proposed mathematical model, in
Section 3, circuit simulation and experimental results are shown. Later, a discussion of the obtained
results is introduced in Section 4. Finally, concluding remarks are given in Section 5.

2. Materials and Methods

This section describes the key concepts of the full-bridge Buck inverter–DC motor system. First,
the mathematical model of the system is obtained by using the circuit theory and the mathematical
model of a DC motor. Second, some static and dynamic properties related to the deduced model are
listed. Last, the generation of the reference trajectories is introduced.

2.1. Model of the “Full-Bridge Buck Inverter–DC Motor” System

In the following, the generalities of the full-bridge Buck inverter–DC motor system and the
deduction of its corresponding mathematical model are presented.

2.1.1. Generalities of the Full-Bridge Buck Inverter–DC Motor System

The electronic diagram of the full-bridge Buck inverter–DC motor topology is drawn in Figure 1a.
Such a circuit can be divided into two parts: (1) the full-bridge Buck inverter and (2) the DC motor.
The full-bridge Buck inverter modulates and supplies the bipolar voltage υ to the DC motor via the
input signal u. This part also contains the following; a power supply E; an array of four MOSFET
transistors—Q1, Q1, Q2, and Q2; and a low-pass filter composed of R, C, and L (where the current i
flows through). In addition, the DC motor is the actuator of the system and is made up of the elements
La, Ra and a variable ia, corresponding to the inductance, resistance, and armature current. Here, ω is
the angular velocity of the shaft. Other important values of the DC motor are b, km, J, and ke, which
correspond to the viscous friction coefficient of the motor, the motor torque constant, the moment of
inertia of the rotor, and the counterelectromotive force constant, respectively. Additionally, Figure 1b
depicts the ideal configuration of the system, which will be described in the following section.
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(a) (b)

Figure 1. The full-bridge Buck inverter–DC motor topology: (a) proposed structure and (b)
ideal configuration.

2.1.2. Mathematical Model of the Proposed “Full-Bridge Buck Inverter–DC Motor” Topology

In Figure 1b, the ideal structure of the proposed “full-bridge Buck inverter–DC motor” topology
is depicted. In this figure, the transistors Q1, Q2, Q1, and Q2 are replaced by switches S1, S2, S1, and
S2, respectively. When switches S1 or S2 are on, the possible values of the input signal u are 1 or −1.
These values depend on the voltage polarity, or operating cycle, that is desired to be generated in load
R. That is, for a positive voltage, or positive cycle, the switch S1 will be on and the input signal u
will be 1. For a negative voltage, or negative cycle, the switch S2 will be on and the output signal u
will be −1. On the other hand, when switches S1 and S2 are off, the input signal u is 0. During this
commutation process, the switches S1 and S2 are activated complementarily to S1 and S2. With the
aim of easing the deduction of the mathematical model of the full-bridge Buck inverter–DC motor
topology, different structures (associated with the positions of the inverter switches) will be analyzed.
Thus, in accordance with the bipolarity of the voltage υ, the deduction of the mathematical model will
be divided into positive and negative cycles.

Positive Cycle

The generation of a positive voltage, i.e., the clockwise movement of the motor shaft, is executed
when the ideal circuit of Figure 1b is simplified to the circuit shown in Figure 2a. It is noteworthy
that switches S2 and S2 are in a fixed position, whereas switches S1 and S1 work complementarily,
switching their position according to the input signal u. Thus, similar to a Buck converter, the energy
charging in the LC filter occurs when the input signal u = 1, whereas energy discharging occurs when
u = 0. This behavior is summarized in Figure 2b.

(a) (b)

(c) (d)

Figure 2. The full-bridge Buck inverter–DC motor system: (a) ideal circuit for positive cycle; (b) in
positive cycle Q1 and Q1 of Figure 1 operate as a transistor and as a diode, respectively; (c) energy
charging mode of operation; and (d) energy discharging mode of operation.
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(i) Energy charging. In this mode of operation, a part of the energy supplied by the power
supply is stored in the LC filter. Figure 2c depicts the structure of this operating mode. By using the
mathematical model of a DC motor [34,35] and applying Kirchhoff’s laws to the electric circuit of
Figure 2c, the following system of differential equations is obtained:

L
di
dt

= −υ + E, (1)

C
dυ

dt
= i − υ

R
− ia, (2)

La
dia

dt
= υ − Raia − keω, (3)

J
dω

dt
= kmia − bω. (4)

(ii) Energy discharging. Here, as the LC filter is no longer connected to the power supply, the
energy stored in the filter is released directly to the resistance R and to the DC motor. Figure 2d shows
the connection of this operating mode. By using the mathematical model of a DC motor and applying
Kirchhoff’s laws, the following system associated with the circuit of Figure 2d is obtained:

L
di
dt

= −υ, (5)

C
dυ

dt
= i − υ

R
− ia, (6)

La
dia

dt
= υ − Raia − keω, (7)

J
dω

dt
= kmia − bω. (8)

Negative Cycle

In generating the negative voltage, the ideal circuit of Figure 1b reduces to the one shown
in Figure 3a. Here, switches S1 and S1 are in a fixed position, whereas switches S2 and S2 work
complementarily, switching their position according to the input u. Similarly to the positive cycle,
there is energy charging or discharging in the LC filter. This behavior is summarized in Figure 3b.

(a) (b)

(c) (d)

Figure 3. The full-bridge Buck inverter–DC motor system: (a) ideal circuit for negative cycle; (b) in
negative cycle Q2 and Q2 of Figure 1 operate as a transistor and as a diode, respectively; (c) energy
charging mode of operation; and (d) energy discharging mode of operation.
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(i) Energy charging. The circuit allowing energy charging for negative cycles is shown in
Figure 3c. The model related to the circuit of Figure 3c, after applying Kirchhoff’s laws and considering
the mathematical model of a DC motor, is given by

L
di
dt

= −υ − E, (9)

C
dυ

dt
= i − υ

R
− ia, (10)

La
dia

dt
= υ − Raia − keω, (11)

J
dω

dt
= kmia − bω. (12)

(ii) Energy discharging. Lastly, the energy discharging in this mode of operation is presented
in Figure 3d. For this mode (see Figure 3d), the mathematical model is determined by the following
system of differential equations:

L
di
dt

= −υ, (13)

C
dυ

dt
= i − υ

R
− ia, (14)

La
dia

dt
= υ − Raia − keω, (15)

J
dω

dt
= kmia − bω. (16)

By unifying the four modes (see Figures 2c,d, and 3c,d), represented by Equations (1)–(16), the model
of the full-bridge Buck inverter–DC motor topology is given by

L
di
dt

= −υ + Eu, (17)

C
dυ

dt
= i − υ

R
− ia, (18)

La
dia

dt
= υ − Raia − keω, (19)

J
dω

dt
= kmia − bω, (20)

where u ∈ {−1, 0, 1} are the positions of the switches. Due to the discrete nature of the system modeled
by Equations (17)–(20), it is usual to call it a “switched model”. In contrast, the continuous model or
“average model” associated with the full-bridge Buck inverter–DC motor system is described by

L
di
dt

= −υ + Euav, (21)

C
dυ

dt
= i − υ

R
− ia, (22)

La
dia

dt
= υ − Raia − keω, (23)

J
dω

dt
= kmia − bω, (24)

with uav ∈ [−1, 1] the average input.
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2.2. Properties of the “Full-Bridge Buck Inverter–DC Motor” System

This section presents the most relevant static and dynamic properties of the full-bridge Buck
inverter–DC motor system. These properties bring qualitative information about the behavior of such
a system. Particularly, the steady-state, stability, controllability, and flatness properties of the system
are described.

2.2.1. Steady-State

The steady-state analysis predicts the behavior of the full-bridge Buck inverter–DC motor system,
given by (21)–(24), when its variables and input are in equilibrium. This is,

0 = −υ + Euav, (25)

0 = i − υ

R
− ia, (26)

0 = υ − Raia − keω, (27)

0 = kmia − bω, (28)

where the overline means the nominal or constant value of such variables and input. After performing
some algebraic manipulations, the equilibrium point (25)–(28) can be expressed in terms of the variable
of interest ω as follows,

ia =
b

km
ω, (29)

υ =

(
bRa

km
+ ke

)
ω, (30)

i =
(

bRa + kekm + bR
kmR

)
ω, (31)

uav =

(
bRa + kekm

Ekm

)
ω. (32)

2.2.2. Stability

When analyzing the stability of a dynamic linear system two cases arise. The first is related to
the zero state-response, where the output is expected to be bounded if the input is also bounded and
the initial condition is equal to zero, meaning that the system is BIBO stable. The second case is about
the zero-input response, where the system has no input and has nonzero initial condition. In this
way, the system will be stable in the sense of Lyapunov if the output response is bounded and will be
asymptotically stable if the output response approaches zero as t → ∞. Both cases can be assessed
through the roots of the characteristic polynomial associated with matrix A of the state space model
representation. Thus, if the roots of such a characteristic polynomial have negative real part then the
system is completely stable.

Regarding the full-bridge Buck inverter–DC motor system, the state space representation of its
model (21)–(24) is given by

ẋ = Ax + Buav,

y = Cx, (33)
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where

x =

⎡
⎢⎢⎢⎣

i
υ

ia

ω

⎤
⎥⎥⎥⎦ , A =

⎡
⎢⎢⎢⎢⎣

0 − 1
L 0 0

1
C − 1

RC − 1
C 0

0 1
La

− Ra
La

− ke
La

0 0 km
J − b

J

⎤
⎥⎥⎥⎥⎦ , B =

⎡
⎢⎢⎢⎣

E
L
0
0
0

⎤
⎥⎥⎥⎦ , C = [0 0 0 1]. (34)

While the characteristic polynomial associated with A is

P(s) = a0s4 + a1s3 + a2s2 + a3s + a4, (35)

with

a0 =1,

a1 =
bLaRC + JRaRC + JLa

JLaRC
,

a2 =
JLaR + JRL + bRaRCL + kekmRCL + bLaL + JRaL

JLaRCL
,

a3 =
bLaR + bRL + JRaR + bRaL + kekmL

JLaRCL
,

a4 =
bRa + kekm

JLaCL
.

By using the following Routh array,

s4 a0 a2 a4

s3 a1 a3

s2 b1 b2

s1 c1

s0 d1

(36)

where

b1 =
a1a2 − a0a3

a1
,

b2 =
a1a4 − a0a5

a1
= a4,

c1 =
b1a3 − a1b2

b1
=

a1a2a3 − a0a2
3 − a2

1a4

a1a2 − a0a3
,

d1 =
c1b2 − b1b3

c1
= b2 = a4,

It can be demonstrated that the roots of (35) have negative real part if a0, a1, a2, a3, a4, b1, c1, and
d1 are positive. As all system parameters associated with (21)–(24) are positive and after computing
(36), it is concluded that the full-bridge Buck inverter–DC motor system is completely stable.

2.2.3. Controllability

The controllability property of a dynamic system is crucial in control theory. This property states
that if an input to a system can be found such that it takes the vector state from a desired initial
state to a desired final state, the system is controllable; in other case, the system is uncontrollable.
With the aim of determining whether a system is controllable or not, a controllability matrix C can
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be constructed. If matrix C is of rank n, being n the dimension of the vector state, then the system is
completely controllable.

Regarding the full-bridge Buck inverter–DC motor system, represented by Equation (33),
the associated controllability matrix is given by

C =[B AB A2B A3B]

=

⎡
⎢⎢⎢⎢⎢⎢⎣

E
L 0 − E

L2C
E

RL2

0 E
LC − E

RL − E(R2LC+R2LaC−LLaC4)
R2L2LaC3

0 0 E
LLaC − E(RRa+LaC)

RLL2
aC

0 0 0 Ekm
JLLaC

⎤
⎥⎥⎥⎥⎥⎥⎦

, (37)

with matrices A and B defined in (34). In this way, after calculating the determinant of matrix C,
one obtains

det C =
E4km

JL4L2
aC3 �= 0, (38)

meaning that the system is controllable.
On the other hand, an important property directly linked with controllability is that of differential

flatness. This latter states that if a system is differentially flat [33], then it is controllable. This, in turn,
means that the vector state and the input can be differentially parameterized in terms of the flat output
and a finite number of its derivatives with respect to time. Moreover, there is a relation between the
differential parametrization and the steady-state behavior, as the latter can be also obtained when the
time derivatives of the flat output are equating to zero.

Note that the differential flatness property has been exploited during the past few years in
DC/DC power converters-DC motor and DC/DC power converters-inverter-DC motor systems for
different purposes. The most common ones are: (a) as a generator of time-varying reference trajectories
to be used in validating mathematical models [21,25] and in passive controls [22,24,28] and (b) for
control design purposes [4,5,7,9,23,29]. This paper exploits the flatness property with the intention
of generating the reference trajectories for validating the obtained mathematical model, as will be
presented in the following section.

2.3. Generation of Reference Trajectories via Differential Flatness

After finding that det C �= 0, i.e., the full-bridge Buck inverter–DC motor system is differentially
flat, the flat output of the overall system is found through the following mathematical statement:

[0 0 0 1]C−1x =
JLLaC
Ekm

ω, (39)

and, without loss of generality, the flat output of the system described by Equations (21)–(24) can be
taken as

S = ω, (40)

which corresponds to the angular velocity of the full-bridge Buck inverter–DC motor system. Therefore,
the variables ia, υ, i, and the input uav of the system can be expressed in terms of S and its successive
derivatives with respect to time as follows,

ω =S , (41)

ia =
J

km
Ṡ +

b
km

S , (42)
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υ =
JLa

km
S̈ +

(
bLa + JRa

km

)
Ṡ +

(
bRa

km
+ ke

)
S , (43)

i =
(

JLaC
km

)
S (3) +

(
bRLaC + JRRaC + JLa

Rkm

)
S̈

+

(
bLa + JRa + JR + bRRaC + RKeKmC

kmR

)
Ṡ +

(
bRa + kekm + bR

kmR

)
S , (44)

uav =

(
JLaLC
Ekm

)
S (4) +

(
bRLLaC + JRRaLC + JLLa

EkmR

)
S (3)

+

(
bLLa + JRaL + JRL + bRRaLC + KeKmRLC + JRLa

EkmR

)
S̈

+

(
bRaL + kekmL + bRL + bRLa + JRRa

EkmR

)
Ṡ +

(
bRa + kekm

Ekm

)
S . (45)

From the previous results, if a desired trajectory S∗ is proposed, i.e., ω∗, then from Equation (45),
the input to be introduced into the full-bridge Buck inverter–DC motor system is

u∗
av =

(
JLaLC
Ekm

)
S∗(4) +

(
bRLLaC + JRRaLC + JLLa

EkmR

)
S∗(3)

+

(
bLLa + JRaL + JRL + bRRaLC + KeKmRLC + JRLa

EkmR

)
S̈∗

+

(
bRaL + kekmL + bRL + bRLa + JRRa

EkmR

)
Ṡ∗ +

(
bRa + kekm

Ekm

)
S∗, (46)

achieving that ω be similar to ω∗, meaning that the mathematical model is sufficiently accurate. In
addition, when S∗ is replaced in Equations (42)–(44), the reference trajectories of the system, i.e., i∗a , υ∗,
and i∗, are obtained offline.

3. Results

The mathematical model of the full-bridge Buck inverter–DC motor system will be validated here.
This validation is carried out in two directions: (1) by circuit simulation through the SimPowerSystems
toolbox of Matlab-Simulink and (2) via a built prototype of the system by using Matlab-Simulink and
a DS1104 board. The results of the circuit simulation of the full-bridge Buck inverter–DC motor system
will be presented first. Later, the corresponding experimental results associated with the system will
be presented.

3.1. Circuit Simulation Results

The connection diagram of the system, built on Matlab-Simulink, along with some simulation
results are presented here.

3.1.1. Connection Diagram of the System

The circuit simulation results are obtained through the diagram of the system shown in Figure 4,
whose implementation has been executed via the SimPowerSystems toolbox of Matlab-Simulink.
The blocks composing the diagram of this figure are detailed below:

• Desired and reference trajectories. In this block, the desired trajectory ω∗ and the differential
parametrization, see Equations (31)–(33), are programmed to obtain the reference trajectories i∗a ,
υ∗, and i∗.

• Signals to be plotted. The variables to be plotted are defined in this block. These variables are
related to the full-bridge Buck inverter–DC motor system and to the differential parametrization.
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• Input signal and PWM. Here, the input u∗
av, given by Equation (37), is programmed. Also, through

this block, the full-bridge transistors are driven when the switched inputs are generated through
the PWM signal.

• Full-bridge Buck inverter–DC motor circuit. This block corresponds to the overall system.
The parameters of the full-bridge Buck inverter are given by the following values:

R = 48 Ω, C = 4.7 μF, L = 4.94 mH, E = 32 V. (47)

The sampling frequency of the four transistors, associated with the full-bridge is 50 kHz. The DC
motor was manufactured by ENGEL with a 3.1 gearbox with reduction ratio of 14.5:1. Such a
motor is a GNM5440E-G3.1 (24 V, 95 W), whose parameters are

La = 2.22 mH, km = 120.1 × 10−3 N·m
A ,

Ra = 0.965 Ω, ke = 120.1 × 10−3 V·s
rad ,

J = 118.2 × 10−3 kg·m2, b = 129.6 × 10−3 N·m·s
rad . (48)

Input signal PWM

Figure 4. Circuit of the “full-bridge Buck inverter–DC motor” system designed via the
SimPowerSystems toolbox of Matlab-Simulink. This circuit is used for validating the deduced
mathematical model of such a system.

3.1.2. Circuit Simulation Results

With the intention of validating the obtained mathematical model of the full-bridge Buck
inverter–DC motor system, this section presents the circuit simulation results for different desired
trajectories of the angular velocity.

Circuit Simulation 1

In this simulation, the desired trajectory ω∗ is generated via the following Bézier polynomial:

ω∗(t) = ωi (ti) + [ω f (t f )− ωi (ti)]ϕ(t, ti, t f ), (49)

where ϕ(t, ti, t f ) is given by

ϕ
(

t, ti, t f

)
=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 for t ≤ ti,(
t−ti

t f −ti

)5 ×
[

r1 + r2

(
t−ti

t f −ti

)
+ r3

(
t−ti

t f −ti

)2

+r4

(
t−ti

t f −ti

)3
+ r5

(
t−ti

t f −ti

)4
+r6

(
t−ti

t f −ti

)5
]

for t ∈ (ti, t f ),

1 for t ≥ t f ,

(50)
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and
r1 = 252, r2 = −1050, r3 = 1800, r4 = −1575, r5 = 700, r6 = −126. (51)

With proposal (50) and coefficients (51), ω∗ smoothly interpolates between ωi = −10 rad
s and

ω f = 10 rad
s over the time interval [ti, t f ] = [4 s, 6 s]. Note that if (50) were of different order, then

coefficients (51) would be also different. The corresponding results are presented in Figure 5.
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Figure 5. Circuit simulation results for a Bézier polynomial-type trajectory. The results related to the
mathematical model are denoted by ω, ia, υ, i, and the results associated with the reference variables
are labeled as ω∗, i∗a , u∗

av, υ∗, i∗.

Circuit Simulation 2

Here, ω∗ is defined by the following sinusoidal function:

ω∗(t) = 10 sin(0.8πt). (52)

Figure 6 depicts the corresponding simulation results.
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Figure 6. Circuit simulation results for a sinusoidal trajectory. The results of the mathematical model
correspond to variables ω, ia, υ, i, whereas the results related to the reference variables are ω∗, i∗a , u∗

av,
υ∗, i∗.

Circuit Simulation 3

In this case, the trajectory to be tracked has been proposed as

ω∗(t) = 10
(

1 − e−2t2
)

sin(0.8πt), (53)

and the results are shown in Figure 7.
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Figure 7. Circuit simulation results for a sinusoidal trajectory with exponential amplitude. The results
associated with the mathematical model are ω, ia, υ, i, and the results of the reference variables
correspond to ω∗, i∗a , u∗

av, υ∗, i∗.
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Circuit Simulation 4

Lastly, the trajectory to be tracked in this simulation is given by Equation (54) and the
corresponding results are presented in Figure 8.

ω∗(t) = 10 sin
(

0.125πt
3
2

)
. (54)
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Figure 8. Circuit simulation results for a sinusoidal trajectory with time-varying frequency. The results
related to the mathematical model correspond to the signals denoted by ω, ia, υ, i, and the results
associated with the reference variables are labeled as ω∗, i∗a , u∗

av, υ∗, i∗.

3.2. Results from the Experimental Prototype

This section describes the connection diagram that allows the implementation of the input signal
u∗

av on the built prototype of the full-bridge Buck inverter–DC motor system shown in Figure 9. Also,
the corresponding experimental results are presented.

Figure 9. Experimental prototype of the full-bridge Buck inverter–DC motor system.

3.2.1. Experimental Diagram of the System

The experimental results were obtained by using the connection diagram depicted in Figure 10.
The blocks composing this figure are described below.

• Desired and reference trajectories. The desired trajectory ω∗ and the Equations (31)–(33) to obtain
the reference trajectories i∗a , υ∗, and i∗ are programmed in this block.

• Input signal. The input u∗
av, see Equation (37), is programmed here.

• Signals to be plotted. The variables to be plotted are specified in this block.
• Board and signal processing. This block shows the connections between the DS1104 board and

the system. As can be seen, signal conditioning (SC) is executed over the angular position θ,
the voltage υ, and the currents ia and i. Also, the input signal u∗

av is introduced into the DS1104
board so that the PWM signal can be generated. This latter is processed through the sub-block
conditioning circuit (CC) allowing the correct activation of the transistors.

• Full-bridge Buck inverter–DC motor circuit. This block corresponds to the system under study
and the values of its parameters were defined in (47). The sampling frequency of the four IRF640
MOSFET transistors associated with the full-bridge is 50 kHz. Additionally, the parameters of the
DC motor are the same of those considered in (48).
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Figure 10. Experimental diagram of the “full-bridge Buck inverter–DC motor” system.

3.2.2. Experimental Results

With the purpose of validating the obtained mathematical model (21)–(24), this section presents
the experimental results for the system. In these experiments, and with the purpose of making a fair
comparison with the simulation results, the desired trajectories for ω are the same as those considered
in the simulation results.

Experiment 1

In this experiment, ω∗ is the Bézier-type trajectory defined in (49). The experimental results of the
system are presented in Figure 11.
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Figure 11. Experimental results for a Bézier-type trajectory. The results of the measured variables are
ω, ia, υ, i, and the results of the reference variables are ω∗, i∗a , u∗

av, υ∗, i∗.

Experiment 2

Here, ω∗ is the sinusoidal trajectory (52). In Figure 12, the corresponding experimental results
are depicted.

0 2 4 6 8 10
-20

-10

0

10

20

0 2 4 6 8 10

-4

-2

0

2

4

0 2 4 6 8 10

-1

-0.5

0

0.5

1

0 2 4 6 8 10

-30

-15

0

15

30

0 2 4 6 8 10

-4

-2

0

2

4

Figure 12. Experimental results for a sinusoidal trajectory. The results related to the measured variables
correspond to the signals denoted by ω, ia, υ, i, whereas the results associated with the reference
variables are labeled as ω∗, i∗a , u∗

av, υ∗, i∗.

Experiment 3

In this experiment, the desired angular velocity is defined as in (53). The corresponding
experimental results are shown in Figure 13.

282



Electronics 2019, 8, 1216

0 2 4 6 8 10
-20

-10

0

10

20

0 2 4 6 8 10

-4

-2

0

2

4

0 2 4 6 8 10

-1

-0.5

0

0.5

1

0 2 4 6 8 10

-30

-15

0

15

30

0 2 4 6 8 10

-4

-2

0

2

4

Figure 13. Experimental results for a sinusoidal trajectory with exponential amplitude. The results of
the measured variables correspond to ω, ia, υ, i, and the results of the reference variables are ω∗, i∗a ,
u∗

av, υ∗, i∗.

Experiment 4

Lastly, Figure 14 presents the experimental result associated with Equation (54).
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Figure 14. Experimental results for a sinusoidal trajectory with time-varying frequency. The results
associated with the measured variables are denoted as ω, ia, υ, i, whereas the results related to the
reference variables are labeled as ω∗, i∗a , u∗

av, υ∗, i∗.

4. Discussion

As the mathematical model developed herein for the full-bridge Buck inverter–DC motor system
was differentially flat, all system variables were parameterized in terms of the flat output. Later, by
proposing and replacing ω∗ into the differential parametrization of the system, the reference variables
(i∗a , i∗, υ∗) and the input signal (u∗

av) were found offline. This was made to compare the results of the
circuit simulation with the differential parametrization results, both shown in Figures 5–8. The same
thing was done in order to compare the experimental results and the differential parametrization
results, both shown in Figures 11–14. Regarding these latter, a tracking error between system variables
ω, ia, υ, i and reference variables ω∗, i∗a , υ∗, i∗ can be observed. Such an error appears because
some dynamics were not included into the mathematical model, i.e., energy losses associated with
semiconductors and parasitic resistances related to capacitor and inductors. In this sense, note that, due
to these omitted dynamics and the existence of the load R, the efficiency of the Buck converter is 89.14 %.
On the other hand, if all the neglected dynamics were taken into account, then the mathematical model
would be more complex and this is far beyond the scope of this paper. In brief, the obtained results
depicted in Figures 5–8 and 11–14 validate the good accuracy of the proposed mathematical model.

5. Conclusions

With the aim of validating, through circuit simulations and experimental results, the proposed
mathematical model of the new “full-bridge Buck inverter–DC motor” system, the flatness property
has been exploited. Likewise, the steady-state, stability, and controllability properties associated with
the dynamic behavior of such a system have been developed.

In the development of the mathematical model of the new “full-bridge Buck inverter–DC motor”
system, all components were considered as ideal. This was done with the intention of obtaining
a non-complex mathematical model that would still enjoy relatively good accuracy. On the other
hand, by applying the flatness concept to the proposed mathematical model, it was found that the flat
output of the system is given by ω. Therefore, the vector state and the input signal were differentially
parameterized, in terms of the flat output and its successive derivatives with respect to time. Thus,
with the help of such a parametrization, the validation of the deduced mathematical model was
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carried out through circuit simulation and a built prototype of the system. The circuit simulation
results (presented in Figures 5–8) and the experimental results (depicted in Figures 11–14) validates the
proposed mathematical model despite the small tracking error between system variables and reference
variables. It is worth mentioning that such an error could be minimized if the electronic and electric
elements were considered nonideal, meaning that energy losses and parasitic resistances should be
considered into the mathematical model. However, the advantages of using the model presented in
this paper is its simplicity and its accuracy.

Future research will be devoted to the design of feedback tracking controls and their experimental
implementation on the prototype of the system that has been built.
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Abbreviations

DC Direct current
PI Proportional-integral
PID Proportional-integral-derivative
LQR Linear quadratic regulator
ZAD Zero average dynamics
FPIC Fixed point inducting control
dPSO Dynamic particle swarm optimization
GPI Generalized proportional-integral
MOSFET Metal-oxide-semiconductor field-effect transistor
BIBO Bounded-input bounded-output
PWM Pulse width modulation
SC Signal conditioning
CC Conditioning circuit

Notation

i Converter inductor current
υ Converter capacitor voltage
ia DC motor armature circuit current
ω DC motor angular velocity
θ DC motor angular position
u Switch position function
u Complementary switch position function
uav Duty cycle or Average input signal
E Power supply
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R Converter output resistance
C Converter capacitance
L Converter inductance
Ra DC motor armature circuit resistance
La DC motor armature inductance
J Moment of inertia of the rotor
b DC motor viscous friction coefficient
ke Counterelectromotive force constant
km DC motor torque constant
Q1, Q2 MOSFET transistors
Q1, Q2 Complementary MOSFET transistors
S1, S2 Ideal switches
S1, S2 Complementary ideal switches
LC Analog filter conformed by L and C
x State vector
i, υ, ia, ω, uav Nominal variables and nominal input
ωi, ω f Constant angular velocities for interpolating the Bézier polynomial
A, B, C Constant matrices
y System output
C Controllability matrix
S Flat output
S∗ Flat output reference trajectory
i∗, υ∗, i∗a , ω∗, u∗

av System reference trajectories and reference input
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Abstract: This paper discusses some wide-range soft-switching full-bridge (FB) modular multilevel
dc–dc converters (MMDCs), and a comparative evaluation of these FB MMDCs is also presented.
The discussed topologies have all merits belonging to conventional FB MMDCs, e.g., smaller voltage
stress on the primary switches, no added primary clamping devices and modular primary structure.
In addition, the primary switches in each converter can obtain zero-voltage switching (ZVS) or
zero-current switching (ZCS) in a wide load range. Two presented topologies are selected as examples
to discuss in detail. The proposed FB MMDCs are assessed and evaluated based on performance,
components and topology structure indices, such as soft switching characteristics, current stress, power
loss distribution, number of added devices, complexity of structure and added cost. Experimental
results are also included to verify the feasibility and advantages of the new topologies.

Keywords: full bridge (FB); modular multilevel dc-dc converters (MMDCs); zero-voltage switching
(ZVS); zero-current switching (ZCS)

1. Introduction

With the rapid development of smart grid systems, dc-based distributed power systems and micro
grids attract more and more attention due to some clearly good features, e.g., high power transfer
efficiency, low system cost, high system stability and easy system control [1,2]. Commonly, the input
voltage of these dc interfaces is very high to obtain optimum system performance, which makes
high input voltage and high frequency isolated dc-dc converters become hot and causes challenging
issues in power electronics. In the high voltage applications, how to reduce the voltage stress on the
primary switches is a key point, and several methods can be used to solve this problem. The first
way is to connect the power switches in series directly, but this method is seldom used in the high
frequency applications due to the serious static and dynamic voltage balance problems [3]. Second,
three-level (TL) dc-dc converters (TLDCs) are suitable topologies for high voltage applications due
to only half the input voltage stress on the primary switches [4]. The first diode-clamped TLDC
was proposed in 1992 [4], and then, many other efforts have been made on this topic, e.g., novel
topologies and corresponding control strategies [4–11], wide range soft switching solutions [12–16]
and reduced filter size solutions [16–19]. Finally, modular multilevel dc-dc converters (MMDCs) can
also be used in high voltage applications [20]. MMDCs are built of modular cells with input series
and output series or parallel connected, and can be extended to higher voltage levels easily due to
their modular structure. Many TLDCs, e.g., diode-clamped TLDCs, can also be extended to a higher
voltage level. But, as mentioned in [20], the number of achievable voltage levels is limited due to not
only the dynamic voltage unbalance problem but also the complexity of the primary circuit structure
and modulation strategy. Therefore, MMDCs may be a better choice for applications with super
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high input voltage, i.e., 1400 V or higher. A half bridge (HB) MMDC was proposed and discussed
in [4], which is built of two-level HB modules. Several HB MMDCs for higher input voltage ratings
have been proposed [21,22]. In [23], an FB MMDC was proposed, which is composed of two input
series and output series connected two-level FB cells. Compared to HB MMDCs, FB MMDCs are
more suitable for high input and large power industry applications due to the lower VA rating of
the primary components, more modular structure and easy control. A number of new FB MMDCs
were proposed and discussed in [20,23–26]. A new FB MMDC with auto-balance ability among series
connected primary modules was proposed in [20]. Controlling strategies for output parallel-connected
FB MMDCs were analyzed in [27–29]. However, improvements are still required. In the high voltage
applications, soft switching performance of the primary switches is a key point to ensure higher
efficiency due to the switching loss increases squared with the input voltage. Fortunately, the switching
scheme of FB MMDCs is quite similar to that of the two-level phase shift (PS) FB dc-dc converter.
Hence, common wide-range soft-switching solutions for conventional two-level PS FB dc-dc converters
can be directly used in FB MMDCs. But, the system performance, structure complexity and added
cost of different solutions for FB MMDCs are quite different because more primary cells are involved.
Therefore, wide-range soft-switching FB MMDCs and a comparative evaluation of these solutions are
still interesting subjects.

In this paper, some new wide-range soft-switching FB MMDCs are discussed and compared.
The main contributions of this paper are:

(1) Based on conventional FB MMDC, this paper proposes eight novel soft-switching solutions;
(2) Through comparative study of them, the two most promising switching solutions are found;
(3) Converter losses, efficiency and costs of the two solutions are analyzed and tested for verification.

This paper is organized as follows. In Section 2, the circuits of the presented converters are
described. The operation principles and relevant analysis of an improved zero-voltage switching (IZVS)
FB MMDC are provided in Section 3. The operation principles and relevant analysis of a zero-voltage
and zero-current switching (ZVZCS) FB MMDC are discussed in Section 4. A comparative evaluation
of the presented converters is provided in Section 5. In Section 6, experimental results are presented
and analyzed. Finally, some brief conclusions are given.

2. Wide-Range Soft-Switching PWM FB MMDCs

Figure 1 illustrates a conventional FB MMDC, which is built of two two-level FB cells. The switches
in each cell are switched in PS mode. Thus, eight switches in Figure 1 can also be divided into two
groups, i.e., the leading and lagging switches. The lagging switches will face more difficulty to obtain
ZVS because only the energy stored in the leakage inductances can be used.

Figure 1. Conventional full-bridge (FB) modular multilevel dc–dc converter (MMDC).

As the switching scheme of Figure 1 is quite similar to that of a two-level PS FB dc-dc converter,
common wide-range soft-switching solutions for two-level PS FB dc-dc converters can also be
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used [30–37]. These solutions can be concluded into two types: IZVS and ZVZCS. IZVS converters
extend the ZVS range of the lagging switches by increasing either the value of the primary equivalent
inductance or the currents of the switches [30–34]. In the ZVZCS converters, the lagging switches
can realize ZCS by resetting the primary current during the free-wheeling mode. According to the
different reset voltage generated methods, the ZVZCS converters can be further divided into two
kinds, which are primary reset and secondary reset ZVZCS converters [35–37]. Generally, ZVZCS
solutions are more suitable for the converters with IGBTs because of the large tailing current during
the switching commutation.

2.1. IZVS FB MMDCs

Figure 2 shows four IZVS FB MMDCs. In IZVS_CD, the upper FB primary cell is built of the
switches S1 to S4, the primary coil T1p, Lr1, Dcl1, Dcl2 and the blocking capacitor CBL1; another
primary cell is comprised of the switches S5 to S8, the primary coil T2p, Lr2, Dcl3, Dcl4 and the
blocking capacitor CBL2. Lr1 and Lr2 are added to enlarge ZVS range of the lagging switches. Dcl1 to
Dcl4 are used to eliminate the oscillation and clamp the secondary rectified voltage reflected to the
primary side. The power transformer is built of two independent magnetic cores, two primary coils
and two common secondary coils. Each primary coil is wired around an independent magnetic core;
while the common secondary coils enclose both cores. Cin1 and Cin2 are the input capacitors with
the same value, and these capacitors share the input voltage evenly during the operation stages, i.e.,
VCin1 = VCin2 = Vin/2. Llk1 and Llk2 are leakage inductances of T1p and T2p. Do1 and Do2 are the
rectifier diodes, and the output filter is built of Lo and Co. Ro is the load resistor.

Figure 2. Improved zero-voltage switching (IZVS) FB MMDCs: (a) IZVS with clamped diode (IZVS_CD);
(b) IZVS with commutation auxiliary circuit (IZVS_CAC); (c) IZVS with small magnetizing inductance
(IZVS_SMI); (d) IZVS with secondary modulation method (IZVS_SMM).

In IZVS_CAC, two commutation auxiliary circuits (CACs) are added to enlarge the ZVS range
of the lagging switches. The secondary rectifier of IZVS_CAC is identical to that of IZVS_CD.
The configuration of IZVS_SMI is quite similar to that of Figure 1. However, the magnetic currents
of the transformer in IZVS_SMI are increased to provide more resonant energy. The structure of
the power transformers in IZVS_CAC and IZVS_SMI is identical to that of IZVS_CD. IZVS_SMM
shows a secondary modulated FB MMDC. The primary structure of IZVS_SMM is identical to that of
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IZVS_SMI, and the magnetizing currents are also increased to help the ZVS of the primary switches.
The transformer in IZVS_SMM has two primary coils and two secondary coils. Do3 to Do6 are the
rectifier diodes. Sse1 and Sse2 are two added secondary switches. The output filter is built of Lo and
Co. Ro is the load resistor.

2.2. ZVZCS FB MMDCs

Figure 3 depicts four ZVZCS FB MMDCs. IZVZCS_DCF is a primary current reset ZVZCS converter
with two cut-off diodes in each FB cell. CBL1 and CBL2 are designed to a specific value to reset the
primary currents. D3, D4, D7 and D8 are used to block the reverse primary currents. The secondary
circuit of IZVZCS_DCF equals that of IZVS_CD. IZVZCS_SAC&CAC and IZVZCS_SRC&CAC illustrate
two secondary reset ZVZCS FB MMDCs. In IZVZCS_SAC&CAC, Sse and Cse are added to conventional
FB MMDC to reset the primary currents; while the secondary reset circuit in IZVZCS_SRC&CAC has
the same function, which is composed of Dse1, Dse2 and Cse. In IZVZCS_SI, CBL1 and CBL2 are
designed to a specific value to reset the primary currents, and two saturable inductors, i.e., Lr1 and
Lr2, are used to limit the reverse primary currents. The structure of the power transformers in Figure 3
is identical to that of IZVS_CD.

Figure 3. Improved zero-voltage and zero-current switching (IZVZCS) FB MMDCs: (a) IZVZCS
with diode cutting-off (IZVZCS_DCF); (b) IZVZCS with secondary active clamping and commutation
auxiliary circuit (IZVZCS_SAC&CAC); (c) IZVZCS with secondary reactive clamping and commutation
auxiliary circuit (IZVZCS_SRC&CAC); (d) IZVZCS with saturable inductance (IZVZCS_SI).

3. IZVS FB MMDC with Secondary Modulated

In order to simplify the description, the operation principle and characteristics of IZVS_CD,
IZVS_CAC and IZVS_SMI is not presented here, and corresponding information can be found in [30–33].
The IZVS_SMM is selected as an example to analyze in detail in this part.
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3.1. Operation Principle

Key waveforms of IZVS_SMM are shown in Figure 4. There are six operation stages during
the whole switching cycle, and the operation stages in the first half switching cycle are illustrated in
Figure 5. Before the analysis, some assumptions are set to simplify the explanation: all the components
in the topology are ideal; Cin1 and Cin2 are large enough to be considered as voltage sources valued
Vin/2, and the voltage ripple on them can be neglected; CBL1 and CBL2 are large enough, and the
voltage ripple on them can be neglected; Lm1 = Lm2 = Lm; LL1K1 = LL1K2 = L1K; Im is the peak value
of the magnetizing currents; output filter and load are replaced by a constant current source Io; kT1 and
kT2 are the turn ratios kT

′ = (kT1 × kT2)/(kT1 + kT2). The output capacitance of each switch is identical
and represented as Cos in the following equations.

Figure 4. Key waveforms of IZVS_SMM.

Stage 1 [Figure 5a]: before t0, the circuit is operated in steady condition. Input source powers the
load. S1, S4, S5 and S8 are on; Do2 is conducted; Sse2 is also on, and the current flowing through Sse2
is zero due to Do4 is off. vBC = vDE = Vin/2; vrect = Vin/kT2; i1p = i2p = Io/kT2; iL1k1 = i1p + im1;
iL1k2 = i2p + im2; im1 and im2 increase with time linearly, and the slope is

dim1

dt
=

dim2

dt
=

Vin

2Lm
(1)

Stage 2 [Figure 5b, t0-t1]: At t0, Sse2 is turned off at zero-current. Primary side powers the load.
vBC = vDE = Vin/2; vrect = Vin/kT2; i1p = i2p = Io/kT2; iL1k1 = i1p + im1; iL1k2 = i2p + im2; im1 and
im2 keep increasing.

Stage 3 [Figure 5c, t1-t2]: At t1, Sse1 is turned on; Do1 is conducted and Do2 is off. Primary powers
the load. vBC = vDE = Vin/2; vrect = Vin/2kT

′; i1p = i2p = Io/kT
′; iL1k1 = i1p + im1; iL1k2 = i2p + im2;

im1 and im2 increase with time linearly.
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Figure 5. Operation stages of IZVS_SMM: (a) stage 1; (b) stage 2; (c) stage 3; (d) stage 4; (e) stage 5;
(f) stage 6.

Stage 4 [Figure 5d, t2-t4]: At t2, S1, S4, S5 and S8 are simultaneously turned off at zero-voltage
due to the existence of C1, C4, C5 and C8; iLlk1 charges C1 and C4, and discharges C2 and C3 linearly
with time; iLlk2 charges C5 and C8, and discharges C6 and C7 linearly with time. During this interval,
im1 and im2 reach their peak value Im and keep constant. Before vrect > 0, the energy stored in
the output inductor can still be used to charge or discharge the output capacitance of each primary
switch. When vrect is zero, one half of the final voltage on each primary switch has been charged
or discharged [34]. Thus, less resonant energy is required to obtain ZVS for the primary switches,
and this is the advantage of IZVS_SMM. After t3, the circuit will be operated into the free-wheeling
mode. iLlk1 charges C1 and C4, and discharges C2 and C3 linearly with time; iLlk2 charges C5 and C8,
and discharges C6 and C7 linearly with time. This stage ends until vC1 = vC4 = vC5 = vC8 = Vin/2
and vC2 = vC3 = vC6 = vC7= 0.

Stage 5 [Figure 5e, t4-t5]: At t4, D2, D3, D6 and D7 conduct naturally. The circuit operates in the
free-wheeling mode; iLlk1 and iLlk2 decrease due to negative voltage applied to the terminals of Llk1
and Llk2; during this stage, S2, S3, S6 and S7 must be turned on to achieve ZVS. According to Figure 4,
S2, S3, S6 and S7 are turned on at t5.

Stage 6 [Figure 5f, t5-t6]: At t5, S2, S3, S6 and S7 are switched on; i1p and i2p increase in the
inverse direction. When these currents reach −Io/kT2, the free-wheeling mode is over. Primary powers
load. After t6, vBC = vDE = −Vin/2; vrect = −Vin/kT2; i1p = i2p = −Io/kT2; iLlk1 equals the sum of i1p
and im1; iLlk2 equals the sum of i2p and im2; im1 and im2 decrease with time linearly, and the slope is
determined by (1). The current flowing through Sse1 is zero due to Do1 is off. After stage 6, the circuit
will be operated in the second half switching cycle.
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3.2. Soft Start

During the soft-start operation, the IZVS_SMM can be treated as a conventional FB MMDC in
Figure 1. Two secondary switches are off, and four primary switches in each FB module are switched
in PS mode. The output voltage can be regulated down to zero by increasing the phase angle among
the primary switches. Detailed operation principle about this procedure can be found in [23,24].

3.3. ZVS Condition of The Primary Switches

With proper design of i1m and i2m, all primary switches can obtain ZVS down to 0 load currents.
S2 and S3 in the upper module are selected to describe as an example. Figure 5d shows the equivalent
circuit of this procedure. Before vrect decays to zero, the load current can still be used to charge or
discharge corresponding capacitors. As discussed above, 50% of the final voltage across C1 to C4 has
been discharged or charged before vrect decays to zero. Thus, following equation should be fitted to
obtain ZVS.

1
2

LlkI2
m ≥ 2×Cos(

Vin

4
)

2
(2)

The required Im is

Im ≥ Vin

2

√
Cos

Llk
(3)

The peak to peak value of im is

Δim =
VinTs

2Lm
= 2Im (4)

Thus, Im is

Im =
VinTs

4Lm
(5)

Substituting (5) into (3) yields

Lm ≤ Ts

2

√
Llk

Cos
(6)

Therefore, S2 and S3 can obtain ZVS down to zero load current with a specific value of Lm decided
by (6).

3.4. ZCS Condition of The Secondary Switches

As proved in Figures 4 and 5, all secondary switches can obtain ZCS independent of the load
current. Sse2 is selected to describe as an example. As shown in Figure 5a, Sse2 is on in this stage.
But, the current flowing through Sse2 is zero due to the reverse voltage applied to Do4. As shown in
Figure 5b, Sse2 is switched off at zero current. Therefore, the switching loss of the secondary switches
can be minimized.

3.5. Turn Ratios

The output is regulated by the phase angle among the primary and secondary switches. The turn
ratios of IZVS_SMM should be designed according to the input voltage range. At maximum input
voltage, the phase angle between S1 and Sse1 is zero; primary powers the load through Ts2. With
decreasing of the input voltage, the phase angle between S1 and Sse1 is increased, and primary powers
the load through both Ts1 and Ts2. Hence, kT2 is

kT2 ≤ Vinmax

Vo
(7)

And kT1 can be computed by
kT1kT2

kT1 + kT2
=

Vinmin

Vo
(8)
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As for a converter with 100 to 300 V input and 50 V output (used in the prototype), kT2 can be
decided by (7) and the value is 16; according to (8), kT1 = 48.

3.6. Duty Ratio Loss

The time between t5 and t6 is defined as duty ratio loss time, and corresponding states are plotted
in Figures 5e and 5f. The primary side currents are

ikp =
Io

k′T
− Vin

2Llk
Δt56, k = 1, 2 (9)

when ikp = −Io/kT2, k = 1, 2, the free-wheeling mode is finished. The time of this interval is

Δt56 =
2IoLlk

Vin
(

k′T + kT2

k′TkT2
) (10)

The duty ratio loss is

ΔD =
Δt56

Ts/2
=

4IoLlk fs
Vin

(
k′T + kT2

k′TkT2
) (11)

3.7. Reduced Filter Size

The reduction of the output inductance with TL secondary rectified voltage waveform has been
discussed in [16–19]. According to these references, the required output inductance of the converters
with TL secondary rectified voltage waveform is about one-third of that of conventional two-level
converters. Therefore, the volume of the output filter in the IZVS_SMM can be significantly reduced.

4. ZVZCS FB MMDC with Secondary Active Reset

The IZVZCS_SAC&CAC. is selected as an example to analyze in detail in this part.
In order to simplify the description, the operation principle and characteristics of IZVZCS_DCF,
IZVZCS_SRC&CAC and IZVZCS_SI are not presented here, and detailed information can be found
in [35,36] and [37].

4.1. Operation Principle

Key waveforms of IZVZCS_SAC&CAC are provided in Figure 6.
There are 12 operation stages in each switching cycle, and eight switching stages in the first half

switching cycle are provided in Figure 7. Before the analysis, some assumptions are set to simplify the
explanation: all the components in the topology are ideal; the voltage ripple on Cin1 and Cin2 can be
neglected; LL1K1 = LL1K2 = L1K; kT is the turn ratio; the output filter and load are replaced by a constant
current source Io. The output capacitance of each primary switch is identical and represented as Cos in
the following equations.

Stage 1 [Figure 7a, t0-t1]: At t0, primary powers the load. S1, S4, S5 and S8 are on; Do1 is
conducted while Do2 is off. The secondary rectified voltage is clamped by Cse through the anti-parallel
diode of Sse. iLlk1 and iLlk2 are

iL1k1 = iL1k2 =
1

Llk
(

Vin

2
− kTvCse)t (12)

The current of the clamping capacitor Cse is

iCse = kTiL1k1 − Io (13)

This stage ends until iCse is 0.
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Stage 2 [Figure 7b, t1-t2]: At t1, the anti-parallel diode of Sse is turned off; primary powers the
load. S1, S4, S5 and S8 are on; Do1 is conducted while Do2 is off. iL1k1 = iL1k2 = Io/kT; vrect = Vin/kT.

Stage 3 [Figure 7c, t2-t3]: At t2, S1 and S5 are turned off at zero-voltage due to the existence of D1
and D5. iLlk1 charges C1 and discharges C2 linearly with time, and iLlk2 charges C5 and discharges
C6 linearly with time, the voltage of B is

vB(t) = Vin − Io

kT

t
2Cos

(14)

And the voltage of D is

vD(t) =
Vin

2
− Io

kT

t
2Cos

(15)

The time of this stage is

T32 =
VinCoskT

Io
(16)

After t3, D2 and D6 are turned on. Then, S2 and S6 should be gated to achieve ZVS, and according
to Fig.6, S2 and S6 are switched at t3.

Stage 4 [Figure 7d, t3-t4]: At t3, S2 and S6 are turned on at zero-voltage. Sse is also turned on
at this time. vrect is forced to VCse, and this voltage is applied to the primary leakage inductances.
Hence, iLlk1 and iLlk2 decrease, and the slope is

diL1k1

dt
=

diL1k2

dt
= −kTvCse

Llk
(17)

Figure 6. Key waveforms of IZVZCS_SAC&CAC.
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Figure 7. Operation principle of IZVZCS_SAC&CAC: (a) stage 1; (b) stage 2; (c) stage 3; (d) stage 4;
(e) stage 5; (f) stage 6; (g) stage 7; (h) stage 8.

Stage 5 [Figure 7e, t4-t5]: At t4, iLlk1 and iLlk2 are 0, all rectifier diodes are off. Io is free-wheeled
through Sse and Cse.

Stage 6 [Figure 7f, t5-t6]: At t5, Sse is off, and all rectified diodes are conducted. iLlk1 and iLlk2
keep zero.

Stage 7 [Figure 7g, t6-t7]: At t6, S4 and S8 are turned off at zero current.
Stage 8 [Figure 7h, t7-t8]: At t7, S3 and S7 are turned on at zero current due to the existence of

Llk1 and Llk2. iLlk1 and iLlk2 decrease due to negative value applied to Llk1 and Llk2. When these
currents reach -Io/kT, the free-wheeling mode is over. After stage 8, the circuit is operated in the second
half period.
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4.2. Duty Ratio Loss

The time between t7 and t8 is defined as the duty loss caused by the leakage inductances, and
corresponding state is plotted in Figure 7 h. The primary side currents are

iL1ki = 0− Vin

Llk
Δt78, i = 1, 2 (18)

when iL1ki = −Io/kT, the free-wheeling mode is accomplished, and the time of this interval is

Δt78 =
2IoLlk

Vin
(19)

DL_loss =
Δt78

Ts/2
=

4IoLlk fs
kTVin

(20)

where DL_loss is the duty ratio loss caused by the leakage inductances.
As shown in Figure 6, the primary currents are reset to zero during the interval of [t4, t5]. In order

to ensure safe ZCS of the lagging switches, the maximum primary duty ratio should be limited as

Dp_max = 1−Dreset (21)

where Dp_max is the maximum primary duty ratio of IZVZCS_SAC&CAC.
However, as depicted in Figure 6, the primary reset time can be well compensated by the boost

effect of secondary clamping, which is defined as DBoost in Figure 6. DBoost is identical to Dreset, thus,
total duty ratio loss of IZVZCS_SAC&CAC is

Dloss = DL_loss + Dreset −DBoost =
4IoLlk fs
kTVin

(22)

where Dloss is total duty ratio loss of IZVZCS_SAC&CAC.

4.3. ZVS Condition of the Leading Switches

S2 is chosen as an example, the switching instant is provided in Figure 7c. ZVS criteria for S2 is

1
2

Lp(
Io

kT
)

2
≥ 2Cos(

Vin

2
)

2
(23)

where Lp is equal to L1k1 + kT2Lo.
The minimum load current to keep safe ZVS is

Io_min = kT1Vin

√
Cos

L1k1 + k2
T1Lo

(24)

The stored energy in the output inductance is large enough to conduct D2, so S2 can obtain ZVS
in wide load range.

4.4. ZCS Condition of the Lagging Switches

As illustrated in Figure 6, the lagging switches should be turned off after iLlk1 and iLlk2 decay to
zero. The reset time is T43, and its value is

T43 =
IoLlk

k2
TVCse

(25)
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When IGBTs are used as the lagging switches, the minority carriers in the component can be
combined in a specific time, and this interval is determined by the component itself and defined as
TCOM. Therefore, the following equation should be confirmed to ensure ZCS operation:

T43 + Tcom ≤ Treset (26)

5. Comparative Evaluation

In this section, a comparative evaluation of the proposed converters with regard to soft-switching
characteristics, duty ratio loss, the current rating of the primary components, power loss distribution,
number of added components and added cost is provided to highlight the advantages and disadvantages
of each converter and to help the selection of a candidate for a given application.

5.1. Specifications

The presented converters are compared based on the specifications listed as follows. The input
voltage is varied from 100 to 300 V. The rated output voltage is 50 V, and the output current is 20 A.
The switching frequency is 20 kHz. 1000 V/60 A IGBTs are used as the primary switches, and the
output capacitance of IGBTs is estimated as 1nF. The equivalent leakage inductances of the transformer
in each converter are set to be 10 μH. The ideal value of kT1 in IZVS_SMM is 48 regardless of the effect
of the leakage inductances, while kT2 = 16. The ideal value of kT in other converters is 12. The peak
value of the magnetic currents of IZVS_CD and IZVS_SMM are set as 0.6 times of the primary rate
current, and the magnetic currents of other converters can be omitted.

5.2. Duty Ratio Loss

The duty ratio loss caused by the leakage inductances is a disadvantage of PS-controlled dc-dc
converters. Large duty ratio loss requires the transformer turn ratio to comprise, which degrades
the performance of the converter. Table 1 shows the duty ratio loss comparison. As an additional
inductor is series-connected with each primary coil, the duty ratio loss of IZVS_CD is highest among
all the converters. The primary currents of IZVS_SMM are TL waveforms, thus, the duty ratio loss of
IZVS_SMM is smallest among all IZVS converters. The primary currents in ZVZCS converters are reset
to zero during freewheeling stages, and the duty ratio loss caused by leakage inductances of ZVZCS
converters is smaller than that of IZVS converters. However, as a specific time for primary current
resetting is required, thus, the duty ratio loss of IZVZCS_DCF, IZVZCS_SRC&CAC and IZVZCS_SI is a
little higher. As proved in Figure 6, the primary reset time of IZVZCS_SAC&CAC can be compensated
by the duty ratio boost effect, thus, the duty ratio loss of this converter is smallest. Figure 8 shows
the duty ratio loss at rated load current. As shown in Figure 8, when Io = 20A, the duty ratio loss of
IZVS_CD is about 0.089. Considering the duty ratio loss, the turn ratios of the proposed converters
should be revised, and detailed information is listed in Table 2.

Table 1. Duty ratio loss comparison [30–37].

Converter Duty ratio loss

IZVS_CD Dloss =
8Io(L1k+Lr) fs

kTVin
=

0.67Io(L1k+Lr) fs
Vin

IZVS_CAC and IZVS_SMI Dloss =
8IoL1k fs

kTVin
=

0.67IoL1k fs
Vin

IZVS_SMM Dloss =
4IoL1k fs

Vin

k′T+kT2

k′TkT2
=

0.58IoL1k fs
Vin

IZVZCS_DCF, IZVZCS_SRC&CAC and IZVZCS_SI Dloss =
4IoL1k fs

kTVin
+ Dreset =

0.33IoL1k fs
Vin

+ 0.05

IZVZCS_SAC&CAC Dloss =
4IoL1k fs

kTVin
=

0.33IoL1k fs
Vin
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Figure 8. Duty ratio loss at rated output current.

Table 2. Turn ratios after considering the duty ratio loss.

Item IZVS_CD IZVS_CAC and IZVS_SMI IZVS_SMM

Turn ratios kT = 10.9 kT = 11.4 kT1 = 41.4, kT2 = 16

Item IZVZCS_DCF, IZVZCS_SRC&CAC and
IZVZCS_SAC&CAC IZVZCS_SI

Turn ratios kT = 11.1 kT = 11.7

5.3. Soft Switching Load Range

The soft switching load range is defined as

ηLR =
Io_rate − Io_min

Io_rate
(27)

where Io_rate represents the rated output current, and its value is 20A in this paper;Io_min is the minimum
load current to ensure ZVS of the switches.

(1) Leading switches:
As the energy stored in the output inductance can be used, all leading switches can obtain ZVS in

wide load range. As proved in [31], the minimum load of the leading switches in IZVS_CD is

Io_min = kTVin

√
Cos

Lr + L1k + k2
TLo

(28)

As proved in [32] and [35–37], the minimum load of the leading switches in IZVS_CAC and
Figure 3 is

Io_min = kTVin

√
Cos

L1k + k2
TLo

(29)

As the magnetizing current of the leading switches is increased in IZVS_SMI and IZVS_SMM, the
leading switches in IZVS_SMI and IZVS_SMM can obtain ZVS down to 0 load current. Thus, the ηLR

of the leading switches is concluded in Table 3.

Table 3. ηLR (leading-switches, 300 V).

Item IZVS_CD IZVS_CAC IZVS_SMI IZVS_SMM

ηLR 0.967 0.996 1 1
Item IZVZCS_DCF IZVZCS_SRC&CAC IZVZCS_SAC&CAC IZVZCS_SI
ηLR 0.996 0.996 0.996 0.996

301



Electronics 2020, 9, 231

(2) Lagging switches:
A resonate inductance is added to enlarge the ZVS load range of the lagging switches in IZVS_CD,

and, as shown in [31], the minimum load of the lagging switches in IZVS_CD is

Io_min = kTVin

√
Cos

Lr + L1k
(30)

With proper design, the lagging switches of IZVS_CAC, IZVS_SMI and IZVS_SMM can obtain
ZVS down to zero loads. The lagging switches in Figure 3 are operated in ZCS mode, and the ZCS
operation can be ensured under Dp_max at rated load current. Thus, the ηLR of the lagging switches is
listed in Table 4.

Table 4. ηLR (lagging-switches, 300 V).

Item IZVS_CD IZVS_CAC IZVS_SMI IZVS_SMM

ηLR 0.76 1 1 1

Item IZVZCS_DCF IZVZCS_SRC&CAC IZVZCS_SAC&CAC IZVZCS_SI
ηLR 1 1 1 1

5.4. Relative Current Rating of the Primary Components

The rate primary current is defined as

Ip_rate = Io_rate/kT_ideal= 20/12 = 1.667(A) (31)

where Ip_rate is the primary rate current; kT_ideal is 12.
The primary relative average absolute current rating is

τC_AV =
Ip_AV

Ip_rate
(32)

where Ip_AV is the primary average absolute current.
The primary relative RMS current rating is

τC_RMS =
Ip_RMS

Ip_rate
(33)

where Ip_RMS is the primary RMS current.
Table 5 illustrates τC_AV and τC_RMS of the primary components. The magnetizing currents of

IZVS_SMI are increased to help ZVS of the lagging switches, and these currents keep their peak value
during the whole free-wheeling time. Thus,τC_AV and τC_RMS of IZVS_SMI is highest, which results
highest primary side conduction loss. The magnetizing currents of IZVS_SMM are also enlarged, but,
the average value in the half switching cycle of these currents is zero, and these currents are not in
phase with the load current. Hence, τC_AV and τC_RMS of IZVS_SMM are much smaller than that of
IZVS_SMI. The IZVZCS_SAC&CAC has the smallest τC_AV and τC_RMS.
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Table 5. τC_AV and τC_RMS of the primary components.

Item
τC_AV τC_RMS

Switches Added diodes Transformer Added inductor

IZVS_CD 1.1 0.55 1.1 1.1
IZVS_CAC 1.05 None 1.05 0.21
IZVS_SMI 1.89 None 1.3 None

IZVS_SMM 1.04 None 1.09 None
IZVZCS_DCF 1.08 0.54 1.08 None

IZVZCS_SAC&CAC 1.02 None 1.02 None
IZVZCS_SRC&CAC 1.08 None 1.08 None

IZVZCS_SI 1.08 None 1.08 1.08

5.5. Power Loss Distribution

The losses of soft-switching FB converters mainly include switching losses, transformer losses,
output rectifier diode losses, resonance inductance losses, and other losses. The switching loss model
mainly covers light-load and heavy-load senarios. The losses of a MOSFET can be calculated by (34),
where PDriver is the driving loss, PSW is the switching loss of the MOSFET, PMOS_Lead is the conduction
loss of the leading MOSFET, PMOS_Lag is the conduction loss of the lagging MOSFET.

{
PMOSFET = PDrive + PSW

PMOSFET = PMOS_Lead + PMOS_Lag
(34)

Transformer loss mainly includes copper loss(PWinding) and iron loss, which includes eddy-current
loss(Pe) and hysteresis loss(Ph). Then, the total transformer loss, defined as PT, is

PT = PWinding + Ph + Pe (35)

The output rectifier diode loss includes three parts: turn-off loss(PD_off), turn-on loss(PD_on), and
on-state loss(PCon). The total loss of a diode, defined as PD_loss, is

PD_loss = PD_off + PD_on + PCon (36)

Inductor losses mainly include copper loss,PCu_lo and iron loss PFe_lo. Then the total inductor loss
of Lo and Lr are

PLo_loss = PFe_lo + PCu_lo (37)

PLr_loss = PFe_lr + PCu_lr (38)

Relative switching loss is

δS_loss =

∑
n PS_Loss

Po
(39)

where Po is the output power and δS_loss is the corresponding switching loss.
Relative conduction loss is

δC_loss =

∑
n PC_Loss

Po
(40)

where Po is the output power and PC_Loss is corresponding conduction loss.
The power loss distribution of the proposed converters is estimated in Table 6. The magnetizing

currents of IZVS_SMM are enlarged to help the ZVS of the primary switches and the peak value of these
currents can provide more resonant energy with increasing of the input voltage, thus, the switching
loss of the primary switches of IZVS_SMM is smallest among all IZVS converters. When Vin= 300V,
the phase angle between the primary switches and secondary switches is zero, and the primary
currents of IZVS_SMM are much smaller than that of other IZVS converters. Therefore, the primary
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conduction loss of IZVS_SMM is also smallest among all IZVS converters. As depicted in Table 6, some
secondary conduction loss and switching loss is added to the converter in IZVS_SMM because two
secondary switches are required. However, the efficiency of IZVS_SMM is still highest among all IZVS
MMDCs. As shown in Table 6, the IZVZCS_SAC&CAC has the smallest conduction loss among all
ZVZCS MMDCs due to smaller duty ratio loss. In addition, the turn-off loss of the leading switches of
IZVZCS_SAC&CAC is also smaller, which results in smaller switching loss of the primary switches.
Hence, the efficiency of IZVZCS_SAC&CAC is highest among all ZVZCS converter.

Table 6. δS_loss and δC_loss (Vin= 300V).

Item

δS_loss×10−3 δC_loss×10−3

Primary Secondary Primary Secondary

Io=5A Io=20A Io=5A Io=20A Io=5A Io=20A Io=5A Io=20A

IZVS_CD 73.5 49.3 23.3 15.5 18.1 20.1 17.8 19.8
IZVS_CAC 57.6 38.6 23.3 15.5 14.5 16.1 17.8 19.8
IZVS_SMI 79.1 53.1 23.3 15.5 21.2 23.6 17.8 19.8

IZVS_SMM 40.4 28 24.6 16.5 9.6 10.7 19.6 21.8
IZVZCS_DCF 71.1 47.4 23.3 15.5 13.9 15.4 17.8 19.8

IZVZCS_SAC&CAC 47.3 36.4 24.6 16.5 9.6 10.7 18.1 20.1
IZVZCS_SRC&CAC 67.5 45 23.3 15.5 10.4 11.6 18.5 20.5

IZVZCS_SI 74.3 49.5 23.3 15.5 13.0 14.4 17.8 19.8

5.6. Structure and Cost Comparison

Table 7 shows a comparison of added components of the proposed converters. The IZVS_SMI,
IZVS_SMM, IZVZCS_SAC&CAC and IZVZCS_SRC&CAC have no added primary components, which
means the primary circuits of these converters are simpler and more compact compared to that of
other converters. A smaller number of primary components means not only cheaper BOM cost
but also simpler and more compact primary structure. In addition, less area in the primary side of
these converters is required to ensure safe electrical clearance due to the smaller number of primary
components and simpler connection between these components. Therefore, the primary circuit volume
of the IZVS_SMI, IZVS_SMM, IZVZCS_SAC&CAC and IZVZCS_SI is smaller and more compact,
which are attractive features for high input voltage industry applications. As depicted in Table 7,
the IZVS_CD, IZVS_CAC, IZVS_SMI, IZVZCS_DCF and IZVZCS_SI require no added secondary
components. In some industrial applications, the input voltage may be 1400 V or higher. Due to the
modular structure, the proposed converters can be extended to higher voltage levels easily. As shown
in Table 7, the added primary components of the extension topologies of the IZVS_CD, IZVS_CAC,
IZVZCS_DCF and IZVZCS_SI increase linearly with the number of the primary modules. However,
as depicted in Table 7, the added secondary components of the extension topologies of the IZVS_SMI,
IZVS_SMM and IZVZCS_SRC&CAC are not increased with primary cells. Thus, the IZVS_SMI,
IZVS_SMM, IZVZCS_SAC&CAC and IZVZCS_SI are more suitable for super-high-voltage applications
due to smaller added components and a simpler primary structure. The added cost of the proposed
converters is listed in Table 8.

From above analyses, some brief conclusions can be drawn as follows. The IZVS_SMM and
IZVZCS_SRC&CAC show some clear advantages compared to other solutions, e.g., smaller duty ratio
loss, wide range soft switching operation, less conduction loss, simpler and more compact primary
circuit, and lower added cost. Thus, these two converters are more suitable for high input voltage
applications with more primary modules. The current stress of Sse and Cse in IZVZCS_SRC&CAC
increases with the output current, which may arise several implementation problems. Hence,
the IZVS_SMM is a better choice for large output current applications. The IZVS_SMM has some
special characteristics. The secondary rectified voltage is a TL waveform, which results lower input
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and output filter requirements. The IZVS_SMM is the only topology, which can be used in the high
input applications with controllable multi-output ports.

Table 7. Added component comparison. (N is series-connected primary modules number).

Converter Added primary components Added secondary components

IZVS_CD N × inductors and 2N × diodes None
IZVS_CAC N × inductors and N × capacitors None
IZVS_SMI None None

IZVS_SMM None 2 ×MOSFETs and 2 × diodes
IZVZCS_DCF 2N × diodes None

IZVZCS_SAC&CAC None 1 ×MOSFET and 1 × capacitors
IZVZCS_SRC&CAC None 2 × diodes and 1 × capacitors

IZVZCS_SI N × inductors None

Table 8. Added cost comparison. (Two series-connected primary modules).

Converter Added components Added cost Ratio of the total cost

IZVS_CD 2 × inductors and 4 × diodes $150 8.8%
IZVS_CAC 2 × inductors and 2 × capacitors $60 3.3%
IZVS_SMI None None None

IZVS_SMM 2 ×MOSFETs, 2 × diodes and
corresponding drive circuits $80 4.4%

IZVZCS_DCF 4 × diodes $120 6.7%

IZVZCS_SAC&CAC 1 ×MOSFETs, 1 × diodes and
corresponding drive circuits $50 2.8%

IZVZCS_SRC&CAC 2 × diodes and 1 × capacitors $45 2.6%
IZVZCS_SI 2 × inductors $30 1.7%

6. Experimental Results

The IZVS_SMM and IZVZCS_SAC&CAC are selected as examples to test in this section, and the
conventional FB MMDC in Figure 1 is also tested in the efficiency comparison. The main parameters
of the prototype are listed in Table 9. The waveforms of IZVS_SMM and IZVZCS_SAC&CAC are
provided in Figure 9.

Table 9. Main parameters of the prototypes.

Item Parameters

Input 100–300 V
Output 50 V/20 A

Switching frequency 20 kHz
I GBT G60N100

CBL1 and CBL2 100 μF
kT1 and kT2 (IZVS_SMM) kT1 = 41, kT2 = 16
kT (IZVZCS_SAC&CAC) 11.7

kT (Figure 1) 11.4
Sse1 and Sse2 (IZVS_SMM)) IPB180N04S4 ×4
Sse (IZVZCS_SAC&CAC) IPB180N04S4 ×1
Cse (IZVZCS_SAC&CAC) 3 μF/200 A

Rectifier diodes MBR30100
Lo 7 μH
Co 1000 μF
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Figure 9. Experimental waveforms: (a) vCE(S1) and vCE(S5) of IZVS_SMM; (b) vcin1, vin2 and
io of IZVS_SMM; (c) vBC and iLlk1 of IZVS_SMM; (d) iLo and vrect of IZVS_SMM; (e) iLlk2 of
IZVS_SMM; (f) vBC and iLlk1 of IZVS_SMM (soft start); (g) vGE(S1) and vCE(S1) of IZVS_SMM
(turn-on); (h) vGE(S1) and vCE(S1) of IZVS_SMM (turn-off); (i) vDS(Sse1) and iDS(Sse1) of IZVS_SMM;
(j) vBC, iLlk1and iLo of IZVZCS_SAC&CAC; (k) vBC and ise of IZVZCS_SAC&CAC; (l) vGE(Sse)
and iLlk1 of IZVZCS_SAC&CAC; (m) vGE(S1) and vCE(S1) of IZVZCS_SAC&CAC; (n) vCE(S1) and
vCE(S5) of IZVZCS_SAC&CAC.

A conventional circuit of a phase-shifted full-bridge includes IZVS and ZVZCS operation modes.
IZVS implement ZVS on both the leading switches and the lagging switches. Due to the existence of
the transformer leakage inductance and the output inductance, the current does not change suddenly
when the leading switches are turned off, and only ZVS. IZVS mode has good switching characteristics
and high on-state loss. For the ZVZCS mode, it achieves ZVS of the leading switches and ZCS on the
lagging switches. ZVZCS mode has low on-state loss and current overshoot. Some of the proposed
FB-MMDCs discussed in this paper have clear advantages compared with conventional FB MMDC.
For example, IZVZCS-SAC&CAC (see Figure 3b) has less voltage stress on the primary switch no
additional primary clamping device and modular primary structure. In addition, the primary switch
in all converters can achieve ZVS or ZCS over a wide load range.
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As shown in Figure 9a, the off-state voltage of the primary switches in IZVS_SMM is even during
normal operation stages, and the midpoint voltage of the input capacitors is stable and equals Vin/2.
vin, vCin2 and Io are depicted in Figure 9b, and the mid-point voltage of the input capacitors is
balanced even during the output dynamic instant. As proved in Figure 9c, iLlk1 is not a constant
value because i1m is enlarged to help the ZVS of the primary switches. As i1m is not in phase with
the load current, the added primary RMS current is smaller. Thus, added conduction loss is also
smaller. As depicted in Figure 9 c, vBC does not have free-wheeling time. Therefore, the input current
ripple is smaller. As proved in Figure 9d, the secondary rectified voltage is a TL waveform, which can
significantly reduce the volume of output filter. The iLlk2 is provided in Figure 9e, and vBC and iLlk1
during the soft-start operation are shown in Figure 9f. The voltage waveforms of the gate-emitter and
the collector-emitter of S1 are depicted in Figure 9g and 9h. In Figure 9g, the gate-emitter voltage of S1
is much lower than gate-emitter threshold voltage when the collector-emitter voltage of S1 decreases
to zero, thus, S1 can obtain ZVS. According to Figure 9i, Sse1 can obtain ZCS.

The waveforms of IZVZCS_SAC&CAC are depicted in Figure 9j to 9n. As proved in Figure 9j,
iLlk1 is reset by the secondary clamping capacitor and keeps zero during the whole free-wheeling
stage. Thus, the lagging switches can obtain ZCS. In addition, the primary circling energy is zero.
ise is provided in Figure 9k. The gate signal of Sse and the primary current is depicted in Figure 9l,
the secondary switches are turned on at the beginning of the free-wheeling stages to reset the primary
currents. In Figure 9m, the gate-emitter voltage of S1 is much lower than the gate-emitter threshold
voltage when the collector-emitter voltage of S1 decreases to zero; thus, S1 can obtain ZVS. As shown in
Figure 9n, the off-state voltage of the primary switches in IZVZCS_SAC&CAC is even during normal
operation stages, and the mid-point voltage of the input capacitors is stable and equals Vin/2.

Figure 10 shows the efficiency comparison between the converters in the conventional FB MMDC
(Figure 1), the IZVS with secondary modulation method (IZVS_SMM, Figure 2d) and the IZVZCS with
secondary active clamping and commutation auxiliary circuit (IZVZCS_SAC&CAC, Figure 3b). During
the efficiency test, the auxiliary power of the controller and driver are taken into account, and the power
of the force air cooling fan is also included. As depicted in Figure 10a, the efficiency of IZVS_SMM
and IZVZCS_SAC&CAC is higher than that of Figure 2 because of wide-range soft-switching for all
primary switches. As illustrated in Figure 10a, the light-load efficiency of IZVZCS_SAC&CAC is a
bit lower than that of IZVS_SMM because the switching loss of the leading switches is a little higher,
and the high load efficiency of IZVZCS_SAC&CAC is a bit higher than that of IZVS_SMM due to
the smaller turned off loss of the lagging switches and lower conduction loss. Figure 10b shows the
efficiency curves with larger output capacitance of the primary switches. Turn-off loss of the switches
decreases with the increasing of the output capacitance, but, turn-on loss may increase due to narrow
ZVS load range. As all primary switches in IZVS_SMM can still obtain ZVS turned-on in wide load
range with less added conduction loss, the efficiency of IZVS_SMM is higher than others. Hence,
the converter in IZVS_SMM can gain optimum efficiency performance by more flexible selecting of
the trade-off among turn-on loss, turn-off loss and conduction loss. Figures 10c and 10d show the
efficiency comparison with variable input voltage. The efficiency curves decrease with the increasing
of the input voltage. As the magnetizing inductances can provide more resonant energy, the converter
in IZVS_SMM has higher efficiency under high input voltage condition.
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Figure 10. Efficiency comparison: (a) variable output current (Vin = 300 V, Cos = 1 nF); (b) variable
output current (Vin = 300 V, Cos = 10 nF);(c) variable input voltage (Io = 20 A, Cos = 1 nF); (d) variable
input voltage (Io = 20 A, Cos = 10 nF).

7. Conclusions

Eight wide-range soft-switching FB MMDCs are proposed and discussed. Two of the most
promising converters are found and explained in detail, and a comparative evaluation among the
proposed converters is also provided. The experimental results agree with the theoretical prediction.
The IZVS_SMM and IZVZCS_SAC&CAC show clear advantages compared to other solutions, e.g.,
smaller duty ratio loss, wide-range soft switching, less conduction loss, a simpler and more compact
primary circuit and lower added cost. Thus, these two converters are more suitable for high input
voltage applications with more primary modules. Furthermore, the IZVS_SMM has some special
characteristics. its secondary rectified voltage is a TL waveform, which results in lower input and
output filter requirements. The IZVS_SMM is the only topology which can be used in the high input
voltage applications with controllable multi-output ports.
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Abstract: A dc/dc pulse width modulation (PWM) circuit was investigated to realize the functions
of reduced primary current loss and balanced voltage and current distribution. In the presented
dc/dc converter, two full bridge pulse width modulation circuits were used with the series/parallel
connection on the high-voltage/low-voltage side. The flying capacitor was adopted on the input side
to achieve voltage balance on input split capacitors. The magnetic coupling element was employed
to achieve current sharing between two parallel circuits. A capacitor-diode passive circuit was
adopted to lessen the primary current at the commutated interval. The phase-shifted duty cycle
control approach was employed to regulate load voltage and implement soft switching characteristics
of power metal-oxide-semiconductor field-effect transistors (MOSFETs). Finally, the experimental
results using a 1.68 kW prototype converter were obtained to confirm the performance and feasibility
of the studied circuit topology.

Keywords: dc converter; full bridge converter; zero voltage operation

1. Introduction

High power density/efficiency dc/dc converters [1,2] have been proposed to reduce unnecessary
power loss in order to reduce environmental pollution and met global energy demands. Clean
and renewable energy sources meet these requirements to provide available ac or dc power to ac
utilities, dc micro-grids, residential houses and commercial buildings by using power electronic based
converters or inverters. High-voltage pulse width modulation (PWM) converters have been presented
for industry power units [3,4], dc micro-grid systems [5–7] and dc traction or dc light rail transportation
systems [8,9]. For these applications, the dc bus voltage is regulated between 750 V and 800 V. Full
bridge circuits with a high switching frequency high-voltage rating SiC MOSFET or high-voltage
rating insulated gate bipolar transistor (IGBT) devices can be adopted for high dc voltage applications.
However, 1200 V SiC MOSFET devices are expensive and 1200 V IGBT devices have low switching
frequency problems. Cost and performance are always the two main issues in the development of the
available and high reliability power converters. Therefore, MOSFET power devices have been widely
adopted in high efficiency power electronics. To improve the low-voltage drawback of MOSFETs in
high-voltage applications, zero voltage switching, multi-level circuit topologies [10–14] have been
developed and proposed to decrease conduction and switching losses. The phase shift pulse width
modulation (PSPWM) and frequency modulation have normally been adopted to regulate duty cycle
or switching frequency. However, the main disadvantage of conventional PSPWM is high circulating
current losses at low effective duty cycle. In order to reduce circulating current, an active or passive
snubber used on the low-voltage side has been proposed in [15–17]. A modular dc/dc converter [18]
using low power rating modular circuits in series or parallel connection has been proposed to increase
circuit efficiency and power rating. However, the current between each modular circuit may be
unbalanced. To accomplish current balance issue, several current balancing approaches have been
presented in [19,20].
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A series/parallel-connected dc/dc converter is proposed to accomplish reduced primary circulating
current, a soft switching operation, and balanced input voltages and output currents. Two full bridge
circuits with series/parallel connection on input/output side are used in the studied circuit to achieve
voltage and current sharing for the high voltage input and current output. Therefore, power devices on
each full bridge circuit have Vin/2 voltage stress. To prevent input split voltages imbalance, a voltage
balance capacitor was used on the input side to automatically achieve split voltages balance. Passive
snubber circuits were employed on output side to create a positive voltage on the secondary rectified
terminal under the commutated state so that the primary current at the commutated state can be
reduced. To realize current sharing of two full bridge circuits, a current-balance magnetic component
was adopted on the high-voltage side. If two currents are unbalanced, then one induced voltage of
MC component is decreased to lessen the larger converter current. Therefore, two converter currents
can be compensated automatically. PSPWM was adopted to control power devices and accomplish
soft switching operation of active switches. The organization of this paper is as follows: The circuit
structure and the principle of operation are discussed in Section 2. The steady state operation of the
presented converter is shown in Section 3. Test results with a laboratory prototype are presented and
investigated in Section 4. The conclusions of the studied converter are discussed in Section 5.

2. Circuit Structure and Principle of Operation

High-voltage converters were researched and presented for industry power supplies, dc traction
vehicle and dc micro-grid systems. Ac/dc power converters with low harmonic currents, high power
factor (PFC) and a stable dc voltage shown in Figure 1a are required for industry power converters.
Normally, the dc voltage VH is controlled at 760 V. Then, a high-frequency link converter is adopted to
provide low-voltage output. Figure 1b illustrates the basic power distributed diagrams on dc light rail
vehicle. A high-voltage dc converter can convert a 760 V input to supply a low-voltage output for
battery charger, control, and communication demands. Figure 1c demonstrates the blocks of a bipolar
dc micro-grid system to integrate ac utility system, clean energy generators and industry load and
residential load into a common dc bus voltage.

Figure 2 gives the converter configuration of the developed circuit with series/parallel connection
of full bridge circuits to achieve low circulating current loss, soft switching for power MOSFETs,
and balanced input split voltages and output current sharing. The first full bridge circuit has power
MOSFETs S1-S4 with the output capacitors C1-C4, leakage or external inductor Lr1, transformer T1,
magnetic core MC, filter inductor Lo1, secondary-side rectifier diodes D1 and D2, and passive circuit
including Ca1, Da1 and Db1. Likewise, the second full bridge circuit includes the components S5-S8,
C5-C8, Lr2, T2, MC, Lo2, D3, D4, Ca2, Da2 and Db2. Cin,1 and Cin,2 are input split capacitors and Cb
is the balance capacitor. Each circuit can transfer one-half rated power to the secondary side. The
magnetic core [20] is used to balance iLr1 and iLr2. Under the balanced primary currents (|iLr1| = |iLr2|),
the induced voltages VL1 and VL2 are zero. If iLr1 and iLr2 are unbalanced (such as |iLr1| > |iLr2|), the
induced voltage VL1 of MC cell is decreased in order to decrease iLr1 and VL2 is increased to increase
iLr2. Thus, iLr1 will equal iLr2 and VL1 = VL2 = 0. PSPWM is used to control S1~S8 and have zero
voltage switching on the MOSFETs. Power switches S1~S4 and S5~S8 have identical PWM waveforms.
The balance capacitor Cb is linked between points a and c. If S1 and S5 are on and S2 and S6 are off,
then VCb = VCin,1. Likewise, VCb = VCin,2 if S2 and S6 are on and S1 and S5 are in the off. Since the duty
cycle dS1 = dS2 = 0.5, it is obvious that VCb = VCin,1 = VCin,2 = Vin/2. Thus, the drain voltages of S1~S8

are Vin/2. To decrease the primary-side circulating currents, passive snubbers, Ca1, Da1, Db1, Ca2, Da2,
Db2, are used on the presented circuit. At the same time, the filter inductor voltages vLo1 = vCa1 − Vo

and vLo2 = vCa2 − Vo rather than −Vo in the traditional full bridge duty cycle converters.
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Figure 1. High-voltage dc/dc converters in (a) ac/dc converters, (b) dc light rail transportation vehicle,
(c) dc micro-grid system with bipolar voltages.

Figure 2. Circuit configuration of the studied converter.

The operation principle of the presented circuit is discussed with the assumptions: (1) Cin,1 =

Cin,2; (2) C1 = . . . .= C8 = Coss; (3) Ca1 = Ca2 = Ca; (4) Lm1 = Lm2 = Lm; (5) Lo1 = Lo2 = Lo; (6) Lr1 = Lr2

= Lr; (7) VCb = VCin,1 = VCin,2 = Vin/2; and (8) n1 = n2 = n. Figure 3 shows the PWM waveforms of
the studied converter. The duty cycle of S1~S8 is 0.5. The gating signals of S4 (S3) is shifted to S1

(S2), respectively. Due to the switching states of power devices, the converter has fourteen steps in a
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switching period. The PWM waveforms are symmetrical for every half cycle. Therefore, only the first
seven steps are discussed and the circuits of first seven operating steps are illustrated in Figure 4.

Figure 3. Pulse width modulation (PWM) waveforms of the presented converter.

Step 1 [t0, t1]: Before t0, S1, S4, S5, S8, D1 and D3 conduct, iLr1 > 0 and iLr2 > 0. After t0, power
MOSFETs S1 and S5 turn off. C1 and C5 are charged and C2 and C6 are discharged. The energy on Lr1,
Lr2, Lo1 and Lo2 can discharge C2 and C6. Equations (1) and (2) give the soft switching conditions of S2

and S6.

(Lr1 + n2
1Lo1)i2Lr1(t0) ≥ CossV2

in/2 (1)

(Lr2 + n2
2Lo2)i2Lr2(t0) ≥ CossV2

in/2 (2)

If these conditions are satisfied, then vC1 = vC5 = Vin/2 and vC2 = vC6 = 0 at t1. The time duration in
step 1 is obtained in Equation (3).

Δt01 = t1 − t0 =
CossVin

iLr1(t0)
≈ n1CossVin

iLo,peak
≈ 2n1CossVin

Io
(3)

The time duration Δt01 is related to the load current and input voltage.
Step 2 [t1, t2]: At t1, vC2 = vC6 = 0. The positive primary currents iLr1 and iLr2 will flow through the
body diode of S2 and S6. Thus, power MOSFETs S2 and S6 can achieve zero-voltage switching after t1.
The ac side voltages vab = vcd = 0 and iLr1 and iLr2 decrease. Therefore, Da1 and Da2 conduct at this
freewheeling state. The magnetizing voltages vLm1 and vLm2 are clamped at vCa1 and vCa2, respectively.
The primary inductor voltages vLr1 = −n1vCa1 and vLr2 = −n2vCa2 and the filter inductor voltages vLo1

= vCa1 − Vo < 0 and vLo2 = vCa2 − Vo < 0. Therefore, iLr1, iLr2, iLo1 and iLo2 are all decreased in this step.

iLr1(t) ≈ iLr1(t1) − n1vCa1

Lr1
(t− t1) (4)

iLr2(t) ≈ iLr2(t1) − n2vCa2

Lr2
(t− t1) (5)

iLo1(t) ≈ iLo1(t1) +
vCa1 −Vo

Lo1
(t− t1) (6)

iLo2(t) ≈ iLo2(t1) +
vCa2 −Vo

Lo2
(t− t1) (7)

Thus, the circulating current is decreased under the commutated state. In this step, the balance
capacitor voltage VCb = VCin,2.
Step 3 [t2, t3]: At time t2, iD1 = iD3 = 0 and D1 and D3 are off. Then, iCa1 = −iLo1, iCa2 = −iLo2, iLr1

= iLm1(t2) and iLr2 = iLm2(t2). Since iLm1(t2) and iLm2(t2) are close to zero, the circulating current is
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removed. The filter inductor voltages vLo1 = vCa1 − Vo < 0 and vLo2 = vCa2 − Vo < 0. The secondary-side
currents iLo1 and iLo2 are lessened.
Step 4 [t3, t4]: At t3, power MOSFETs S4 and S8 turn off. C3 and C7 are discharged and C4 and C8 are
charged. The energy on Lr1 and Lr2 can discharge C3 and C7 and the soft switching conditions of S3

and S7 are expressed in Equations (8) and (9).

Lr1i2Lr1(t3) ≥ CossV2
in/2 (8)

Lr2i2Lr2(t3) ≥ CossV2
in/2 (9)

Step 5 [t4, t5]: This step starts at t4 when vC3 = vC7 = 0. Due to iLr1(t4) > 0 and iLr2(t4) > 0, the body
diodes of S3 and S7 conduct. Then, S3 and S7 naturally conduct at zero-voltage switching after t4.
In this step, vab = −VCin,1, vcd = −VCin,2, VCb = VCin,2, vLm1 = −n1vCa1, vLm2 = −n2vCa2, vLo1 = vCa1 −
Vo and vLo2 = vCa2 − Vo. In order to balance iLr1 and iLr2, the magnetic core MC is employed on the
high-voltage side. Under current balance condition, VL1 = VL2 = 0. Therefore, vLr1 ≈ n1vCa1 − Vin/2
and vLr2 ≈ n2vCa2 − Vin/2. It can be observed that iLr1, iLr1, iLo1 and iLo2 all decrease in this step. When
the secondary-side diode currents iD2 = iLo1 and iD4 = iLo2 at time t5, diodes Da1 and Da2 are reverse
biased. In this step, iD2 and iD4 increase from zero to iLo1 and iLo2, respectively and the time duration
in step 5 can be obtained as:

Δt45 =
Lr1ILo1,min

n1Vin/2− n2
1vCa1

≈ Lr1Io

n1Vin − 2n2
1vCa1

(10)

Since Da1 and Da2 are still conducting in this step, the duty loss is calculated in Equation (11).

d5,loss ≈
Lr1Io fsw

n1Vin − 2n2
1vCa1

(11)

Step 6 [t5, t6]: At time t5, iD2 = iLo1 and iD4 = iLo2. Then, the secondary-side diodes Da1 and Da2 are off
and Db1 and Db2 are on in this step. The inductances Lr1/(n1)2 (Lr2/(n2)2) and Ca1 (Ca2) are resonant
with frequency fR = n1/(2π

√
Lr1Cca1). Since vLo1 = vCa1 and vLo2 = vCa2, iLo1 and iLo2 both increase

in this step. In order to force iDb1 = iDb2 = 0 at t6, the half resonant cycle 1/(2fR) must be less than
deff,minTsw/2. The primary magnetizing voltages vLm1 = n1(vCa1 + Vo) and vLm2 = n2(vCa2 + Vo) and the
primary inductor current iLr1 ≈ −(iLo1 + iCa1)/n1 and iLr2 ≈ −(iLo2 + iCa2)/n2.
Step 7 [t6, t7]: At time t6, iD2 = iLo1 and iD4 = iLo2. Then diodes Db1 and Db2 are off. The filter inductor
voltages vLo1 ≈ Vin/(2n1) − Vo and vLo2 ≈ Vin/(2n2) − Vo so that iLo1 and iLo2 increase. At t7, S2 and S6

turn off.

(a) 

Figure 4. Cont.
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(b) 

(c) 

(d) 

(e) 

Figure 4. Cont.
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(f)  

(g) 

Figure 4. Equivalent circuits in first seven steps (a) step 1, (b) step 2, (c) step 3, (d) step 4, (e) step 5,
(f) step 6, (g) step 7.

3. Steady State Analysis

Each full bridge converter in the presented converter supplies one-half of load power to low-voltage
side. To balance iLr1 and iLr2, the magnetic component MC is employed in the studied converter. Under
current balance condition, VL1 = VL2 = 0. It can be observed that the average voltages VCa1= VCa2 =

Vin/(2n1) − Vo in step 6. Under steady state operation, iLo1 and iLo2 at t0 and t0 + Tsw in every switching
period are identical, iLo1(t0) = iLo1(t0 + Tsw) and iLo2(t0) = iLo2(t0 + Tsw). Thus, Equation (12) is derived
according to voltage-second balance condition.

(d− d5 − d6)(
Vin
2n1
−Vo) + d6VCa1 = (

1
2
− d + d5)(Vo −VCa1) (12)

where d5 and d6 are duty cycles in steps 5 and 6, respectively. Based on VCa1 = Vin/(2n1) − Vo, Vo can
be derived in Equation (13) under steady state.

Vo =
Vin

4n1(1− d + d5)
=

Vin

4n1(1− de f f )
(13)

where deff = d − d5 is an effective duty ratio and δ is duty ratio when S1 (S2) and S4 (S3) are conducting.
From Equation (13), the voltage gain is expressed in Equation (14).

Gdc = Vo/Vin =
1

4n1(1− de f f )
(14)
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From the given input and output voltages, the turns ratio n is derived as:

n = n1 = n2 =
Vin

4Vo(1− de f f )
(15)

Therefore, the minimum primary turns np and secondary turns ns are derived in Equation (16).

np ≥ VLmdTsw

ΔBmaxAe
, ns =

np

n
(16)

where ΔBmax: maximum flux density range, Ae: effective cross area, and VLm: primary voltage.
In steady state, ILo1 = ILo2 = Io/2, VCin,1 = VCin,2 = VCb = Vin/2 and vS1,ds = . . . = vS8,ds = Vin/2. If the
effective duty cycle is defined, then the ripple currents ΔLo1 and ΔLo2 can be obtained in Equation (17).

ΔiLo1 = ΔiLo2 = (Vo −VCa1)(0.5− de f f )Tsw/Lo ≈ (2Vo − Vin
2n1

)(0.5− de f f )Tsw/Lo (17)

If the ripple currents ΔiLo1 = ΔiLo2 = ΔiLo are given or selected, then output inductances are achieved
in Equation (18).

Lo1 = Lo2 = Lo ≥ (2Vo − Vin
2n1

)(0.5− de f f )Tsw/ΔiLo (18)

The winding turns of filter inductors Lo1 and Lo6 are expressed as:

nLo1 = nLo2 ≥
Lo1iLo1,peak

BmaxAe
(19)

The voltage ratings and average currents on D1~D4 are expressed in Equations (20)–(23).

VD1,rating = . . . = VD4,rating ≈ Vin/n1 (20)

VDa1,rating = VDa2,rating = VDb1,rating = VDb2,rating ≈ Vo (21)

ID1,av = ID2,av = ID3,av = ID4,av ≈ Io/4 (22)

IDa1,av = IDa2,av = IDb1,av = IDb2,av ≈ dIo/2 (23)

Based on Equation (11), the necessary inductances Lr1 and Lr2 are obtained as:

Lr1 = Lr2 ≈
d5,loss(n1Vin − 2n2

1vCa1)

Io fsw
(24)

4. Test Results

The studied circuit was verified through a prototype. In the prototype circuit, Vin was between
750 V and 800 V, Vo was 24 V, Io,rated was 70 A, fsw is 60 kHz, the effective duty cycle deff was 0.35, and
the duty loss in step 5 was 0.01. Therefore, the turn-ratio and the primary-side inductances were
obtained as:

n = n1 = n2 =
Vin,min

4Vo(1− de f f )
≈ 12 (25)

Lr1 = Lr2 ≈
d5,loss(n1Vinmin − 2n2

1vCa1)

Io fsw
≈ 16.5 μH (26)

In the prototype circuit, the actual magnetizing inductance, Lm1 = Lm2 = 2 mH, the primary turns
n1,p and n2,p were 48 and the secondary turns n1,s and n2,s were 4 with TDK EER-42 magnetic core.
The maximum ripple currents ΔiLo was assumed as 4 A. The Lo1 and Lo2 can be obtained in Equation (27).
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Lo1 = Lo2 = (2Vo − Vin,min

2n1
)(0.5− de f f )Tsw/ΔiLo ≈ 10.5 μH (27)

MOSFETs SiHG20N50C with 500 V/20 A ratings were selected for S1~S8. MBR40100PT with 100 V/40 A
ratings were selected for D1~D4 and Da1~Db2. The magnetic coupling (MC) transformer np:ns =

24 turns:24 turns. The adopted capacitors were Cin,1 = Cin,2 = 240 μF/450 V, Cb = 1 μF, Ca1 = Ca2 =

8.8 μF and Co = 2200 μF/100 V. The PSPWM integrated circuit UCC3895 was selected as a controller to
control S1~S8.

The experimental test bench is given in Figure 5. The dc power source was using a two Chroma
62016P-600-8 programmable dc power supply connected in series to supply 800 V at the input side of
the proposed circuit. The dc electronic load was a Chroma 63112A programmable dc load. The digital
oscilloscope Tektronix TDS3014B was adopted to measure the test waveforms. Figure 6 illustrates
the test waveforms of the gate voltages of switches S1~S4 in first full bridge circuit at rated power.
The phase-shift angle between S1 and S4 depended on the input voltage. The gating voltages of S5~S8

in second full bridge circuit were identical to S1~S4, respectively. The gating voltages vS1,g and vS4,g
and ac voltages vab and vcd at rated power are demonstrated in Figure 7. Three-level voltages were
observed on vab and vcd. Figure 8 illustrates the test waveforms vab, vcd, iLr1 and iLr2 under 20% power
and rated power. Two primary-side currents were well balanced with each other due to the current
balance magnetic core is used to achieve current sharing. Figure 9 gives the test results of VCin1, VCin2

and VCb at rated power. Split capacitor voltages were well balanced with VCin1 = 401.6 V and VCin2

= 398.4 V. Figure 10 gives the measured waveforms of output side currents. Figure 11 provides the
test waveforms of iLo1, iDb1, io1 and io2 under different load conditions. It is clear that io1 and io2 were
balanced. Figure 12 provides the measured results of S1 under 20% power and rated power. The soft
switching of S1 was succeeded from 20% power to rated power. The other switches such as S2, S5 and
S6 had the same characteristics as S1. Therefore, S2, S5 and S6 were also turned on with soft switching
turn-on from 20% power. Figure 13 demonstrates the measured waveforms of S4 under half and full
loads. The soft switching of S4 are realized from 50% load due to the energy on Lm1 and Lm2. Likewise,
S3, S7 and S8 have same characteristics as S4 and S3, S7 and S8 with soft switching turn-on from 50%
power. The test efficiencies of the presented circuit are 91.7% at 20% power, 93.5% at 50% power and
92.9% at 100% power and shown in Figure 14.

 
 

(a) (b) 

Figure 5. Pictures of the presented circuit in the laboratory: (a) experimental setup and (b) prototype circuit.
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(a) 

 
(b) 

Figure 6. Measured gate voltages of S1~S4 in first full bridge circuit at full load and (a) Vin = 750 V and
(b) Vin = 800 V (vS1,g~vS4,g: 10 V/div; time: 4 μs/div).

 
(a) 

 
(b) 

Figure 7. Experimental results of vS1,g, vS4,g, vab and vcd at full load (a) Vin = 750 V and (b) Vin = 800 V
(vS1,g, vS4,g: 10 V/div; vab, vcd: 500 V/div; time: 4 μs/div).
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(a) 

(b) 

Figure 8. Measured waveforms of vab, vcd, iLr1 and iLr2 at 800 V input (a) 20% load (vab, vcd: 500 V/div;
iLr1, iLr2: 2 A/div; time: 4 μs/div) and (b) full load (vab, vcd: 500 V/div; iLr1, iLr2: 5 A/div; time: 4 μs/div).

Figure 9. Measured waveforms of split voltages VCin1 and VCin2 and balance capacitor voltage VCb at
800 V input and full load (VCin1, VCin2, VCb: 200 V/div; time: 4 μs/div).
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(a) 

(b) 

Figure 10. Measured waveforms of the secondary-side currents in first full bridge circuit (a) 20% load
(iD1, iD2, iLo1, iDa1, iDb1: 5 A/div; time: 4 μs/div) and (b) full load (iD1, iD2, iLo1, iDa1, iDb1: 20 A/div;
time: 4 μs/div).

(a) 

(b) 

Figure 11. Measured waveforms of the secondary-side currents iLo1, iDb1, io1 and io2 (a) 20% load (iLo1,
iDb1: 5 A/div; io1, io2: 10 A/div; time: 4 μs/div) and (b) full load (iLo1, iDb1, io1, io2: 20 A/div; time:
4 μs/div).
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(a) 

(b) 

Figure 12. Measured waveforms of the leading-leg switch S1 at 800 V input (a) 20% load (vS1,g: 10 V/div;
vS1,d: 200 V/div; iS1: 1 A/div; time: 2 μs/div) and (b) full load (vS1,g: 10 V/div; vS1,d: 200 V/div; iS1:
2 A/div; time: 2 μs/div).

(a) 

(b) 

Figure 13. Measured waveforms of the lagging-leg switch S4 at 800 V input (a) 50% load and (b) full
load (vS4,g: 10 V/div; vS4,d: 200 V/div; iS4: 2 A/div; time: 2 μs/div).
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Figure 14. Measured circuit efficiencies of the proposed circuit.

5. Conclusions

A parallel dc/dc converter was proposed and investigated to achieve the main benefits of balanced
input split voltages, load current sharing and reduced circulating current loss. Input split voltage
balance was realized using a balance capacitor to automatically charge/discharge split capacitors in
every switching cycle. The current sharing of two series full bridge circuits was achieved using a
magnetic core. Passive circuits were employed on output side to decrease primary circulating current
at commutated state. However, the proposed converter was out of work under power switch failure.
Therefore, some bypass circuits may be added in the circuit to protect the converter from damage.
This protection procedure is the next study case to further improve the circuit reliability. The theoretical
analysis was well supported by the test waveforms of a prototype.
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Abstract: Flying-capacitor multiplexed modulation technology is suitable for bipolar DC microgrids
with higher voltage levels and higher current levels. The module combination and corresponding
modulation method can be flexibly selected according to the voltage level and capacity level. This paper
proposes a bipolar bidirectional DC/DC converter and its interleaved-complementary modulation
strategy that is suitable for bipolar DC microgrids. The converter consists of two flying-capacitor
three-level bidirectional DC/DC converters that are interleaved in parallel 90◦, and then cascaded with
another module to form a symmetrical structure of the upper and lower arms; the complementary
modulation of the upper and lower half bridges constitutes an interleaved complementary multilevel
bidirectional DC/DC converter. If the bidirectional converter needs to provide a stronger overcurrent
capability, more bridge arms can be interleaved in parallel. Once n bridge arms are connected in
parallel, the bridge arms should be interleaved 180◦/n in parallel. In bipolar DC microgrids, the upper
and lower arms should be complementarily modulated, and the input and output are isolated by the
inductance. To solve the current difference, caused by the inconsistent parasitic, the voltage-current
double closed-loop-control is used, and the dynamic response is faster during bidirectional operation.
This paper proposes theoretical analysis and experiments that verify bipolar bidirectional DC/DC
converter for high-power energy storage.

Keywords: bidirectional DC/DC converter (BDC); dual mode operation; current sharing; multiplexed
modulation

1. Introduction

With the high penetration of intermittent energy, such as solar and wind [1–3], a power electronic
interface for distributed energy storage is becoming increasingly attractive. The bidirectional DC/DC
converter (BDC) is an important piece of equipment for distributed energy storage in DC microgrids,
which helps to promote intermittent energy scale applications. The BDCs are widely used in DC
microgrids, due to their simple structure, easy expansion, and transmission power being independent
of transformers [4–7].

In particular, it plays a large irreplaceable role in the distributed energy storage of high voltage
and high power. For BDCs, current research focuses on buck/boost two-level converters and control
strategies for suppressing load disturbances [8,9]; however, switches are subject to low-voltages
applications. The voltage and current stresses of the converter are relatively high, so a multilevel
converter is required. A multiplexed multiphase and multilevel BDC is used for a wide range of
voltage variations (voltage conversion level less than 10 times); different from multilevel converters
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required for a high-voltage DC transmission (voltage conversion level more than 10 times), relying on
transformer boosting to achieve a higher level of voltage conversion [10–12]. The n-level structure of
the multiplexed multilevel BDC reduce voltage stress only 1/n of the high-side voltage; the m-phase
of the multiplexed multiphase BDC reduce current stress only 1/m of the low-side current [13]. The
multiphase and multilevel BDC adopts the interleaved phase modulation technology to improve the
output current ripple frequency, reduce the filter capacitor ripple value in a DC microgrid [14–17].

When a battery is connected to a DC microgrid by a BDC, the BDC needs to have strong input and
output impedance matching capability to keep the system stable. In particular, when the BDC operates
in buck mode, the input impedance is large; when operating in boost mode, the input impedance
is small; when operating in bidirectional mode, the impedance adjustment range is wider, and the
response speed is faster, which is beneficial to the system stability [18].

H. L. Do. [19] proposed a soft-switching DC/DC converter with high voltage gain by a boost cell
and a coupled inductor cell. Soft-switching characteristic reduces the switching loss of active power
switches and increase the converter efficiency. However, the converter can only work in boost mode,
and only S2 and D4 can achieve ZVS turn-on. The S1-D4 current stress is uneven, and S1 has a higher
current stress. In high-voltage and high-power distributed energy storage, it is necessary to consider
the equalization and current sharing problems. X. S. Zhang et al. [20] proposed the idea of battery
energy storage systems (BESSs) with integrated wind farms to stabilize the grid power. High-power
BDCs are required to meet high power requirements.

R. Naderi et al. [21] proposed a dual flying capacitor active-neutral-point-clamped (DFC-ANPC)
DC/AC inverter with a five-level modulation method that achieves soft switching and neutral point
voltage balancing. More importantly, the five-level modulation method eliminates the transient
voltage balancing issue by series-connected switches of S5 and S6 and decreases the switching loss. F.
Mohammadi [22] discussed the configuration, operation and decoupled control mode of a VSC-HVDC.
Compared to the pulse width modulation (PWM) strategies, the vector control method generates
fewer voltage harmonics and allows to control the active and reactive power independently. The
vector control method is used to control the VSC-HVDC system, which is based on transforming a 3-ϕ
system into a 2-ϕ system by d-q frame. Droop control is easily affected by the line impedance and the
frequency fluctuation of the power grid, which reduces the distribution accuracy of the active and
reactive power. In the future, the bidirectional DC/DC converter (BDC) will be connected to a bipolar
DC microgrid by droop control.

Reference [23] used a DC bus capacitor to provide a three-level state (buck/boost synchronous
PWM modulation). However, the converter operates at high gain, and S1 is subjected to high current
stress, which exacerbates the switching losses. In Reference [24], a two-level buck/boost converter is
cascaded to form a three-level bidirectional DC/DC converter. However, the modulation method easily
causes inconsistent duty ratios of the upper and lower half bridges to be inconsistent, thereby affecting
the voltage equalization effect of the DC bus, and requires an additional voltage equalization control
loop at boost mode, which increases the complexity of the control structure.

This paper proposes a multiplexed modulation technique of the flying capacitor DC/DC converter
to meet the high-voltage and high-power requirements. The BDC has many advantages: (1) the bus
capacitor voltage is easily stabilized by the midpoint potential balance control of the rear inverter
circuit; (2) the BDC is easy to combine by the PWM sequence to achieve multiple modulations; (3) it is
easy to design the control loop and suppress phase-to-phase circulation; and (4) the BDC has a strong
fault tolerance ability, and failure of any one of the arms does not affect the operation of other arms.
The BDC is suitable for battery energy storage systems in bipolar DC microgrids.

This paper organized as follows. The Flying capacitor type three-level DC/DC basic unit in
Section 2. Multiple modulation techniques are presented in Section 3. Controller design in Section 4.
Experimental verifications in Section 5. Some conclusions are given in Section 6.
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2. Flying Capacitor Type Three-level DC-DC Basic Unit

This paper proposes a bidirectional DC/DC converter (BDC) topology with multiplexed modulation
strategy for a high-power system, as shown in Figure 1. The parallel operation improves the current
capability of the BDC; the voltage level is increased in series operation; and the high-voltage and
large-capacity characteristics are realized in series-parallel operation. The symbols and reference
directions are indicated in the figure. The basic unit of the flying-capacitor-type three-level bidirectional
DC/DC converter (3L_BDC) easily forms a bipolar BDC of high-voltage and high-current systems.

 
Figure 1. The proposed bidirectional DC/DC converter. (a) Flying capacitor type three-level DC-DC
basic unit. (b) Two basic units parallel. (c) Two basic units parallel. (d) Four basic units mixed.

In Figure 1a, UL is the input-side voltage, UH is the DC bus side voltage, CL is the battery-side
capacitance, and CH is the DC bus side capacitance. The conduction time of S3 and S4 is defined as Ton

in the switching period Ts, and the duty ratio is D = Ton/Ts. To facilitate the analysis, define the switch
function as follows:

Mk =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
00 (S1, S2 ON, S3, S4 OFF)
01 (S2, S4 ON, S1, S3 OFF)
10 (S1, S3 ON, S2, S4 OFF)
11 (S3, S4 ON, S1, S2 OFF)

. (1)

The modal analysis is performed on the basic unit of the flying-capacitor-type three-level
bidirectional DC/DC converter. The key waveform is shown in Figure 2. When the operating mode at
D > 0.5, the switching mode of S3 and S4 is only 01, 10, 11, and not 00. The voltage at the two points of
AB is 0.5UH or 0; at D < 0.5, the switching mode of S3 and S4 is only 00, 01, 10, and not 11. The voltage
of AB is UH or 0.5UH. The inductive current flowing from the low-voltage side to the high-voltage
side is defined as the positive direction.
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Figure 2. The main waveform of the basic unit. (a) Mode D > 0.5. (b) Mode D < 0.5.

2.1. Operational Modal Analysis D > 0.5

During the switching cycle, there are three modes of 11, 01, and 10 for each arm.

1. Mode M3 = 11, S1 and S2 are turned off, S3 and S4 are turned on, S1 and S2 voltage stress are
UH/2, the voltage of AB two-point is UAB = 0, the inductor voltage across L1 is UL, and iL flows to
the high-voltage side and linearly increases:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
.
iL = − rL

L iL + 1
L UL.

UH = − 1
RHCH

UH
.

Uf = 0

. (2)

2. Mode M1 = 01, S1 and S3 turn off, S2 and S4 turn on, the S1 and S3 voltage stresses are UH/2,
the flying capacitor Cf1 charge according to the differential equation Cf1 dUf1/dt = Ic, that is
ΔUf1=t2Ic/Cf1 = Qc/Cf1, UAB = Uf1 = UH/2, the inductor L1 is UL - UAB < 0, the inductor current iL
decreases linearly, and the average inductor current is IL = Ic.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
.
iL = − rL

L iL + 1
L UL − 1

L Uf.
UH = − 1

RHCH
UH

.
Uf =

1
Cf

iL

. (3)

3. Mode M3 = 11, S1 and S2 are turned off, S3 and S4 are turned on, the S1 and S2 voltage stresses
are UH/2, the voltage of the two-point of AB is UAB=0, the voltage of the inductance L1 is UL, and
iL flows to high voltage side and linearly increase, as shown in Equation (2).

4. Mode M2 = 10, S2 and S4 are turned off, S1 and S3 are turned on, the S2 and S4 voltage stresses
are UH/2, flying capacitor Cf1 is discharged, UAB = UH − Uf1 = UH/2, the voltage across inductor
L1 is UL − UAB < 0, and iL flows to the high-pressure side and decreases linearly. The column
differential equation can be obtained as:

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
.
iL = − rL

L iL + 1
L UL + 1

L Uf − 1
L UH.

UH = 1
CH

iL − 1
RHCH

UH
.

Uf = − 1
Cf

iL

. (4)

According to the duty cycle definition, each equation group for the modal action time can be
listed during the switching period:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
t1 + t2 + t3 = DTs

t1 + t3 + t4 = DTs

t1 + t2 + t3 + t4 = Ts

⇒
⎧⎪⎪⎪⎨⎪⎪⎪⎩

t2 = (1−D)Ts

t4 = (1−D)Ts

t1 + t3 = (2D− 1)Ts

. (5)
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The inductance satisfies the volt-second balance condition:

UL(2D− 1)Ts + (UL −UH/2)(2− 2D)Ts = 0⇒ UH

UL
=

1
1−D

. (6)

2.2. Operational Modal Analysis D < 0.5

During the switching cycle, each arm has three modes of 00, 10, and 01.

1. Mode M0 = 00, S3 and S4 are turned off, S1 and S2 are turned on, the voltage of AB is UAB =

UH, S3 and S4 voltage stress are UH/2, the voltage of inductance L1 is UL − UH, iL flows to the
high-voltage side and decreases linearly, and the corresponding differential equation can be
expressed as: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

.
iL = − rL

L iL + 1
L (UL −UH).

UH = − 1
RHCH

UH
.

Uf = 0

. (7)

2. Mode M2 = 10, S2 and S4 are turned off, S1 and S3 are turned on, S2 and S4 voltage stress are UH/2,
Cf1 is discharging, UAB =UH −Uf1 =UH/2, the voltage across inductor L1 is UL −UAB>0, iL flows
to the high-voltage side and increases linearly, and the differential equation can be expressed as
Equation (4).

3. Mode M0 = 00, S3 and S4 are turned off, S1 and S2 are turned on, the voltage of AB is UAB = UH,
S3 and S4 voltage stress are UH/2, inductance L1 voltage is UL − UH, iL flow to high voltage side
and the linearity is reduced, and the differential equation can be expressed as Equation (7).

4. Mode M1 = 01, S1 and S3 are turned off, S2 and S4 are turned on, S1 and S3 voltage stresses are
UH/2, flying capacitor Cf1 is charging, UAB = Uf1 = UH/2, the inductor voltage across L1 is UL −
UAB > 0, iL flows to the high-voltage side and increases linearly, and the differential equation can
be expressed as Equation (3). According to the duty cycle definition, each mode action time can
be expressed as: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

t2 = DTs

t4 = DTs

t1 + t3 = (1− 2D)Ts

. (8)

The inductance satisfies the volt-second balance:

2DTs(UL −UH/2) + (1− 2D)Ts(UL −UH) = 0⇒ UH

UL
=

1
1−D

. (9)

3. Multiple Modulation Technique

3.1. Two Arms Interleaved Parallel Modulation

Two arms are paralleled, as shown in in Figure 1b, to increase the overcurrent capability and
reduce the input side ripple. Arm 1 is composed of S1-S4, the inductor L1 and the flying capacitor Cf1;
and arm 2 is composed of S5, S6, S7, S8, the inductor L2 and the flying capacitor Cf2. Among them,
S1 and S4 are turned on complementarily, S2 and S3 are turned on complementarily, the modulated
waves of S1 and S2 are interleaved 180◦, and the S3 and S4 modulated waves are interleaved 180◦, as
shown in Figure 3. Arm 2 is modulated in the same manner as arm 1 with a phase lag of 90◦.

Two arms are interleaved 90◦ in parallel; eight modes are used at 0.5 < D < 0.75, and other eight
modes are used at 0.25 < D < 0.5. The working mode of the space ratio is shown in Table 1. In the
forward power flow (Boost mode), the inductor currents iL1 and iL2 are positive and flow from the
low voltage side to the high voltage side. When the negative power flows (Buck mode), the inductor
currents of iL1 and iL2 are negative, and the high voltage side flows to the low voltage side. The driving
signal between the two arms is interleaved 90◦, and the other side bridge arm switch maintains the
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original state when one side bridge arm is operated. After the inductor current is superimposed, the
low-voltage side current is iL = iL1 + iL2 doubling the pulsation frequency, and the ripple of the iL
is reduced.

Figure 3. The main waveform of two parallel arms. (a) Mode 0.5 < D < 0.75, (b) Mode 0.25 < D < 0.5.

Table 1. Two arms interleaved parallel coding.

0~0.25 D = 0.25 0.25~0.5 D = 0.5 0.5~0.75 D = 0.75 0.75~1

0000 0010 1010 1010 0101 1101 1111
0010 0010 0010 1010 1101 1101 1101
0000 0100 0110 0110 1001 1011 1111
0100 0100 0100 0110 1011 1011 1011
0000 0001 0101 0101 1010 1110 1111
0001 0001 0001 0101 1110 1110 1110
0000 1000 1001 1001 0110 0111 1111
1000 1000 1000 1001 0111 0111 0111

Then the inductor current is superimposed, the low-voltage side current is iL = iL1 + iL2 doubling
the pulsation frequency, and the ripple of the iL is reduced. According to Equations (2)–(9), the ripple
current of three-level bi-directional DC/DC(3L-BDC) in Figure 1b, ΔIL1_3L_LBDC, can be calculated as

ΔIL1_3L_BDC =

⎧⎪⎪⎨⎪⎪⎩
(UH−2UL)(1−D)

2L1 fs
, (D > 0.5)

(2UL−UH)D
2L1 fs

, (D ≤ 0.5)
. (10)

Correspondingly, the ripple current of the inductor of two-level bidirectional DC/DC (2L_ BDC)
can be calculated as

ΔIL1_2L_BDC =
(UH −UL)D

L1 fs
. (11)

To reduce currents ripple, n arms can be cascaded, and the drive signals between the arms
are interleaved 180◦/n. The more arms that participate in interleaved parallel connection, the more
obvious the ripple reduction effect, and the more characteristic points of zero ripple appear at the
same time—these zero ripple points show a uniform distribution law. The aforementioned analysis
shows that the voltage stress on the switches and the flying capacitors of the 3L_BDC is half of UH,
which is just half of the traditional 2L_BDC. To reduce the voltage stress, it is necessary to employ a
series connection.
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3.2. Two Arms Complementary Series Modulation

The topology is connected in series with two inductors to reduce the inductor current ripple
amplitude; the low voltage side is isolated from the output side by two inductors, which can improve
the energy storage unit safety; the series structure can reduce the voltage stress of the switches and
increase the voltage level of the DBC, as shown in Figure 1c. The inductor current waveform during
complementary modulation is shown in Figure 4. S4 and Q1 are the same drive signal, S3 and Q2 are
the same drive signal, S2 and Q3 are the same drive signal, and S1 and Q4 are the same drive signal;
that is, the switch modulation is based on the topology. The switching period inductance fluctuation
frequency is equal to twice of the switching frequency, the inductance fluctuation amplitude is half of
that of the single submodule, and the remaining mode complementary series modulation is shown in
Table 2.

Figure 4. The key waveform of two arms series. (a) Mode 0.5 < D < 0.75, (b) Mode 0.25 < D < 0.5.

Table 2. Two arms complementary series coding.

0~0.25 0.25 0.25~0.5 0.5 0.5~0.75 0.75 0.75~1

00/11 00/11 00/11 01/10 11/00 11/00 11/00
01/10 01/10 01/10 10/01 10/01 10/01 10/01
00/11 00/11 00/11 01/10 11/00 11/00 11/00
10/01 10/01 10/01 10/01 01/10 01/10 01/10

The voltage stress on the switches and the flying capacitors is 0.25 UH in Figure 1c. In order to
reduce the voltage and current stress, it is necessary to increase the series and parallel bridge arms
simultaneously. The ripple current of L1 in Figure 1c, ΔIL1_3L_LBDC, can be calculated as

ΔIL1_3L_BDC =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(UH−2UL)(1−D)

2(L1+L3) fs
, (D > 0.5)

(2UL−UH)D
2(L1+L3) fs

, (D ≤ 0.5)
. (12)

3.3. Four Arms Mixed Modulation

To meet the large-capacity requirements in the bipolar DC bus, the voltage and current stress of
the switching tube should be reduced, so a four-arms mixed converter is proposed, that is, the cascaded
form of the interleaved parallel flying-capacitor type three-level converter, as shown in Figure 1d. The
left and right parallel arms are interleaved 90◦ parallel modulation, and the upper and lower series
arms are complementarily connected in series. For example, when 0.5 < D < 0.75, in mode 0101/1010,
it means S3 is off, S4 is on, S7 is off, S8 is on; while, Q3 is on, Q4 is off, Q7 is on, and Q8 is off. The
modulation rule of the BDC is shown in Figure 5.
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Figure 5. The key waveform of the four arms mixed. (a) Mode 0.5 < D < 0.75, (b) Mode 0.25 < D < 0.5.

By mixed modulation, the average inductor current is only half of the single-arm current, the
ripple frequency is doubled, the flying capacitor voltage is 0.25 UH, and the voltage stress of the
switch is only 0.25 UH compared to the 2L_BDC. The modulation is shown in Table 3. To compare the
characteristics of the structure, shown in Figure 1, the voltage and current stress conditions are listed in
Table 3, and the four arms mixed modulation is more suitable for bipolar high-power applications. This
modulation strategy helps to control and protect the design of the circuit. A topological comparison of
the proposed BDC in this paper with others are shown in Table 4.

Table 3. Four arms mixed modulation coding.

0~0.25 D = 0.25 0.25~0.5 D = 0.5 0.5~0.75 D = 0.75 0.75~1

0000/1111 0010/1101 1010/0101 1010/0101 0101/1010 1101/0010 1111/0000
0010/1101 0010/1101 0010/1101 1010/0101 1101/0010 1101/0010 1101/0010
0000/1111 0100/1011 0110/1001 0110/1001 1001/0110 1011/0100 1111/0000
0100/1011 0100/1011 0100/1011 0110/1001 1011/0100 1011/0100 1011/0100
0000/1111 0001/1110 0101/1010 0101/1010 1010/0101 1110/0001 1111/0000
0001/1110 0001/1110 0001/1110 0101/1010 1110/0001 1110/0001 1110/0001
0000/1111 1000/0111 1001/0110 1001/0110 0110/1001 0111/1000 1111/0000
1000/0111 1000/0111 1000/0111 1001/0110 0111/1000 0111/1000 0111/1000

4. Controller design

Define the state variable as x = [ iL, UH, Uf ]T, the input variable as u = UL, the transfer function
as Gid(s) from the duty cycle d to the inductor current iL and the transfer function Gud(s) from the duty
cycle d to the output voltage UH, according to Equations (2)–(9).

Gid(s) =
ULCHRH

1−D s + 2UL
1−D

CHLRHs2 + Ls + RH(1−D)2 + rL
, (13)

Gud(s) =
− LUL

(1−D)2 s + RHUL − rLUL

(1−D)2

CHLRHs2 + Ls + RH(1−D)2 + rL
, (14)

where, RH is Rload, and rL is the inductance parasitic resistance.
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The main circuit parameters of the converter are shown in Table 5. Due to the inconsistent
impedance of the IGBT parasitic parameters and the inductor winding process, the main loop has a
certain degree of impedance difference. The controller’s PI regulator is Gc(s) = k1 + k2/s, where k1 = 0.1,
k2 = 50, and the control block diagram is shown in Figure 6.

Table 4. Topological comparison.

(a) Comparison in terms of passive component and out gain, inductor ripple current and switching
frequency.

Proposed
Number of
Elements

Gain of Voltage ΔiL fΔiL

SC [23] C = 3 S = 4 L = 1 2UL
1−D

(UH−2UL)D
2L fs

f s

Double Buck/Boost [24] C = 3 S = 4 L = 2 UL
1−D

UH(1−D)D
L fs

2f s

Basic FC [5] C = 3 S = 4 L = 1 UL
1−D

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(UH−2UL)(1−D)

2L1 fs
, (D > 0.5)

(2UL−UH)D
2L1 fs

, (D ≤ 0.5)
2f s

Interleaved FC [7] C = 4 S = 8 L = 2 UL
1−D

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(UH−2UL)(1−D)

2L1 fs
, (D > 0.5)

(2UL−UH)D
2L1 fs

, (D ≤ 0.5)
4f s

Complementary FC [21] C = 5 S = 8 L = 2 UL
1−D

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(UH−2UL)(1−D)

2(L1+L3) fs
, (D > 0.5)

(2UL−UH)D
2(L1+L3) fs

, (D ≤ 0.5)
2f s

This paper C = 7 S = 16 L = 4 UL
1−D

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(UH−2UL)(1−D)

2(L1+L3) fs
, (D > 0.5)

(2UL−UH)D
2(L1+L3) fs

, (D ≤ 0.5)
4f s

(b) Comparison in terms of out capacitor, flying capacitor voltage, voltage across switch, inductor current
and fault tolerant capabilities

Proposed.
Output Capacitor

Voltage
Flying capacitor

voltage
Switch
Voltage

Inductor
Current

Fault
Tolerance

SC [23] 2 UL/(1-D) 0.5 UH 0.5 UH IL Weak
Double Buck/Boost [24] UL/(1-D) No 0.5 UH IL Weak

Basic FC [5] UL/(1-D) 0.5 UH 0.5 UH IL Weak
Interleaved FC [7] UL/(1-D) 0.5 UH 0.5 UH 0.5 IL Average

Complementary FC [21] UL/(2-2D) 0.25 UH 0.25 UH IL Average
This paper UL/(2-2D) 0.25 UH 0.25 UH 0.5 IL Strong

Figure 6. The control strategy. (a) & (c) are single voltage loop and its Bode without current loop
control. (b) & (d) are double voltage-current loop and its Bode with current loop control.

The Bode diagram of the proposed control strategy by a single voltage loop, as shown in Figure 6c.
The low frequency range is 30 dB, the high frequency band traverses 0 dB with a slope of −20 dB/dec,
and the corner frequency is 120 Hz. The gain crossover frequency is 4 kHz, the phase margin is 90◦,
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and the system is stable; however, the gain is higher than 0dB at 0.1 times of switching frequency.
The current inner loop uses inductor current feedback, as shown in Figure 6d. The PI regulator is
Gc(s) = 0.1 + 50/s, the crossing frequency of the open-loop transfer function is 449 Hz when crossing the
0 dB line, and the phase margin is 70◦ at the crossing frequency. It can be judged that the closed loop
system is stable. A first-order low-pass filter is added to the loop due to the influence of high frequency
noise. The cutoff frequency of the first-order low-pass filter (ωc = 2πfc) is set at 0.1 times the switching
frequency, and the gain margin kg (f c = 2 kHz) is 13.4 dB, which is ideal. The pole introduced by the
first-order LPF is far from the real axis, and has little effect on the bode diagram and can be ignored.

Table 5. The Parameters of BDC.

Parameters Value Parameters Value

UL/V 150~220 CL/μF 220
UH/V 400 CH/μF 110
Po/kW 1 Cf1/μF 110

L1~L2/mH 2 Cf2/μF 110
rL/Ω 0.2 f s/kHz 20

5. Experimental result

The experimental platform is shown in Figure 7. In the platform, the DC power supply E and
resistance R are used to simulate the power generation change of the renewable energy source. The
rated voltage of the DC power supply E is 450 V, and the DC bus voltage rating is 400 V. Super
capacitor rated voltage is 250 V, rated capacity is 10 F, maximum discharge current is 15 A, charging
current is 10 A, super capacitor voltage UL range is 150~220 V; switching frequency f s is 20 kHz.
DC power supply Chroma 62050H-600 (Chroma Systems Solutions, Inc., Foothill Ranch, CA, USA),
DC probe YOKOGAWA 701934 (Yokogawa Electric, Inc., Tokyo, Japan), oscilloscope Tek DPO2024B
(Tektronix, Inc., Beaverton, OR, USA). The control chip uses DSP (TMS28335) combined with FPGA
(EP3C25Q240); DSP is used for signal sampling and control signal generation, and FPGA is used to
generate the modulated wave. To test the feasibility of multiple applications, super capacitor UL =

200V, high side load RH = 200 Ω, adjustable power supply E = 450 V, resistance R = 10 Ω; during
switch S disconnection, super capacitor discharge, converter operates on boost 0.5 < D < 0.75 mode,
the high side capacitor voltage is stable to UH = 400 V. Super capacitor UL = 250 V, high-voltage-side
load RH = 200 Ω, adjustable power supply E = 450 V, resistance R = 10 Ω; during switch S closing,
super capacitor charging.

Figure 7. Experimental setup. (a) The experimental system, (b) Control system logic.

In the project, due to the inconsistent IGBT parasitic parameters and the inconsistent impedance
caused by the inductor winding process, the main loop objectively has impedance differences.

The voltage and current double closed-loop PI regulators are used for impedance matching. The
two control loops share the voltage outer loop, and the current inner loop uses respective inductor
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current feedback. The control loop is shown in Figure 7b. The difference in the modulation signals
generated by the control loop adjusts the respective output impedances to achieve current sharing
control. The left and right arms are interleaved 90◦ parallel, the two inductor current ripples cancel each
other, and the output voltage is stable, as shown in Figures 8 and 9. The current iL fluctuating frequency
is twice of the switching frequency, and the inductor current fluctuation amplitude is reduced, due to
iL through two inductors evenly. Two arms series, the flying capacitor voltage is 0.25 UH, as shown in
Figure 10. The inductor current ripple is small, and the flying capacitor voltage is equal to 0.25 UH.

Figure 8. Left and right arms interleaved 90º parallel without circumferential inhibition. (a) Boost
mode. (b) Buck mode.

Figure 9. Left and right arms interleaved 90º parallel with circumferential inhibition. (a) Boost mode,
(b) Buck mode.

Switch S is turned on at tON, and the supercapacitor charging power is 800 W in buck mode. Switch S is
turned off at tOFF, and the supercapacitor discharging power is 1200 W in boost mode, as shown in Figure 11.
The dynamic response time is less than 20 ms from charging to discharging. The dynamic response time is
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400 ms from discharging to charging in the four-arms mixed modes. The flying capacitor voltage is always
stable, and the DC bus voltage fluctuation is less than 20 V. The input voltage varies between 150–220 V, the
output voltage is stable at 400 V, and the change range of D is 0.63–0.45. From the experimental results in
Figures 8–11, it can be seen that the input and output side voltage ripple is less than 1%, and the current
ripple frequency is relatively small, which is beneficial to the stable operation of the energy storage unit.
When Q7 shorted, iL4 ripple is only once per cycle, losing the advantage of three levels. However, the overall
performance of the converter remains stable, and the input and output voltage ripples are low, as shown in
Figure 12. Therefore, the BDC has a strong fault tolerance ability, and failure of any one of the arms does not
affect the operation of other arms.

 

Figure 10. Two arms complementary series. (a) Boost mode, (b) Buck mode.

Figure 11. Transient response for bidirectional operation. (a) Two arms interleaved parallel transient
response, (b) Two arms complementary series transient response.
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Figure 12. Switch Q7 short circuit experiment.

The efficiency is reduced, due to the inherent loss increase with a light load. Since there is a dead
time of 1.5 μs when the converter is actually running, energy can be transferred from the low voltage
side to the high voltage side through the IGBT body diode during dead time, as shown in Figure 13.
Thus, the boost mode efficiency is higher than the buck mode. The efficiency curve is more than 90%
from light load to heavy load, meeting design requirements.

Figure 13. The efficiency curves.

6. Conclusions

This paper proposes a BDC topology with a multiplexed modulation strategy for high-power
energy storage in bipolar DC microgrids. The parallel arms divide the input side current, which
can effectively overcome the current difference caused by the inconsistent parasitic parameters of
the parallel arms. The series arms divide the voltage of the high voltage side, which can effectively
reduce the voltage stress of the switch and the flying capacitor. The bidirectional transient response
is milliseconds, which ensures the dynamic performance and operating efficiency of the converter.
The BDC has a strong fault tolerance ability, and the failure of any one of the arms does not affect the
operation of other arms. The proposed BDC topology and its modulation strategy can effectively solve
the issue of high-power energy storage in bipolar DC microgrids.

Author Contributions: P.L. designed the prototype and was responsible for writing the paper. C.Z., S.P. and L.Z.
were responsible for guidance in the experiment and thesis writing process.

Funding: This research was supported by the National Nature Science Foundation of China under Grants 51477148
and the Science Foundation of Hebei University of Science and technology Grants PYB2019011. This research also
received funding from EEEIC International, Poland.

Conflicts of Interest: The authors declare no potential conflict of interest.

339



Electronics 2019, 8, 774

References

1. Ji, Y.; Yang, Y.; Zhou, J.; Ding, H.; Guo, X.; Padmanaban, S. Control Strategies of Mitigating Dead-time Effect
on Power Converters: An Overview. Electronics 2019, 8, 196. [CrossRef]

2. Guo, X.; Jia, X. Hardware-based cascaded topology and modulation strategy with leakage current reduction
for transformerless PV systems. IEEE Trans. Ind. Electron. 2016, 62, 7823–7832. [CrossRef]

3. Guo, X.; Yang, R.Y.; He, R.; Wang, B.; Blaabjerg, F. Transformerless Z-source four-leg PV inverter with leakage
current reduction. IEEE Trans. Power Electron. 2019, 34, 4343–4352. [CrossRef]

4. Mahmoudi, M.A.H.; Ahmadi, R. Modulated model predictive control of three level flying capacitor buck
converter. In Proceedings of the IEEE Power and Energy Conference at Illinois (PECI), Champaign, IL USA,
23–24 February 2017; pp. 1–5.

5. Jin, K.; Yang, M.; Ruan, X.; Xu, M. Three-Level Bidirectional Converter for Fuel-Cell/Battery Hybrid Power
System. IEEE Trans. Ind. Electron. 2010, 57, 1976–1986. [CrossRef]

6. Zhang, C.; Li, P.; Kan, Z.; Chai, X.; Guo, X. Integrated Half Bridge CLLC Bidirectional Converter for Energy
Storage Systems. IEEE Trans. Ind. Electron. 2018, 65, 3879–3889. [CrossRef]

7. Li, P.; Zhang, C.; Kan, Z.; Fu, Y. An Interleaving 90◦ Three-Level DC-DC Converter and Current Sharing
Control. In Proceedings of the 2nd IEEE International Power Electronics and Application Conference and
Exposition, Shenzhen, China, 4–7 November 2018.
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Abstract: In the present study, a novel multiple three-phase low-voltage and high-current permanent
magnet synchronous generation system is proposed, which has only half-turn coils per phase.
The proposed system is composed of a generator and two confluence plates with 108 rectifier modules.
The output can reach up to 10,000 A continuous DC power supply, which is suitable for the outdoors
and non-commercial power supply. The application of the Lyapunov algorithm in the synchronous
rectification control was optimized. A current sharing loop control was added to the closed-loop
control to ensure a stable output voltage and the output current sharing of each rectifier module. Since
the two control variables solved by the Lyapunov algorithm were coupled and the negative definite
function of the Lyapunov algorithm could not be guaranteed in this system, a simple decoupling
method was used to decouple the control variables. Compared to the conventional control, the
proposed strategy highly improved the dynamic performance of the system. The effectiveness of the
proposed strategy was verified by the simulation. The 5 V/10,000 A hardware experiment platform
was built, which proved the feasibility and validity of the proposed strategy for a high-power
generation system.

Keywords: low-voltage and high-current; Lyapunov algorithm; current sharing control; confluence plate

1. Introduction

Low-voltage and high-current generation systems with currents higher than 10,000 A are widely
used in ships, electrolytic plating, and industrial fields. Considering the integration of motor and
power electronics technology, the synchronous generation system has developed rapidly from high
power density, high reliability, and high fault tolerance points of view [1]. In the present study, a
three-phase rectifier module is used to generate direct current (DC) through a confluence plate, based
on a permanent magnet synchronous motor with only half-turn coil per phase. In order to ensure that
the integrated DC generation system generates high quality electrical power, the present study focuses
on the control strategy of this system

The control strategy of three-phase rectifier circuits has been extensively studied by many
researchers. Thomas A.F. first proposed the hysteresis current control; in [2,3] this control method
was adopted in the current inner loop. It is also proven that the disadvantage of this method is that
the switching frequency changes as the load current changes. In other words, this method cannot
guarantee a fixed switching frequency in a power cycle. This causes additional stress on the switching
device and reduces the service life of the device. Kalman proposed the dead-beat control theory, which
is a control method based on circuit equations. In [4], an improved implementation of the deadbeat
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current controller was considered that is aimed at two purposes: The minimization of the small-signal
response delay and the optimization of the large-signal step response. This method cancels the zero
with the pole by using state feedback and configures another pole at the origin [5]. However, studies
showed that this method has major drawbacks, including a high real-time requirement for calculating
the pulse width and the sensitivity of system stability to the circuit parameters and weaknesses.
Although the aforementioned drawbacks can be resolved by employing a complicated algorithm and a
current observer, a large error will be generated. Zadeh L.A. proposed the fuzzy control based on fuzzy
reasoning, which mimics the human mindset and controls a model where it is difficult to establish an
accurate mathematical expression. In [6], a modified zero-voltage switching pulse width-modulation
inverter with a digital signal processor-based proportional integral derivative-like fuzzy controller
was implemented. The switches of the inverter achieved a soft-switching feature that largely reduced
switching losses and improved the converting efficiency. The disadvantage of this control strategy
is that it only relies on the experience and attempt to design the controller. There is no systematic
method of analyzing and designing the controller. The cycle is long and the precision is low. Once
the adaptive limit is exceeded, this method will no longer be applicable [7]. Tokuo Ohnishi proposed
the direct power control method. The proposed control method indirectly controls the output current
through the direct control of active and reactive power. Moreover, this method establishes the voltage
and the current double closed-loop model, according to the AC voltage and instantaneous power
to select the output state corresponding to the switch table. In [8], a direct power control using the
natural switching surface was proposed; the proposed control considered the output voltage when
selecting the switching states. Therefore, the proposed control does not need an outer voltage control
loop and can highly improve the dynamic performance of the DC output voltage. The advantages of
this method are the high-power factor, the high efficiency factor, and the ability to be used in a wide
variety of applications [9,10]. However, due to the limitation of the current loop, it easily generates
harmonic distortion in the input current, thereby reducing the power factor.

Lyapunov proposed the stability criterion control theory, which initially constructs a scalar
energy-like function for the system and then designs the controller under the premise that the change
in time of this function is negative [11]. This method was introduced into the rectifier control of a
three-phase pulse with modulation (PWM) by Hasan K. [12]. He utilized the Lyapunov algorithm to
control the three-phase rectifier system. This algorithm has the advantage that the system’s stability is
not interfered with by large signals and is independent of circuit parameters. At present, the application
of the Lyapunov algorithm to control PWM rectifiers is concentrated on grid voltage rectification [13,14]
where there is a mutual coupling phenomenon between the obtained control variables, which cannot
guarantee the long-term stable operation of the system. This study first proposes the application of
the Lyapunov algorithm to a multiple three-phase permanent magnet in the synchronous generator
system. It is expected that the system with the proposed control scheme can provide a reasonable
transient response, unified power factor control, reduced harmonics on the AC side and an increase
in the reliability of the generation system. In order to ensure the stable operation of the system, the
proposed method decouples the control variables in a simple way.

2. Methods

2.1. Parallel Scheme of the Multiple Rectification Module

The studied high-current generation system is a new DC power generation system that realizes
electromechanical energy conversion by using a multiple three-phase permanent magnet synchronous
motor. The system directly generates low-ripple and high-intensity DC power through the combination
of the modular rectification component and the high current confluence plate [15]. The advantages of
this system are as the following:

1. The phase voltage and the phase current can be reduced to generate low voltage and high power.
2. The harmonic loss can be reduced to improve generator efficiency.
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3. Each phase is driven separately to improve the fault tolerance and the reliability of the system.
4. Considering the special design of the confluence plate, the ripple of the output voltage is low

when the system generates the high current [16]. Therefore, the output current can be used with
no filtering for the majority of applications.

Figure 1 illustrates the designed model of the multiple three-phase permanent magnet synchronous
high-current generation system. It indicates that the designed system is mainly composed of a
permanent magnet synchronous generator with a half-turn coil for each phase and two confluence
plates. Figure 1a describes the minimum cell which is composed of each winding and the leg of
the bridge, and Figure 1b describes the five MOSFETs on each leg which are fixed on the heat sink.
Moreover, Figure 1c shows a confluence plate that fixes the heat sink to be used as the output bus. In
order to improve the heat-dissipation efficiency, the inside of the confluence plate is machined with a
water-cooled passage. Figure 1d shows the overall model of the system containing the permanent
magnet in the synchronous generator.

  
(a) (b) 

  
(c) (d) 

Figure 1. Schematic models of the rectifier module and the power generation system: (a) A leg of
bridge; (b) heat sink; (c) schematic of the confluence plate; (d) schematic model of a large DC power
generation system.

The generator rotor contains 6 pairs of magnetic poles and the stator core is internally opened
with 54 slots. Each slot is embedded with a half-turn coil, containing the insulation as one phase, while
the three-phase stator windings are placed at an electrical angle of 120◦. It should be indicated that the
two adjacent three-phase winding units differ from each other by an electrical angle of 2π/9. Moreover,
each positive and negative confluence plate is composed of 54 MOSFET rectifier modules. The rectifier
modules can be distributed along the circumference surface of the confluence plate as a stationary
part of the synchronous generator. In order to simplify the analysis, only three rectifier modules were
considered in the design and analysis. These modules correspond to the spaces of nine stator windings
of the synchronous generator, which can form a 360◦ electrical angular space. The system is managed
hierarchically, where the top layer is the management layer and the controller area network (CAN)
bus transmits the current sharing information. The second layer of each control module analyzes the
collected module voltage and compares it with current signals to generate the PWM control information
to drive the switching device of the rectifier. The bottom layer is a three-phase PWM rectifier module,
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which is fixed at the bottom of the generator together with the confluence plate to generate high
currents. Figure 2 shows the block diagram of the synchronous DC power generation system with the
multi-phase permanent magnet.

 

Figure 2. The block diagram of the synchronous DC power generation system with the multi-phase
permanent magnet.

The digital current sharing by the CAN bus can avoid the defects of the conventional master–slave
control mode. This reduces the number of controllers and avoids the failure of the main control module
not achieving the appropriate current sharing [17]. The CAN bus realizes the current sharing by means
of competition where the module which generates the maximum current is determined as the main
module and the corresponding maximum current is used as the reference current of the submodule.
Even if the main module fails and shuts down, the other modules can continue to qualify as the main
module in a competitive manner.

A modular rectifier improves system performance. First of all, the modular parallel connection is
adopted in this rectification system, and the ripple of output is small, so that a rapid voltage adjustment
method can be adopted without causing distortion of the input current, and the dynamic performance
is good. Secondly, when the modules are connected in parallel to supply power to the load, even
if a module fails, as long as it is removed from the parallel system in time, the load power supply
can be ensured without interruption, further improving the reliability and flexibility of the power
supply system. Finally, when powered by a parallel system, the power of each parallel module will be
reduced, while the low power module can operate at a higher switching frequency, which can reduce
the volume of the filter capacitor and increase the power density of the parallel system, which is very
suitable for low- voltage and high-power systems.

346



Electronics 2019, 8, 871

2.2. Design of the Three-Phase Rectifier Controller, Based on the Lyapunov Algorithm

2.2.1. Mathematical Model of the Three-Phase Voltage Source PWM Rectifier in the d-q Synchronous
Rotating Coordinate System

The state equation of the three-phase voltage source PWM rectifier is described by the unipolar
binary logic switching function. When the coordinate transformation of the constant power is carried
out, the mathematical models in the three-phase rotating coordinate system can be written as the
following [18]:

L
did
dt

= ωLiq −Rid + ed − vopd (1)

L
diq
dt

= −ωLid −Riq + eq − vopq (2)

C
dvo

dt
=

3
2

(
Pdid + Pqiq

)
− io (3)

where vo, io, L and C denote the output voltage, module current, AC side inductance, and the DC side
filter capacitance, respectively. On the other hand, ω is the angular frequency. Furthermore, pd and pq

are voltage modulation ratios on d and q axes, respectively. Finally, id, iq, ed, eq denote the currents and
voltages of the network side in the synchronous rotating coordinate system, respectively.

2.2.2. Lyapunov Control Algorithm

Studies showed that the hysteresis current control, the deadbeat control and the fuzzy control
methods yield various advantages and disadvantages [19–21] from different points of view, including
the circuit complexity, switching frequency, and the transient state. A common disadvantage of
these methods is that system stability cannot be guaranteed under large signal interference. Since
the system generates high current, the voltage produces large fluctuations when subjected to large
signal interference, which affects the normal operation of the system. In [9], the controller is derived
based on direct Lyapunov stability theory in order to calculate proper switching functions, Setting
up the controller with this switch function, the results show the appropriate performance of the
proposed controllers during both steady-state and transient dynamic conditions. Considering the
abovementioned challenge, a nonlinear control strategy based on the Lyapunov direct method [22,23]
is proposed to strictly guarantee the global asymptotic stability of the rectifier. The purpose of this
control strategy is to make the output voltage close to the reference voltage (Vr) and provide a unity
power factor with a nearly sinusoidal input current. When the system is controlled by the Lyapunov
algorithm, it is necessary to construct an “energy-like” function for the system, and then design the
controller under the premise of ensuring that the function is always negative. Finally, establishing the
Lyapunov function based on the quantitative correlation of the energy storage of the inductor and
the capacitor. Suppose that the Lyapunov function is a positive definite function, while its derivative
is negative definite function. When x tends to infinity in any direction, V(x) also approaches infinity.
The equilibrium point at the origin is globally asymptotically stable.

Letting the operating point of the system energy stability be the equilibrium point, we define a
positive definite Lyapunov function as the following:

V(x) =
3
2

Lx2
1 +

3
2

Lx2
2 + Cx2

3 (4)

where x1, x2 and x3 are system state variables defined as the following:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 = id − id0
x2 = iq
x3 = Vr − vo + k(Ir − io)

(5)
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where Vr, Ir, k and id0 denote the reference voltage, reference current, proportional coefficient, and the
steady value of id, respectively. It should be indicated that the reference current is maximum current in
the multiple rectification. The derivative of the Lyapunov function is

V′(x) = 3x1Lx′1 + 3x2Lx′2 + 2x3Cx′3 (6)

According to the first Lyapunov stability theorem, when the Lyapunov derivative is negative, the
system is stable in the equilibrium point. Let iq = 0 to ensure unit power factor, when the system is
stable, the parameter values of the equilibrium point are as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vo = Vr

io = Ir

id = id0
ed = Em

iq = 0
pd = pd0
pq = pq0

(7)

where pd0 and pq0 are the control variables when the system is stable and Em is the amplitude of the
phase voltage.

After substituting Equation (7) into Equations (1)–(3) and a simple manipulation, the following
expressions are obtained:

pd0 = (Em −Rid0)/Vr (8)

pq0 = −ωLid0/Vr (9)

io =
3

2Vr
(Emid0 −Ri2d0) (10)

id0 =
1
2

⎧⎪⎪⎪⎨⎪⎪⎪⎩Em

R
±
[(Em

R

)2
−
(8Vrio

3R

)] 12⎫⎪⎪⎪⎬⎪⎪⎪⎭ (11)

Assuming that the system is disturbed, the variations of voltage-space vector modulation ratio on d
and q axes are Δpd and Δpq, respectively. Then the actual modulation ratios of output voltage can be
obtained as the following:

pd = pd0 + Δpd (12)

pq = pq0 + Δpq (13)

Substitute Equations (5), (8) and (12) into Equation (1) results in the following equation:

Lx′1 = ωLx2 −VrΔpd − (Em−Rid0)[x3+k(Ir−io)]
Vr

−[x3 + k(Ir − io)]Δpd −Rx1
(14)

Similarly, Equations (5), (9) and (13) are applied to Equation (2) so that the following equation is
obtained:

Lx′2 = −ωLx1 −VrΔpq − ωLid0[x3+k(Ir−io)]
Vr−[x3 + k(Ir − io)]Δpq −Rx2

(15)

Moreover, Equations (5), (10), (12) and (13) are implemented into Equation (3) to obtain the following
equation:

Cx′3 = 3
2

[
(Em−Rid0)

Vr
x1 + id0Δpd + Δpdx1

−ωLid0
Vr

x2 + Δpqx2
] (16)
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Substituting Equations (10) and (14)–(16) into Equation (6) yields the following equation:

V′(x) = −3
{
[Vr + k(Ir − io)]x1 − id0x3

}
Δpd

−3x2[Vr + k(Ir − io)]Δpq − 3R
(
x2

1 + x2
2

) (17)

When the following conditions are met, the Lyapunov derivative along any of the trajectories of the
system is negative:

Δpd = γ
{
[Vr + k(Ir − io)]x1 − id0x3

}
,γ > 0 (18)

Δpq = βx2[Vr + k(Ir − io)], β > 0 (19)

where β and γ are arbitrary real constants.

2.2.3. Saturation Constraint and Decoupling Control Variables

The switching state of the rectifier is determined by the space vector pulse width modulation
method (SVPWM) [24]. In order to ensure that the rectifier is in sinusoidal steady-state operation and
the switching function is not saturated, the following conditions must be met:

(pd0 + Δpd)
2 +
(
pq0 + Δpq

)2 ≤ 4
3

(20)

The control variables, which satisfy the SVPWM are obtained from Equation (20) as the following:

(Δpd)m1 =
2(pd0 + Δpd)√

3
[
(pd0 + Δpd)

2 +
(
pq0 + Δpq

)2] − pd0 (21)

(
Δpq
)
m1

=
2
(
pq0 + Δpq

)
√

3
[
(pd0 + Δpd)

2 +
(
pq0 + Δpq

)2] − pq0 (22)

The two control variables (Δpd)m1 and (Δpq)m1 are mutual coupling and non-linear variables,
which cannot guarantee a negative Lyapunov derivative. Therefore, it is necessary to decouple the
control variables. Assuming that the system is controlled by pq, (i.e., pd = 0), then the range of Δpq can
be written as

−
(
pq0m + pq0

)
≤ Δpq ≤ pq0m − pq0 (23)

Pq0m represents the maximum possible steady-state value that pq can take for the maximum DC
load current. Similarly, the range of Δpd can be written as

− (pd0m + pd0) ≤ Δpd ≤ pd0m − pd0 (24)

Pd0m is the maximum steady-state value of pd, which can be calculated by Equation (25) as the
following:

pd0m =

√
4
3
− p2q0m (25)

Therefore, the control variables are rewritten as the following:

(Δpd)m2 =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−(pd0m + pd0) γ

{
[Vr + k(Ir − io)]x1 − id0x3

}
< −(pd0m + pd0)

γ
{
[Vr + k(Ir − io)x1 − id0x3]

} −(pd0m + pd0) ≤ γ{[Vr + k(Ir − io)]x1 − id0x3
} ≤ (pd0m − pd0)

pd0m − pd0 γ
{
[Vr + k(Ir − io)x1 − id0x3]

}
> (pd0m − pd0)

(26)
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(
Δpq
)
m2

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−
(
pq0m + pq0

)
βx2[Vr + k(Ir − io)] < −

(
pq0m + pq0

)
βx2[Vr + k(Ir − io)] −

(
pq0m + pq0

)
≤ βx2[Vr + k(Ir − io)] ≤ pq0m − pq0

pq0m − pq0 βx2[Vr + k(Ir − io)] > pq0m − pq0

(27)

Figure 3 illustrates that the voltage vector of the rotation is in the rectangular area of the dotted
round line. Under the control rules of Equations (26) and (27), the Lyapunov derivative is a negative
definite function. Meanwhile, the stability of the system is independent of the circuit parameters.

 
Figure 3. Modified control vector area.

2.2.4. SVPWM Algorithm

The final voltage modulation ratio pd, pq is as follows:

pd = pd0 + (Δpd)m2 (28)

pd = pd0 + (Δpd)m2 (29)

Then the inverse Park transformation on pd, pq, is as shown in Figure 4.

 

aU

bU

cU

Uα

Uβ

dp

qp

θ

θ

Figure 4. Coordinate transformation.

Here, pd and pq are inversely transformed into Uα and Uβ, and the electrical angle θ is taken as the
angle. Then, pd and pq are respectively vector-decomposed, and the voltage components on the α-axis
and the β-axis are calculated as follows:

Uα = pd ∗ cosθ− pq ∗ sinθ (30)
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Uβ = pq ∗ cosθ− pd ∗ sinθ (31)

Then, we apply the inverse Park transformation on Uα, Uβ, converting the target voltage vector
Uout into a balanced three-phase voltage vector Ua, Ub, Uc, as follows:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Ua = Uβ

Ub =
−Uβ+

√
3Uα

2

Uc =
−Uβ−

√
3Uα

2

(32)

We can determine the sector of Uout by defining variables a, b, and c according to Equation (33).

N = 4a + 2b + c (33)

The correspondence between the value of N and the sector is as Table 1:

Table 1. The sector.

N 3 1 5 4 6 2

Sector I II III IV V VI

In Figure 5, the target voltage vector Uout is analyzed in the I sector, TS is the PWM carrier period,
T0, T7 is zero voltage vector time, T4 is the U4 time, T6 is the U6 time, and θ is electrical angle of the
Uout. The following relationships can be obtained from Figure 5.

[
Uα
Uβ

]
Ts = Uout

[
cosθ
sinθ

]
Ts =

2
3

Udc

[
1
0

]
T4 +

2
3

Udc

[
cos π3
sin π3

]
T6 (34)

sT U T

sT U T

U

U dcU
α

β

θ
π

U

Figure 5. I sector.

From Equation (34), there are

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
T4 =

√
3Ts

Udc
(
√

3
2 Uα − Uβ

2 )

T6 =
√

3Ts
Udc

Uβ
T0 = T7 = 1

2 (Ts − T4 − T6)

(35)

In the same way, the time of each vector of Uout in other sectors is obtained. The result is shown in
Table 2, where the K =

√
3Ts/Udc.
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Table 2. The time of the basic space vector of each sector.

Sector I

T4 =
√

3Ts
Udc

(
√

3
2 Uα − Uβ

2 ) = KUb

T6 =
√

3Ts
Udc

Uβ = KUa

T0 = T7 = (Ts − T4 − T6)/2

Sector II

T6 =
√

3Ts
Udc

(
√

3
2 Uα +

Uβ
2 ) = KUc

T2 = −
√

3Ts
Udc

(
√

3
2 Uα − Uβ

2 ) = −KUb
T0 = T7 = (Ts − T2 − T6)/2

Sector III

T2 =
√

3Ts
Udc

Uβ = KUa

T3 =
√

3Ts
Udc

(−
√

3
2 Uα − Uβ

2 ) = KUc

T0 = T7 = (Ts − T2 − T3)/2

Sector IV

T3 =
√

3Ts
Udc

(−
√

3
2 Uα+

Uβ
2 ) = −KUb

T1 = −
√

3Ts
Udc

Uβ = −KUa

T0 = T7 = (Ts − T1 − T3)/2

Sector V

T1 =
√

3Ts
Udc

(−
√

3
2 Uα − Uβ

2 ) = KUc

T5 =
√

3Ts
Udc

(
√

3
2 Uα − Uβ

2 ) = KUb
T0 = T7 = (Ts − T1 − T5)/2

Sector VI

T5 = −
√

3Ts
Udc

Uβ = −KUa

T4 =
√

3Ts
Udc

(
√

3
2 Uα +

Uβ
2 ) = −KUc

T0 = T7 = (Ts − T4 − T5)/2

3. Results and Discussion

In order to verify the efficiency of the proposed control strategy compared to that of conventional
methods, the direct power control algorithm [25,26], dead-Beat control algorithm, which are widely
used in three-phase PWM rectifier systems, were selected in the present study. The studied parameters
included the dynamic performance, reliability and independency of the large signal interference for
the control of the new synchronous generation system with a multiple three-phase permanent magnet.
Figure 6 shows the block diagram of the control system. Moreover, Figure 7 illustrates the three-module
parallel simulation model. The simulation parameters of the three-phase PWM rectifier are as Table 3:

Table 3. Electrical parameters power circuit.

Parameter Value

Line to line ac voltage, E 4.2 V
Source voltage frequency, f 50 Hz

Switching frequency 20 kHz
dc-bus capacitor, C 2200 uF
dc-bus voltage, vdc 5 V
Sample frequency 50 μs

Resistance of smoothing inductor, R 0.56 Ω
Inductance of smoothing inductor, L 1.5 mH

Load resistance RL 32 Ω

Figure 6. System diagram of the single module control of the space vector pulse width modulation
method (SVPWM) rectifier.
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(a) (b) 
 

Figure 7. The three-module parallel simulation model: (a) The main circuit model of a three-module
system during the parallel simulation; (b) control loop model of a three-module system during the
parallel simulation.

3.1. The Control Based on the Lyapunov Algorithm

Figure 8 shows the output voltage, current and AC side A-phase voltage and current response
curves of the system during the load is 32 Ω. Figure 8a indicates that during the power-on process, the
system voltage overshoot is 10%, the system reaches the steady state in 0.02 s and the output voltage
is 5 V. Moreover, Figure 8b shows that the output current is 150A. Figure 8c shows the waves of the
input. It is observed that the current fluctuates before 0.02 s and there is a short overshoot. Meanwhile,
the system is stable after 0.02 s and achieves unit power factor. Figure 8d shows the spectrum of the
A-phase current. It is found that the A-phase current contains low harmonics, where the total harmonic
distortion (THD) rate is THD = 1.02%.

 
(a) 

Figure 8. Cont.
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(b) 

 
(c) 

(d) 

Figure 8. Simulation waves of the Lyapunov control: (a) Steady-state voltage wave; (b) steady-state
current wave; (c) A-phase voltage and current waves; (d) A-phase current spectrum.

Figure 9 shows the output voltage, current and AC side of the A-phase voltage and current
response curves of the system when the load suddenly changes from 32 to 16 Ω. Figure 9a illustrates
that the system is stable in the 0.02 s, the load is halved in 0.03 s and the voltage changes to about 0.2 V.
Moreover, Figure 9b shows that the system reaches the steady state after 0.02 s and the output current
is doubled to 300 A. Figure 9c shows that the phase voltage and current briefly fluctuate and they
re-implement the unit power factor.
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Figure 9. Simulation waves of the disturbed Lyapunov control: (a) Voltage wave; (b) Current wave; (c)
A-phase voltage and current waves. (d) three-phase AC current waveform.

3.2. The Control Based on the Direct Power Algorithm

Figure 10 shows the voltage, current and AC side of the A-phase voltage and current response
curves of the system during the control of the direct power algorithm. Figure 10a shows that the system
is stable at 0.02 s, while the voltage drops when the load is halved at 0.04 s. The system adjusts to a new
steady state after 0.03 s and the output voltage drops to 4.8 V, which is less than the reference voltage.
Figure 10b shows the output current wave. It is observed that the current increases rapidly and reaches
148 A. Furthermore, Figure 10c shows the AC side of the A-phase voltage and current waveforms. It is
found that the current increases after 0.04 s, while the unit power factor is still not guaranteed.
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Figure 10. Simulation waves of the disturbed direct power control: (a) Voltage wave; (b) current wave;
(c) A-phase voltage and current waves.

3.3. The Control Based on the No Beat Control Algorithm

Figure 11 is the waveform with no beat control. It can be seen that the voltage overshoot is 20%,
the system reaches the steady state in 0.03 s when the load resistance suddenly changes from 32 Ω to
16 Ω at 0.06 s, the voltage change is about 0.8 V, and the steady state is restored after 0.03 s. The output
current is doubled to 300 A, and the phase A voltage and current achieve a unit power factor after a
short period of fluctuation.

Figure 11. Simulation waves of the no beat control algorithm: (a) Voltage wave; (b) current wave; (c)
A-phase voltage and current waves.

Figure 12 shows output current waveforms of the three-module system in parallel mode. Each
rectifier module is controlled by the autonomous current sharing. In all of the parallel modules, the
module with the highest output current automatically becomes the main module through the current
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sampling and the current sharing control bus sends reference current information to other modules to
achieve the current sharing. The simulation results indicate that after the current sharing control, each
module can generate a stable current of 300 A.

Figure 12. Output current waveform of the three modules in parallel mode.

It is concluded from the abovementioned comparisons that the voltage overshoot is 10%, 14%, and
20% when the system is controlled by the Lyapunov algorithm, direct power algorithm, and dead-beat
algorithm, respectively. Moreover, when the load varies, the Lyapunov algorithm restores the steady
state after 0.02 s adjustment, while the output voltage is 5 V. On the other hand, the direct power
algorithm reaches a new steady state after 0.03 s, while the output voltage is 4.8 V. In other words,
the steady state voltage of the Lyapunov algorithm is slightly higher than that of the direct power
algorithm. Meanwhile, the voltage drops and produces 4% error. When the dead-beat algorithm is
used as control, the load changes and the system reaches a new steady state after 0.03 s. Here, the
restoring time of steady state is longer than that of Lyapunov algorithm. On the AC side, the Lyapunov
control algorithm can realize the unit power factor and the overshoot of the current before and after the
load mutation is low. However, when the direct power control is adopted, the phase difference of the
single-phase voltage and current exists all the time. The unit power factor cannot be realized by the
direct power control algorithm because it needs to estimate the instantaneous reactive power and then
estimate the voltage vector of the AC side. Since the AC current is large, when the current transient
tracking index is satisfied, the AC side inductance is limited. The inductance affects the accuracy of the
estimation of instantaneous reactive power, which leads to the phase difference between the voltage
and current on the AC side. Thus, the unit power factor cannot be realized.

3.4. Verification of the Experimental Result

The main electrical parameters of the power circuit and control data, used in the implementation
tests, are given in Table 3. The development of control algorithms was performed and simulated with
Matlab/Simulink and the real-time implementation with a Texas Instrument digital signal processor
(DSP) board (TMS320F28335). Each three-phase winding was used as an independent module. Each
module, using a 32-bit DSP28335 processor, operated at a frequency of 150 MHz, with a bandwidth of
600 Mbps and a single precision floating-point-unit (FPU). The current sharing control was realized
by CAN bus among the controllers, which improved the independence and reduced the interference
of the modules, so the traditional fixed-point MCU would affect the result of algorithm processing.
The control strategy can be used in the mainstream 32-bit floating-point microprocessor and 10-bit or
more AD sampling. Figure 13 shows the experimental platform, which is the setup for experimental
verification. This setup was used to verify the validity of the proposed Lyapunov control algorithm.
When carrying out a load test, the setup can adjust the resistor box terminal to provide 10–1000 mΩ.
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Figure 13. Large current load experiment of the integrated DC output system: (a) Experimental
platform; (b) load experiment; (c) the schematic of the synchronous system.

Figure 14 shows the experiment waves of the output current and the three-phase AC current
waveforms when a single rectifier module is in operation. When the load suddenly changed from
32 to 16 Ω at 0.04 s, as can be seen, the system reached the steady state in less than 0.02 s, their
steady-state performances were both quite good. The proposed control can highly improve the
dynamic performance of the DC output current with a shorter transition time. It is consistent with the
simulation results.

  
(a) (b) 

Figure 14. The experiment waves of a single rectifier module: (a) Output current wave; (b) three-phase
AC current waveform.

Figure 15 shows the experiment waves of the output voltage and the corresponding frequency
spectrum when a single rectifier module is in operation. The logarithmic uniform distribution is used
to facilitate the comparison of the longitudinal axis. The diagram shows that the output voltage of the
rectifier module is stable. The amplitude of the voltage is 5 V when the main frequency is 0 Hz, and the
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maximum value of the ripple of each frequency does not exceed 0.06 V, which meets the requirements
of the DC output.

 
(a) (b) 

Figure 15. The experiment voltage waves of the DC power generation: (a) Output voltage wave; (b)
output voltage spectrum.

Figure 16 shows the experiment waves of the output current and the corresponding spectrum
when a single rectifier module is in operation. The vertical axis is logarithmically and uniformly
distributed. Moreover, the unit ratio is 100 A. When the main wave of the output current is stable,
the main frequency is still 0 Hz, which conforms to DC characteristics. Although there is a certain
amplitude in other frequency bands, none of them exceeds 3 A.

 
(a) (b) 

Figure 16. The experiment current waves of the DC power generation: (a) Output current wave; (b)
output current spectrum.

Figure 17 shows the waveforms’ output voltage when the system load increases and decreases
suddenly. The diagram illustrates that when the load changes, the output external characteristics of
the rectifier module of the generation system changes, under the condition of the same duty cycle.
This may be attributed to the internal resistance inside the device. The output voltage in the diagram
can be quickly restored to a stable state without overshooting, which proves that the dynamic control
performance of the Lyapunov algorithm is superior over the conventional methods.

359



Electronics 2019, 8, 871

 
(a) (b) 

Figure 17. Output voltage waves of resistance mutation: (a) Load increases; (b) load decreases.

Figures 18 and 19 present the current waveforms of the paralleling system when the light load
switches to the heavy load, and vice versa. They indicate that the current variation and adjustment
times are different between module 1 and 2. This originates from the two modules within the inherent
relationship between different parameters and their corresponding master–slave structure, in which
the regulating speed of the submodule is slower than that of the main module. Meanwhile, the control
process contains the vibration. However, the two modules can quickly achieve stable output and
current sharing, which proves the better dynamic response of digital current sharing, compared to the
conventional methods.

Figure 18. Switching the light load to the heavy load.

Figure 19. Switching the heavy load to the light load.

4. Conclusions

Based on the current situation that a low-voltage high-current generation system focuses mainly
on rectifying the voltage of the power grid, the present study proposes a synchronous generator
system with a multiple three-phase permanent magnet, which is controlled by the Lyapunov algorithm.
Through analysis, there is a problem of mutual coupling between the control variables. To solve this
problem, a simple decoupling method was adopted. By decoupling, the Lyapunov derivative of the
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system is always negative, thus ensuring the stability of the system. Since the direct power control
method and dead-beat algorithm are widely used, in this paper, these two methods were used to
compare the performance. The simulation results show that when the Lyapunov algorithm is utilized
for the synchronous generator system with a multiple three-phase permanent magnet, the system
has low voltage overshoot, and reasonable dynamic and static performance. It is found that system
stability is not disturbed by large signals and has reasonable performance for the unit power factor.
The experimental results are consistent with the simulation, which proves that the control strategy is
an effective and reliable control scheme.
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Abstract: Thee peak-current-mode (PCM) control strategy is widely adopted in pulse
width-modulated (PWM) DC-DC converters. However, the converters always involve a sub-harmonic
oscillating state or chaotic state if the active duty ratio is beyond a certain range. Hence, an extra
slope signal in the inductor-current loop is used to stabilize the operation of the converter. This paper
presents a new technique for enlarging the stable range of PCM-controlled DC-DC converters,
in which the concept of utilizing unstable period-1 orbit (UPO-1) of DC-DC converters is proposed
and an implementation scenario based on the parameter-perturbation method is presented. With the
proposed technique, perturbations are introduced to the reference current of the control loop, and the
converters operating in a chaotic state can be tracked, and thus be stabilized to the target UPO-1.
Therefore, the stable operating range of the converters is extended. Based on an example of a
PCM-controlled boost converter, simulations are presented as a guide to a detailed implementation
process of the proposed technique, and comparisons between the proposed technique and techniques
in terms of ramp compensation are provided to show the differentiation in the performance of the
converter. Experimental results in the work confirm the effectiveness of the proposed technique.

Keywords: peak-current-mode (PCM) control; boost converter; stability; parameter perturbation;
target period orbit tracking

1. Introduction

Pulse width-modulated (PWM) DC-DC converters are typical piecewise-smooth dynamical
systems [1], and an external control loop is required for them to produce a precise and stable output
voltage. Because of some desirable features, such as fast dynamic response, automatic overload
protection, good current sharing, current limiting, and so on [2], the peak-current-mode (PCM) control
has been widely applied [3].

However, it is commonly accepted that converters with PCM control are confronted with
instability issues [4,5]. A wide variety of nonlinear dynamic phenomena, such as bifurcations and
chaos, have been observed in these converters [6–13], which could deteriorate the performances of the
converters, and are undesired in practice. As a result, the active duty ratio of PCM control in DC-DC
converters is usually restricted in the range of (0, 1/2) in continuous-conduction-mode (CCM) and
(0, 2/3) in discontinuous-conduction-mode (DCM) [14,15]. Hence, these limitations in turn lead to
a restrained application of DC-DC converters. In renewable energy grid-connected power systems,
for example, DC-DC converters with high step-up gain are needed, yet the classical boost topology
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cannot service the request in these scenarios [16]. An approach to overcoming this drawback is
to build new topologies [17–21]. Unfortunately, some unavoidable features of these new proposed
topologies, especially a complicated structure, have brought difficulties in design and burdened costs
in scalable applications.

Building new topologies is not the only solution that can be found; in fact, improving control
strategies is another option. For example, hybrid predictive control is designed to improve the
features of a boost converter operating in both CCM and DCM operation [22,23]. Additionally, slope
compensation is the conventional strategy preferred by engineers [24]. According to analysis works on
PCM-controlled DC-DC converters with CCM operation, when the active duty ratio is beyond the
range of (0, 1/2), the quality factor, Q, of the control-to-inductor transfer function is negative [24,25].
It means that the eigenvalues of the converters distribute on the right half of the S plane, and the
converters are in an unstable state. However, by adding a sufficient compensation ramp signal to
the current loop, the factor can turn into a positive value, which causes the converters to return to a
stable state.

Unfortunately, for the conventional ramp compensation technique, there is an over-compensation (low
Q) or under-compensation (high Q) problem that would limit the control bandwidth. Therefore, a dynamic
ramp compensation scheme was put forward in [26]. Another drawback associated with the conventional
ramp compensation technique is that the use of constant slope compensation reduces some of the benefits
of PCM control. For example, the peak value of the inductor current deviates from the desired reference,
which is not desirable in applications where accurate tracking of the reference signal is needed [27].
Hence, a self-compensation technique was proposed in [27], which can provide a more accurate current
limiting capacity and does not require an external slope generator. In [28], a time-varying ramp compensation
technique was presented to eliminate the fast-scale instability of a PCM-controlled power factor correction
(PFC) boost converter. In [29], adaptive ramp compensation was proposed to improve the robustness of the
conventional ramp compensation technique. Yet, the inherent over-compensation or under-compensation
problem has still not been solved well.

In this paper, a new technique based on the parameter-perturbation method [30] is proposed,
which can make PCM control work in a wider duty ratio range without using ramp compensation.
The parameter-perturbation method is a recently proposed chaos control strategy, which aims to
stabilize a chaotic system to a desired unstable period orbit (UPO). This method applies only very small
perturbations to a carefully chosen system parameter once per control period. Compared with some
classical chaos control methods [31], the parameter-perturbation method does not require the unstable
fixed point to be a saddle node, and thus there is no limitation on the types of targeting UPOs. Hence, this
method is applied to enhance the performance of a PCM-controlled DC-DC converter. In some works
on nonlinear dynamic analysis of PCM-controlled DC-DC converters [8,10,13], the duty cycle of PCM
control can be simply approximated by a function of the reference current. Therefore, the reference
current of PCM control is used as a parameter to be perturbed in this paper. Then, the UPO-1 of the
converters can be calculated by the real-time sampling data of inductor current and capacitor voltage,
and the stabilizer can be designed.

The rest of the paper begins with a quick glimpse of the typical limitations of a boost converter with
classical PCM control in Section 2. The principles of the parameter-perturbation method and the detailed
procedures of implementing this method are presented in Section 3. Section 4 analyzes the performances
of the boost converter with the proposed control scheme. In Section 5, experiments are performed for a
further verification of the proposed scheme. Finally, the conclusion is outlined in Section 6.

2. Typical Limitation of Boost Converter with Classical PCM Control Scheme

The circuit diagram of the boost converter is shown in Figure 1a, where rL, rC, and rT denote the
parasitic resistances of the inductor, L, the capacitor, C, and the switch, ST, respectively. The control
loop consists of a comparator, and an R-S flip-flop. The operation can be briefly described as follows.
The flip-flop is set periodically by the clock signal, turning on the switch, ST. Then, the inductor
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current, iL, goes up linearly, and is compared with the reference level, Iref. When the peak value of iL
reaches the level, Iref, the output of the comparator resets the flip-flop, thereby turning off ST. When ST
is off, the inductor current falls almost linearly.

 

(a) (b) 

Figure 1. Boost converter with a classical PCM control scheme: (a) Basic circuit diagram; (b) typical
steady-state waveforms.

Assuming that the converter operates in CCM, there are two operating modes depending on
whether or not ST is on, and typical waveforms of iL and the clock signal are shown in Figure 1b.
The PCM-controlled boost converter can be described by:

{ .
x = A1x + B1E, nTs ≤ t < (n + dn)Ts
.
x = A2x + B2E, (n + dn)Ts ≤ t < (n + 1)Ts

, (1)

where E, Ts, and dn denote the input voltage, switching period, and duty ratio in the nth cycle,
respectively. The state vector was set to be x = [iL, uO]Tr, where the superscript ‘Tr’ means the
transposition of a matrix. The system matrices, Ai (i = 1, 2) and Bi (i = 1, 2), are given by:

A1 =

⎡⎢⎢⎢⎢⎣ − rT+rL
L 0

0 − 1
C(R+rC)

⎤⎥⎥⎥⎥⎦, A2 =

⎡⎢⎢⎢⎢⎢⎣ − rL
L − 1

L
R(L−rCrLC)

C(R+rC)
− L+RCrC

LC(R+rC)

⎤⎥⎥⎥⎥⎥⎦, (2)

and:

B1 =

[ 1
L
0

]
, B2 =

⎡⎢⎢⎢⎢⎣ 1
L

RrC

L(R+rC)

⎤⎥⎥⎥⎥⎦. (3)

A stroboscopic map is a discrete map or iterative map obtained by sampling a continuous system
periodically, which describes the dynamics of a discrete variable in terms of a difference equation.
According to (1), the stroboscopic map can be obtained as:

xn+1 = F(xn, Iref)

= Φ2((1− dn)Ts)[Φ1(dnTs)xn + Ψ1(dnTs)E] + Ψ2((1− dn)Ts)E,
(4)

in which xn and xn+1 denote the state vector at the instant of t = nTs and t= (n + 1)Ts, respectively.
Φi(ξ) and Ψi(ξ) are calculated by the following equations as:

Φi(ξ) = eAi(ξ) = I +
∑∞

k=1

1
k!

Ak
i ξ

k, Ψi(ξ) =

∫ ξ
0

Φi(τ)Bidτ, (5)

where ‘I’ is a symbol of the unit matrix, and the subscript i = 1, 2. The switching function is defined as:

s(xn, dn) = dn − (Iref − iLn)/m1Ts, (6)
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in which m1 = E/L is the rising slope of iL, and dn can be determined by setting the switching function
to be zero, i.e., s(xn, dn) = 0.

Parameters of the converter are listed in Table 1, which were chosen to be the same as those in [32].
When Iref is changed from 0.5 to 5.5 A, typical bifurcation diagrams of iL and uC versus Iref can be
obtained by numerical simulation. Bifurcation is the sudden change of the qualitative behavior of a
system when one or more parameters are varied. Bifurcation literally means splitting into two parts.
In nonlinear dynamics, the term has been used to mean the splitting of the behavior of a system at
a threshold parameter value into two qualitatively different behaviors, corresponding to parameter
values below and above the threshold. So, a bifurcation diagram is a summary chart of the behavioral
changes as some selected parameters are varied. DC-DC converters are typically nonlinear, and the
bifurcation diagram has become a very common tool for analysis of the dynamic behaviors of converters.
It can be seen in Figure 2 that the period doubling bifurcation occurs at Iref = 1.52 A with d = 0.39 and
the voltage set-up ratio M = 1.64. Along with the increase of Iref, the converter undergoes several period
doubling bifurcations, and evolves into a chaotic state eventually. Obviously, when the system operates
in a chaotic state, there are usually different kinds of values of uC corresponding to the same Iref.
Then, it is desirable to stabilize the system from a chaotic state to the target period-1 orbit with larger
uC, by some kind of chaotic control method, such as the method based on parameter perturbation.

Table 1. Circuit parameters of the PCM-controlled boost converter.

Parameters Values Units

Input voltage E 10 V
Switching frequency f 10 kHz

Inductance L 1 mH
Capacitance C 10 μF

Load resistance R 20 Ω
On resistance rT 50 mΩ

Parasitic resistance rC 30 mΩ
Parasitic resistance rL 40 mΩ
Reference current Iref 0.5 to 5.5 A

 I

u
n

 
(a) (b) 

Figure 2. Bifurcation diagram of a classical PCM-controlled boost converter: (a) For the inductor
current iL versus Iref; (b) For the output capacitor voltage uC versus Iref.
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3. An Improving Scheme Based on the Target UPO Tracking Method

3.1. Principle of the Parameter-Perturbation Method

The parameter-perturbation method is designed to stabilize a discrete chaotic system on a desired
unstable period-1 orbit (UPO-1) [30]. For a two-dimensional discrete system, it can be described by the
following equation as:

xn+1 = F(xn, pn), (7)

where F(·) is a smooth vector function, x ∈ R2 is state vector of the system, P is a parameter that can be
changed in a neighborhood of a nominal value of P [30], and the subscript n denotes the nth iteration.
Assuming that the system is in chaotic state, and has an unstable fixed point, XP, the following equation
can be obtained:

XP = F(XP, P). (8)

Then, in a sufficiently small neighborhood of XP, the system (Equation (7)) can be approximated
by a linear map as:

xn+1 = Jx(xn −XP) + Jp(pn − P) + XP, (9)

where the coefficient matrices, Jx and Jp, are defined as:

Jx =
∂F(xn, pn)

∂x

∣∣∣∣∣∣
(Xp, P)

, Jp =
∂F(xn, pn)

∂p

∣∣∣∣∣∣
(Xp, P)

. (10)

According to Equation (9), two steps of perturbations are needed for the selected parameter,
the iterative function for xn+2 can be obtained, that is:

xn+2 = J2
x

(
xn −Xp

)
+
[

JxJp Jp

][ pn − P
pn+1 − P

]
+ Xp, (11)

and it is the expression for the UPO-1 that corresponds to XP.
When the system is stabilized to the desired UPO-1, then xn+2 = xn+1 = XP, and the following

perturbation increments for Pn can be acquired by:

[
Δpn

Δpn+1

]
=

[
pn − P

pn+1 − P

]
=
[

JxJp Jp

]−1
J2

x

(
Xp − xn

)
= M
(
Xp − xn

)
. (12)

3.2. Implementation Scenario

This subsection provides a scenario to illustrate the common functionality that can be implemented
in a PCM-controlled boost converter. Based on dynamic analysis of the boost converter with a classical
PCM control scheme, one ensures that the converter operates in a chaotic state when the reference level
is set to be Iref = 3 A, and the other parameters are shown in Table 1. According to the basic principle
of the parameter-perturbation method above, let xn+1 = xn in Equation (4), one can obtain the unstable
fixed point as:

Xp =
[
ILp, UOp

]Tr
= [2.4344, 26.2895]Tr. (13)

The perturbing values for the reference current can be calculated according to Equation (12),
and the reference current becomes:

I(p)refn = ΔIrefn + Iref. (14)

By using the above computed perturbations, the UPO-1 of the converter can be found, which will
be in the form of Equation (11). The schematic diagram of the stabilizer can be designed. As shown in
Figure 3, in addition to the conventional peak current mode control scheme, a perturbation module is
added to generate the disturbance increments for the controlled parameter. Additionally, the reference
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level in each period is the sum of the nominal value, Iref, and the disturbance increments, ΔIrefn, which
is calculated by the perturbation module at the beginning of the nth period according to Equation (14).
The additional switch, S, in the control loop is used to enable and disable this target orbit control scheme.

 

Figure 3. Circuit diagram of a PCM-controlled boost converter with a parameter-perturbation module.

Figure 4a,b respectively show the simulated time-domain waveforms and the phase trajectories
of the state variables at Iref = 3 A. Obviously, it can be seen from Figure 4a that before t = 0.02 s,
the conventional PCM-controlled boost converter operates in a chaotic state, with larger ripples
accompanying the inductor current and output voltage. When the switch, S, is enabled at the instant
of t = 0.02 s, the proposed control scheme comes into force. Additionally, the system can be stabilized
quickly from the chaotic state to the desired target period-1 orbit (UPO-1), as shown in Figure 4b.
Moreover, the peak-peak values of the inductor current and output voltage are reduced to 0.57 A and
5.5 V from 1.45 A and 15 V, respectively.

  
(a) (b) 

Figure 4. Simulations of the boost converter with the proposed control scheme: (a) Time-domain
waveforms of state variables; (b) chaotic attractor and the stabilized UPO-1.

3.3. Performance Assessment

The performances of the converter can be evaluated by checking the movement of the eigenvalues
when some chosen circuit parameters are varied. Any crossing from the interior of the unit circle to the
exterior indicates a bifurcation. Particularly, if a real eigenvalue goes through −1 as it moves out of the
unit circle, a period-doubling occurs.

According to the stroboscopic map of the boost converter, the Jacobian matrix evaluated in the
neighborhood of Xp (the equilibrium point) is defined as:

J
(
Xp
)
=
∂F
∂xn
− ∂F
∂dn

(
∂s
∂dn

)−1
∂s
∂dn

∣∣∣∣∣∣∣
xn=Xp

, (15)
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one can get the following derivatives by using Equations (4) and (6):

∂F
∂xn

= Φ2((1− dn)Ts)Φ1(dnTs), (16)

∂F
∂dn

= TsΦ2((1− dn)Ts)(A1 −A2)Φ1(dnTs)xn

−TsA2Φ2((1− dn)Ts)A2
−1B2E + Φ2((1− dn)Ts)A1

−1B1,
·E[−TsA2Φ2((1− dn)Ts) + TsA1Φ1(dnTs) + TsA2]

(17)

∂s
∂dn

=
(rL + rT)Ts

L

(
iL − E

rL + rT

)
e−

rL+rT
L dnTs , (18)

∂s
∂dn

=
[
0.5042− e−

rL+rT
L dnTs , −0.0002

]
. (19)

Additionally, by introducing the above derivatives into Equation (15), it leads to the following
characteristic equation as:

det
(
λI− J
(
Xp
))
= 0. (20)

Then, eigenvalues can be obtained by solving Equation (20).
When the reference level is set to be Iref = 3 A, the loci of eigenvalues of the converter with the

proposed control technique is provided in Figure 5, in which the load and source disturbances are
considered. For the variation of the load resistance, R, from 1 to 90 Ω, the loci of the eigenvalues
can be obtained as shown in Figure 5a. From Figure 5a, the boost converter is stable when the load
resistance is in the range of 1 to 57.4 Ω. The first point of period doubling bifurcation occurs at R = 57.4
Ω when one of the eigenvalues equals −1. After that, an eigenvalue moves out of the unit circle with
the increase of the load resistance, R. For the variation of the input voltage, E, from 1 to 20 V, the loci of
eigenvalues is depicted in Figure 5b. One can see that the converter is stable when the input voltage, E,
is in the range of 4.95 to 20 V. Otherwise, the converter will be in an unstable state.

  
(a) (b) 

Figure 5. Loci of eigenvalues of a PCM-controlled boost converter with the proposed technique:
(a) Arrows indicate the direction of movement of the eigenvalues with R increasing, (b) Arrows indicate
the direction of movement of the eigenvalues with E increasing.

As a comparison, the loci of eigenvalues of the converter with the conventional PCM control
technique is provided in Figure 6. It can be seen from Figure 6 that with the conventional PCM control
scheme, the boost converter is stable for the load resistance being in the range of 1 to 3.06 Ω, and the
source voltage, E, being in the range of 18.78 to 20 V.
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(a) (b) 

Figure 6. Loci of eigenvalues of the classical PCM-controlled boost converter: (a) Arrows indicate
the direction of movement of the eigenvalues with R increasing; (b) Arrows indicate the direction of
movement of the eigenvalues with E increasing.

From Figures 5 and 6, the stable operating range for input disturbance is expanded remarkably
from 18.78 to 20 V to 4.95 to 20 V, and similarly, the stable range for the load variation is also enlarged
from 1 to 3.06 Ω to 1 to 57.4 Ω. Obviously, the performances of the classical PCM control scheme can
be improved with the proposed stabilizer.

4. Comparison and Discussion

The general remedy to avoid the chaotic operation state of PCM-controlled converters is to
introduce a compensating ramp to Iref. The basic circuit diagram of a PCM-controlled boost converter
with ramp compensation and the typical steady-state waveforms are shown in Figure 7, where mc

denotes the slope of the compensating signal.

 
(a) (b) 

Figure 7. PCM-controlled boost converter with ramp compensation: (a) Basic circuit diagram; (b)
typical steady-state waveforms.

According to the ramp compensation technique as shown in Figure 7, the reference current is
given by the following equation:

I(c)ref = Iref −mc(tmod T), (21)
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where the term ‘t mod T’ means a modulo operation, which is equivalent with ‘t-kT’, and k is the
integer quotient of t/T. Additionally, if the self-compensation technique in [25] is adopted, the reference
can be described by:

I(s)ref = Iref − 1
T

∫ t

0

[
Iref − m1DT

2
− iL(τ)

]
dτ. (22)

In Equations (21) and (22), m1 is the rising slope of the Boost converter. The reference current of
the converter is set to be Iref = 3 A, and all the other circuit parameters are chosen as the same as those
listed in Table 1. Additionally, to confirm that the converter with a constant slope of mc operates in a
stable state, bifurcation analysis is performed. According to the results in Figure 8, period-doubling
bifurcation occurs when mc = 3220 V/s. Then, in the following simulations, the value of mc is set to be
3250 V/s, and the converter can attain a higher voltage output than that in the case of mc > 3250 V/s.

Figure 8. Bifurcation diagram of a PCM-controlled boost converter with constant ramp compensation.

To perform a comparison, both the conventional ramp compensation technique and the self-
compensation technique are adopted in simulations. The behaviors and characteristics of the converter
are put together with the proposed technique. The waveforms of applying different techniques to
stabilize the PCM-controlled boost converter can be seen in Figure 9, where a transition from a chaotic
state to a stable state is depicted.

 
Figure 9. Stabilizing PCM-controlled boost converter by different techniques.
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In Figure 9, the red and black solid lines represent the reference current and the inductor current
of the converter, respectively. It can be seen when stabilizers come into effect at t = 0.02 s, the converter
with both the self-compensation technique and the proposed technique can be stabilized quickly.
Yet, the converter with the conventional ramp compensation technique takes more than 20 switching
cycles to enter a stable state.

Furthermore, the simulated stable current and voltage waveforms of the boost converter with
different control strategies are provided in Figure 10. The black solid lines represent the results
with the conventional ramp compensation technique, the blue dotted lines are obtained by using
the self-compensation technique, and the red solid lines result from the proposed technique. It is
seen that the three control techniques can be used to stabilize the converter from a chaotic state.
Additionally, by setting UPO-1 as the control objective, the proposed technique can achieve a
performance very close to that of using the self-compensation technique. However, the output voltage
of the converter with the conventional ramp compensation technique is a little lower than those with
the self-compensation technique and the proposed technique. Moreover, both the self-compensation
technique and the proposed technique can ensure that the peak value of the inductor current does not
deviate from the desired reference, whereas the conventional slope compensation technique cannot.

 

Figure 10. Stable waveforms of the PCM-controlled boost converter with different techniques.

Additionally, with variations of the load from 2 to 80 Ω, and the input voltage from 0.5 to 20 V,
respectively, the performances of the boost converter with three different kinds of control technique
are compared, as listed in in Table 2. According to the simulation results summarized in Table 2,
the boost converter has almost the same voltage gain under the proposed control technique and the
self-compensation method. Both methods provide an accurate current limiting capacity, and their
robustness is better than the conventional ramp compensation technique.

Table 2. Comparison of performance quotas.

The Proposed Technique Self-Compensation Conventional Ramp Compensation

Duty cycle d 0.5675 0.5661 0.5527
Voltage gain M 2.3121 2.3047 2.2356

Peak values of iL 3.0033 A 3.0016 A 2.8170 A
Transition time 3 switching cycles 6 switching cycles more than 20 switching cycles

Stable range for R (2 to 57.4) Ω (12.2 to 70) Ω (2 to 20.6) Ω
Stable range for E (4.95 to 20) V (5.96 to 20) V (10.1 to 20) V
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5. Experiments

In this section, experiments are performed, and the schematic diagram is shown in Figure 11.
The experimental system includes the main circuit and the control loop, where the main circuit
parameters are listed in Table 1. In the control loop, a hall sensor CSM050LX with the transfer ratio of
0.8 Ω is adopted to acquire the inductor current signal, so the value obtained from the oscilloscope
should be divided by this coefficient. The amplifier AD620 is used to collect the output voltage signal.
The conversion of A/D, and calculation of the disturbance increment of the controlled parameter
are processed by an ARM-based 32-bit MCU (Microcontroller Unit) STM32F103C8T6. The 12-bit
Digital-to-Analog Converter TLV5618 is adopted to perform the conversion of D/A. The voltage
comparison and the RS flip-flop function are completed by LM339 and HD74LS02P, respectively.
An optical coupler is used to drive the MOSFET, and it can also achieve the isolation between the main
circuit and the control loop.

 

Figure 11. Schematic diagram.

The experimental setup and the experimental results are shown in Figure 12. As shown in
Figure 12b,c, the upper curves represent the inductor current and the lower curves represent the output
voltage. The waveforms of the converter operating from the chaotic state to a stable state are shown
in Figure 12a. The close-up views of the state variables in the chaotic and stable period-1 states are
shown in Figure 12b,c respectively. It can be seen from Figure 12a that when the converter operates
in the stable state, the sampling values for the inductor current at the bottom and peak point are
1.915 and 2.42 V, corresponding to the real inductor current values of 2.394 and 3.025 A, respectively.
Additionally, the transfer ratio of the current sensor is 0.8 Ω. Thus, the peak-peak value of the inductor
current is about 0.63 A. For the output voltage, as shown in Figure 12c, the valley and peak values are
18.78 and 25.01 V, respectively. It can also be seen from Figure 12 that when the converter returns to a
stable state from a chaotic state, the peak-peak value of the output voltage is reduced to 6.228 from
13.56 V, and that of the inductor current is almost cut in half, i.e., from about 1.25 to 0.63 A.

Moreover, for the boost converter operating in a stable state with the proposed control scheme,
a comparison of the data from both the simulation and experiment is summarized in Table 3. It should
be noticed that the experimental value for the output voltage is about 1.3 V less than the simulated
value, which is caused by the output diode. Thus, considering the conductance voltage drop of the
Schottky diode, the experimental results agree quite well with the simulations. Another noteworthy
thing is that in order to observe the effect of the proposed control method, the parameters of the

373



Electronics 2019, 8, 1432

example circuit, which result in the converter having larger ripples with the state variables, were
chosen to be the same as those in [32].

 

  
(a) (b) 

  
(c) (d) 

Figure 12. (a) Experimental setup and experimental waveforms (channel 1: Inductor current iL;
Channel 2: Output voltage uO): (b) From chaotic state to period-1 state, (c) chaotic operation,
(d) period-1 operation.

Table 3. Results from simulation and experiment of the PCM boost converter with the proposed control.

Parameters Simulation Experiment

Duty cycle d 0.5675 0.59
Voltage gain M 2.31 2.19

Variation range of iL (2.43 to 3) A (2.394 to 3.025) A
Peak-peak value of inductor current iL 0.57 A 0.6312 A

Variation range of uO (19.5 to26.3) V (18.78 to 25.01) V
Peak-peak value of output voltage uO 6.8 V 6.228 V

6. Conclusions

A novel scheme for improving the classical PCM control method was presented in this
paper, in which the principle of the parameter-perturbation method was introduced and adopted.
The converter can be stabilized to operate in the target period orbit from the chaotic state. By applying
this scheme to the DC-DC boost converter, the performances of the converter were improved, such as
the converter’s stability range, the accuracy of current limiting, and so on. Moreover, compared to
the conventional ramp compensation method, the proposed scheme demonstrated some advantages
as follows. The transition time of the converter from the chaotic state to the steady state was greatly
shortened. The capacity of the resisting load and source disturbances was expanded significantly,
which means a better robustness was accomplished with the proposed control scheme. In addition to
those mentioned above, the proposed method can achieve the same effect as the self-compensation
method yet does not require an external signal generator for the ramp as in both the conventional ramp
compensation and self-compensation scheme. The results from both simulations and experiments
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support the theoretical analysis, which indicates that the proposed technique can be used as an
alternative to improve the performances of PCM-controlled DC-DC converters.
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Abstract: In this paper, a pulse width and frequency modulation (PWFM) control strategy is presented,
which combines the one-comparator counter-based pulse width modulation (PWM) control with pulse
frequency modulation (PFM) control to increase pseudo-1-bit resolution under constant-frequency
operation. Accordingly, system stability will be enhanced significantly. As compared with the
traditional counter-based PWM control, there is no difference in off-chip circuit complexity except a
slight change in on-chip hardware. Finally, a prototype circuit is used to verify the proposed control
concept by some experimental results with no limit cycle oscillation.

Keywords: counter-based; one-comparator; PWFM; PWM; PFM

1. Introduction

Up to now, much research on the accuracy of the pulse width modulation (PWM) has been
conducted. The reason why the development of the high-resolution PWM is needed is described below.
One reason is that the PWM resolution should be higher than the analog-to-digital converter (ADC)
resolution to avoid limit cycle oscillation [1–3]. The other reason is that under the fixed system clock,
the PWM accuracy is inversely proportional to the switching frequency. However, PWM accuracy
should be not too low. Consequently, under this constraint, the more the switching frequency is,
the more the system clock, which is proportional to the switching frequency. Accordingly, due to
limitations on the integrated circuit (IC) process, the dissipation power will be increased abruptly,
including the charging/discharging of the complementary metal-oxide-semiconductor (CMOS) gate
and the leakage current due to the miniature process. Based on the above two reasons, the PWM
accuracy and the switching frequency are limited to some extent. It is possible that a special process,
such as silicon-on-isolator (SOI) [4,5], may reduce the leakage current, and may keep low power
dissipation and low temperature under the high-speed system clock of the miniature process. However,
the corresponding cost is high, and this special process is usually used in the manufacture of the central
processing unit (CPU) or the graphic processing unit (GPU). There is a lot of research on high-accuracy
PWM. For example, the literature [6–21] focus on how to reduce the number of digital pulse width
modulation (DPWM) steps, where the high-switching clock, e.g., counter-based DPWM, is achieved
based on special structures [7,19–21]. Most of these structures are multiple interleaved to achieve
high-switching clock or use very short delay elements, e.g., hybrid DPWM [1,22]. Although the
delay line based DPWM can achieve high accuracy, the corresponding silicon area is relatively large
compared with the traditional counter-based DPWM. In addition, the delay line based DPWM is
sensitive to the operating temperature, process, and power interference [12].

On the other hand, some researches increase the effective duty cycle to achieve high-accuracy
resolution, for example, digital dither [23], sigma-data [8,10,18], special modulation [24], and PFM [25].
The method taken by the literature [23] may cause the output voltage ripple to be small or large, thereby
influencing the controller performance. The method followed in [24] tends to vary the turn-on and
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Electronics 2019, 8, 399

turn-off periods of the switch so the ADC sampling is difficult. As for the method shown in [25], it is
restricted to PFM operation.

Based on aforementioned, this paper is an extension of the paper [26]. The latter takes
the one-comparator counter-based PWM control, whereas the former takes the one-comparator
counter-based PWM control with PFM control. By doing so, the former can increase pseudo-1-bit
resolution under constant-frequency operation, so that system stability will be improved greatly.
In addition, the difference in on-chip hardware between the two control strategies is slightly small,
whereas there is no difference in off-chip circuit complexity between the two control strategies.

2. Problem Description

In many papers, the problem of limit cycle oscillation has been discussed as shown in Figure 1a.
Most people say that this is because the resolution of PWM is larger than that of ADC. In fact, the
answer to this problem is too brief. This is because the gain of the control loop should be taken into
account. The solution of the limit cycle oscillation that is only based on high-resolution DPWM is
not enough. Therefore, the detailed overall calculations and the corresponding program flow are
discussed. From Figure 1b, it can be seen that although the output voltage VO keeps up with the
voltage reference Vref, VO swings up and down around Vref due to the DPWM resolution being lower
than ADC resolution. From the point of view of control, the difference in oscillation between VO and
Vref is quite small, but VO cannot keep up with Vref. As the DPWM resolution is higher than the ADC
resolution, the feedback error can be kept as small as possible, and hence no limit cycle oscillation
occurs. From Figure 1, it gives us a hint that the traditional controller needs an integral gain so as to
make VO approach to Vref as near as possible.

 
(a) (b) 

Figure 1. Quantization resolution in a digitally controlled pulse width modulation (PWM): (a) with
limit cycle oscillation; (b) without limit cycle oscillation.

3. Discussion of Compensator Gain

Figure 2 shows the digital closed-loop system block diagram. There are three block diagrams.
One is an analog-to-digital converter (ADC) block, another is a compensator block, and the other is a
digital-to-analog converter (DAC) block. The last block includes the controlled plant. The gains for the
ADC, compensator, and DAC blocks are described as (1), (2) and (3), respectively. In order to avoid
limit cycle oscillation, Equation (4) must hold:

ADCGain =
LSBADC

Vo
(1)

DACGain =
Vo

LSBDAC
(2)

CompGain =
LSBDAC
LSBADC

(3)
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ADCGain ×CompGain·DACGain ≤ 1 (4)

Figure 2. Digital closed-loop system block diagram.

4. ADC Strategy

Figure 3 shows the proposed system configuration, constructed by one synchronously-rectified
(SR) buck converter and one feedback control circuit. The latter is built up by the field-programmable
gate array (FPGA). Inside the FPGA, there are one proportional-integral-derivative (PID) control
block, one DPWM controller, and one feedback control block. Outside the FPGA, there is one voltage
divider, one saw-tooth generator, one analog circuit, and one comparator. The saw-tooth generator
is constructed by one charging switch Q3, one constant current source, one capacitor Cramp, one
DC-blocking capacitor Cb and one operational amplifier (OPA) with a voltage gain of −1. Furthermore,
the feedback counter is a digital counter, which is inside the FPGA. As the output signal from the
comparator, named VFB, is “1”, the counter counts one, whereas the VFB signal is reset to zero as
synchronized with the PWM signal. In addition, the sensed output signal v′O is obtained by one
feedback voltage divider built up by two resistors.

Figure 3. System configuration.

5. Basic Operating Principles

Prior to this section, there are some assumptions and symbol definitions described. It is assumed
that the voltage ripple of the output voltage is quite small so the output voltage vO can be regarded as
an average value VO. The triggering signal for Q3 is signified by vramp_rst. The sawtooth waveform
is represented by vramp which has a minimum value of zero and a peak value of Vramp_pp. The signal
vramp after the AC coupling capacitor Cb is signified by v′ramp. Therefore, the signal − 1

2 Vramp_pp is the
minimum value of v′ramp whereas the signal 1

2 Vramp_pp is the maximum value of v′ramp. The signal
v′ramp is changed to −v′ramp after the OPA with gain= −1. Afterwards, the sum of −v′ramp and v′O has

a minimum value of
(
v′O − 1

2 Vramp_pp
)

and a maximum value of
(
v′O + 1

2 Vramp_pp
)
. Finally, the output

of the comparator is a digital signal, determined by
(
v′O − v′ramp

)
and Vre f . If the

v′O
vO
= Gfb, then the

voltage range of VO can locate between
(
Vre f − 1

2 Vramp_pp
)
/G f b and

(
Vre f +

1
2 Vramp_pp

)
/G f b. Figure 4

shows the associated circuit waveforms, which are described based on the time sequence, that is, the
operating states. There are four operating states in this circuit, to be shown below:
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Figure 4. Waveforms relevant to sampling sequence.

(1) State 1 [t0~t1]: Let the voltage Vramp_rst be high, thereby making the switch Q3 turned on and
the voltage across Cramp zero. At the same time, the PWM is high, causing Q1 to be turned on and Q2

to be turned off. This time interval is short, smaller than 1% of the PWM switching period. The signal
vramp is blocked by the DC-blocking capacitor Cb, and after the OPA with a gain of −1, the resulting
signal −v′ramp, which is added to v′O so as to obtain

(
v′O − v′ramp

)
, which is subtracted from Vre f to obtain

the signal VFB.
(2) State 2 [t1~t2]: The signal PWM keeps high. Let Vramp_rst be low, thereby making Q3 turned off

and Cramp is linearly charged. If
(
v′O − v′ramp

)
> Vre f , then VFB = “high”, thereby making the counter

value increased by one. As the preset turn-on time in the N period is reached, the operating state
proceeds to state 3.

(3) State 3 [t2~t3]: At the time instant of t2, let the signal PWM be “low.” If (v′O − v′ramp) > Vre f ,
then VFB = “high”, thus rendering the counter value keeping increased by one. If v′O − v′ramp < Vre f ,
then the operating state goes to state 4.

(4) State 4 [t3~t0]: At the time instant of t3, VFB = “low,” the corresponding counter value will be
saved in the feedback register, and then the counter value is set to zero. During this state, the PID
calculates the control force for the next period, according to the information in the feedback register.
At the same time, the duty cycle information is downloaded to the DPWM. At the time of t0, the next
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cycle begins. In addition, from Figure 4, it can be seen that as v′O = Vre f , the counter value is 50%,
which is a full scale.

Under the ideal condition, if the counter value locates within the sampling range of the comparator,
VFB is linearly proportional to v′O. For example, in Figure 4, if the range of the counter value is n-bit, the

sampling resolution can be represented by
Vramp_pp

counter value , that is,
Vramp_pp

n bits is the sampling resolution of the
least significant bit (LSB). The smaller the Vramp_pp is or the larger the bit number of the counter value
is, the more the resolution. It is suggested that in order to enhance the linearity, Vramppp > 10× vO_ripple
should hold in design.

If the sensed output voltage v′O is out of the sampling range of the comparator, the sampled data
will be saturated. For example, as v′O ≥ Vre f +

1
2 Vramp_pp, the comparator keeps VFB = “high”, and

hence the counter value keeps the maximum error. By the same way, as v′O ≤ Vre f − 1
2 Vramp_pp, the

comparator keeps VFB = “low”, and hence the counter value keeps the minimum error.

6. Resolution Design

6.1. Requirements of Resolution of DPWM and ADC

In the traditional buck converter with digital control, if the DPWM has NDPWM bits, then the
resolution of DPWM can be expressed by

ResolutionDPWM =
Vin

2NDPWM
(5)

Each bit in DPWM causes a voltage variation to be ΔVDPWM = Vin
2NDPWM

.. By the same way, if ADC has
NADC bits, then ADC resolution can be represented by

ResolutionADC =
Vramp_pp

2NADC
(6)

Each LSB in ADC causes a voltage variation to be ΔVADC =
Vramp_pp

2NADC
.

According to the literature [20], the resolution of DPWM and ADC is mainly influenced by the
limit cycle oscillation. This is because when the DPWM resolution is lower than the ADC resolution,
the DPWM cannot satisfy the sampled value of the ADC for any operating point such that the feedback
error is not zero. Therefore, the controller outputs a keeping-jumping control force to the DPWM, to
force the average output voltage to satisfy the voltage reference. However, such a keeping-jumping
PWM control force will cause the output voltage to oscillate. When the DPWM resolution is higher
than the ADC resolution, the DPWM can find some operating point to satisfy the sampled value of the
ADC and to make the feedback error zero. By doing so, the limit cycle oscillation phenomenon can
be avoided.

Therefore, the minimum requirement for the limit cycle oscillation is shown in (7):

ResolutionDPWM =
Vin

2NDPWM
=

Vramppp

2NADC
(7)

Accordingly, the minimum value of Vramp_pp is Vramp_pp_min = Vin × 2NADC

2NDPWM
.

Based on Iramp × Ts = Cramp × vramp, Vramp_pp_min can be signified by

Vramp_pp_min = Vin × 2NADC

2NDPWM
=

Iramp × Ts

Cramp
(8)

381



Electronics 2019, 8, 399

6.2. Calculation of VFB Duty

From Figure 5, it can be seen that the relationship between the comparator output signal and the
feedback counter value are as shown in (9):

Duty(VFB) =
TVFB_Hi

TS
=

ADCVFB

ADC f ullscale
(9)

where

Figure 5.
(
Vre f − Vramppp

2

)
< v′O <

(
Vre f +

Vramp_pp
2

)
.

ADC f ullscale: Full-scale value of feedback counter.
ADCVFB: Feedback value of N period
TVFB_Hi: High level of the VFB signal
Duty(VFB): Duty cycle of the VFB signal
On the other hand, Figure 6a is under the condition that Duty(VFB) is 100%. In this case, VO′max

=

Vre f +
Vramp_pp

2 . Figure 6b is under the condition that Duty(VFB) is 0%. In this case, v′Omin = Vre f − Vramppp
2 .

Thus, based on the geometry theory, it can be found that any value of Duty(VFB) within the interval of(
Vre f − Vramp_pp

2

)
< v′O <

(
Vre f +

Vramp_pp
2

)
can be expressed as

Duty(VFB) =
v′O −Vre f +

Vramppp
2

v′Omax − v′Omin
=

(
v′O −Vre f +

Vramp_pp
2

)
Vramp_pp

=

(
v′O −Vre f

)
Vramp_pp

+
1
2

(10)
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(a) (b) 

Figure 6. (a) v′O =
(
Vre f +

Vramp_pp
2

)
; (b) v′O =

(
Vre f − Vramp_pp

2

)
.

Combining (9) and (10) yields

Duty(VFB) =
ADCVFB

ADC f ullscale
=

(
v′O −Vre f

)
Vramp_pp

+
1
2

(11)

Taking the output voltage divider transfer function into account, (11) can be rewritten to be

Duty(VFB) =
ADCVFB

ADC f ullscale
=

(
VO ×G f b −Vre f

)
Vramp_pp

+
1
2

(12)

Substituting Vramp_pp_min shown in (8) into (12) yields

Duty(VFB) =
ADCVFB

ADC f ullscale
=

(
VO ×G f b −Vre f

)
Vramp_pp_min

+
1
2
=

(
VO ×G f b −Vre f

)
(

Iramp×Ts
Cramp

) +
1
2

(13)

7. Gain Analysis of Digital Compensator

Figure 7 shows the block diagram of the PID compensator. Inside this compensator, there is one
rounded number block, one anti-saturation block, and one right z shift block beside the PID calculation.
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Figure 7. Proportional–integral–derivative (PID) compensator block diagram.

7.1. PID Calculation

The proportional gain Kp, the integral gain Ki, and the derivative gain Kd all have the data register
form. This form implies an n-bit integer and an m-bit decimal fraction. For example, if n = 5, m = 3
and Kp = 1, then the corresponding digital value is “00001.000”. If the bus width of e[n] is (x) and the
bus widths of Kp, Ki, and Kd are all the same (n.m), then after PID calculation, the corresponding bus
width is (x + n.m).

7.2. Rounded Number Block

The decimal bits are removed without any conditions, but there is no change of LSB gain, implying
that the corresponding output bus width is still (x + n.m).

7.3. Anti-Saturation Block

This block is used as a protection of the arithmetic overflow of the register. There is no change of
LSB gain and the corresponding output bus width is (2 + x + n).

7.4. Right z-Bit Shift Block

As the division is operated, redundant bits are removed. This is because the DPWM does not need
so many bits. The right shift number is expressed by the symbol z. For each shift, the corresponding
LSB gain is divided by two. The output bus width of this block is (y-z) and the corresponding LSB
gain is 2-z.

Accordingly, if Kp = 2 and z = 1, then the total LSB gain is one. If Kp = 4 and z = 0, then the total
LSB gain is four. The LSB gain of the PID calculation is determined by the minimum value of {Kp, Ki,
Kd}. For example, if Kp = 2, Ki = 0.01 and Kd = 3, then the LSB gain of the PID block is two. This is
because the decimal fraction, created from the integrator, will be removed directly.

8. PWFM Control Concept

The PWFM strategy, combining the pulse width modulation (PWM) and the pulse frequency
modulation (PFM), can improve 1-bit resolution. This strategy does not need to change the original
control structure and circuit. In the following, one example, together with Table 1, is given. The first
two columns are associated with traditional duty cycles and periods, respectively. There are three
cases with duty cycles of 30%, 50%, and 80%. According to the traditional PWM, the jumping interval
is about 0.195%. The last two columns are associated with the proposed duty cycles and periods,
respectively. Under the condition of the period of 512 clocks (CLK), both the corresponding duty cycle
for the PWM and PFWM are the same, whereas, under the condition of the period of 511 CLK, the
corresponding duty cycle for the PFWM is larger than that for the previous PWM but smaller than
that for the next PWM. By doing so, the resolution of the DPWM strategy is larger than that of the
PWM strategy. In other words, a higher resolution can be achieved and expressed by (n + 0.5) CLK,
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which is different from the PWM strategy with a resolution expressed by n CLK. From Table 1, it can
be seen that there are no errors in the duty cycle of around 50%, but there are some errors in the duty
cycle of 30% and 80%. Whether these errors are useful or not depends on actual applications. For an
example of a buck converter, it normally works with the duty cycle locating between 15% and 85%, so
a little large error in duty cycle calculation is OK. Furthermore, the extreme duty cycle is used in a large
transient response so the duty cycle linearity is not so important. From Figure 8, both the curves of
duty cycle versus control force for the PWFM and PWM are almost the same. In Figure 9, it shows that
the errors in the duty cycle locating between zero and 100%, where not all points have errors. For n
CLK, there are no errors in duty cycle calculation if n CLK is activated, whereas, for (n + 0.5) CLK,
there are some errors in duty cycle calculation if (n + 0.5) CLK is activated. From Figure 9, it can be
seen that the maximum error is within 0.1%, showing that the proposed strategy possesses industrial
applications to some extent.

Table 1. Duty cycle comparison between (PWM) and pulse width and frequency modulation (PWFM).

Traditional PWM PWM Period Duty (%) Proposed PWFM PWFM Period Duty (%)

154 512 30.08 154 512 30.08
154 511 30.14

155 512 30.27 155 512 30.27
155 511 30.33

156 512 30.47 156 512 30.47
156 511 30.53

157 512 30.66 157 512 30.66
157 511 30.72

158 512 30.86 158 512 30.86
158 511 30.92

159 512 31.05 159 512 31.05
159 511 31.12

160 512 31.25 160 512 31.25
256 512 50.00 256 512 50.00

256 511 50.10
257 512 50.20 257 512 50.20

257 511 50.29
258 512 50.39 258 512 50.39

258 511 50.49
259 512 50.59 259 512 50.59

259 511 50.68
260 512 50.78 260 512 50.78
410 512 80.08 410 512 80.08

410 511 80.23
411 512 80.27 411 512 80.27

411 511 80.43
412 512 80.47 412 512 80.47

412 511 80.63
413 512 80.66 413 512 80.66

413 511 80.82
414 512 80.86 414 512 80.86

414 511 81.02
415 512 81.05 415 512 81.05

415 511 81.21
416 512 81.25 416 512 81.25
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Figure 8. Curves of duty cycle versus control force for the PWFM and PWM strategies.

Figure 9. Curves of duty cycle error versus control force for the PWFM strategy.

9. PWFM Procedure

Figures 10 and 11 show the program flow charts for the traditional PWM strategy and the proposed
PWFM strategy, respectively. From Figure 10, since the traditional 9-bit PWM has a period of 512 CLK,
the 11-bit control force will be saved in a register with the last two bits cut off. At the same time, there is
an up counter to be activated as PWM is equal to one, counting from zero. As soon as the counter value
is equal to the duty cycle value, this counter will be set to zero. As for the PWFM shown in Figure 11,
the 11-bit control force will be saved in a register with the last bit cut off. The first nine bits are integral
values, similar to 9-bit PWM but the last bit is not an integral value, called 0.1bit, which will be finely
modulated according to the PFM. The first nine bits will be put into a register and compared with the
value of the up counter, and at the same time, the last bit will be checked. If the 0.1bit is equal to one,
the accompanying period is 511 CLK, leading to the resolution of (n + 0.5); otherwise, the integral bit
information is obtained and the duty cycle is 512 CLK.
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Figure 10. Program flow chart for the traditional PWM strategy.

 
Figure 11. Program flow chart for the proposed PWFM strategy.

10. Experimental Results

Prior to this section, some specifications for a buck converter are given as follows: (i) The input
voltage is 12 V; (ii) The output voltage is 5 V; (iii) The rated output current is 8 A; (iv) The switching
frequency is 195 kHz; (v) The ADC is 9-bit with a peak-to-peak voltage of 1.7 V; (vi) The PWM is 9-bit
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and PWFM is 9-bit plus 1-bit; (vii) The value of the output inductor is 5 μH; (viii) The output capacitor is
constructed by two 470 μF electrolytic capacitors and two 10 μF multilayer ceramic capacitors (MLCC),
with all capacitors paralleled together; (x) The part names of the main switch Q1 and synchronous
rectifier Q2 are the same, called IRL8113; (xi) The FPGA, belonging to Altera Cyclone 3 with operating
clock of 100 MHz, has the part name of EP34C5T44.

Figures 12 and 13 show the waveforms relevant to the traditional PWM control strategy and
the proposed PWFM control strategy under different loads, respectively. The controller is not well
designed herein. The purpose of the controller is to show the limit cycle oscillation under the traditional
PWM control strategy. Therefore, the transient part is not so important. As for the proportional gain kp,
it may affect the experimental results but may not be needed. As for the integral gain ki, it must be
needed to make the DC output voltage stable at a given value. In the following experiments, the value
of ki is 0.0625. From Figures 14 and 15, the limit cycle oscillation is removed, and the transient parts are
almost the same as those shown in Figures 12 and 13. The features of the proposed PWFM control
strategy are the same as those of the traditional PWM control strategy except that both the resolutions
are different. Figures 16–19 show the zoom-in waveforms for Figures 12–15, respectively. From these
figures, it can be seen that due to the switching frequency, the output voltages have high-frequency
ripples, and the inductor currents also have high-frequency ripples.

  

(a) (b) 

Figure 12. Waveforms based on the traditional PWM control strategy: (1) load enable; (2) AC output
voltage; (3) inductor current, due to (a) from 25% to 75%; (b) from 75% to 25%.

  

(a) (b) 

Figure 13. Waveforms based on the traditional PWM control strategy: (1) load enable; (2) AC output
voltage; (3) inductor current, due to (a) from 50% to 100%; (b) from 100% to 50%.
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(a) (b) 

Figure 14. Waveforms based on the proposed PWFM control strategy: (1) load enable; (2) AC output
voltage; (3) inductor current, due to (a) from 25% to 75%; (b) from 75% to 25%.

  

(a) (b) 

Figure 15. Waveforms based on the proposed PWFM control strategy: (1) load enable; (2) AC output
voltage; (3) inductor current, due to (a) from 50% to 100%; (b) from 100% to 50%.

  

(a) (b) 

Figure 16. Zoom-in waveforms based on the traditional PWM control strategy: (1) load enable; (2) AC
output voltage; (3) inductor current, due to (a) from 25% to 75%; (b) from 75% to 25%.
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(a) (b) 

Figure 17. Zoom-in waveforms based on the traditional PWM control strategy: (1) load enable; (2) AC
output voltage; (3) inductor current, due to (a) from 50% to 100%; (b) from 100% to 50%.

  

(a) (b) 

Figure 18. Zoom-in waveforms based on the proposed PWFM control strategy: (1) load enable; (2) AC
output voltage; (3) inductor current, due to (a) from 25% to 75%; (b) from 75% to 25%.

  

(a) (b) 

Figure 19. Zoom-in waveforms based on the proposed PWFM control strategy: (1) load enable; (2) AC
output voltage; (3) inductor current, due to (a) from 50% to 100%; (b) from 100% to 50%.

11. Conclusions

A PWFM control strategy is presented herein by combining the one-comparator counter-based
DPWM control with PFM control to increase pseudo-1-bit resolution under constant-frequency
operation. By doing so, as compared with the traditional PWM control strategy, system stability will be
enhanced, including no limit cycle oscillation although both have almost the same transient responses.
Above all, the difference in internal structure between the two is quite small, and the circuit complexity
and chip area are not altered. In the future, the number of bits for DPWM and PFM will be investigated
to shorten the transient time.
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Abstract: In a current source rectifier such as a matrix rectifier, input voltage and current cannot
be in phase unless an additional input power factor control technique is implemented. This paper
proposes such a technique for a matrix rectifier using power-based space vector modulation (SVM).
In the proposed method, the modulation index and phase required in order to apply the SVM are
calculated based on the active and reactive power of the rectifier for intuitive power factor control.
The active power that the rectifier should generate for the regulation of the output inductor current
is obtained by the PI (proportional-integral) controller. The reactive power, which is supplied by
the rectifier for adjustment of the power factor, is assigned differently depending on the output
condition: for the output condition capable of unity power factor, it is set to a negative value of
reactive power of the input capacitor, and when the unity power factor is not achievable, it is set
with the maximum reactive power the rectifier can generate under the given condition to attain the
maximum possible input power factor. It is determined whether the given condition is the light load
condition by comparing the absolute value of the reactive power supplied by the input capacitor with
the maximum rectifier reactive power that can be produced under the given condition. The SVM
based on the active and reactive power of the rectifier in this technique allows the input power factor
control to be intuitive and simple. The performance and feasibility of the technique were proved by
simulation and experimentation.

Keywords: power factor adjustment; space vector modulation; current source converter;
matrix rectifier

1. Introduction

When the charger of an electric vehicle is manufactured with a voltage source rectifier with a
boost type characteristic, an additional DC-to-DC converter is needed. This DC-to-DC converter
drops the voltage, because the battery voltage used in an electric vehicle is lower than the grid
voltage [1–5]. However, because a matrix rectifier derived from an AC-to-AC matrix converter is a
rectifier with a buck-type current source characteristic, an extra DC-to-DC converter is not needed
when designing the charger using a matrix rectifier [6–12]. Therefore, an electric charger with a matrix
rectifier has the advantage of reducing power conversion efficiency and volume compared to voltage
source-based chargers.

The matrix rectifier is a type of current source rectifier that uses DC current flow in the output
inductor to produce a pulse wave of the same size as the output inductor current at the rectifier
input [13]. The duty value of the pulse wave is regulated to control the fundamental component of
the rectifier input current. On the input side of the current source rectifier, an LC filter is installed;
it removes the harmonic content of the rectifier input current and provides a path for the input current
to flow when the rectifier input current is zero. The current source rectifier controls the phase of the
rectifier input current in synchronization with the phase of the input voltage or input capacitor voltage.

Electronics 2019, 8, 1427; doi:10.3390/electronics8121427 www.mdpi.com/journal/electronics393
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However, this control method causes a phase difference between the input voltage and input current
because of the current flowing in the input capacitor. Therefore, the input voltage and input current
cannot be in phase unless an additional input power factor control technique is applied.

To regulate the input power factor of the current source rectifier, several techniques have been
proposed [14–18]. In Choi et al. and Zargari et al. [14,15], a power factor adjustment delaying the
phase of the rectifier input current was proposed. However, because the delay angle for unity power
factor control was calculated without considering the voltage drop of the input inductor, there was a
limitation in that the power factor was not precisely unity. In Zargari et al. and Zhang et al. [16,17],
the rectifier input current, which puts the input voltage and input current in phase with each other,
was obtained by mathematical calculations using the relationship between voltage and current at
the input side. However, the calculation process used was complicated and not intuitive. Another
limitation of these studies [14–17] is that there was no description of the power factor control technique
where unity power factor control was not achievable. In Kim et al. [18], a power factor regulation
technique using a virtual capacitor was proposed. To compensate for the current flowing through the
input capacitor, which causes the nonunity power factor, a virtual capacitor was applied in parallel
to the input capacitor. In order to implement the virtual capacitor, the current flowing through it
was additionally generated in the rectifier input current. Additionally, a maximum achievable power
factor (MAPF) control method for the light load condition was developed. However, for the use of the
differentiator required to calculate the current of the virtual capacitor, a noise cancellation technique
with dq conversion was used, which complicates the control technique. In addition, it is not intuitive to
generate additional current realizing the virtual capacitor.

This paper proposes a power factor adjustment technique for a matrix rectifier using a power-based
space vector modulation (SVM). In the proposed technique, the modulation index and phase for
the SVM are calculated based on the active and reactive power of the rectifier for intuitive power
factor control. The active power that the rectifier should generate for the regulation of the output
inductor current is obtained by the PI (proportional-integral) controller. The reactive power supplied
by the rectifier for adjustment of the power factor is assigned differently depending on the output
condition. First, in the output condition capable of unity power factor control, the rectifier generates
a negative value of reactive power of the input capacitor. In the light load condition, where MAPF
is possible, the reactive power reference of the rectifier is set to the maximum reactive power the
rectifier can produce under the given condition to attain the maximum possible input power factor.
The determination of whether the given condition is the light load condition is judged by comparing
both the absolute value of the reactive power supplied by the input capacitor and the maximum
rectifier reactive power that can be produced under the given condition. The advantage of the proposed
technique is that the input power factor adjustment technique is intuitive and simple, owing to the
SVM based on the active and reactive power of the rectifier. The performance and feasibility of the
proposed technique were proved by simulation and experimentation.

2. Conventional Space Vector Modulation

Figure 1 shows the matrix rectifier; S1–S6 indicate its bidirectional switch, Li and Ci represent the
inductor and capacitor of the input LC filter, Lo and Co refer to the inductor and capacitor of the output
LC filter, Ir denotes the rectifier input current, vs denotes the input voltage, is represents the input
current, and vc is the input capacitor voltage. The voltage and current of the load are represented by
Iload and Vload, respectively. Idc is the current through the output inductor.
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Figure 1. Matrix rectifier.

The matrix rectifier is the current source type that controls Idc to a constant reference value.
The matrix rectifier generates the pulse wave in the rectifier input side by Idc and controls the
fundamental component of the rectifier input current by regulating the duty of the pulse wave.
A general technique for controlling the current source type rectifier is SVM, which uses a space vector
obtained by abc to αβ conversion of the three-phase rectifier input current. This is determined based
on the switching state of the rectifier. Table 1 shows the space vectors based on the switching states,
and Figure 2 plots the magnitude and phase of the space vector with respect to the αβ axis.

Table 1. Space vector based on switching states.

Space Vector On-State Switches

Active vectors

I1 (S1, S6)
I2 (S1, S2)
I3 (S3, S2)
I4 (S3, S4)
I5 (S5, S4)
I6 (S5, S6)

Zero vectors I0 (S1, S4), (S3, S6), (S5, S2)

Figure 2. Space vector diagram in αβ plane.
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In Figure 2, Irref and δ represent the reference of the rectifier input current and the phase of Irref,
respectively. As shown in Figure 2, the sector can be divided according to the phase of the reference
of the rectifier input current. Each sector has different space vectors adjacent to the reference value.
Two active vectors and one zero vector adjacent to the reference value in one sampling are used to
make the rectifier input current follow the reference value. When Irref is in Sector 1, the duty value of I1,
I2, and I0 is obtained by Equation (1) to track the reference of the rectifier input current.

d1 = msin
(
−δ+ π

6

)
d2 = msin

(
δ+ π

6

)
do = 1− (d1 + d2)

(1)

In Equation (1), d1, d2, and d0 indicate the duty values of I1, I2, and I0, respectively, and m represents
the modulation index defined by Equation (2).

m =

∣∣∣Irre f
∣∣∣

Idc
(2)

Figure 3 shows a block diagram of a conventional SVM. As shown in Equation (1), m and δ are
needed for the SVM. In conventional SVM control, the modulation index is obtained from the output
inductor current and the PI controller. In addition, the phase of the rectifier input current is used by
the phase of the input voltage and obtained from using a phase locked loop (PLL).

Figure 3. Block diagram of the conventional space vector modulation (SVM).

Figure 4 shows the phase relationship between is, ici, ir, and input voltage vs. In Figure 4, ici means
input capacitor current, and θ denotes the phase difference between the input voltage and input
current. When the SVM is implemented in the same manner as shown in Figure 3, the input voltage
and rectifier input current ir are in phase, as in Figure 4. As a result, iCi causes the input current is to be
out of phase with the input voltage. To remove this phase difference, the new rectifier input current
that makes input power factor unity can be obtained from mathematical calculations using the voltage
and current at the input side [17]. The virtual capacitor can also be applied in parallel to the input
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capacitor to compensate for the leading current [18]. However, because these techniques are not direct
methods of controlling power, power factor control is not intuitive. In this paper, a new power-based
SVM is proposed for intuitive power factor control.

Figure 4. Phase relationship between is, ici, ir, and vs.

3. Proposed Method

Equation (3) is used to derive a new power-based SVM.

Pr = 1.5
(
vsαirα1 + vsβirβ1

)
Qr = 1.5

(
vsβirα1 − vsαirβ1

) (3)

In Equation (3), Pr and Qr represent the active and reactive power produced by the fundamental
component of the rectifier input current, and vsα and vsβ represent the result of the abc to αβ conversion
of the three-phase input voltage. In addition, irα1 and irβ1 denote fundamental components of the
result of the abc to αβ conversion of the three-phase rectifier input current. Equation (3) is arranged as
Equation (4) for irα1 and irβ1.

iiα1 = 2
3

(
vsα

v2
sα+v2

sβ
Pr +

vsβ

v2
sα+v2

sβ
Qr

)

iiβ1 = 2
3

(
vsβ

v2
sα+v2

sβ
Pr − vsα

v2
sα+v2

Sβ
Qr

) (4)

Equation (4) can be used to find the fundamental components of the rectifier input current using
the active and reactive power of the rectifier. The modulation index and phase for SVM operation can
be obtained as follows:

m =

√
i2iα1+i2iβ1

Idc
= 2

3Idc

√
P2

r+Q2
r

v2
sα+v2

sβ

δ = tan−1 iiβ1
iiα1

=
vsβPr−vsαQr
vsαPr+vsβQr

.
(5)

Neglecting the losses in the rectifier, the respective active powers of the output and the rectifier
are equal. Thus, the active power that must be produced by the rectifier to generate the desired output
inductor current can be set as the reference value for the active power of the rectifier.

On the other hand, the reactive powers of the input, input capacitor, and rectifier have the
following relationship:

Qs = Qc + Qr. (6)

In Equation (6), Qs, Qc, and Qr represent the reactive powers of the input, input capacitor,
and rectifier, respectively. In order for the input voltage and input current to be in phase, the input
reactive power must be zero. Therefore, the rectifier should compensate for the reactive power
generated by the input capacitor for the unity power factor control. The reactive power of the input
capacitor can be attained as follows:

Qc = −1.5ωCiVs. (7)

In Equation (7), ω is the angular frequency of the input voltage, and Vs is the peak magnitude of
the input voltage. The input reactive power can be controlled to zero if the rectifier compensates the
reactive power supplied by the input capacitor by generating the negative value of it obtained in (7).
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However, the unity power factor cannot be accomplished in an all-output condition. The range of the
modulation index is 0–1. As can be seen from Equation (5), once the active power to be produced by
the rectifier is determined for the output inductor current control, the maximum reactive power that
can be supplied under such output conditions is decided. Therefore, in order to determine the reactive
power reference of the rectifier, it is first identified whether the unity power factor control is achievable
under the given load condition. The maximum reactive power that the rectifier can generate at the
given output conditions (Qrmax) can be obtained by setting the modulation index to 1, as shown in
Equation (8).

Qrmax =

√
(1.5Idc)

2
(
v2

ciα + v2
ciβ

)
− P2

r (8)

If the magnitude of Qrmax calculated by Equation (8) is larger than or equal to the absolute value
of the reactive power supplied by input capacitor, the reactive power reference of the rectifier is set
to the negative reactive power value of the input capacitor. Otherwise, the reactive power reference
of the rectifier is assigned to be the maximum reactive power Qrmax. The method of determining the
reference of the reactive power of the rectifier is summarized in Equation (9).

Q∗r =
{ |Qc| Qrmax ≥ |Qc|

Qrmax Qrmax < |Qc| (9)

In Equation (9), the case where Qrmax is greater or equal to |Qc| is called the normal condition in
which the unity power factor can be achieved. On the other hand, the case where Qrmax is lower than
|Qc| is called the light load condition where MAPF can be attained.

A block diagram of the proposed technique is shown in Figure 5. Here, the superscript * marks a
reference value. Because the proposed method performs SVM based on power, the power factor control
is more intuitive than the conventional power factor control technique. With this intuitive power
control, the reference value of the reactive power changes organically based on the load condition.
As a result, the maximum power factor can be controlled even in the output condition where the unity
power factor control is not achievable. Table 2 shows comparisons between conventional method and
proposed method.

Figure 5. Block diagram of the proposed method.
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Table 2. Comparisons between the conventional method and proposed method.

Conventional Method Proposed Method

Output current control Possible Possible
Unity power factor control Impossible Possible

Maximum achievable power factor
control in light load condition Impossible Possible

4. Simulation Results

A simulation was carried out to confirm the performance of the proposed technique and to verify
the power factor control performance by comparing the conventional SVM described in Figure 3 with
the proposed scheme. Table 3 shows the parameters used for the simulation.

Table 3. Parameters for simulation and experiment.

Parameter Value

Input phase peak voltage vs 100 V
Input voltage frequency f 60 Hz
Input inductance Li 1 mH
Input capacitance Ci 60 μF
Output inductance Lo 2.5 mH
Output capacitance Co 40 μF
Load resistance R 20 Ω
Sampling and switching
frequency 5 kHz

Figure 6 shows the simulation results of the conventional SVM and the proposed technique in the
normal condition; Figure 6a shows the simulation result conducted by conventional SVM, and Figure 6b
shows the simulation result obtained by proposed method. As shown in Figure 6a, the conventional
SVM sets the phase of the rectifier input current to the phase of the input voltage, so that there is a
phase difference between the input current and the input voltage. However, as shown in Figure 6b, in
the proposed method, the input voltage and input current are set in phase by setting the reactive power
of the rectifier to compensate the reactive power of the input capacitor through the power-based SVM.

Figure 6. Simulation in normal conditions: (a) conventional SVM, (b) proposed method.
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Figure 7 is the simulation result under the light load condition where the output power is about
20% of the output power of Figure 6. As shown in Figure 7a, the conventional SVM follows the
reference value of the output current even under a light load, but there is the phase difference between
the input voltage and the input current as in the normal condition. However, in Figure 7b, which is the
simulation result of the proposed method under light load conditions, the input voltage and input
current have the smallest phase difference even under the light load condition.

Figure 7. Simulation under light load condition: (a) conventional SVM, (b) proposed method.

Figure 8 shows the simulation result of a sudden change in the reference current of the output
inductor. The reference current changes from 3 to 5 A in 0.2 s to evaluate the dynamic performance
between the conventional SVM method and the proposed method. From Figure 8a,b, it can be seen that
there is no difference in the dynamic performance between conventional SVM and the proposed scheme.
In addition, Figure 8b shows not only that the proposed method can accurately follow the rapidly
changing reference current, but that the unity power factor control can also be performed quickly.

Figure 8. Simulation with load step change of 3–5 A: (a) conventional SVM, (b) proposed method.
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5. Experimental Results

In order to evaluate the performance of the proposed method, experiments were performed using
the conventional SVM and the proposed method in the same manner as the simulation. The experiment
was conducted using the parameters shown in Table 3. The bidirectional switch was implemented
using an insulated gate bipolar transistor (IGBT), where the part number is IXA37IF1200HJ and the
rectifier was controlled by a TMS320F28335-based digital signal processor (DSP) board. Figure 9 shows
the experiment setup used.

Figure 9. Experiment setup.

Figure 10 shows the experimental results of the conventional SVM and the proposed technique
in the normal condition. The angle between the input voltage and input current is obtained by zero
crossing points of the input voltage and input current using the oscilloscope. Figure 10a shows the
experimental results of the conventional SVM. As in the simulation, the current of the output inductor
follows the reference value of 5 A, but there is a phase difference between the input voltage and the
input current due to the reactive power of the input capacitor. As a result, the input power factor
of the conventional SVM is 0.90, in which the angle between the input voltage and input current is
26◦. However, from Figure 10b, it can be seen that the output inductor current is well-controlled,
and the unity power factor control is achieved by the reactive power reference value of the rectifier to
compensate for the reactive power of input capacitor. The input power factor of the proposed method
is 0.99, in which the angle between the input voltage and input current is almost 0◦. In addition,
the frequency analysis shows that the total harmonic distortion (THD) between the two techniques is
almost identical.

Figure 11 shows the experimental results of the conventional SVM and the proposed power-based
SVM under a light load. As in the simulation, in the conventional SVM, as shown in Figure 11a,
the reference value of the output current is followed, but the input voltage and input current are
not in phase. In the light load case, the power factors of the conventional SVM and the proposed
method were 0.32 and 0.85, respectively. The phase between the input voltage and input current in the
conventional method is 71◦—a value that is too large. However, in the proposed method, the output
inductor current follows the reference value of 2 A, and the maximum power factor is simultaneously
realized. As a result, the phase difference between the input voltage and input current is reduced
to 32◦. Additionally, the THD of the proposed technique under the light load was 16.1%, which is
much higher than that of the conventional SVM. This result is due to the reduction of the fundamental
components of the input current to minimize the phase of the input voltage and input current [18,19].
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Figure 10. Experimental results of time domain and frequency domain in normal condition:
(a) conventional SVM, (b) proposed method. THD: total harmonic distortion.

Figure 11. Experimental results of time domain and frequency domain in light load condition:
(a) conventional SVM, (b) proposed method.

Figure 12 displays the experimental results that show the dynamic performance of the conventional
SVM and the proposed method during the sudden change of the reference value of the output inductor
current. Figure 12 shows that, as in simulation, there is no difference in dynamic performance between
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the conventional SVM and the proposed technique. Moreover, the proposed technique shows that the
output inductor current rapidly follows the reference value and maintains the unity power factor in
the step change of the inductor output current.

Figure 12. Experiment results in load step change: (a) conventional SVM, (b) proposed method.

Figure 13 shows the simulation results and the experiment results under the normal and light load
conditions of the proposed method. Figure 13a compares the simulation results with the experiment
results of the proposed method under the normal load condition. As the simulation results, it can be
confirmed from Figure 13a that the input voltage and input current are controlled in phase and that the
current of the output inductor follows the reference value well in the experiment results. Figure 13b
shows the simulation results and the experiment results of the proposed method under light load
condition. From Figure 13b, it can be seen that MAPF is obtained by minimizing the phase difference
between the input voltage and the input current in both simulation and experiment.

Figure 13. Comparisons between simulation results and experiment results of the proposed method in
(a) the normal condition and (b) the light load condition.
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6. Conclusions

In this paper, a novel SVM method based on the active and reactive power of a matrix rectifier
was proposed. In the conventional SVM, the modulation index and phase required to drive the SVM
were obtained from the PI controller to control the output inductor current and phase of the input
voltage. However, this approach makes input power factor control unintuitive. In the proposed
scheme, the modulation index and phase were calculated using the active and reactive power of the
rectifier for intuitive power factor control. The active power reference for the rectifier was obtained
from the PI controller, the output inductor current, and the reference of the output inductor current.
In order to compensate for the reactive power of the input capacitor and to achieve the unity power
factor, the reference of the rectifier reactive power was set to the negative value of the reactive power
of the input capacitor. Under light load conditions, where unity power factor control was not possible,
the MAPF was obtained by setting the reference value of the rectifier reactive power to the maximum
reactive power that the rectifier can produce. The advantage of the proposed technique is that it can
directly achieve the unity power factor using power-based SVM, and in the light load condition, MAPF
can be accomplished by supplying the maximum reactive power of the rectifier. The simulation and
experimental results confirm the performance of the proposed method.
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Abstract: This paper proposes a modeling method to establish a parametric-conducted emission
model of a switching model power supply (SMPS) chip through a developed vector fitting algorithm.
A common SMPS chip LTM8025 was taken as an example to explain the modeling process. According
to the integrated circuit (IC) electromagnetic modeling (ICEM) standard, the parametric conducted
emission model is divided into two parts: IC internal activity (ICIA) and IC passive distribution
network (ICPDN). The parameters of ICIA are identified by measured data and correlated with key
components; an improved vector-fitting algorithm is proposed to solve the fitting problem of ICPDN
without phase information. This parametric model can be used with commercial simulation software
together to achieve predictions of conducted emissions from power modules. The experiment results
show that the maximum and 90% confidence interval of the forecast errors are 9.677 dB and (−4.56 dB,
6.52 dB) respectively, which achieve the international standard requirements and have sufficient
accuracy and effectiveness.

Keywords: electromagnetic compatibility (EMC); switching model power supply (SMPS); conducted
emission; parametric modeling method; vector fitting algorithm

1. Introduction

Electromagnetic compatibility (EMC) is one of the important conditions for measuring the
electromagnetic strength of a device or a system. With an increasing number of electronic and electric
devices integrated into complex electronic information systems, the electromagnetic environments,
including the circuit principle and the coupling relationship are increasingly complicated. The inside
or outside electromagnetic interference (EMI) of the system leads to an increase in cases where the
sensitive devices may become degraded or even unable to work properly.

In order to solve this problem, in the actual development process, the iterative process of
‘design-test-redesign’ has been carried out to ensure electromagnetic compatibility of the electronic
and electric devices and complex information systems. To reduce the development period and cost, it
is particularly important to make a reasonable prediction of its EMC before the prototype is produced.
The importance of EMC design work has become increasingly prominent.

As a large number of devices are integrated into complex systems, switching model power supply
(SMPS) becomes essential for its role in improving power efficiency and reducing costs. However, its
rapid on-off and parasitic effects may lead to serious electromagnetic emission problems. This makes it
difficult to pass the appropriate industrial EMC/EMI control standards and may affect the functional
ability of itself or other equipment. To ensure electromagnetic compatibility of an equipment or system,
electromagnetic (EM) emission prediction is required [1–3]. EM emission can be further categorized
into conducted emission (CE) and radiated emission (RE). Since the switching frequency of SMPS is
between several tens of kHz to serval MHz, the emission of SMPS is mainly transmitted by conduction.

Electronics 2019, 8, 725; doi:10.3390/electronics8070725 www.mdpi.com/journal/electronics407



Electronics 2019, 8, 725

For the conducted emission modeling of SMPS, the earlier research starts from the physical
parameters of the device and constructs the CE model [4–7]. However, this method requires detailed
information of the device, the modeling process is complicated, and the established model has poor
precision. Another mainstream method is behavioral level modeling. This method directly establishes
the CE model of SMPS for analysis without considering the specific parameters of the switching power
supply. In terms of behavioral model construction, Norton or Thevenin equivalent can generally be
used to give an equivalent circuit of a CE model, and its parameters are determined by analysis or
test [8,9]. In addition to these two aspects, there are other methods for modeling SMPS, such as using a
concept-named fast reconstruction method (FRM) to deal with the time domain simulation of common
mode conducted disturbances [10].

The SMPS modeling methods mentioned above need to measure the properties of internal
components so as to ensure the accuracy of the model. With the miniaturization of devices, an
increasing number of SMPS chips have emerged. For SMPS chips, traditional CE modeling methods are
no longer applicable because their components are packaged inside the chip and cannot be measured.
To calculate the EM emission accurately, it is necessary to model SMPS at the chip-level through
simulation and external measurement.

As for these matters, various research has been reported in the past years [11–13]. Reference [14]
gives an overview of the EMC research focusing on chip-level. IBIS (I/O buffer information specification)
model is the standard for electronic behavioral specifications for integrated circuit input/output analog
characteristics [15]. However, it is not sufficient to directly apply EM emission modeling because
the interference associated with the internal activities of the component is not considered. IMIC (I/O
interface model for integrated circuits) model can effectively solve the modeling accuracy problem [16].
Considering the modeling process may require confidential information to build a netlist and read it
through dedicated simulation software, the portability is not relatively high. ICEM (integrated circuit
electromagnetic modeling) is a simple and intuitive method that uses RLC (resistance, inductance, and
capacitance) circuits to fit the measured port characteristics, which seems accurate enough for EMC
predictions [17,18].

In recent years, the ICEM method was widely used to model different integrated circuits (ICs) and
predict their electromagnetic compatibility [19–21]. Jean-Luc Levant, et al. used the ICEM model to
simulate and predict the jitter of the integrated phase-locked loop and provide a correction solution [22].
Hyun Ho Park, et al. generated a macro model of the timing controller chip for running pseudo H
pattern data from transistor level simulation and is used to estimate the power switching current on the
printed circuit board (PCB) [23]. Abhishek Ramanujan, et al. designed a common interchange format
for ICEM based on the well-known extensible markup language format and applied to Atmega88
microcontrollers [13]. Modeling methods for PCB and components with both chips and packages were
published in [24] and [25], in order to calculate PCB power noise generated by the switching chip.

Although the ICEM model has been successfully applied in many chip-level EM emission
predictions, it still has certain limitations. In the modeling process, the ICEM model divides the
IC model into the passive distribution network (PDN) component and the internal activity (IA)
component [26]. The establishment of IA parameter extraction depends on the extracted PDN
parameters and the measured external current, thus the parameters have no specific physical meaning
and cannot be parametrically modeled based on different practical scenarios. Therefore, when
application parameters are different from the test board, the accuracy of the predicted results will be
limited as well. Su, D. et al. proposed a new theory named ‘basic emission waveform theory’, which
characterizes emission with four basic waveforms by its physical characteristics of the equipment. The
identification and analysis of an emission source can be realized by analyzing the basic waveforms
from the emission of a complex system [27].

Based on the basic emission waveform theory, this paper proposes a parametric modeling
method to establish the conducted emission model of an SMPS chip through a developed vector
fitting algorithm.
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The organization of this paper is as follows. Section 2 describes the measurement configuration
required for modeling. Section 3 illustrates the model division and parametric modeling methods of
each part. In Section 4, a set of comparative experiments and an application example are given to
verify the effectiveness of the modeling method. Conclusions are drawn in Section 5 to summarize the
work proposed.

2. Measurement Configuration

This study takes a commercial SMPS chip called LTM8025 [28] as an example to illustrate the
modeling method. LTM8025 is a step down micro module converter chip and widely used in consumer
electronics as power supply modules.

It usually requires a dedicated chip test board to predict its conducted emission by the ICEM
method at chip-level modeling. However, since the output voltage and switching frequency of the
LTM8025 are closely related to the selection of component parameters in the peripheral circuits, the
user needs to make a particular measurement board according to the used parameters to ensure the
modeling accuracy. Furthermore, when a power supply module needs to convert one input voltage
into multiple different output voltages, the user needs to integrate multiple ICs on one PCB. Under this
case, in order to accurately predict the conducted emission of the PCB, multiple measurement boards
are required to build a variety of chip models under each working condition. This will undoubtedly
lengthen the design process time and increase costs.

Instead of the particular measurement board in ICEM method, an official demonstration circuit
DC1379B [29] of LTM8025 is used as the test board in this paper. Figure 1 shows the PCB and schematic
of DC1379B. The authors measured the conducted emission currents of the port VIN (Power Input
Port) and VOUT (Power Output Port) to extract the parametric model. As can be seen from Figure 1b,
the port VIN provides a voltage input to the DC1379B, which is stepped down by the LTM8025 and
filtered by the peripheral circuit, and is output from the port VOUT to the downstream load.

The experimental configuration during the measurement were as follows: The port VIN was
connected to a stabilized DC voltage supply with an internal resistance of RPCB_VIN = 0.2 Ω to provide
a 30 V input voltage to the board; the port VOUT was connected with a RPCB_VOUT = 1.4 Ω high-power
resistor as the downstream load; current monitor probe F-33-2 from the FCC company was used to
connect to the spectrum analyzer to measure the conducted emission on the power lines (as shown in

Figure 2). The measured results Umeasured = [ UVIN UVOUT ]
T

are shown in Figure 3.

 
(a) 

Figure 1. Cont.
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(b) 

Figure 1. Board diagram and schematic of DC1379B [29]. (a) Printed circuit board (PCB) and its layouts;
(b) Schematic.

 
(a) 

 
(b) 

Figure 2. Experimental scenario of the test board at (a) VIN port; (b) VOUT port conduction emissions.

(a) 

Figure 3. Cont.
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(b) 

Figure 3. The measured results Umeasured (a) the measured conducted emission UVIN at the port VIN;
(b) the measured conducted emission UVOUT at the port VOUT.

3. Parametric Modeling Method

Referring to the ICEM partitioning method, the SMPS chip model is also divided into ICIA and
ICPDN parts. Different from ICEM, based on the ‘basic emission waveform theory’, the authors treat
ICIA as a square waveform which parameters are related to the chip usage parameter settings and
define the peripheral circuits as ICPDN, as Figure 4 shows.

Figure 4. IC conducted emission model partitioning. ICIA and ICPDN.

The following sections will introduce the modeling methods of IA and PDN separately.

3.1. ICIA Parameters Extraction

The time-domain expression of an ideal square waveform can be represented by

iIA(t) =

⎧⎪⎪⎨⎪⎪⎩ 1, n
f0
< t ≤ n+dc0

f0
0, n+dc0

f0
< t ≤ n+1

f0

, n = 1, 2, · · · (1)

where f0 represents the repetition frequency, dc0 represents the duty cycle, n is a positive integer.
After Fourier transform to (1), the magnitude-frequency characteristics is given by

IIA( f ) =
+∞∑

n=−∞

dc0

f0
Sa(nπdc0)δ( f − n f0) =

+∞∑
n=−∞

IIAnδ( f − n f0), n ∈ N (2)
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where N is the integer set, n represents an arbitrary integer and IIAn = dc0
f0

Sa(nπdc0).
It can be found from (2) that the magnitude-frequency characteristics of a square wave can be

determined by two key parameters which are repetition frequency f0 and duty cycle dc0. The following
discussion will focus on the estimation process of these two parameters.

3.1.1. Repetition Frequency f 0 Estimation

It is easy to understand that the frequency spectra of the SMPS conducted emission are a bunch of
discrete spectrum lines. The discrete frequency points set

{
Fsample
}

could be described as

{
Fsample
}
= n f0, n = 0, 1, 2, · · · . (3)

It shows that elements in the set
{
Fsample
}

are only related to f0, and all of them are integral
multiples of f0. Therefore, theoretically speaking, we can obtain f0 by reading the frequency intervals
between adjacent spectrum lines Δ f from the measured data Umeasured. Unfortunately, considering
the RBW settings of spectrum analyzer, the measured Δ f can hardly be equaled with f0. Moreover,
due to the spectrum analyzer’s own algorithm, the frequency sampling intervals of the test data is
non-uniform. The above-mentioned problems make it impossible to read f0 from Umeasured accurately
and intuitively. Figure 5 shows an example of a spectrum analyzer display frequency interval data. In
this case, the frequency range is from 100 kHz to 200 MHz, the number of sampling points is 32001,
and RBW = 1 kHz. It can be seen that the frequency intervals are non-uniform.

Figure 5. Frequency interval changes in one test.

The paper presents an engineering method to obtain accurate f0 from measured data. Firstly,
find all frequency points {Fmeasured} 10 dB higher than the noise (as the red stars in Figure 3a) and
record intervals between adjacent two frequency points as a set

{
Δ f
∣∣∣measured

}
(as the black line in

Figure 6). Secondly, find the mode Δ f
∣∣∣
mode in the set

{
Δ f
∣∣∣measured

}
as the initial value. Finally, find all

the elements in the set
{
Δ f
∣∣∣measured

}
that satisfy

∣∣∣Δ fi − Δ f
∣∣∣
mode

∣∣∣ < 0.1 ∗ Δ f
∣∣∣mode,∀Δ fi ∈ {Δ f

∣∣∣measured
}
, and

take the average as the final result of f0, as shown in Equation (4).

f̂0 = average({Δ fi}
∣∣∣∀Δ fi∈{Δ f |measured},s.t. |Δ fi−Δ f |mode |<0.1∗Δ f |mode

), i = 1, 2, . . . , N (4)

In this case, f̂0 = 706.39 kHz.
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Figure 6. Δfi selecting process.

3.1.2. Duty Cycle dc0 Preliminary Estimating

The estimation process of dc0 is divided into two steps. Firstly, the measured data Umeasured was
used for preliminary estimation; secondly, a more accurate value will be estimated in the ICPDN
modeling process. The process to estimate dc0 preliminarily is explained hereafter.

We know that the envelope of the square waveform spectrum IIA( f ) can be described by the
envelope function

E( f ) =
dc0

f0
Sa(

πdc0 f
f0

). (5)

It can be seen from Equation (5) that when the frequency f satisfies f = m f0/dc0, m ∈ N, there is
E( f ) = 0. According to the characteristic of the trigonometric function, the frequency interval between
two adjacent zeros Δ fzeros is

Δ fzeros = f0/dc0. (6)

Since it is usually impossible to exist a series of resonance points with multiple relations in the IC_PDN
part, we can infer that most of the minimum values in the envelope of the measured data Umeasured are
near the zeros of the envelope function E( f ).

Therefore, we use the following method to estimate dc0 initially. Firstly, find the envelope of
the measured data Umeasured, which can be described by the amplitude value curve corresponding to
the frequency set {Fmeasured}. Secondly, find all the minimums of this envelope (as the blue circles in
Figure 3a), calculate the frequency interval between two adjacent minimums, and find their average,
denoted as Δ f min. Finally, estimate the initial value of dc0 as Equation (7) shows.

d̂c0
0 = f̂0/Δ f min. (7)

The estimated result in the case is d̂c0
0 = 13.09%.

3.1.3. Parameterization of ICIA

Considering the working principle of the SMPS, the repetition frequency f0 is related to the
resonance resistance, and the duty cycle dc0 is related to the ratio of output voltage and input one.

Since the components on the test board DC1379B are difficult to be replaced, the curve of repetition
frequency f0 under different values of resonance resistance RT are taken from the LTM8025 data sheet
and showed in Figure 7. Using an inverse function to fit the data, the fitted curve equation is:
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f0(RT) =
4.489× 1010

RT + 1.036× 104
− 9.630× 103. (8)

Figure 7. The curve of repetition frequency f 0 under different values of resonance resistance RT.

Since the output voltage is related to the value of bias resistor Radj, which is difficult to adjust.
Therefore, the author obtained different input voltages by adjusting the regulated power supply and
calculated the corresponding dc0 by the method proposed in the Section 3.1.2. The relationship between
dc0 and the ratio of output voltage and input one is shown in Figure 8. Using a linear function to fit the
data, the fitted curve equation is:

dc0(
Vout

Vin
) = 120.93× Vout

Vin
+ 0.5379. (9)

Figure 8. The curve of duty cycle dc0 under different value of Vout/Vin.

Till now, the paper has completed the parametric modeling of ICIA. For practical use, according
to designed parameters, the user could estimate f0 and dc0 by Equations (8) and (9); and obtain the
model of IIA according to Equation (2).
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3.2. ICPND Modeling

In the ICEM method [26], the hardware set-up used to extract the PDN parameters consists
of measurement equipment (usually the vector network analyzer), a measurement probe and
a measurement board. Therefore, before extracting the PDN parameters, a de-embedding
process is needed so as to remove all the parasitic elements of this set-up. Figure 9 shows its
de-embedding principle.

Figure 9. De-embedding principle [26].

The block diagram of the measurement setup of proposed method in this paper is shown in
Figure 10. The coupling relationship can be expressed as Equation (10).

|YPCB·ZIC·IIA|/
∣∣∣Zprobe
∣∣∣ = Umeasured (10)

where YPCB and Zprobe represent the influence of the measured board and the current probe respectively.
And ZIC represents the ICPDN model.

Figure 10. The block diagram of the measurement setup.

One of the most important differences is that the study uses spectrum analyzer to measure the
spectra of the input and output ports respectively, instead of using VNA to gain the impedance between
two ports in the ICEM method. This leads to a lack of phase information for the measured data.
Therefore, it is impossible to use the same de-embedding and ZIC fitting method with ICEM.

3.2.1. De-Embedding Process

� Current monitor probe F-33-2

In this paper, the authors used F-33-2 current monitor probe to measure the conducted emission
on the power lines. The F-33-2 is for laboratory and field testing. The useable frequency range of this
probe is 1–250 MHz. A typical calibration curve

∣∣∣Zprobe
∣∣∣ is shown below [30].
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From the curve shown in Figure 11, the measured results Umeasured can be converted into the

spectrum of the interference current on the power line, which is IPCB = [ IVIN IVOUT ]
T

.

IPCB = Umeasured/
∣∣∣Zprobe
∣∣∣ (11)

Figure 11. The calibration curve of F-33-2 [30].

� Test board DC1379B

As for the modeling of the in-band characteristics of passive linear components, the extant
methods are relatively mature, especially when the parasitic parameters of the main components are
known. Therefore, a commercial simulation software Ansys SIwave [31] is used to model the test board
DC1379B. ANSYS SIwave is a specialized design platform for modeling, analyzing and simulating of
IC packages and PCBs. The test board consisted of four layers; the relative permittivity of the dielectric
substrate is εr = 4.4; all conductors are made by copper material with conductivity σ = 5.8 × 107 S/m.
The given layout and geometry of the DC1379B were imported into the software. The locations and
basic descriptions of the four defined ports are shown in Figure 12 and Table 1.

 
Figure 12. Port definitions of DC1379B.

Table 1. Parameter settings of each port.

No. Name Description

1 IC_in Internal port: IC input voltage port
2 IC_out Internal port: IC output voltage port
3 VIN External port: PCB input voltage port
4 VOUT External port: PCB output voltage port
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Therefore, the PCB can be regarded as a four-port network, and the effect of DC1379B on the
measured results can be represented by a Y-parameter matrix YPCB.

YPCB =

[
Y13 Y23

Y14 Y24

]
. (12)

Using the full-wave analysis method, the Y-parameters were calculated. The results are shown in
Figure 13.

Figure 13. Y parameter simulation results.

Theoretically, the output interference signals UIC = [ UICin UICout ]
T

from the chip pins can be
obtained by solving the linear equations of Equation (13) when IPCB and YPCB are known.

|YPCB·UIC| = IPCB. (13)

However, since Umeasured has no phase information, IPCB has no phase information either. Therefore,
the solution of the complex coefficient Equation (13) may not be unique. Under the test configuration
described in this paper, ZIC cannot be directly obtained referring the de-embedding process in the
ICEM standard.

To solve this problem, the paper proposes a developed vector fitting algorithm as follows.

3.2.2. A Developed Vector Fitting Algorithm

Let f0 = f̂0 and dc0 = d̂c0
0, Equation (2) could be represented as below:

IIA( f̂0, d̂c0
0) =

d̂c0
0

f̂0

+∞∑
n=−∞

Sa(nπd̂c0
0)δ( f − n f̂0), n ∈ N. (14)

Bring (14) into (10), there is:∣∣∣∣∣∣
[

Y13 Y23

Y14 Y24

]
·
[

ZICin
ZICout

]
·IIA

∣∣∣∣∣∣ =
[

IVIN

IVOUT

]
(15)

or: { |Y13ZICin + Y23ZICout| = IVIN/|IIA|
|Y14ZICin + Y24ZICout| = IVOUT/|IIA| . (16)
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Let the auxiliary functions Zin and Zout as

{
Zin = Y13ZICin + Y23ZICout
Zout = Y14ZICin + Y24ZICout

. (17)

Since Zin and Zout were fitted in the same the process, researchers took Zin as an example to
illustrate the algorithm. The traditional vector fitting [32] algorithm makes a clever use of matrix
transformation to provide a feasible numerical solution method for solving frequency domain responses
rational approximation problems. Contrast with vector fitting algorithm, considering the rational
function approximations of the impedance parameter Zin as:

Zin(s) =
N∑

n=1

cn

s− an
+ d + sh, (18)

let auxiliary function σ( f ) as

[
σZin(s)
σ(s)

]
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
N∑

n=1

cn
s−an

+ d + sh

N∑
n=1

cn
s−an

+ 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (19)

Multiplying the second row in (20) with Zin yields the following relation

N∑
n=1

cn

s− an
+ d + sh−Zin·

N∑
n=1

cn

s− an
= Zin. (20)

However, since Umeasured were measured by the spectrum analyzer, it contains no phase information.
Therefore, it is unable to obtain Zin with accurate phase information. This can greatly affect the accuracy
of vector fitting and even lead to serious errors. Therefore, the paper proposed a developed algorithm
to reduce the impact of the uncertain phase information. When only the amplitude information is
considered, the Equation (20) turns into:∣∣∣∣∣∣∣

N∑
n=1

cn

s− an
+ d + sh

∣∣∣∣∣∣∣− |Zin|·
∣∣∣∣∣∣∣

N∑
n=1

cn

s− an

∣∣∣∣∣∣∣ = |Zin| (21)

where cn, cn, d, h are unknowns.
It can be seen that Equation (21) is no longer a linear problem. Therefore, the linear least squares

optimization process in the original method is changed to a nonlinear problem, and a margin control
parameter is added into the iterative process to reduce the impact of the uncertain phase information.

From Equation (21), record the residual function r(cn, cn, d, h) as:

r(cn, cn, d, h) =

∣∣∣∣∣∣∣
N∑

n=1

cn

s− an
+ d + sh

∣∣∣∣∣∣∣− |Zin|·
∣∣∣∣∣∣∣

N∑
n=1

cn

s− an

∣∣∣∣∣∣∣− |Zin|. (22)

Therefore, the fitting problem on the sample data set {Fmeasured} can be described by a nonlinear
least squares problem as Equation (23).

minimize
{Fmeasured}

f ({Fmeasured}) =
M∑

i=1
r2

i

subject to ri =

∣∣∣∣∣∣ N∑
n=1

cn
j fi−an

+ d + j fih

∣∣∣∣∣∣− ∣∣∣Zi
in( fi)
∣∣∣·
∣∣∣∣∣∣ N∑
n=1

cn
j fi−an

∣∣∣∣∣∣− ∣∣∣Zi
in( fi)
∣∣∣

fi ∈ {Fmeasured}

(23)
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This nonlinear problem can be solved by the Levenberg-Marquardt algorithm. The pseudo-code
algorithm is shown in the reference [33].

Therefore, Zin and Zout could be calculated. According to Equation (17), the values of ZICin and
ZICout can be obtained, and ÎPCB can be obtained from (10) and (11).

As an example, Figure 14 shows the comparison results between the calculated IVIN and the
predicted ÎVIN which is under the condition that d̂c0

0 = 13.57%. IVIN is represented by the black line
in the figure which is as same as the red star in the Figure 3a. Since it was directly converted from
the test result Umeasured, the values of IVIN were used as a reference to measure the accuracy of the
fitting algorithm. The blue line in the figure shows the predicted result calculated by the traditional
vector fitting algorithm, while the red line is estimated by the developed algorithm proposed in this
paper. Comparing the two curves, it can be seen that the proposed algorithm can effectively solve the
problem that the traditional vector fitting algorithm has low fitting precision when there is no phase
information in the fitted data.

Figure 14. The predicted results at the port VIN.

3.2.3. Further Estimation of dc0 and ICPND

Due to the influence of measurement accuracy, etc., the accuracy of the estimated d̂c0
0 in Section 3.1.2

is limited. Therefore, this subsection describes a process establishing the model of ZIC while estimating
a more accurate value of dc0.

It can be seen from Equations (10) and (14), ZIC is related to the value of dc0. Therefore, the
problem can be converted into finding an optimal dc0 which minimizes the error between the predicted
output Ii

PCB and the calculated data IPCB, as is shown in (24).

minimize
dc0

‖Ii
PCB − IPCB‖2

subject to Ii
PCB = YPCB·ZIC(dc0)·IIA( f0, dc0)

f0= f̂0

(24)

To solve the above mentioned optimization problem (24), errors function errorsi was built as the
2-norm of the difference between Ii

PCB and IPCB at the sample set {Fmeasured}, which can be represented as:

errorsi = ‖Ii
PCB({Fmeasured}) − IPCB({Fmeasured})‖2. (25)

At this point, (24) can be transformed to minimize (25).
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Repeat the above process under different dc0 values in the neighborhood of d̂c0
0. Then the final

duty cycle d̂c0 is estimated as the one which made (25) achieve its minimum. And let the corresponding

Zi
IC = [ Zi

ICin Zi
ICout ]

T
be the impedance parameters of ICPDN part ẐIC.

Figure 15 shows the variation of errors under different dc0, and the red star represents the final
estimated result d̂c0 = 13.57%.

Figure 15. The errors curve under different dc0.

4. Experimental Results and Discussion

In this section, an application example and a set of comparative experiments are given to verify
the effectiveness of the modeling method.

4.1. Application Example

An application example was taken to verify the accuracy of the above-mentioned modeling
method. In this example, the 12 V input voltage were convert to 5.4 V, 5.4 V, and 3.8 V output voltages
respectively by three LTM8025 chips. The PCB board adopts a four-layer board structure. Its photo
and topology diagram are shown in Figures 16 and 17 respectively.

 
(a) 

 
(b) 

Figure 16. Photos of the power supply module instance. (a) PCB and its layouts; (b) Experimental scenario.
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Figure 17. The topology of the power supply module.

The author treated the PCB sub-module in the instance as a 10-port network and simulated its
Y-parameters by Ansys SIwave. The port definitions were shown in Figure 18 and Table 2. And the
calculation results were shown in Figure 19.

 
Figure 18. Port definitions of the power supply module instance.

Table 2. Parameter settings of each port.

No. Name Description

1 12Vin External port: PCB input voltage port
2 5.4Vout_1 External port: PCB output voltage port (comes from IC3)
3 5.4Vout_2 External port: PCB output voltage port (comes from IC 2)
4 3.8Vout External port: PCB output voltage port (comes from IC 1)
5 IC1_in Internal port: IC1 input voltage port
6 IC1_out Internal port: IC1 output voltage port
7 IC2_in Internal port: IC2 input voltage port
8 IC2_out Internal port: IC2 output voltage port
9 IC3_in Internal port: IC3 input voltage port
10 IC3_out Internal port: IC3 output voltage port
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Figure 19. Y parameter simulation results between the Port 1 and other internal ports.

As for IC sub-modules modeling, according to the design parameters, f0 and dc0 of the three chips
are as shown in Table 3. Therefore, the functions of the three ICIAs can be calculated according to
Equation (10). Furthermore, the CE model of each chip could be obtained according to Equation (6).
As an example, the estimated results of IC sub-module 1 are shown in Figure 20.

Table 3. Design parameters of the three chips.

RT (kΩ) f 0 (kHz) Vin (V) Vout (V) dc0 (%)

IC 1 39.5 890.7 12 5.4 38.83
IC 2 22 1377.5 12 5.4 54.96
IC 3 20 1468.9 12 3.8 54.96

Figure 20. The estimated results of the IC sub-module 1.

However, in practical applications, the true value of a resistor often deviates from its nominal value,
which may cause the estimated interference spectrum to offset from the measured value. Furthermore,
for a regular electromagnetic interference such as switching signals, we tend to pay more attention to
the characteristics of its envelope rather than a single frequency point. Therefore, the authors used
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its envelope to evaluate the accuracy of the estimated result in the following part. At this point, the
conducted emission measured result at the port 12Vin could be estimated according to Equation (10).

Figure 21a shows the comparison between the envelope of the measured result (as the red line)
and the estimated one (as the blue line). And the forecast errors and its 90% confidence interval are
shown in Figure 21b. It can be found that the maximum error is 9.677 dB @23.79 MHz, and its 90%
confidence interval is (−4.56 dB, 6.52 dB).

(a) 

(b) 
Figure 21. Comparison between the measured result and the estimated one. (a) Predicted results;
(b) forecast errors.

As an authoritative international standard for IC conduction emission modeling, the examples
given in the reference [26] suggest that ‘the agreement is very good’ when the forecast error is less than
±10 dB. In contrast, it can be seen that the modeling method proposed in this paper could achieve the
standard requirements and has sufficient accuracy and effectiveness.
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4.2. Comparative Experiments

According to ICEM of test configurations described in the reference [26], a dedicated chip test
board for LTM8025 is made. In order to ensure the normal operation of the tested chip, the resonance
resistance RT = 15 kΩ and the bias resistance Radj = 200 kΩ are set. Using the impedance analyzer and
the oscilloscope to measure the impedance curve and output waveform of the chip. The ICEM model
is obtained, and the following two comparative experiments are used to illustrate the practicality of the
algorithm. With reference to DC1379B, the authors created three demo boards with different parameter
settings as models to be used for comparison experiments.

Table 4 shows the parameter settings for the three demo boards. It can be seen that the parameter
settings of Board 1 are same with the ICEM test board while the other two boards are different.

Table 4. Design parameters of the three boards.

RT (kΩ) f0 (kHz) Radj (kΩ) Vin (V) Vout (V) dc0 (%)

Board 1 15 1745.4 200 5.8 2.75 57.88
Board 2 27 1180.5 75 10 5.87 71.52
Board 3 42 847.6 115 5.8 4.21 88.36

It should be noted that since the impedance analyzer used in ICEM modelling process only covers
a frequency band from 20 kHz to 100 MHz, the CE predicted results were only considered in this range
in the comparison experiments.

� Board 1: The usage parameters are same as the ICEM test board.

When the actual board parameter settings are exactly same as the ICEM test board, the two
methods are used to predict the conducted emissions separately. The comparison results are shown in
Figure 22.

It can be seen that in this case, the 90% confidence intervals of the two methods are (−6.82 dB,
7.32 dB) and (−7.04 dB, 7.54 dB), respectively. The accuracy of the two modeling methods is not much
different. Both the proposed method and ICEM method can meet the requirements for CE prediction.

(a) 

Figure 22. Cont.
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(b) 

Forecast errors 

Figure 22. Comparison between the proposed method and ICEM method for Board 1. (a) Predicted
results; (b) forecast errors.

� Board 2 and Board 3: The usage parameters are different with the ICEM test board.

To make it different from the ICEM test board parameter settings, the author changed the main
components of the actual board as Board 2 which is shown in Table 4. CE of the actual board at its
voltage input port was predicted by the two methods respectively. The comparison results are shown
in Figure 23.

What the comparison results show are as following. Although the accuracy of the ICEM method
is similar with the proposed method approximately to the middle of the considered frequency band, it
decreases significantly with increasing frequency. As a statistical result, the 90% confidence interval of
forecast errors is (−6.54 dB, 9.56 dB) by the proposed method, while (−8.28 dB, 15.29 dB) though the
ICEM method.

(a) 

Figure 23. Cont.
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(b) 
Figure 23. Comparison between the proposed method and ICEM method for Board 2. (a) Predicted
results; (b) forecast errors.

Another comparative test board parameter setting are as Board 3 shown in Table 4, and the
comparison results are shown in Figure 24.

It can be seen from the comparison results that the accuracy of the proposed method is still
acceptable after changing the board’s design parameter settings. Except for a minimum point near
8 MHz, the forecast error is less than 10 dB in almost the entire considered frequency band. The 90%
confidence interval of forecast errors is (−7.53 dB, 6.46 dB). Unfortunately, the ICEM method does
not perform well in the CE prediction of Board 3. The forecast error is much larger than 10 dB in the
frequency bands below 10 MHz or above 60 MHz. In particular, when the CE has obvious periodic
variation characteristics, the ICEM method can only describe the trend roughly but cannot effectively
describe its envelope. The 90% confidence interval of forecast errors is (−8.29 dB, 17.6 dB).

(a) 

Figure 24. Cont.
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(b) 
Figure 24. Comparison between the proposed method and ICEM method for Board 4. (a) Predicted
results; (b) forecast errors.

From the above mentioned comparison results we can find that when the parameters of the actual
circuit are different from the test board, the modeling accuracy of ICEM modeling method is greatly
reduced. This is because the interference signal generated by the SMPS chip is related to the parameter
setting of the external circuit. In the ICEM method, the IA modeling is reliant entirely on the measured
results and without considering its association with peripheral parameters. Therefore, when the actual
circuit used is inconsistent with the test board parameters, the ICEM model will no longer be applicable.
In practical applications, since the circuit parameters have not been determined during the product
design stage, a huge number of test boards with different parameter settings are needed when we use
the ICEM method to predict the conduction emission. The workload it brings are enormous.

Otherwise, the method proposed in this paper fully considers the mechanism of interference
generation. It found the relationship between emission characteristics and peripheral circuit parameters,
and established a parametric CE model of the SMPS chip. Therefore, it is more convenient in actual
use, since only the model parameters need to be adjusted as required without further measuring.

In summary, compared with the traditional ICEM modeling method, the proposed modeling
method has better applicability in the product design stage under the premise of ensuring that the
modeling accuracy is not reduced.

5. Conclusions

This paper proposes a modeling method to establish a parametric-conducted emission model of a
switching model power supply (SMPS) chip through a developed vector-fitting algorithm. Reference
the ICEM standard, the parametric conducted emission model is also divided into two parts: ICIA and
ICPDN. The parameters of ICIA are identified by measured data and correlated with key components;
an improved vector fitting algorithm is proposed to solve the fitting problem of ICPDN without phase
information. The experimental results show that the proposed method could achieve the international
standard requirements and has sufficient accuracy and effectiveness.
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Abstract: This paper proposes an inductive power transfer (IPT) system with three-bridge switching
compensation topology. With the proposed IPT topology, the equivalent circuit and the resonant
condition are analyzed to achieve the load-independent constant current (CC) and load-independent
constant voltage (CV) outputs. On this basis, multiple power levels can be achieved under CC/CV
conditions by bridge arm switching, which makes it possible to complete charging tasks for multiple
power level electric vehicles (EV) without switching the IPT system. A circuit simulation was built to
verify the different power level switching effects of the structure. A 3.3 kW IPT system was designed
to verify the proposed structure. At the rated output power, the experimental efficiency was up to
92.04% and 91.21% in CC and CV output modes, respectively.

Keywords: inductive power transfer (IPT); three-bridge switching; constant current (CC); constant
voltage (CV); fixed frequency

1. Introduction

The IPT (inductive power transfer) technology uses a loosely coupled transformer (LCT) structure
with primary and secondary coils to achieve non-contact energy transfer. Due to the safety, stability,
and lower maintenance cost of this structure, IPT systems are receiving more and more attention
and research in many fields, such as consumer electrics, biomedical implants, and electric vehicles
(EVs) [1–3]. As shown in Figure 1, an IPT system mainly consists of five parts: High-frequency inverter,
loosely coupled transformer with primary and secondary coils, primary and secondary compensation
networks, rectifier, and battery load.

 
Figure 1. Schematic diagram of an inductive power transfer (IPT) system.

The existence of an air gap between the primary and secondary coils of the IPT system will lead
to large leakage inductance. In order to improve the system efficiency and power transfer capability,
the compensation network will be used to resonate with the leakage inductance [4]. The four basic
topologies (series-series, series-parallel, parallel-series, and parallel- parallel) are the most widely
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studied, and the SS (series–series) topology is one of the most widely used topologies due to its simple
structure and primary capacitance that is independent of the variation of the coupling coefficient [5–7].

As lithium batteries are the main load batteries in the field of electric vehicles, the research on the
charging characteristics of lithium batteries is of great significance for the design of IPT systems [8].
The typical charging process of the lithium battery for EVs is shown in Figure 2. From Figure 2, the
charging state could be divided into two steps: Constant current (CC) mode and constant voltage (CV)
mode [9]. In CC mode, the current is constant and the voltage gradually rises. When the voltage rises
to the rated value, it will become stable and the current will gradually decrease until the state of charge
ends [10].

 
Figure 2. Process of lithium-ion battery cell charging.

In order to obtain load-independent CC/CV transmission characteristics, there are currently three
main methods: A back-end DC/DC converter, variable operating frequency control, and special tuning
methods for resonant tank network in IPT systems. However, adding a DC/DC converter not only
increases the cost, but also introduces additional inevitable losses. The method involving changing
switching-frequency increases the complexity of system control and reduces system stability due to
frequency bifurcation [11–13]. In J. Lu’s paper [14], the resonant conditions for obtaining CC/CV
transmission characteristics by T-equivalence and pi-equivalence are introduced in detail. Using this
method, the load-independent CC/CV transmission condition of many typical compensation networks
can be analyzed easily.

In addition, different charging objects have different charging power level requirements in CC/CV
mode [15,16]. For example, the charging power level applied to a bus and a car by the IPT system
must be different. The traditional IPT systems only perform charging tasks for a fixed power level,
which necessarily has certain limitations [17,18].

To meet multi-power level charging flexibility in CC/CV mode, this paper adopted a three-bridge
arm switching concept to perform different modes conversion under constant frequency. Switching
from CC to CV mode was achieved by designing two SS compensation networks with the same
compensating components on the secondary side, and the primary side compensating components
were transformed by switching the working bridge arm. One of the SS compensation networks
was designed for the CC transmission mode while the other was designed for the CV transmission
mode. Since the voltage gain and transconductance in both CC and CV modes can be specified by
parameter design, the specific value of the output power can also be obtained, which means that the
structure can achieve two different power-level charging. This paper establishes a mathematical model
of system output power in CC/CV mode and illustrates the designability of different power level
outputs. The resonance conditions of the CC and CV modes were analyzed by the leakage inductance
model. The verification of theoretical analysis was completed by establishing an IPT system under
MATLAB/Simulink. Furthermore, an experiment platform was built to verify the simulation results.
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2. System Structure and Analysis

2.1. System Structure

As shown in Figure 3, the proposed IPT system includes a three-phase inverter, two SS
compensation topologies with a shared secondary compensation capacitor, a three-winding loosely
coupled transformer with two primary coils and one secondary coil, and an uncontrolled rectifier with
a capacitor output filter. Q1–Q6 and D1–D4 represent six switching power devices of the primary side
inverter and four diodes of the secondary side rectifier, respectively. Cp1 and Cp2 are the primary
compensation capacitors, while Cs is the secondary compensation capacitor. Lp1 and Lp2 represent the
self-inductance of the two transmitting coils on the primary side, and Ls represents the self-inductance
of the receiving coil. Mp1p2, Mp1s, and Mp2s represent the mutual inductance between Lp1 and Lp2,
Lp1 and Ls, and Lp2 and Ls, respectively. UDC and UL are system input and output DC voltages,
respectively. RL represents battery load.

LI

 
Figure 3. Three-bridge arm-switching IPT system structure.

2.2. CC Mode

The equivalent circuit of Figure 3 for achieving CC output mode is shown in Figures 4 and 5.
The system structure shown in Figure 4 was designed to get CC charging mode. This means the
power devices Q5 and Q6 are OFF all the time in this mode, and Q1–Q4 form a single-phase full-bridge
inverter. Actually, Figure 4 shows a SS-compensated IPT system. The FHA (fundamental harmonics
analysis) method was taken in this paper to simplify the analysis of the output characteristics. In this
case, the output voltage of the inverter UAB and the equivalent ac load Req are derived as

UAB = 2
√

2
π UDC

Req =
8
π2 RL

(1)

The equivalent model of the SS resonant circuit with reference to the primary side is shown in
Figure 5. The symbols “ ’ ” means that the equivalence was measured from the secondary side to
the primary side. Lkp1 and L’

ks means the leakage-inductance of the primary and secondary coil,
respectively, and Lm1 represents the magnetizing inductance. Lkp1 and Cp1 are equivalent to capacitor
Ceq1. C’

S shows the equivalent capacitance of the secondary side compensation capacitance converted
to the primary side. R’

eq indicates that the equivalent resistance was converted from the secondary
side to the primary side. ZRcc, Zm1, and Zincc represent the impedance.

LI

 
Figure 4. IPT system structure diagram in constant current (CC) mode.
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Figure 5. Equivalent circuit of Figure 4 with reference to the primary side.

Some of the parameters are shown in the following formula, such as turns ratio, ncc, and coupling
coefficient, kcc,

ncc =

√
Ls

Lp1
, kcc =

Mp1s√
Lp1Ls

. (2)

The equivalent variables of Figure 5 are expressed as:

Lkp1 = (1− kcc)Lp1

Lm1 = kccLp1

L′ks =
(1−kcc)Ls

n2
cc

C′s = n2
ccCs

R′eq =
Req

n2
cc

U′ab =
Uab
ncc

(3)

In order to achieve CC output, the following resonant conditions [19] are designed.

1
Ceq1

= 1
Cp1
−ω2

ccLkp1

ω2
cc =

1
Lm1Ceq1

(4)

where ωcc represents the resonant frequency in CC transmission mode.
Then, the voltage gain of the resonant network shown in Figure 5 can be expressed as

Gcc =
Uab
UAB

=
nccU′ab
UAB

= ncc

∣∣∣R′eq

∣∣∣
|ZRcc|

|Zm1|
|Zincc| . (5)

The DC voltage transfer ratio is derived as

Mcc =
UL

UDC
=

π
2
√

2
Uab

π
2
√

2
UAB

= Gcc =
8RL

jπ2ωccnccLm1
. (6)

Therefore, the system output voltage and output current under the CC mode can be characterized as

UL(CC) =
8RLUDC

jπ2ωccnccLm1
, (7)

IL(CC) =
8UDC

jπ2ωccnccLm1
. (8)

Moreover, the system output power of the CC mode is available.

P(CC) = RLI2
L(CC)

. (9)

From Equation (8), it can be seen that the output current was constant and load independent.
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2.3. CV Mode

The equivalent circuit of CV mode in IPT system is shown in Figures 6 and 7. In this mode, the
power devices Q1 and Q2 are OFF all the time, and Q3–Q6 form a single-phase full-bridge inverter.
Furthermore, Figure 6 is modeled as Figure 7 based on the FHA method. It can be seen that Figure 7 is
essentially a T-circuit. In this case, the output voltage of the inverter UBC is derived as

UBC =
2
√

2
π

UDC. (10)

LI

 
Figure 6. IPT system structure diagram in constant voltage (CV) mode.

Figure 7. Equivalent circuit of Figure 6 with reference to the primary side.

The turns ratio of secondary to primary side and the coupling coefficient are defined as

ncv =

√
Ls

Lp2
, kcv =

Mp2s√
Lp2Ls

. (11)

As shown in Figure 7, the equivalent variables are derived as

Lkp2 = (1− kcv)Lp2

Lm2 = kcvLp2

L′ks =
(1−kcv)Ls

n2
cv

C′s = n2
cvCs

R′eq =
Req

n2
cv

U′bc =
Ubc
ncv

(12)

According to J. Lu’s paper [19], the resonance condition for realizing CV output is given by

1
Ceq2

= 1
Cp2
−ω2

cvLkp2
1

C′eqs
= 1

C′s
−ω2

cvL′ks

ω2
cv = 1

Lm2(Ceq2+C′eqs)

(13)

where ωcv represents the resonant frequency in CV transmission mode.
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Then, the voltage gain of the resonant network shown in Figure 7 can be expressed as

Gcv =
Ubc
UBC

=
nccU′bc
UBC

= ncc

∣∣∣R′eq

∣∣∣
|ZRcv|

|Zm2|
|Zincv| . (14)

According to Equation (10), the DC voltage transfer ratio is derived as

Mcv =
UL

UDC
=

π
2
√

2
Ubc

π
2
√

2
UBC

= Gcv =
ncvCeq2

C′eqs
. (15)

Therefore, the system output voltage and output current under the CV mode can be characterized as

UL(CV) =
ncvCeq2UDC

C′eqs
, (16)

IL(CV) =
ncvCeq2UDC

RLC′eqs
. (17)

Moreover, the system output power of the CV mode is available.

P(CV) =
U2

L(CV)

RL
. (18)

From Equation (16), it can be seen that the output voltage is constant and load independent.
Combining the theoretical analysis of the above-two transmission modes, it could be known

that the three-bridge inverter structure could realize the conversion from CC mode to CV mode by
switching the working bridge arm under the fixed-frequency.

Combining the Equations (9) and (18), it can be seen that the output power of both CC mode and
CV mode is related to the load resistance RL, and the specific output powers in CC and CV modes can
be obtained by designing the rated load resistance at the switching time. Combined with the parameter
design, the CC/CV working mode was switched by changing the bridge arm, and different power level
outputs were also completed. Therefore, the structure can achieve different power level switching
based on CC/CV conditions.

3. Simulation and Experiment

3.1. Parameter Design

The LCT model parameters based on CC/CV transmission mode selected in this paper were
obtained through Maxwell. Figure 8 shows the specific model dimensions of the LCT structure. The
transmission coils and the corresponding ferrites were square structures, the side length of the primary
side was 250 mm, the side length of the auxiliary section was 330 mm, and the air gap between the
primary and secondary coils was 110 mm. To facilitate the parameter design process, both the primary
and secondary self-inductance of LCT were designed to be equal, that is, the value of the turns-ratio n
was 1. Through the finite element simulation of the LCT structure, the specific parameter values of the
LCT were obtained as shown in Table 1.
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(a) (b) 

Figure 8. Loosely coupled transformer (LCT) structure in IPT system with (a) main view and
(b) front view.

Table 1. Parameters in IPT system.

Parameters Value

UDC 220 V
UL 260 V
k 0.2

The LCT coil inductance (Lp1 = Lp2 = Ls) 120 μH
The resonance frequency f cc/f cv 85 kHz

The system output power (P) 3.3 kW

According to Equation (4), the primary compensation capacitor in the CC mode is calculated as

Cp1 =
1

ω2
cc(Lm1 + Lkp1)

=
1

ω2
ccLp1

= 29.216 nF. (19)

By using Equations (11) and (12), it was found that the SS topology primary compensation capacitor,
Cp2, in the CV mode and the fixed secondary compensation capacitor, Cs, could be obtained separately.

Cp2 =
1

1
Ceq2

+ω2
cvLkp2

= 35.138 nF. (20)

C′s =
1

1
C′eqs

+ω2
cvL′ks

= 28.308 nF. (21)

3.2. Simulation Results

Through the parameter design of the previous section, the simulation verification based on
transconductance and voltage gain was completed. Figure 9 shows the transconductance versus
system operating frequency for various load resistances. It can be seen that the transconductance was
independent of the load when the IPT system operated at 85 kHz. Figure 10 shows the AC voltage
gain versus system operating frequency for various load resistances. It can be seen that the voltage
gain was independent of the load when the IPT system operated at 85 kHz.
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Figure 9. Transconductance with respect to frequency for different load conditions.

Figure 10. Voltage gain with respect to frequency for different load conditions.

According to the previous analysis, by determining the rated load resistance, RL, at the time of
switching, two different output powers were realized while switching from CC to CV mode. In order
to prove the previous analysis, a three-bridge switching IPT system circuit under MATLAB/Simulink
was built. The simulation results are shown in Figure 11. From the previous mathematical model of
the output power of CC/CV mode, it can be known that the output power of CC/CV mode is different
except for the specific load resistance (The specific load resistance value can be calculated when P1
is equal to P2). Figure 11a shows that the bridge arm switching process did not change the system
output power under the specific load resistance condition as described above, and the IPT system had
a system output power of 3.3 kW in both CC and CV modes. Figure 11b shows that under other rated
load resistance condition, the bridge arm switching process changed the system output power from 2.8
to 3.9 kW.

The time (t1) in Figure 11 represents the switching load resistance under the CC mode condition,
in which the current changed by 0.5 A. The time (t2) in Figure 11 represents the switching of the
working arm so that the system was switched from the CC mode to the CV mode. The time (t3) in
Figure 11 represents the switching load resistance under the CV mode condition. It can be seen from
the simulation results that the CC-to-CV mode switching was realized by changing the working arm,
and two specific system output powers in CC/CV mode were also obtained.
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(a) 

(b) 

Figure 11. Charging process under t1: Increasing the resistance. t2: Switching from CC mode to CV
mode. t3: Increasing the resistance. (a) Constant rated output power during switching. (b) Changing
rated output power during switching.

3.3. Experimental Results

Combined with the previous analysis, this paper established a 3.3 kW experimental platform as
shown in Figure 12. The CC and CV transmission modes were realized by two SS topologies based on
different combined bridge arms at 85 kHz.

 
Figure 12. IPT system experiment platform.
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The Figure 13a shows the system working in CC mode, uAB represents the inverter output voltage,
iAB represents the inverter output current, and ugs represents the drive voltage of the switching tube.
The Figure 13b shows the system working in CV mode, uBC represents the inverter output voltage, iBC

represents the inverter output current, and ugs represents the drive voltage of the switching tube. It
can be seen that Zero Voltage Switch (ZVS ) was implemented in the CV mode of the system, and there
were ZVS trends in the CC mode.

 iAB(t) 

 uAB(t) 

 ugs(t) 

ZVS

 10V/div

 150V/div

 10A/div

Time  2.5μs/div  

 iBC(t) 

 uBC(t) 

 ugs(t) 

ZVS

 10V/div

 150V/div

 10A/div

Time  2.5μs/div  
(a) (b) 

Figure 13. Waveform of inverter output voltage/current and rectifier input voltage under the (a) CC
transmission mode and (b) CV transmission mode.

As shown in Figure 14a, the load was switched from half to full at tcc1 and then back to half at
tcc2. As shown in Figure 14b, the load was switched from half to full at tcv1 and then back to half at
tcv2. According to the experimental results of the system output voltage and current in Figure 14, the
validity of the previous analysis with the CC/CV transmission characteristics can be verified.

tcc1=3.2s tcc2=6.0s

Half load Full load Half load

Output voltage
250V/div

Output current
5A/div

 

tcv1=3.0s tcv2=6.8s

Half load Full load

Output voltage
250V/div

Output current
5A/div

Half load

(a) (b) 

Figure 14. Output voltage and current of IPT system with (a) CC transmission mode and (b) CV
transmission mode.

Figure 15 shows the experimental efficiencies of the three-bridge IPT system versus different
output powers. It can be seen that in a certain range, the system efficiency was increasing with the
output power in both CC and CV mode. In addition, the system efficiencies at rated output power
were 92.04% and 91.21% in CC and CV mode, respectively.

440



Electronics 2019, 8, 884

500 1000 1500 2000 2500 3000 3500
Output Power(W)

80

85

90

95

Sy
st

em
 E

ffi
ci

en
cy

(%
)

CV mode
CC mode

Figure 15. Experimental efficiencies of the IPT system versus output power in both CC and CV
output modes.

4. Conclusions

This paper proposed a three-bridge IPT system, which could realize the CC/CV mode transmission
under the fixed-frequency by topology parameter design and convert from CC to CV mode by switching
the working arm. On this basis, by designing the rated load resistance at the switching time, the
specific output powers before and after the switching time were realized. Therefore, the effectiveness of
CC/CV mode switching and the output of different powers by switching the bridge arms was verified.
By establishing and analyzing the leakage inductance equivalent model based on SS topology, the
resonance condition of the CC/CV mode transmission characteristics were obtained. Finally, circuit
simulations and the corresponding experiment were built, which verified the theoretical analysis and
the effectiveness of this structure.
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Abstract: A wireless power transmission (WPT) requires high switching frequency to achieve energy
transmission; however, existing switching devices cannot satisfy the requirements of high-frequency
switching, and the efficiency of current WPT is too low. Compared with the traditional power
inductors and capacitors, fractional-order elements (FOEs) in WPT can realize necessary functions
though requiring a lower switching frequency, which leads to a more favorable high-frequency
switching performance with a higher efficiency. In this study, a generalized fractional-order WPT
(FO-WPT) is established, followed by a comprehensive analysis on its WPT performance and
power efficiency. Through extensive simulations of typical FO wireless power domino-resonators
(FO-WPDRS), the functionality of the proposed FO-WPT for medium and long-range WPT is
demonstrated. The numerical results show that the proposed FOE-based WPT solution has a higher
power efficiency and lower switching frequency than conventional methods.

Keywords: fractional order elements; high-frequency switching; wireless power transmission

1. Introduction

Wireless power transmission (WPT) is gaining more and more attention in city transportation
applications since Tesla firstly revealed WPT in the 1880s [1]. It is also revealed that WPT is of
great practical significance due to its immunity to fire and electric shock [2]. Recently, the most
extensive studies in WPT are inductive coupling WPT (ICWPT), magnetic resonance coupling WPT
(MRCWPT) and microwave wireless power transmission (MWPT) [3]. Compared with ICWPT,
MRCWPT transfers power over a longer distance and powers several multiple loads via a single
transmitter coil simultaneously [4]. Among three techniques mentioned above, MWPT’s (also named
as radio frequency-based WPT) efficiency is the lowest one but its transfer distance is longest [5,6].
Therefore, when Soljačić with the Massachusetts Institute of Technology (MIT) successfully lit up a
bulb over 2 m with 40% energy efficiency in 2007 [7], MRCWPT stimulated international research.

In [8], the authors propose a simple method for the analysis of the resonance frequency of a planar
spiral coil to evaluate the lumped parameters of the coils. Using the technology of electromagnetic
resonant couplings WPT [9], the authors addressed the fact that the output power can reach 100 W.
Ref. [10] showed that magnetic resonant coupling WPT normally works in megahertz and its efficiency
is improved with increasing frequency. Despite its long-lasting popularity, using coils to achieve
WPT through high-frequency actions cannot satisfy today’s needs, and power electronics elements
are being developed to realize the same function [11]. However, it is well known that current power
electronics technologies cannot satisfy such high-frequency switching [12]; therefore, in order to meet
the capability of contemporary power switches to realize WPT, it is of great necessity to propose new
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methods for reducing the resonant frequency. Traditionally, a pair of coil resonators were applied to
mid- and long-range wireless power transfer, but this technique has a poor performance in energy
transfer efficiency [13]. To solve this problem, a new method of using coil arrays at both the transmitter
and receiver sides was introduced employing the technique of mid-range strong magnetic resonant
coupling [14]. Although the transmission separation is 50 cm, its efficiency of the system is 50% and it is
still too low. Another new method is to determine a model for coupling coefficient to compute optimal
frequency for the power transfer [15]. To overcome this problem, relay resonators, which are normally
used in meta-materials and waveguide research [16], were implemented into WPT for mid-range
or even long-range wireless power transfer [17]. Inspired by this idea, the domino resonators for
waveguide applications at 100 MHz have been reported in [18]; however, the switching frequency is too
high for existing power electronics elements. Zhong found that cross-coupling effects of non-adjacent
resonators can both improve the efficiency and reduce the switching frequency at 520 kHz resulting
from the effects of the magnetic coupling of non-adjacent resonators [19]. In contrast to Zhong’s strategy,
a WPT system which was designed using superconducting coils to boost wireless power transmission
efficiency offered higher transmission efficiency at a longer distance [20]. However, this method is not
practical because of the high economic cost and difficulty in realizing the superconducting coils [21].
Please note that WPT’s resonant frequency is still very high via current power converter technology.
Therefore, a methodology is eagerly required to further reduce the frequency and improve the output
power and efficiency.

To well solve the aforementioned problems, an optimizable circuit structure was developed in [22],
achieving 85% transfer efficiency at a distance of 10 cm and 50% at 20 cm. It is obvious that they
solved the problem by tuning parameters with an optimized model, which nonetheless did not resolve
the problem at a fundamental level [23]. Therefore, it still lacks a methodology to realize maximum
efficiency and obtain other favorable output features.

Recently, Fractional-Order Electrical Elements (FOE) were applied to electrical engineering
applications. In general, two elements are required for impedance matching networks of integer
circuit, while only a single FOE is required for fractional cases [24,25] since it has the feature of an extra
degree-of-freedom to realize functions of both inductors and capacitors. For example, fractional-order
capacitor (FOC) with 1 < α < 2 (α is the order of the FOC) can be used to improve output power
features and decrease the resonant frequency [26,27]. In fact, these unique features of FOEs are
needed for the applications of WPT. Furthermore, an FOE is mostly constructed into a ladder network
consisting of resistors and capacitors (or inductors) [28], which demonstrates that implementation of
FOE costs little; however, this still lacks some fundamental studies.

To reduce resonant frequency and improve the output power and efficiency of WPT, this paper
proposes a novel WPT implemented with FOEs, which we brand FO-WPT. A typical example, wireless
power domino-resonators, or FO-WPDRS, is presented to confirm the flexibility and versatility of
the proposed solution. The remainder of this paper is organized as follows. Fundamental analysis
and introduction of FOEs are presented in Section 2. It is followed up with modelling of FO-WPT in
Section 3. In order to verify this idea, FO-WPDRS is analyzed as an example with detailed derivations
of output power and transmission efficiency in Section 4. Compared with WPDRS, the unique features
of the proposed FO-WPDRS are demonstrated in Section 5. An FOWPT prototype is built to prove the
viability of the proposed method, the experimental results on the characteristics of the FOC and the
performance of applying FOC to WPT are presented and discussed in Section 6. Finally, a conclusion
is drawn in Section 7.

2. Fundamental Analysis of FOEs

This section presents the fundamental analysis of FOEs. A series-connected fractional-order
RLβCα circuit is shown in Figure 1.

444



Electronics 2019, 8, 1029

Figure 1. Schematic of fractional-order RLβCα circuit.

The current-voltage relationship of fractional-order capacitor is defined as [27]

i(t) = Cα
dαv(t)

dtα
, (1)

where dα/dtα is termed as the fractional-order derivative, v(t) is the capacitor voltage, i(t) is the
capacitor current, α (0 < α < 2) is the order of the capacitor and Cα is the capacitance expressed
in F/s1−α. The impedance of FOC can be derived from Equation (1) and expressed as ZC(s) =

1/(sαCα), where s is the Laplace operator. With s = jω, the impedance can be represented by the
following equation.

ZC(jω) =
1

(jω)αCα
=

1
ωαCα

(cos(
απ

2
)− j sin(

απ

2
)), (2)

where ω is the angular frequency. Similarly, the impedance of fractional-inductor can be expressed as
Equation (3).

ZL(jω) = (jω)βLβ = ωβLβ(cos(
βπ

2
) + j sin(

βπ

2
)), (3)

where β (0 < β < 2) is the order of the inductor and Lβ is the inductance. In terms of Equations (2)
and (3), the impedance of the FOEs includes real part and imaginary part, while the conventional ones
only have the imaginary part.

As shown in Figure 2, the order of FOEs varies from −2 to 2, which means that the phase falls in
(−π, π). It can be noted that that FOEs become integer elements if α(β) → 1; when α(β) → 2 on the
other hand, the circuit works as a second-order system.

Figure 2. Fractional-order elements.

According to the phasor diagram shown in Figure 3, FOEs act as power-consuming elements with
1 < α < 2 or 1 < β < 2 where it has the characteristic of a negative resistor and supplies power.
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(a) 0 < β < 1 (b) 1 < β < 2

(c) 0 < α < 1 (d) 1 < α < 2

Figure 3. Phasor diagram.

3. Modeling the Proposed FO-WPT Strategy

In this section, an FO-WPT model is established and the relationships of fractional resonant
frequency, efficiency and output power are derived.

The schematic of FO-WPT is shown in Figure 4a, where the dashed circuit of Figure 4a shows
the coil-to-coil resonators, with the detailed model depicted in Figure 4b. In Figure 4a, the primary
circuit consists of a high-frequency voltage source Vs, an FOC Cα1 whose order is α1, a fractional-order
inductor (FOI) Lβ1 with order β1 and a primary resistor R1. On the secondary side, it is composed of
an FOI Lβ2 with an order β2, an FOC Cα2 with an order α2 and resistor R2. Term Mγ is the mutual
inductance whose order is γ and RL represents an equivalent resistance of the load. Then, one can
describe the corresponding equation as in Equation (4).

Figure 4. (a) Schematic of FO-WPT and (b) its coil-to-coil model.

[
Zf1 (jω)γ12 Mγ12

(jω)γ21 Mγ21 RL + Zf2

]
·
[

I1

I2

]
=

[
Vs

0

]
, (4)

where Mγ12 = Mγ21 = Mγ is the mutual inductance between winding-1 and winding-2,
γ12 = γ21 = γ is the order of mutual inductance, Zfn = Rn + (jω)βn Lβn + 1/((jω)αn Cαn)(n = 1, 2).

To simplify the analysis, a system with two coaxial circular filamentary current windings are taken
as an example for FO-WPT in this study. Maxwell has derived a well-known equation to calculate the
mutual inductance. Then, one can obtain the mutual inductance of a pair of single circular loops (loop
u and loop v, as shown in Figure 4b) as

Muv = μ0

√
r1r2

g
[(2 − g2)K(g)− 2E(g)], (5)
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where
g =

4r1r2

d2 + (r1 + r2)2 , (6)

where r1, r2, and d are the radius of loop u, loop v, and the distance between them, respectively. K(g)
and E(g) are the first and second kind corresponding complete elliptic integrals. For two coaxial
circular thin-wall windings, the mutual inductance can be calculated by

Mγ =
n1

∑
u=1

n2

∑
v=1

Muv. (7)

In terms of Equation (4), currents in primary side and secondary side are

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

I1 =
(Zf2 + RL)Vs

Zf1(Zf2 + RL)− (jω)γ12+γ21 Mγ12 Mγ21

,

I2 =
(jω)γ21 Mγ21 Vs

Zf1(Zf2 + RL)− (jω)γ12+γ21 Mγ12 Mγ21

.
(8)

Then the output power of FO-WPT can be calculated by Equation (9), which is shown at the top
of the next page, where A = Re[Zf1 ], B = Im[Zf1 ], C = Re[Zf2 ] + RL, and D = Im[Zf2 ].

Po = |I2|2 RL =

∣∣∣∣∣ (jω)γ21 Mγ21 Vs

Zf1
(Zf2 + RL)− (jω)γ12+γ21 Mγ12 Mγ21

∣∣∣∣∣
2

RL

=
ω2γ12 M2

γ12
RLV2

s[
AC − BD − ωγ12+γ21 Mγ12 Mγ21 cos (γ12+γ21)π

2

]2
+

[
BC + DA − ωγ12+γ21 Mγ12 Mγ21 sin (γ12+γ21)π

2

]2

, (9)

In terms of Equation (4), complex power of winding-1 and winding-2 are expressed as

S f1 = Vs I∗1 = Zf1 I2
1 + (jω)γ12 Mγ12 I2 I∗1 , (10)

and
S f2 = 0 = (jω)γ21 Mγ21 I1 I∗2 + (Zf2 + RL)I2

2 , (11)

where I∗1 and I∗2 are conjugates of I1 and I2, respectively.
In terms of Equation (3), the expression of fractional-order mutual inductance ZMγ can be

written as
ZMγ = (jω)γ Mγ = ωγ Mγ(cos(

γπ

2
) + j sin(

γπ

2
)). (12)

Substituting Equation (12) into Equations (10) and (11) yields

S f1 = Vs I∗1
= Zf1 I2

1 + ωγ12 Mγ12(cos(
γ12π

2
) + j sin(

γ12π

2
))I2 I∗1 ,

(13)

and

S f2 = ωγ21 Mγ21(cos(
γ21π

2
)

+ j sin(
γ21π

2
))I1 I∗2 + (Zf2 + RL)I2

2 = 0.
(14)
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Rewrite Equation (14) as

− jωγ21 Mγ21 sin(
γ21π

2
))I1 I∗2

= ωγ21 Mγ21 cos(
γ21π

2
)I1 I∗2 + (Zf2 + RL)I2

2

= (jωγ21 Mγ21 sin(
γ21π

2
))I∗1 I2)

∗,

(15)

then, substituting Equation (15) into Equation (13) results in

Vs I∗1
= Zf1 I2

1 + (Z∗
f2
+ RL)I2

2 + 2 · ωγ21 Mγ21 cos(
γ12π

2
)I∗1 I2

= Zf1 I2
1 + (Z∗

f2
+ RL)I2

2 + 2 · Re[(jω)γ12 Mγ12 ] · I∗1 I2.

(16)

Then, one can obtain the FO-WPT efficiency as

η =
RL |I2|2

Re
[
Vs I∗1

] . (17)

4. An Example: Fractional-Order Wireless Power Domino-Resonators System

In [19], Zhong, who has considered the effect of nonadjacent resonators, established a Wireless
Power Domino-Resonator Systems and found that the maximum efficiency operation slightly shifted
away from the resonant frequency of the resonators. In this section, an FO-WPDRS, which is equipped
with FOEs, is derived from the model proposed by Zhong and its schematic is shown in Figure 5.
A general model of FO-WPDRS is depicted in Figure 6.

Figure 5. Schematic of FO-WPDRS.

Figure 6. General model of domino-system with n resonators.
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Zf1 (jω)γ12 M12 (jω)γ13 M13 · · · · · · (jω)γ1n M1n

(jω)γ21 M21 Zf2 (jω)γ23 M23 · · · · · · (jω)γ2n M2n

...
...

...
. . .

...
...

(jω)γ(n−1)1 M(n−1)1 · · · · · · Zfn−1 (jω)γ(n−1)n M(n−1)n

(jω)γn1 Mn1 · · · · · · (jω)γn(n−1) Mn(n−1) RL + Zfn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
·

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I1

I2

...
In−1

In

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Vs

0
...
0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(18)

The circuit equation is expressed in Equation (18), as shown at the top of the next page, where
Mij (i �= j) is the mutual inductance between winding-i and winding-j, RL is the load resistance which
is connected to winding-n and Zfi

= Ri+(jω)βi Li+1/((jω)αi Ci)(i = 1, 2, · · · , n). Other variables are
listed as follows:

Ii is the current in winding-i,
Li is the fractional-order inductance of winding-i,
Ci is the fractional-order capacitance of winding-i,
Ri is the resistance of winding-i,
αi is the order of FOC in winding-i,
βi is the order of FOI in winding-i,
γij is the order of mutual inductance Mij and Mij = Mji,
ω is angular frequency.

Then, the total complex power of the system reads

Stotal = Vs I∗1 = Zf1 |I1|2 +
n

∑
m=2

(jω)γ1m M1m Im I∗1 . (19)

The complex power of winding-i (i ≥ 2) can generally be written as

S fi
= Zfi |Ii|2 +

i

∑
m=1

(jω)γmi Mmi Im I∗i +
n

∑
l=i+1

(jω)γil Mil Il I∗i

= 0,

(20)

where I∗i is the conjugate of current Ii.
Then, Equation (20) can be rewritten as

− jωγi1 Mi1 sin(
γi1π

2
))I1 I∗i

= Zfi |Ii|2 + ωγi1 Mi1 cos(
γi1π

2
)I1 I∗2

+
i

∑
m=2

(jω)γmi Mmi Im I∗i +
n

∑
l=i+1

(jω)γil Mil Il I∗i

= (jωγi1 Mi1 sin(
γi1π

2
))I∗1 Ii)

∗.

(21)
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Substituting Equation (21) into Equation (22) results in

Stotal = Vs I∗1

= Zf1 |I1|2 + RL |In|2 +
n

∑
m=2

I2
mZ∗

fm

+ 2 ·
n

∑
m=2

Re[(jω)γ1m M1m]Im I∗1

+ 2 ·
n−1

∑
l=2

n

∑
m=l+1

Re[I∗l Im] · (jω)γlm Mlm,

(22)

where Z∗
fm

is the conjugate of Zfm .
Therefore, the real power P is

P = Re[Stotal]

= RL |In|2 +
n

∑
m=1

I2
m(Rm + ωβm Lm cos(

βmπ

2
) +

cos( αmπ
2 )

ωαm Cm
)

+ 2 ·
n

∑
m=2

ωγ1m M1m cos(
γi1π

2
) · Re[Im I∗1 ]

+ 2 ·
n−1

∑
l=2

n

∑
m=l+1

Re[I∗l Im] · ωγlm Mlm cos(
γlmπ

2
).

(23)

Furthermore, its efficiency is

η =
RL |In|2

P
. (24)

5. Output Characteristics of FO-WPDRS

Based on the aforementioned analysis, the output characteristics of FO-WPDRS are discussed
in this section. In order to simplify the analysis, we denote the distance between adjacent resonators
as d12 = d23 = · · · = d(n−1)n, and assign parameters of each practical resonator as follows in the
numerical analysis.

• fractional-order inductance: Lβi = Lβ,
• fractional-order capacitance: Cαi = Cα,
• fractional-order mutual inductance: Mij = Mji = M (i �=j),
• resistance of winding-i: Ri = R,
• order of FOI: βi = β,
• order of FOC: αi = α,
• order of fractional-order mutual inductance: γij = γji = γ = β.

Numerical analyses were conducted based on the parameters listed in Table 1, and the
corresponding results and analyses are presented below.
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Table 1. Simulation Parameters.

Parameter Value

Voltage source Vs 50 V
Inductance Lβ 90.7 μH
Capacitance Cα 1.036 nF

Resistance of winding-i R 0.9 Ω
Mutual inductance M 2.85 μH

Separation d(n−1)n 0.3 m
Load resistance RL 10 Ω

5.1. Fractional Orders of α and β to Improve Resonant Frequency

The resonant frequency of FO-WDPRS is described in Equation (25), while the resonant frequency
of the traditional WPT (α = β = γ = 1) is presented in Equation (26).

ffrac =
1

2π

[
sin (απ/2)

LβCα sin (βπ/2)

] 1
α+β

(25)

ftrad =
1

2π

1√
LβCα

= 520 kHz (26)

According to Figure 7, relevant remarks about the resonant frequency of FO-WDPRS are made
as follows:

• α and β are a pair of symmetric parameters which have the same impact on the resonant frequency.
• As depicted in Figure 7a, it is found that lg ffrac

ftrad
0 (Z0), which means that when α < 1 and

β < 1, the resonant frequency FO-WDPRS will dramatically increase with an increased α(β)

compared to the traditional one.
• As shown in Figure 7b,c, it is noted that lg ffrac

ftrad
< 0 (Z < 0) in some regions of the α-β plane,

implying that the resonant frequency of FO-WDPRS can be reduced.
• Similarly, it is found that lg ffrac

ftrad
< 0 (Z < 0) in Figure 7d, which implies that the resonant frequency

of FO-WDPRS can be lowered if we set 1 < α < 2, 1 < β< 2.
• To describe the impact of α and β on resonant frequency, Figure 7a–d are collocated in Figure 7e

to find the detailed range of α and β for ffrac > ftrad and ffrac < ftrad, respectively. Hence, one can
choose the appropriate α and β to realize the desired frequency.

Figure 7. Relationship curves among α, β, and lg ffrac
ftrad

: Variations of 0 < α < 2 and 0 < β < 2. In detail,
sub-figures demonstrate the details of 3D plots of (a) 0 < α < 1, 0 < β < 1, (b) 0 < α < 1, 1 < β < 2,
(c) 1 < α < 2, 0 < β < 1, (d) 1 < α < 2, 1 < β < 2, (e) 0 < α < 2, 0 < β < 2 (Top view).
[Note: the resonant frequency of fractional-order WPT is normalized by the traditional one, and the
logarithm of normalized value based on 10, lg ffrac

ftrad
, is taken as Z axis.]
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5.2. Fractional Orders of α and β to Improve Output Power and Efficiency

To study the effect of fractional-order inductors, capacitors and mutual inductors on the output
power and efficiency of FO-WPDRS, 3-dimension (3D) plots of the relations among α, β, Po and
efficiency η are depicted in Figures 8 and 9, respectively. (Note: all the systems operate at the
resonant frequency.)

According to Figure 8a–d, it is obvious that there is a resonance point with the maximum output
power in all cases. From the simulation results, it can be concluded that the output power of the above
FO-WPDRS is greater than the traditional WPT (α = β = γ = 1), which further validates the
effectiveness of the proposed FOE method in increasing the output power.

Compared with Figure 9a–e, it is clear that the efficiency of FO-WPDRS, whose average distance
between two adjacent resonators is 0.3 m, is higher than the ones with the optimized loads, frequencies
and distances or only loads in [19].

(a) (b)

(c) (d)

Figure 8. Relationship curves among α, β, and Po: Variations of 0 < α < 2 and 0 < β < 2. In detail,
sub-figures demonstrate the details of 3D plots of (a) FO-WPDRS with 3 resonators, (b) FO-WPDRS
with 4 resonators, (c) FO-WPDRS with 5 resonators, and (d) FO-WPDRS with 6 resonators.

(a) (b)

(c) (d)

η

( )

Figure 9. Relationship curves among α, β, and η: Variations of 0 < α < 2 and 0 < β < 2. In detail,
sub-figures demonstrate the details of 3D plots of (a) FO-WPDRS with 3 resonators, (b) FO-WPDRS
with 4 resonators, (c) FO-WPDRS with 5 resonators, (d) FO-WPDRS with 6 resonators and (e) Efficiency
comparison between the domino systems with optimized loads, frequencies and distance (ηopt(RL, f , d))
and the equally spaced systems operating at resonant frequency and with only optimized loads
(ηopt(RL)) with four different average distances: 0.1 m, 0.2 m, 0.3 m, and 0.4 m in [19].
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6. Simulations and Experiments

Two experimental setups are established in this study to examine the performance of the proposed
FO-WPT mechanism: (1) the FOC is powered by a high-frequency power source for the observation
of the order of the FOC, and (2) incorporate the FOC built in (1) into the FO-WPT for performance
validation. Detailed measurements and analyses are presented follows.

The theoretical analyses in Sections 4 and S4 studied FOCs with a range of orders. In this section,
we build a prototype of an FOC with an order of 0.54 to realize the WPT. Please note that it is of
significant technical difficulty to manufacture an FOC with an order higher than one. With the facilities
available in our laboratory, we only use the FOC of 0 < α < 1 to validate our theory. Building FOCs
with orders greater than 1 is to be conducted in our future work.

6.1. Implementation of Fractional-Order Capacitor

A practical FOC is implemented as depicted in Figure 10 based on Ref. [28]. To realize fractional
order α = 0.54, the corresponding parameters are: R1 = 10 kΩ, R2 = 3.3 kΩ, R3 = 1.0 kΩ, R4 = 330 Ω,
R5 = 100 Ω, C1 = 1.0 μF, C2 = 470 nF, C3 = 330 nF, C4 = 220 nF, C5 = 100 nF, Rp = 22 kΩ, Cp = 100 nF.

Figure 10. Schematic of the FOC.

To further demonstrate the characteristics of the designed FOC, dynamic behavior of the FOC is
tested and the corresponding resultant waveforms are shown in Figure 11. Therein, the actual order α

can be obtained by measuring the phase difference between the input voltage and current. As seen in
Figure 11, the input current iC has a leading phase angle of 48.6o from the input voltage uC, and the
actual order α is thus 0.54.

Figure 11. Experimental waveforms of FOC.
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6.2. FO-WPT with the Constructed FOC

In this subsection, a prototype of FO-WPT with the constructed FOC is presented in Figure 12,
and the corresponding simulation and experimental waveforms are shown in Figures 13 and 14,
respectively. The distance between the transmitter and receiver is 0.3 m. It can be seen that FO-WPT is
in resonance since the current iR and voltage uR have the same phase angle, which indicates a unity
power factor, representing the best power use, i.e., a higher energy efficiency. This experiment together
with the simulation studies shown before corroborates the advantages of the proposed FO-WPT
with fractional order elements, which have more favorable output characteristics and higher energy
transfer efficiency.

Figure 12. Experimental prototype of the FO-WPT.

Figure 13. Simulation waveforms of FO-WPT.

Figure 14. Experimental waveforms of FO-WPT.
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It is obvious that the experimental results well agree with the simulations and theoretical analyses
according to the figures, it is found that there a little voltage drop in experimental one due to the
parasitic parameters of the components.

7. Conclusions

In this study, we proposed a novel fractional-order circuit elements-based wireless power
transmission solution, aiming to reduce the resonant frequency and improving the output power
quality and efficiency. Detailed mathematical modeling of the proposed FO-WPT has been presented.
Simulation studies of a typical example FO-WPDRS validated the theoretical analysis, and shown
reduced frequency, improved efficiency and enhanced output power. An experimental prototype has
been developed to validate the proposed method, and the results are corresponding with the analyses.
This work could lay a solid foundation for further investigations in fractional-order elements-based
WPT solutions, which may lead to wide industrial applications in wireless power transfer.

Author Contributions: Conceptualization, G.Z. and Z.O.; methodology, G.Z. and Z.O.; software, Z.O.; validation,
G.Z. and Z.O.; formal analysis, L.Q.; investigation, Z.O.; writing—original draft preparation, Z.O.; writing—review
and editing, G.Z.; supervision, G.Z.; project administration, L.Q.; funding acquisition, L.Q.

Funding: This research was funded by [National Natural Science Foundation of China] grant numbers
[51907032, U1501251, 51277030, 61733015], [Natural Science Foundation of Guangdong Province] grant numbers
[2017A030310243, 2018A030313365] and [Science and Technology Planning Project of Guangzhou] grant number
[201804010310].

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Jiang, W.; Xu, S.; Li, N.; Lin, Z.; Williams, B.W. Wireless power charger for light electric vehicles.
In Proceedings of the IEEE 11th International Conference on Power Electronics and Drive Systems, Sydney,
Australia, 9–12 June 2015; pp. 562–566.

2. Yang, Q.; Zhang, P.; Zhu, L.; Xue, M.; Zhang, X.; Li, Y. Key fundamental problems and technical bottlenecks
of the wireless power transmission technology. Trans. China Electrotech. Soc. 2015, 30, 1–8.

3. Musavi, F.; Wilson, E. Overview of wireless power transfer technologies for electric vehicle battery charging.
IET Power Electron. 2014, 7, 60–66. [CrossRef]

4. Liu, X.; Wang, G.; Ding, W. Efficient circuit modelling of wireless power transfer to multiple devices.
IET Power Electron 2014, 7, 3017–3022. [CrossRef]

5. Almohaimeed, A.; Amaya, R.; Lima, J. An adaptive power harvester with active load modulation for highly
efficient short/long range RF WPT applications. Electronics 2018, 7, 125. [CrossRef]

6. Lu, G.; Shi, L.; Ye, Y. Maximum Throughput of TS/PS Scheme in an AF Relaying Network With Non-Linear
Energy Harvester. IEEE Access 2018, 6, 26617–26625. [CrossRef]

7. Kurs, A.; Karalis, A.; Moffatt, R.; Joannopoulos, J.D.; Fisher, P.; Soljačić, M. Wireless power transfer via
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Abstract: In this paper, a fast charging balancing circuit for LiFePO4 battery is proposed to address
the voltage imbalanced problem of a lithium battery string. During the lithium battery string charging
process, the occurrence of voltage imbalance will activate the fast balancing mechanism. The proposed
balancing circuit is composed of a bi-directional converter and the switch network. The purpose
of bi-directional is that the energy can be delivered to the lowest voltage cell for charging mode.
On the other hand, the energy stored in the magnetizing inductors of the transformer can be charged
back to the higher voltage cell in recycling mode. This novel scheme includes the following features:
(1) The odd-numbered and even-numbered cells in the string with the maximum differential voltage
will be chosen for balancing process directly. In this topology, there is no need to store and deliver
the energy through any intermediate or the extra storing components. That is, the energy loss can
be saved to improve the efficiency, and the fast balancing technique can be achieved. (2) There
is only one converter to complete the energy transfer for voltage balancing process. The concept
makes the circuit structure much simpler. (3) The structure has bi-directional power flow and good
electrical isolation features. (4) A single chip controller is applied to measure the voltage of each
cell to achieve the fast balancing process effectively. At the end of the paper, the practical test of the
proposed balancing method on LiFePO4 battery pack (28.8 V/2.5 Ah) is verified and implemented by
the experimental results.

Keywords: active balance circuit; bi-directional converter; lithium battery; series-connected battery;
fast charging

1. Introduction

In recent years, lithium batteries and related techniques have developed and are widely used.
The battery industries have experiences and capabilities for mass production of battery packs and
modules. Battery packs and modules are composed of several battery cells for high power energy
storing applications. However, there is a critical issue about imbalance of electric charge [1–5] within
high power battery strings. The issue is caused by the characteristic [6], depth of discharge [7], and
aging problem of each cell [8,9]. Based on the reasons above, when the battery string is being charged
or discharged, the imbalance of each cell of the battery string becomes more serious. In addition, as the
cycle of charging-discharging from the battery string increases, the internal resistance and the capacity
of each cell will be varied to shorten the life cycle of battery strings.

In order to increase the efficiency and extend the lifetime of battery strings, a battery management
system (BMS) [10–16] is a key feature which is utilized to monitor the parameters of the battery. Also,
BMS plays an important role for management and protection of the battery. The main functions of BMS
are monitoring, protection, and balancing parts [17,18]. The monitoring is to sense the relative key
parameters from the battery packs, like voltage, current, and temperature. The protection is to avoid
the situation of over-charging or over-discharging from the battery packs. The last one is about the
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balancing technique for each cell. In general, the balancing circuits can be divided into passive or active
balancing topologies. The most common passive balancing schemes [19–22] utilize series resistors,
series diodes, or Zener diodes to be the voltage dividers which are parallel to each cell for balancing
purpose. These passive concepts with simple control methods and smaller size of balancing circuits
can achieve a voltage equalizer for each cell during the process; however, the power losses and thermal
issues will be the key factors to influence the balancing performance, accuracy, and the lifetime of cells.
On the other hand, the active balancing topologies [23–27] can deliver the energy from higher voltage
cell to lower one by using the storing elements and switches networks. Some of the active balancing
schemes adopted multi-windings of the main transformer to fulfill the balancing performance with
better electrical isolation feature, but the number of cells is limited by the windings; therefore, the
dimension of the transformer will be increased for purpose of more balanced cells. In facts, these active
balancing methods help to increase the efficiency and the performance during the balancing process,
but they spent more time for delivering the energy from the high voltage cell to the low voltage cell.
The reason is that if the highest voltage cell begins to charge to the lowest voltage cell, the energy flow
has to be delivered through the other cells one by one to the target cell. Thus, the balancing path has a
big problem of time wasting. In this paper, the proposed concept is to shorten the balancing time and
to make the balanced cell being charged precisely. To recall the active balancing concept mentioned
above, the basic concept of active balancing is to deliver the energy from the higher voltage battery to
the lower voltage battery to achieve the balancing function for each cell. Nowadays, BMS is a core of
many electric applications powered by batteries.

Based on the descriptions aforementioned, the paper proposed a fast charging balancing circuit
for LiFePO4 battery pack. In this study, a digital signal processor (DSP) is adopted to implement the
algorithm and to be the main controller.

2. Proposed Structure and Operation Mode Analysis

2.1. The Proposed Balancing Circuit

As shown in Figure 1, the proposed balancing method utilizes a bi-directional converter [28,29]
to balance the voltage of each cell in a battery string. This method helps to deliver the energy from
higher-voltage battery to lower-voltage battery directly. In other words, there is no more energy loss
during the delivering process, and this technique can also shorten the balancing time effectively. In this
study, the forward converter has good isolation feature and simple structure for bi-directional function.
The strategy is to balance the voltage between the odd-numbered battery and the even-numbered
battery which exist maximum differential voltage in the battery string. The switch network shown
in blue dotted block is formed by several couples of MOSFETs with back-to-back connection, and
each connection also becomes a bi-directional switch set with two MOSFETs which is connected with
the cell. Hence, this connection can provide a bi-directional path to deliver the energy. In addition,
each of the bi-directional switches set can avoid the other currents flowing through the cell during the
balancing process.
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Figure 1. The proposed fast charging balancing circuit for LiFePO4 battery.

2.2. The Operation Mode Analysis

The operation mode can be divided by two different modes. The first one is to balance the voltage
from odd-numbered battery to even one. The other mode is to balance the voltage from even-numbered
battery to odd one. The operation principle of these two modes will be discusses in detail below. In the
following analysis, each battery denoted from VBat1 to VBat8 can be represented as a battery cell in the
green dotted block in Figure 1.

2.2.1. The Operation Mode of Balancing Process from the Odd-Numbered Battery to the
Even-Numbered Battery

The following analysis is stated for balancing from VBat1 to VBat8. The theoretical waveforms are
shown in Figure 2.

Figure 2. The theoretical waveforms in balancing process from VBat1 to VBat8.
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Mode I—Charging Mode (t0 < t < t1)

As shown in Figure 3, the bi-directional switch set Sa, Sodd_0, Sodd_1, Seven_7, and Seven_8 are all
turned on. The others are all turned off. In this mode, the current from VBat1 will charge to Lma

through π filter I. In the meantime, the energy from the primary winding Npa can be transferred to the
secondary winding Nsa; thus, Db is turned on by the forward bias. The current iNsa begins to charge to
VBat8 through π filter II. The red dotted current path shows the charging condition.

Figure 3. Mode I, the battery balancing process from higher VBat1 to lower VBat8.

Mode II—Recycling Mode (t1 < t < t2)

As shown in Figure 4, the bi-directional switch set Sa turns off, but Sodd_0, Sodd_1, Seven_7, and
Seven_8 are all still turned on. The rest of switch sets are turned off. In this interval, the energy stored in
Lma, and the current iLma remains continuously. Thus, iLma (shown with green dotted current) will
flow through the primary winding Npa to induce a current iNsb from Nsb. The induced current iNsb

also flows through π filter I and charge back to VBat1. During this mode, the energy stored in the
magnetizing inductor can be released and also recycled to the battery(VBat1) effectively. At the right
side of the converter, the energy of VBat8 is provided by π filter II.

Figure 4. Mode II, the battery balancing process from higher VBat1 to lower VBat8.
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2.2.2. The Operation Mode of Balancing Process from the Even-Numbered Battery to the
Odd-Numbered Battery

The following analysis is stated for balancing from VBat8 to VBat1, and Figure 5 shows the theoretical
waveforms during the balancing process.

Figure 5. The theoretical waveforms in balancing process from VBat8 to VBat1.

Mode III—Charging Mode (t2 < t < t3)

As shown in Figure 6, the bi-directional switch set Sb, Sodd_0, Sodd_1, Seven_7, and Seven_8 are all
turned on. The others are all turned off. The current from VBat8 will charge to Lmb through π filter
II and also deliver the energy from the primary winding Npb to the secondary winding Nsb. In this
transferring state, Da is turned on, and iNsb starts to charge to VBat1 through π filter I. The charging
path is shown in red-dotted current.

Figure 6. Mode III, the battery balancing process from higher VBat8 to lower VBat1.
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Mode IV-Recycling Mode (t3 < t < t4)

As shown in Figure 7, the bi-directional switch set Sb turns off, but Sodd_0, Sodd_1, Seven_7, and
Seven_8 are all still turned on. The rest of the switch sets are turned off. In this interval, the energy
stored in Lmb, and the current iLmb remains continuously. Thus, iLmb (shown with green dotted current)
will flow thru the primary winding Npb to induce a current iNsa from Nsa. The induced current iNsa

also flows through π filter II and charge back to VBar8. During this mode, the energy stored in the
magnetizing inductor can be released and also recycled to the battery (VBat8) effectively. At the left
side of the converter, the energy of VBat1 is provided by π filter I. In this recycling mode, the energy is
saved during this interval.

Figure 7. Mode II, the battery balancing process from higher VBat8 to lower VBat1.

3. Design Consideration and Specification of Cell

In this part, the design consideration is discussed in detail. Table 1 lists the experiment key
parameters (switching frequency, duty cycle, turns ratio, capacitance, and inductance) in this study.
In addition, Table 2 is the specification of LiFePO4 battery. These parameters of battery help to design
the charger and the related components. At first, the turns ratio (NS/NP) of the transformer has to be
determined by using the nominal voltage of cell. In order to simplify the derivation, all the switches
are assumed to be ideal. Besides, this application is operated in low voltage, the power switches and
the diodes can be selected for low power rating to decrease the cost of the converter.

Table 1. Experimental design parameters.

Design Parameters Value

Switching Frequency fs 20 kHz
Duty Cycle D 45%
Turns Ratio Npa: Npb: Nsa: Nsb 1: 1: 1.2: 1.2
Filtering Capacitance Cπ1, Cπ2, Cπ3, Cπ4 100 μF
Filtering Inductance Lπ1, Lπ2 33 μH
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Table 2. Specification of cell, (Company: A123 System LiFePO4 ).

Model Number ANR26650M1B

Charging Voltage 3.6 V
Nominal Voltage 3.3 V
Nominal Capacity 2.5 Ah
Operating Temperature −30 ◦C~55 ◦C
Storage Temperature −40 ◦C ~60 ◦C

The turns ratio can be derived by the voltage of the charging behavior. Refer to Figure 8, Vin is fed
in π filter I, and the voltage across the primary side NPa is also the Vin (assuming the filters and the
switches are ideal). At the secondary side, the voltage VNsa across NSa is induced by NPa. During the
charging state from Vin to Vo, the condition (VNSa −Vo) > VD has to be satisfactory to turn on the
diode Db. Therefore, the charging path can be established as red dotted current.

Figure 8. Determine turns ratio by voltage of charging behavior.

Based on (1), the across voltage on the diode has to be higher than the cut-in bias VD for turning
on the diode. That is, the input voltage Vin is definitely higher than Vo. After the battery balancing
process ends, Vin will approach to the charging voltage of the battery and also to be identical to Vo In
the steady state, Vin = Vo. Thus, the equation (1) can be rewritten which is shown in (2).

(Vin × Ns

Np
−Vo) > VD (1)

Vin ×
(

Ns

Np
− 1
)
> VD (2)

After rearranged (2), the equation (3) can be obtained as below.

Ns

Np
>

VD

Vin
+ 1 (3)

In order to obtain the turns ratio from (3), the voltage of Vin is 3.3V, and the forward bias voltage
of VD is 0.45 V respectively. Based on these parameters which are substituted into (4), the derived
turns ratio is 1.14.

Ns

Np
>
[0.45

3.3
+ 1
]
= 1.14 (4)

In this study, the actual turns ratio is chosen for 1.2 in this experiment.

4. Fast Battery Balancing Control Strategy and the Algorithm

The main digital controller utilized in this proposed structure is dsPIC33EP128GM304 from
Microchip Technology. The first step of the procedure is to sense the voltage of each battery by
the voltage detector circuit and to send the information to the processor with A/D converters.
After analyzing from the processor, the battery cell in the string which needs to be activated for
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balancing will be chosen by the processor. In other words, the related switches (S1, S2, Sodd_0~Sodd_7,
and Seven_1~Seven_8) around the imbalanced battery cells will be turned on or off for balancing process.
Figure 9 shows the structure of the proposed fast battery charging balancing circuit.

 

Figure 9. The structure of fast charging balancing circuit.

When the battery string is being charged, the digital processor utilizes A/D converters and the
voltage detection circuit to detect the battery voltage from VBat1 to VBat8. After detecting the actual
battery voltage, the average voltage Vavg can be calculated by the processor, and the formula is shown
in (5).

Vavg =
Vbat1 + Vbat2 + . . .+ Vbat8

8
(5)

Besides, the start-up voltage Vbalance_start for balancing process is shown in (6), and �V is the
threshold voltage which can be determined by users’ demand.

Vbalance_start = Vavg + ΔV (6)

If any of the battery voltage is higher than the preset of Vbalance_start, the proposed balancing
mechanism will be activated. Once the battery balancing mechanism enables, these batteries which
exist the maximum differential voltage between the odd-numbered and even-numbered will be
selected. During the balancing procedure, the digital processor keeps detecting the batteries voltage
and refreshing the average voltage. Until the highest battery voltage VH ≤ Vavg or the lowest battery
voltage VL ≥ Vavg, the balancing process will be finished. Figure 10 is the flow chart of dynamic battery
charging balancing strategy.
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Figure 10. Flow chart of dynamic battery charging balancing strategy.

In the balancing process, the voltage of each cell will be kept detecting and measuring all the
time. In order to sense the voltage of each cell precisely, and to avoid the load effect between the
cell and the input of the analog to digital converter (ADC), the detection circuit for battery voltage
is adopted. From Figure 9, the detection of battery voltage is composed of a differential-voltage
operational amplifier (OPA) and a low pass filter (LPF) to achieve the voltage measurement of a cell.
The function of LPF is to filter the high frequency noise at the output of OPA. Then, the output of LPF
will connect to the ADC’s input of the MCU. In facts, the charging voltage of cell, VBat is 3.6 V, but the
maximum input voltage of the ADC is 3 V; therefore, the proportion of the resistors around the OPA
needs to be considered (R1 = R3, R2 = R4) for full scale voltage as shown in (7). In this circuit, the LPF
has no attenuation in low frequency. Thus, V1 = VO. In the meanwhile, the voltage of cell can also be
measured by the voltage recorder. The detection of battery voltage circuit is shown in Figure 11.

VO = (
R2

R1
) ×Vbat (7)
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Figure 11. The detection of battery voltage circuit.

5. Experimental and Simulation Results

In order to verify the proposed battery charging balancing circuit with the theoretical derivation,
Figures 12–16 show the triggering waveforms for building up the balancing loop and the related
waveforms when VBat1 charges to VBat8. In the opposite, Figures 17–21 provide the waveforms when
VBat8 charges to VBat1. These waveforms are measured and simulated to prove that the balancing
process is feasible and implemented.

5.1. Waveforms for VBat1 Charges to VBat8

In this section, the simulation results are shown to compare with the experiments. Figure 11
shows the gate signals for turning on Sodd_0, Sodd_1, Seven_7, and Seven_8.

Figure 12. Experiment of VGS triggering waveforms for turning on the switch network (VGSodd_0,
VGSodd_1, VGSeven_7, VGSeven_8), VGSodd_0, VGSodd_1, VGSeven_7, VGSeven_8: 10 V/div, Time: 20 μs/div.

When the balancing loop keeps turning on all the time, Sa also turns on (VGSa: high) in the
meantime. The converter goes to charging mode when VBat1 charges to VBat8. If Sa turns off (VGSa: low),
the converter goes to recycling mode. In recycling mode, the rest of energy stored in the magnetizing
inductor from the previous stage will charge back to VBat1. The following experiments and simulations
are shown from Figures 13–16.

 

Figure 13. Experiment of voltage waveforms of Sa (VGSa, VDSa), VGSa, VDSa: 10 V/div, Time: 20 μs/div.
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Figure 14. Simulation of voltage waveforms of Sa (VGSa, VDSa), VGSa, VDSa: 10 V/div, Time: 20 μs/div.

Referred to Figures 15 and 16, when the converter is being operated in charging mode, iNpa

starts to increases for charging the magnetizing inductor and to deliver the energy to lower voltage
cell. Once the converter goes to recycling mode, iNsb is induced by the magnetizing inductor. Thus,
the stored energy is charged back to the higher voltage cell through the filter. From these two figures
below, the current direction of iNpa is opposite to iNsb. This phenomenon proves that the recycling
mode is successful.

Figure 15. Experiment of current waveforms (iNsb, iNpa), iNsb, iNpa: 500 mA/div, Time: 20 μs/div.

 

Figure 16. Simulation of current waveforms (iNsb, iNpa), iNsb, iNpa: 500 mA/div, Time: 20 μs/div.

5.2. Waveforms for VBat8 Charges to VBat1

This operation principle is almost the same as the previous section, but the only difference is that
the charging direction is inverse (VBat8 charges to VBat1). The simulation results are shown to compare
with the experiments. Figure 17 shows the gate signal for turning on Sodd_0, Sodd_1, Seven_7, and Seven_8

for building up the charging path. In addition, Figures 18–21 present the related waveforms when
VBat8 charges to VBat1.

Figure 17. Experiment of VGS triggering waveforms for the switch network (VGSodd_0, VGSodd_1,
VGSeven_7, VGSeven_8), VGSodd_0, VGSodd_1, VGSeven_7, VGSeven_8: 10 V/div, Time: 20 μs/div.
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After the balancing loop established, Sb turns on in the meantime as well. The converter enters
into charging mode when VBat8 charges to VBat1. However, if Sb turns off, the converter moves to
recycling mode and the rest of energy stored in the magnetizing inductor will charge back to VBat8.
The experiments and simulations are shown from Figures 18–21.

Figure 18. Experiment of voltage waveforms of Sb (VGSb, VDSb), VGSb, VDSb: 10 V/div, Time: 20 μs/div.

 

Figure 19. Simulation of voltage waveforms of Sb (VGSb, VDSb), VGSb, VDSb: 10 V/div, Time: 20 μs/div.

 
Figure 20. Experiment of current waveforms (iNsa, iNpb), iNsa, iNpb: 500 mA/div, Time: 20 μs/div.

 

Figure 21. Simulation of current waveforms (iNsa, iNpb), iNsa, iNpb: 500 mA/div, Time: 20 μs/div.

To sum up the measurements and simulations above, these results are compared and proved that
the proposed fast charging and balancing circuit is feasible.

Before the balancing process starts, each of the battery cells has been discharged for test and
experiment. The open loop voltage of each cell is listed in Table 3 from VBat1 to VBat8 individually.
When the cell is being charged with 1C current, the �V is set for 0.03 V during the balancing interval I
to IV. If the voltage reaches to 3.5 V, the �V is set from 0.03 V to 0.02 V during the balancing interval V
to VII. As the battery voltage rises from 3.5 V to 3.6 V at interval V, the main concept of choosing �V is
set for lower voltage to make the balancing process much more precise. During the experiments, the
voltage and the curve of each cell is measured and drawn by a voltage recorder (model number: midi
LOGGER GL800, manufacture: GRAPHTEC).
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Table 3. Open loop voltage for discharged cells in the test battery string.

Cell Number Open Loop Voltage (V)

VBat1,(Cell1) 2.623
VBat2,(Cell2) 2.616
VBat3,(Cell3) 2.592
VBat4,(Cell4) 2.602
VBat5,(Cell5) 2.611
VBat6,(Cell6) 2.625
VBat7,(Cell7) 2.634
VBat8,(Cell8) 2.639

From Figure 22, each of these cells has 7 balancing intervals from interval I to VII. The balancing
time and the energy loss of the proposed converter from I to VII are summarized as Table 4. As shown
in Table 4, the balancing time becomes shorter when each cell reaches to the charging voltage 3.6 V.
Also, the energy loss of the converter gets lower because the balancing process goes to the end.

Figure 22. Battery’s voltage curve during fast charging balancing process.

Table 4. Balancing time and energy loss in each interval.

Balancing Interval Balancing Time (sec.) Energy Losses (J)

I 124 27.42
II 179 42.94
III 178 42.697
IV 90 22.012
V 31 6.989
VI 88 11.391
VII 40 9.395

In Table 5, the measurements and experimental results are listed. The total balancing time is
to sum up the time from interval I to VII. To compare with the conventional balancing method, the
proposed concept can shorten the balancing time effectively. Besides, after the balancing process, the
maximum differential voltage among the balanced cells is 0.018 V.
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Table 5. Measurement of battery balancing process.

�V1 = 0.03 V (from I–V), �V2 = 0.02 V(from V–II) Value

Total balancing time (sec.) 730
Charging time (sec.) 4250
Total energy loss (J) 162.844
Average efficiency of the converter (%) 79.8
Maximum differential voltage (V) 0.018

As mentioned above, �V is determined by user’s demand and the balancing performance. If the
user requires a lower differential voltage among these cells in the battery string, �V has to be set lower
to achieve the better balancing performance; however, it takes more time for the balancing process.
Table 6 gives a comparison of different value of �V. In the opposite, a higher �V will obtain a worse
balancing performance even the balancing time is shorter.

Table 6. Comparison of different single �V for a complete balancing process.

�V (V) Total Balancing Time (sec.) Maximum Differential Voltage (V)

0.02 2695 0.014
0.03 411 0.023
0.04 365 0.038
0.05 315 0.061

6. Conclusions

The paper proposes a fast charging balancing circuit for LiFePO4 battery. The main concept is to
give a fast voltage balancing strategy for each cell within a single battery string. In this study, a novel
bi-directional forward converter is utilized and connected with the balancing bi-directional switches
network to form a bi-directional battery balancing circuit.

The feature of the proposed scheme is to balance the maximum differential voltage between the
odd-numbered battery and the even-numbered battery in the battery string directly. In order to verify
the proposed structure, a fast battery charging circuit for a string with 8 pieces of cell (3.6 V/2.5 Ah for
each cell) is implemented. In addition, the merit of this circuit can also avoid over charging situation
during the balancing process.

Referred to the experimental and simulation results in previous section, a faster charging balancing
circuit for a battery string is achieved. The advantage of this scheme also improves the precision of
each cell after balancing procedure. The future research will keep improving the balancing algorithms
for random cells in the battery string. Moreover, the proposed study can save more time during
the balancing process. At present, industrial applications, electric vehicles batteries, and higher
capacity batteries are always composed of many cells connected in series and parallel; therefore, the
characteristics and aging phenomenon of each cell have to be concerned with care. In the near future, a
battery management system can be added for the proposed balancing circuit to obtain a high precision
and faster battery equalizer for each cell.
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Abstract: In this paper, an add-on type pulse charger is proposed to shorten the charging time of a
lithium ion battery. To evaluate the performance of the proposed pulse charge method, an add-on type
pulse charger prototype is designed and implemented. Pulse charging is applied to 18650 cylindrical
lithium ion battery packs with 10 series and 2 parallel structures. The proposed pulse charger is
controlled by pulse duty, frequency and magnitude. Various experimental conditions are applied to
optimize the charging parameters of the pulse charging technique. Battery charging data are analyzed
according to the current magnitude and duty at 500 Hz and 1000 Hz and 2000 Hz frequency conditions.
The proposed system is similar to the charging speed of the constant current method under new battery
conditions. However, it was confirmed that as the battery performance is degraded, the charging
speed due to pulse charging increases. Thus, in applications where battery charging/discharging
occurs frequently, the proposed pulse charger has the advantage of fast charging in the long run over
conventional constant current (CC) chargers.

Keywords: add-on pulse charger; quick charge; pulse charging; Li-ion battery

1. Introduction

Recently, owing to air pollution and global warming issues, interest in electric vehicles (EVs)
and plug-in hybrid vehicles (PHEVs) has increased greatly. The batteries used in electric vehicles are
mostly lithium-based secondary batteries because of their weight and mileage. Lithium-ion batteries
have continued to gain market share in the secondary battery market over the last several years.
This is because of their high quality density, low self-discharge and many applications [1,2]. Therefore,
the demand for durability of lithium ion batteries is increasing [3,4]. In addition, improving the
charging time and efficiency of the battery is an important issue in all battery powered applications.

The demand for fast charging is increasing in the case of batteries for electric vehicles [5]. The use
of electric cars is increasing the need for fast chargers. Various charging technologies have been
developed to improve the condition, life cycle, charging time and charging efficiency of lithium-ion
batteries [2,6–10]. Among various technologies, constant current (CC) and constant voltage (CV)
charging methods are widely used [1,11]. CC–CV charging technology, charges with CC below
the threshold voltage. When the threshold voltage is reached, the current gradually falls, charging
to a constant voltage. The magnitude of the CC and CV depends on the battery specifications.
The disadvantage of this charging technique is that it reduces the charge current in the CV section
to prevent battery damage owing to overvoltage. Therefore, the charging time is extended in this
section [6]. In the case of CC–CV charging, the charging time is long because the charging speed is slow.

Another method is to charge with a current higher than the rated current for fast charging until the
battery voltage reaches the set threshold. After the CC period, the charging current should be reduced
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for battery safety. In this case, the charging speed of the battery increases, but the cost of the charging
system increases. This is because a higher charging system is required for the battery capacity [12].

Pulse charging, which charges the battery by controlling the charging current, improves fast
charging time and battery charging efficiency without significantly increasing costs [13–15]. However,
to achieve the pulse charging effect, the duty and frequency of the pulse current must be appropriately
selected [14]. In existing studies [2,15], the battery was charged in the form of a pulse from zero current
to the charging current. The pulse frequency, duty and magnitude of the charging current affect the
battery charging time. Depending on the frequency and duty of pulse charging, the charging time
is shorter than that of the CC–CV charger method. In a previous study [2], adaptive pulse charging
reduced the charging time by approximately 12.7%. In the study [15], the charge time was improved
by 3.4% by applying the duty-varied voltage pulse charging method. However, these charging
technologies require a dedicated charger with additional hardware and software.

In this paper, an add-on pulse type charging system is proposed, which can be connected to
a conventional charging system and pulse the charging current. The proposed add-on pulse type
charging system can control the amplitude, frequency and duty of the current pulse. By applying the
proposed pulse charger, the existing charger can be applied CC–CV charging and the pulse charger
method. Based on the results, the faster charging effect of the pulse charging method was verified as
the performance of the lithium ion battery decreased.

2. Structure of Conventional Charging System

A conventional charging system consists of a pulse charger as shown in Figure 1a, and a CC–CV
charger as shown in Figure 1b. Pulse charging is fast, but it is accompanied by the degradation of
the battery. Therefore, selective charging should be available when only a quick charge is needed.
Charging requires both pulse chargers and CC–CV chargers for existing systems.

(a)

(b)

Figure 1. Structure of the conventional charging system. (a) Pulse charger (b) constant current–constant
voltage (CC–CV) charger.

3. Add-On Type Pulse Charger

The proposed add-on pulsed charging system is shown in Figure 2. If the add-on type pulse
charger does not operate as shown in Figure 2a, it operates as a CC–CV charger. As shown in Figure 2b,
when the pulsed charging circuit is driven, it operates as a pulse charger. Therefore, the pulse charger
and CC–CV charging can be selectively performed using the same charger.
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(a)

(b)

Figure 2. Structure of the conventional charging system. (a) Pulse charger (b) CC–CV charger.

Pulse charging uses a controlled pulse current to charge the battery. Figure 3a shows the basic
structure of the pulse charger pulsed to the battery by controlling the switch (S1). Figure 3b shows the
waveform of the pulse current applied to the battery, which is the control element of the peak current
amplitude (ΔIc), pulse duty (Dp = ton/Tp) and frequency (fp = 1/Tp). The pulse frequency, duty cycle
and level affect the charging time, battery life cycle and battery parameters. As a result, pulse charging
improves the charging speed and energy efficiency [5].

(a) (b)

Figure 3. Structure of the pulse charger. (a) Pulse charging model and (b) pulse waveform.

As shown in Figure 4, a synchronous DC/DC converter circuit is applied to the pulse generator
module with pulse parameter control. The basic operation uses a portion of the battery charge current
to charge the link capacitor, discharging the charged capacitor energy to supply a pulsed current to
the battery.

First, the link capacitor is charged using the energy of the charger. When the lower switch Q2 is
turned on and the upper switch Q1 is turned off, it works as shown in Figure 5a. When low side switch
Q2 is turned off, current flows through the body diode of high side switch Q1. As shown in Figure 5b,
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when Q1 is turned on, the voltage across Q1 becomes a zero voltage condition [16]. The battery is
charged by the charge current of the CC charger minus the capacitor charge current.

Figure 4. Circuit of the add-on pulse charger.

Q1

Q2

L

(a)

Q1

Q2

L

(b)

Figure 5. Capacitor charge mode (a) Q1: turn off, Q2: turn on, (b) Q1: turn on and Q2: turn off.

Next is the mode for discharging the link capacitor to add charging current to the battery. When the
high-side switch Q1 is turned on and the low-side switch Q2 is turned off, it works as shown in
Figure 6a. When the high-side switch Q1 is turned off, current flows through the body diode of the
low-side switch Q2. As shown in Figure 6b, when Q2 is turned on, the voltage across Q2 becomes a
zero voltage condition [16]. The battery is charged by the capacitor discharge current plus the charging
current of the CC charger.

Q1

Q2

L

(a)

Q1

Q2

L

(b)

Figure 6. Capacitor discharge mode (a) Q1: turn on, Q2: turn off, (b) Q1: turn off and Q2: turn on.
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3.1. Design of Circuit Parameters

Target specifications were chosen to design the pulsed charging circuit parameters. The voltage
of a typical electric car is 350–400 V. Tesla organizes battery systems in series and in parallel with
18650 cylindrical cells. In this study, the battery voltage was reduced by approximately 10 times for safe
experimentation. Thus, 18650 cylindrical cells were used in 10 series and two parallel configurations.
The battery used was the INR 18650-35E from Samsung SDI. The battery’s nominal voltage was
36 V, and the maximum charging current is 1 C-rate. The maximum voltage of the link capacitor
was selected within the operating voltage range of the power semiconductor device (IPT059N15N3).
Detailed specifications are listed in Table 1

Table 1. Specifications of the pulse charger.

Parameter Value Unit

Battery Voltage (Nominal) 36 V
Charge/Discharge Current 6.8 A

Pulse Frequency 200–1000 Hz
Maximum Link Voltage 120 V

Switching Frequency 100 kHz

The link capacitor design is important in generating the pulse current during battery charging
through charging/discharging of the link capacitor. The capacitance can be calculated from the variation
of the electric charge of the link capacitor. The change amount of the electric charge can be obtained
through Equation (1)

ΔQ = Clink·ΔVlink =

∫ Tp

0
IL·dt (1)

where the maximum inductor current is 6.8 A. The charge/discharge pulse time is 1–5 msec. The voltage
change of the capacitor through charging/discharging is shown in Equation (2).

ΔVlink = Vlink.max −Vlink.min (2)

The maximum voltage was set to 120 V, considering a 20% margin at 150 V, the rated voltage of
the power semiconductor. The minimum voltage matches the battery voltage, so the voltage change
on the capacitor is 84 V. Depending on the voltage specification, Equation (2) can be summarized by
Equation (3).

Vlink.max = Vlink.min + ΔVlink =
2·IL·tpulse

Clink
+ Vlink.min (3)

Equation (3) can be expressed as Equation (4) when summarized by capacitance.

Clink =
2·IL·tpulse

Vlink.max −Vlink.min
(4)

Through the above equation, the capacitance of the link capacitor is 160 μF. Therefore, 200 μF is
chosen considering a 20% design margin.

In the charge and discharge mode, the inductor current always determines the inductance value
to operate in continuous mode. For the inductor design, when the Q1 turn-on time is 0 < t <DT in the
steady state, the voltage VL applied to the inductor is given by Equation (5).

Where D is the duty ratio of pulse width modulation (PWM) supplied to Q1. T is switching time.

VL = VBat −Vlink (5)

The relationship between the current IL of the inductor and the inductor voltage VL is shown in
Equation (6).
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VL = L
dIL

dt
(6)

Through Equations (5) and (6), the inductor current ripple for 0 < t <DT can be obtained as shown
in Equation (7).

ΔIL =
Vlink −VBat

L
DT (7)

The inductor current ripple can be obtained based on the rated output current. The maximum
inductor current is shown in Equation (8), and the minimum inductor current is shown in Equation (9).

Imax = Ilink +
ΔIL

2
=

VBat

R
+

1
2

(Vlink −VBat

L
DT
)

(8)

Imin = Ilink − ΔIL

2
=

VBat

R
− 1

2

(Vlink −VBat

L
DT
)

(9)

The current ripple of the inductor can be calculated as shown in Equation (10).

ΔIL =
VBat(Vlink −VBat)

Vlink·L· fsw
(10)

Equation (11) is expressed as inductance and can be obtained as follows.

L =
VBat(Vlink −VBat)

Vlink·ΔIL· fsw
(11)

The inductor current ripple is typically chosen to be 10–20% of the rated current. In this study,
we chose 10% to reduce the battery current ripple. Therefore, the calculated value of inductance was
370 μH. It was designed as 400 μH considering a 10% margin.

3.2. Control Algorithm for Add-On Pulse Charger

A control algorithm is established for charging/discharging the link capacitor for pulse current
supply. If the command value of the inductor current is greater than zero, the step down operation is
performed. Conversely, if the inductor current command value is less than zero, the step up operation
is performed. Pulse duty and pulse amplitude commands should be set for voltage balancing of link
capacitors during charge/discharge. Pulse duty is limited up to 50% and inductor current command is
calculated according to pulse duty and pulse amplitude command. The current reference for the link
capacitor charge mode and discharge mode is calculated by the following equation.

IL_re f _discharging = Id ×
(
1−Dp
)

(12)

IL_re f _charging = −Id ×Dp (13)

where Id is the set pulse magnitude.
The inductor current, battery charge current, and link voltage waveforms for the inductor’s set

current are shown in Figure 7.
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(a) (b)

Figure 7. Characteristic waveforms according to the inductor current control: (a) Dp: 50% and (b) Dp: 20%.

In the 1-Dp section, the link capacitor was charged using the charging current of a conventional
charger. The battery was charged by subtracting the link capacitor charge current from the charger
current. In the Dp section, the link capacitor was discharged. The capacitor discharge current was
added to the charger’s charging current to charge the battery. The Proportional-Integral (PI) current
controller was applied to equally control the charge and discharge current of the inductor according
to the pulse duty. The control block of the pulse charger is shown in Figure 8. The inductor current
reference of the pulse charger was set according to the set pulse current specification. A negative
setting inductor current command charges the link capacitor. On the other hand, positive numbers
discharge the link capacitor. The PI controller was used to control the inductor current for charging
and discharging the link capacitor. The add-on type pulse charging system could control the pulse of
the battery charging current through the inductor current control.

Figure 8. Control block diagram of the pulse charger.
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4. Simulation and Experimental Results

This section presents the simulation and experimental results. Additional pulse charging circuits
were designed using the circuit parameters selected above. The simulation used PSIM. The pulse charger
specifications are listed in Table 2. The battery charge current was selected as 4 A in consideration of
the INR 18650-35E maximum charge current. The simulation circuit was implemented as shown in
Figure 9.

Table 2. Specifications and circuit parameters of the pulse charger.

Parameter Value Unit

Inductance 400 μH
Link Capacitance 200 μF

CC Charge Current 4 A
Pulse Frequency 200–1000 Hz

Pulse Duty 50 %
Depth Pulse Current 0–4 A

Figure 9. Circuit of the simulation.

The simulation results for the add-on type pulse chargers are shown in Figures 10 and 11. Figure 10
shows simulation results for a pulse frequency of 500 Hz, 50% pulse duty and an inductor current
reference of 2 A. Depending on the pulse duty, the inductor current was controlled to be 1 A on charge
and −1 A on discharge. Figure 10 shows the simulation results for a pulse frequency of 1000 Hz,
20% pulse duty and inductor current reference of 4 A. Depending on the pulse duty, the inductor
current was controlled to be 3.2 A on charge and −0.8 A on discharge. The inverter current was
controlled according to the duty and current reference of the pulse.
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Figure 10. Results of the simulation at a 50% pulse duty ratio and 500 Hz pulse frequency.

Figure 11. Results of the simulation at a 20% pulse duty ratio and 1000 Hz pulse frequency.

Based on the simulation, the battery was tested for pulse charging. To charge the battery with a
CC, a diagram of the test equipment was constructed as shown in Figure 12a. A prototype of an add-on
pulse charger is shown in Figure 12b. Figure 12c shows the configured experimental set. DC power
supplies and electronic loads were used to construct a constant current charging system. The battery
consisted of 10 series and two parallel structures. Oscilloscopes and data loggers were used to collect
the characteristic battery data by pulse charging.
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(a) (b)

(c)

Figure 12. Experiment set configuration. (a) Block diagram of the experiment set, (b) prototype of the
add-on type pulse charger and (c) experiment environment.

Pulse charge experiments were performed in the constant current charge range of the battery.
CC charging and pulse charging tests were performed for a comparative analysis of conventional
charging methods and pulse charging methods. The charging of the pulse was proceeded by changing
the frequency, duty and magnitude of the pulse.

Figure 13 shows the steady-state characteristics by a set frequency at 50% pulse duty and 4 A
pulse magnitude. Figure 14 shows the steady-state characteristics by a set duty at 1000 Hz pulse
frequency and 4 A pulse magnitude. It was confirmed that the link capacitor was charged and
discharged according to the set battery charge pulse. The proposed add-on pulse charger verified that
the pulse frequency, magnitude and duty of the battery charge current could be selectively changed by
charging/discharging the link capacitor. In addition, it could be confirmed that the mean value of the
charging current of the battery is the same.
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(a)

(b)

Figure 13. Characteristics of the steady state: (a) pulse frequency: 500 Hz and (b) pulse frequency:
1000 Hz.

(a)

(b)

Figure 14. Characteristics of the steady state: (a) pulse duty: 20% and (b) pulse duty: 50%.

Table 3 shows the experimental results by the frequency change. The initial temperature is slightly
different at experimental conditions. However, considering aging according to the experimental
sequence, 1000 Hz was identified as the best point.
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Table 3. Experimental results by pulse frequency.

Pulse Frequency Start Voltage End Voltage
End

Temperature
End

Temperature
Charge Time

500 Hz 33.1 V 41.5 V 33.1 ◦C 41.5 ◦C 76.9 min
1000 Hz 33.1 V 41.5 V 30.0 ◦C 40.1 ◦C 77.0 min
2000 Hz 33.1 V 41.5 V 33.1 ◦C 41.5 ◦C 77.0 min

Referring to the existing paper, it was confirmed that the optimum pulse frequency changes
according to the battery characteristics. Experiments were performed to select the optimal frequency
for Li-ion battery cells used in this paper. Experiments were performed in the order of 1000 Hz,
2000 Hz and 500 Hz. At this time, the pulse duty was 50% and the pulse current magnitude was 6 A.
Considering the temperature conditions, all experiments were conducted in a chamber.

Next, experiments were conducted to evaluate the characteristics of the proposed pulse charging
and CC charging. Pulse charging began first to reduce the effects of battery aging. The experiment
proceeds in the order of pulse charging–discharging-CC charging–discharging. Pulse charge was
performed at 1000 Hz pulse frequency, 50% pulse duty and 6A pulse current. Table 4 shows the pulse
charging results. Table 5 shows the result of CC charging. In the above experiment, CC charging
appeared faster. The reason is that due to the characteristics of the pulse controller, the average current
of pulse charging was charged as low as about 0.02 A.

Table 4. Experimental results by pulse charging.

No. Start Voltage End Voltage Start Temperature End Temperature Charge Time

1 33.1 V 41.5 V 29.6 ◦C 39.7 ◦C 4674 sec
2 33.1 V 41.5 V 30.1 ◦C 39.9 ◦C 4650 sec
3 33.1 V 41.5 V 30.0 ◦C 40.1 ◦C 4620 sec

Table 5. Experimental results by CC charging

No. Start Voltage End Voltage Start Temperature End Temperature Charge Time

1 33.1 V 41.5 V 30.0 ◦C 39.0 ◦C 4614 sec
2 33.1 V 41.5 V 30.0 ◦C 39.1 ◦C 4584 sec
3 33.1 V 41.5 V 30.0 ◦C 40.2 ◦C 4578 sec

Experiments show that the CC charge was quickly charged in the new battery state. However,
due to the control characteristics of the pulse charge during the experiment, the average battery charge
current was 0.02 A less than the CC charge. Therefore, in the fresh battery, it was determined that the
speed difference between pulse charging and CC charging was very small.

However, analysis of the experimental data confirmed that the charge rate of the pulse charge
was increased when the battery was repeatedly charged/discharged. In the case of pulse charging, the
second charging speed was about 24 s faster than the first charging speed. The third charge was about
30 s faster than the second charge. As the test results show above, as battery was aging, the charge
speed gradually increased. In contrast, for CC charging, the second charging rate was 30 s faster than
the first charging rate. The third charge was 6 s faster than the second charge. As the test results show
above, as the battery was aging, the charge rate gradually slowed down. The results are shown in
Table 6.

Table 6. Result of the reduction of the charging time by the charging method.

Reduce the Charging Time-Pulse Charging Reduce the Charging Time-CC Charging

24 sec 30 sec
30 sec 6 sec
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Pulse charging was more effective when battery performance deteriorated. In the case of a real
lithium-ion battery, the fresh period is very short given the total life. In particular, in applications
where charging/discharging occurs frequently, such as in electric vehicles, the proposed pulse charging
method was proven to benefit from long-term fast charging rather than CC charging.

5. Conclusions

This paper proposed a pulse charging technique using additional charging circuits for the quick
charging of lithium-ion batteries. Pulse charging shortens the charging time, but may degrade the
performance of the battery. Therefore, pulse charging should be able to be optionally required. However,
conventional charging systems require both pulse chargers and CC–CV chargers. The proposed
add-on pulse charging circuit was connected to the existing CC–CV charger, allowing pulse charging.
This charging circuit had the advantage of being applicable not only to electric vehicles but also all
applications that use batteries.

This paper presented the pulse charging circuit, experimental method and data analysis.
Pulse charging technology was applied to 18650 cylindrical lithium ion batteries to analyze the
experimental results. Pulse charge and CC charge experiments were performed in the constant current
charge section of the battery. Through repeated experiments, the charging rate by pulse charging in
fresh battery condition was similar to that of conventional CC charging.

However, as battery performance deteriorated, the charge speed increase of CC charging gradually
decreased. On the other hand, the increase of the charging speed by pulse charge gradually increased.
To neglect the effects of aging, pulse filling was first performed. Therefore, pulse charging is more
effective when battery performance degrades. In a real battery, its life is much longer than a fresh
battery. Thus, in applications where charge/discharge frequently occurs, such as in electric vehicles,
the proposed pulse charging rather than CC charging has a long-term advantage. In particular,
the existing charging infrastructure was constructed using CC–CV chargers. Instead of installing a
separate pulse charger for fast charging, using the proposed charger is expected to reduce overall costs.

In the future, we will compare pulse charging and CC charging characteristics while continuing
to degrade battery performance.
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Abstract: For a high-power static synchronous compensator (STATCOM), a full-power pre-operation
test in the factory is necessary to ensure the product quality of a newly manufactured one. But owing
to the hardware limitation and cost of test platform, such test is currently too difficult to conduct in
the factory, thus it poses great risk to the on-site operation and commissioning. To address this issue,
this paper proposes an individual phase full-power testing method for STATCOM. By changing the
port connection, three-phase STATCOM was reconstructed into a structure that two phases are in
parallel and then in series with the third-phase, and then connected to two phases of the rated voltage
grid. Then by rationally matching the voltage and current of three phases, the parallel phases can get
a reactive current hedging under both the rated voltage and rated current, meanwhile three phases
maintain their active power balance. As a result, STATCOM gets a phase full-power tested phase by
phase. The simulation results in Matlab/Simulink show that, under the proposed test system, both
the voltage and current of the parallel two phases get their rated values while the grid current is only
about 3% of the rated current, meanwhile the DC-link voltage of each phase converter is stabilized.
Compared with other testing methods for STATCOM, this method requires neither extra hardware
nor high-capacity power supply to construct the test platform, but it can simultaneously examine
both the entire main circuit and a large part of the control system in STATCOM. Therefore, it provides
a cost-effective engineering method for the factory test of high-power STATCOM.

Keywords: full-power testing; high-power; individual phase; operation test; static synchronous
compensator (STATCOM)

1. Introduction

Static synchronous compensator (STATCOM) is an effective solution for fast voltage/reactive power
support during normal and faulty conditions [1,2]. During the last decades, much research has been
carried out on its structure, control, modulation, and application [3–7]. For medium-voltage application,
STATCOM usually adopts the multi-level converter topology, including the flying-capacitor multi-level
converter [8], diode-clamped multilevel converter [9], and cascaded multi-level converter [10–12].
Since the modular multilevel converter (MMC) topology was proposed and applied [13], MMC-based
STATCOM has gained growing attention because of its outstanding performance, such as a low
harmonic, low losses, scalability, and redundant design [14–16]. Especially with the development
of new energy power generation, it has obtained wide applications and has become the standard
configuration in wind farms and photovoltaic power plants to improve low voltage ride through
capability [17,18]. In most applications, its capacity is generally 10–100 Mvar. In 2018, South Korea
built three ±400 Mvar STATCOMs, which are the world largest [19].

To ensure the safe, reliable, and stable operation of a newly manufactured STATCOM, a complete
set of pre-operation tests are necessary. The standard IEEE P1052/08 [20] contains a special chapter
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to guide STATCOM testing, and specifies the factory test items of STACOM components, such as
switching devices and controls. IEC 62927 defined the detailed requirements of electrical testing for
STATCOM converter [21]. It lists many test items and objectives of value or value section, but rarely
gives the corresponding test circuit or method. For the testing of STATCOM controls, a real-time digital
simulator (RTDS) is usually employed to form a hardware- in-the-loop test system where the main
circuit part is digitally modeled [22,23]. It can comprehensively test the control and protection systems,
but cannot evaluate any main power component. For the testing of STATCOM value, the common
method is to employ two submodules to form a back-to-back test platform [24,25]. It can check the
converter adequacy with regard to current, voltage, and temperature stresses in various operation
conditions. But it requires an extra DC voltage source connected to the DC-bus of one submodule,
so that the active power loss of the submodules during operation can be supplemented. It applies to
submodules rather than value section, which consist of several submodules, because the latter does not
have a common DC-bus. In fact, the most critical difficulty for value section tests is the requirement for
energy supplements. A typical test method for value section is that two value sections are connected in
parallel to a single-phase source. One section generates inductive reactive current, while the other
generates capacitive reactive current; meanwhile the voltage source provides a certain current to
supplement the active losses of value sections. Because the medium voltage distribution network is
usually three-phase three-wire system, this method requires a single-phase high-power voltage source
instead of the grid, resulting in higher test platform cost. In [26], an equivalent testing method was
presented for full-power testing of STATCOM converter. It employs an additional high-voltage DC
source and two low-voltage DC sources besides two tested STATCOM converters. These DC sources
are used to charge the tested converters and compensate their active loss during operation. This also
leads to high platform cost and a large footprint.

All these testing methods are for individual component of STATCOM, but not for a complete
machine. But the performance of STATCOM depends on, not only individual components, but
also component assembly, components wiring, and mutual coordination among devices. Therefore,
it is necessary to conduct a whole machine test for a newly manufactured STATCOM. For the testing
of whole STATCOM, an intuitive idea is to directly carry out a full-power test in the factory. Since
the STATCOM rating is usually far beyond the power supply capacity of a factory, such an idea
is not feasible. An alternative option is to employ two STATCOMs to form a back-to-back test
platform [27]. One is operated as test object to output the rated reactive current, while the other is used
as an accompanying device to output the opposite reactive current to neutralize the former, thereby
maintaining the tiny total grid current. It can test the actual performance of the whole STATCOM, but
requires an extra STATCOM besides the tested one, resulting in very high cost and poor utilization.
Moreover, it has high requirement for synchronous coordinated control of these two STATCOMs.
Therefore, such a test is almost impossible in the practical applications. In [28], a current closed-loop
test method for ±100 Mvar STATCOM was proposed, based on the principle of equal potential. Firstly,
three-phase STATCOM was connected to the grid to charge, and then disconnected from the grid and
short-circuit at the three-phase ports to conduct zero-voltage full-current closed-loop operation. It can
conveniently verify the capability of current control as well as voltage insulation level of a complete
STATCOM. However, under this method, STATCOM operates either, at high voltage or high current
and, therefore, cannot test the actual operating characteristics at both the rated voltage and rated
current. Moreover, it can only run for a short time so it cannot be used for long-term power assessment
of the STATCOM.

To overcome these problems, this paper proposes an individual phase full-power testing method
for STATCOM. In this method, three-phase STATCOM was reconstructed into a structure that two
phases are in parallel and then series with the third-phase. Then, by rationally matching the voltage
and current of each phase, the parallel two phases can steadily operate under both the rated voltage
and current, thus realize a phase full-power test. The corresponding math relationship was analyzed
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and a double-loop control system was designed. A simulation was carried out in Matlab, and the
simulation results show that STATCOM can stably operate under the proposed system.

2. Circuit Configuration and Operation Principle

The circuit configuration of the proposed testing method is shown in Figure 1. It can seem that
one phase port of the normal STATCOM is disconnected from the grid, and then shorted to one of the
other two phases. Its equivalent circuit model is shown in Figure 2, where the A-phase and B-phase
arms are connected in parallel, and then in series, with the C-phase to a single-phase voltage source,
whose amplitude equals the rated line voltage rather than the rated phase voltage.

 
Figure 1. Circuit configuration of the proposed STATCOM testing method.

Figure 2. Equivalent simplified circuit diagram of the proposed testing system.

Under the aforementioned structure, three phase converters are individually controlled as follows:
(1) The output voltage of the C-phase converter was properly adjusted so that the amplitude of

the A-phase voltage is just equal to its rated phase voltage, namely, the C-phase voltage is equal to the
vector difference between the access line voltage and the expected A-phase voltage.

(2) The currents in the parallel two phases were controlled to perform a phase-to-phase reactive
current hedging with the rated current amplitude, namely, one phase follows the rated capacitive
reactive current, while the other with the rated inductive reactive current.

In this way, for the A-phase or B-phase arm (including the converter value and filter reactance),
both its voltage and current reached the rated values, thus achieving a phase full-power operation.
Moreover, since the reactive currents form a circulation between A-phase and B-phase arms, the grid
current is tiny and close to zero, thus the power supply capacity of such test platform is relatively small
and easy to implement.
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Similarly, by changing the shorted phase, the full power test for B-phase or C-phase converter can
also be realized. Then all of three phases are individually tested at phase full-power condition, so this
method can be named as individual phase full-power testing method.

3. Mathematical Model of the Individual Phase Full-Power Testing System

3.1. Basic Relationship and Constraints

In the equivalent circuit model shown as Figure 2, the voltage and current of three phase arms
meet the basic relationship as following:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
uAO = RAiA + LA

d
dt iA + uaO

uAO = RBiB + LB
d
dt iB + ubO

uCO = RCiC + LC
d
dt iC + ucO

(1)

{
iC= −(iA + iB)
uCO = uAO − uAC

(2)

where uAO, uCO represent the arm voltages of A-phase and C-phase (i.e., uAO is the voltage difference
between the A-phase port A and the internal neutral point O in Figure 2, similar is uCO). iA, iB, and
iC are the arm currents. uaO, ubO, and ucO are the output voltage of three converters (i.e., uaO is the
voltage difference between the port a in Figure 2 and the neutral point O, similar are ubO and ucO). RA,
RB, and RC are the equivalent resistance of each arm, LA, LB, and LC are the inductance of each arm.
While, uAC represents the grid access voltage between the A-phase and C-phase ports, and depends
mainly on the grid rather than the STATCOM.

Considering the defined operating conditions of this test system, the above voltages satisfy the
following constraints: (1) The amplitude of A-phase voltage uAO (not the A-phase converter output
voltage uaO) equals to the rated phase voltage of STATCOM to reach the rated voltage condition; (2) the
amplitude of line voltage uAC equals to the rated line voltage; (3) the amplitude of C-phase converter
output voltage ucO cannot exceed its maximum allowable range. Since the C-phase current in this test
system is far less than its rated value, its voltage drop across resistance and inductance is very tiny.
Thus, the amplitude of C-phase arm voltage uCO is very close to that of C-phase converter voltage ucO.
In short, the amplitudes of the above voltages satisfy the following constraints:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

‖uAO‖ = UpN

‖uAC‖ = UlN =
√

3UpN

‖uCO‖ ≤ Ucmax

(3)

where UpN, and UlN, respectively represent the amplitudes of the rated phase and line voltages of
STATCOM. While, Ucmax represents the maximum output voltage of every phase converter, generally,
it is larger than the rated phase voltage of STATCOM.

Ideally, there is only the rated amplitude of inductive/capacitive reactive current in A-phase and
B-phase arms, while C-phase current is zero (because A-phase and B-phase arms constitute a circulating
current). In fact, due to the loop resistance and switching device loss in every phase, each phase
requires the absorption of a certain active power from the grid to compensate the resistance losses
and convertor losses, and then maintain its active power balance, so that the DC-link voltage of each
converter can remain stable. Under typical hardware parameters, the active current is about 1% of
the rated current when each phase operates at its rated voltage and current. Although the active
current has little effect on the amplitude of phase current, it is essential to maintain the active power
balance. Therefore, in the steady state operation, both A-phase and B-phase currents contain reactive
and active components, while C-phase current contains the negative sum of the active components in
the A-phase and B-phase currents, and it would also contain the remaining reactive components that
are not completely neutralized.

490



Electronics 2019, 8, 754

In terms of amplitude, the A-phase and B-phase currents are approximately equal to their rated
value, while C-phase current is much smaller. Since the active loss of each phase is closely related to its
current amplitude, in the steady state operation, the absorbed active power of three phases (not the
active power of static converters) can be expressed as:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
PA = uAO·iA = UPNIaP > 0
PB = uBO·iB = UPNIbP > 0
PC = uCO·iC ≈ 0

(4)

where IaP, and IbP, respectively represent the active components in A-phase and B-phase currents.
Combining the constraints (2)–(4), we can plot the voltage and current vector diagram of the

STATCOM as Figure 3. Here the A-phase voltage vector uAO is selected as the orientation reference,
and then according to the voltage constraints (3), the C-phase voltage vector uCO can only be on the
circle with point C as the center and the rated line voltage UlN as the radius, moreover it has to be
within the circle with point O as the center and the maximum converter voltage Ucmax as the radius.
Combining the two requirements, the C-phase voltage vector has to be on the arcs CC′ in Figure 3.

U

AOu

COu

i

i

i

lNU

 
Figure 3. The basic voltage and current vector diagram of the testing system.

According to equation (4), the angle between the A-phase voltage uAO and current iA must be
less than 90◦, namely, the A-phase current must contains some positive active component, and the
same is true for the B-phase voltage and current. At the same time, because the C-phase voltage and
current are not at zero, in order to satisfy the third formula in equation (4), the C-phase voltage vector
uCO and current iC must be basically vertical to each other. Based on the above constraints, we can
deduce two conclusions:

(1) The C-phase voltage vector uCO cannot be parallel to A-phase voltage uAO. This is because both
A-phase and B-phase currents contain some positive active component to compensate for the
resistance loss and convertor loss, if C-phase voltage uCO is parallel to A-phase voltage uAO,
the C-phase current cannot be vertical to the C-phase voltage vector uCO, thus C-phase cannot
get its active power balance. This shows that C-phase voltage and A-phase voltage cannot
be simplified to a simple algebraic superposition relationship, and they have to be a vector
superposition relationship.

(2) The reactive components in the A-phase and B-phase currents cannot be exactly offset, in other words,
the size of their reactive components cannot be the same. This is because when the reactive components
are exactly offset, the sum of A-phase and B-phase currents is in the same direction as the A-phase
voltage uAO, in that case the C-phase voltage uCO cannot be vertical to the current iC unless uCO itself
is perpendicular to uAO, thus C-phase cannot get its active power balance.
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3.2. Recommended Voltage-Current Combination

In the range satisfying the foregoing constraints, there are many alternative combinations of
voltage and current. As an example, here we choose a representative combination as Figure 4, and
their math expressions are as follows:

⎧⎪⎪⎪⎨⎪⎪⎪⎩
uC = UpNej(−120◦)

iA = IaP + jIpN

iB = IbP − jIpN + jIadd

(5)

where Iadd represents an additional reactive component in the B-phase current. It is usually negative in
steady state but can also be positive or zero during some dynamic process.

Figure 4. The voltage and current vector diagram of the recommended voltage-current combination.

Substituting Equation (5) into (2), the C-phase current can be calculated as:

iC = −(iA + iB) = −(IaP + IbP) − jIadd (6)

while the C-phase absorbed active power from the outside can be calculated as:

PC = uCO·iC =
[
UpNcos(−120 ◦) + jUpNsin(−120 ◦

)]
·[−(IaP + IbP) − jIadd]

= 1
2 UpN(IaP + IbP) +

√
3

2 UpNIadd
. (7)

As in (7), by adjusting the additional component Iadd in the B-phase current, the active power
absorbed by the C-phase arm can be regulated in order to achieve the stability of the DC-bus voltage of
C-phase converter. On the other hand, for B-phase arm, this additional component Iadd is the reactive
current component, so it has no effect on the active power balance of B-phase arm. Of course, it has yet
no effect on the active power balance of A-phase arm. In other words, we can independently regulate
the C-phase convertor DC voltage without affecting the other two phases.

4. Control System Design

4.1. Control System Structure

Based on foregoing analysis, the control structure of the proposed testing system is constructed
as Figure 5. Firstly, a phase locked loop (PLL) was employed to extract the phase information of the
access port voltage, and then generated a plurality of phase references. Secondly, the individual phase
instantaneous control was used to calculate the required voltage of every-phase converter [29,30].
Finally, the carrier phase shifting pulse width modulation (CPS-PWM) [31,32] was used to generate the
required drive signals for each MMC submodule. The specific structure is as follows.
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(1) In the phase-locked unit, the phase of the access port voltage uAC was directly detected, and then
minus 30◦ to be as the phase reference of A-phase voltage, and further minus 120◦to be as the
phase reference of C-phase voltage. This is because in the selected voltage-current relationship
shown in Figure 4, the A-phase voltage uAO lags the access port voltage uAC by 30◦, and it is
ahead of C-phase voltage uCO by 120◦.

(2) In the individual phase instantaneous control, both A-phase and B-phase adopt a double loop
control structure. The A-phase current reference contains two components. One is to generate the
required reactive current for power evaluation while the other is to regulate the A-phase total DC
voltage. The B-phase current reference consists of three components, the first part is to offset the
A-phase reactive current, the second is to regulate the B-phase total DC voltage, and the third is to
regulate the C-phase total DC voltage. The C-phase uses an open-loop voltage control to directly
calculate the required C-phase output voltage according to the given amplitude and phase.

(3) The CPS-PWM unit distributes the drive signals of every submodule according to the each phase
total voltage demand calculated by the individual phase controller, and it also includes a voltage
balancing control among different sub-modules in each phase chain, and such balancing control
has been studied in many literatures [33–37]. Because this unit is basically the same as the
conventional STACOM, here it will not be described again.

Figure 5. The control system block of the proposed testing system.

4.2. Soft Power-on Process for the Individual Phase Full-Load Testing System

Since the circuit configuration of the individual phase full-power testing system is different from
conventional three-phase STATCOM, the conventional soft power-on process is no longer applicable
for the individual phase testing system. To solve this problem, the paper proposes a soft power-on
method applicable for this configuration, and shown as Figure 6.

(1) Before powering up the main part of the tested STATCOM, firstly block the three-phase converters
and put in the three-phase soft power-up resistor.

(2) Then turn on the grid breaker to start the power-on process, thus the grid line voltage charges the
DC capacitors of A/B/C three-phase converters by uncontrolled rectification.
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(3) When DC-bus voltage of serial phase (here C-phase) converter exceeded a set threshold Uf, bypass
C-phase converter while keep both A-phase and B-phase converters blocked. Thus, the grid-line
voltage charges the DC-link capacitors of A-phase and B-phase converters by uncontrolled
rectification, while the DC voltage of C phase converter keeps its current value.

(4) When the DC-bus voltage of parallel phases converters has exceeded their set threshold Udc,
bypass the A/B phase converters while keep C-phase converters blocked. Thus, the grid line
voltage charges the DC capacitors of C phase converter by uncontrolled rectification. While,
the DC voltage of A/B phase converters keeps its current value.

(5) When the DC-bus voltage of C-phase converter has exceeded its set threshold UdcN, there is a
bypass of the soft start resistor by turning on the switches, and then end the soft power-on process.

Figure 6. The flow diagram of soft power-on process for the individual phase full-load testing system.

5. Simulation Verification

In order to verify the proposed STATCOM testing system, a simulation model was built in
Matlab/Simulink. Its circuit configuration and control structure are shown as Figures 1 and 5, and the
main simulation parameters are listed in Table 1.
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In the simulation process, three different operating conditions are set:

(1) During t = 0–1.6 s, the STATOM performs the proposed soft power-on process as Figure 6.
(2) At t = 1.6 s, the proposed control system shown as Figure 5 is put into operation. And the DC-bus

voltage reference of each phase is stepped from 10 kV to 10.5 kV at t = 1.6 s to verify the proposed
DC voltage regulation, while the reactive current of A-phase is still kept zero.

(3) From the time, t = 1.8 s, the A-phase reactive current reference steps to its rated value.

The simulation results are shown in Figures 7–10.

Table 1. Parameters in the simulation model.

Parameter Symbol Value

Rated rating SN ±10 Mvar
Rated line voltage UlN 10 kV

Rated phase voltage UPN 5.7 kV
Rated current IPN 0.57 kA

Arm resistance RA, RB, RC, 0.1 Ω (0.01 pu)
Arm reactance LA, LB, LC, 3.2 mH (0.1 pu)

Submodule number in each phase N 4
DC-link capacitance of each submodule Cdc 40 mF

Rated DC-bus voltage of each phase converter UdcN 10.5 kV
Switching frequency of submodule fs 500 Hz

Proportional coefficient of the current-loop controller Kp_c 200
Proportional coefficient of the voltage-loop controller Kp_v 4

Integral coefficient of the voltage-loop controller Ki_v 50

As shown in Figure 7, in the soft power-on process of 0–1.6 s, the DC-bus voltage of each phase
converter rises smoothly to its expected value, and each current is far below the rated value. During
this process, there are four stages: Firstly, both three phase converters were charging; secondly, A-phase
converter charging; thirdly, C-phase converter charging; fourthly, no-load standby. This proves the
feasibility of the proposed soft power-on method. It should be noted, in order to speed up the simulation
so as to show the overall process in a limited time, the starting resistor in the simulation model is set to
be small as 25 Ω. Generally, the actual soft-starting resistance is larger, thus the corresponding inrush
current is smaller and the power-on process would be smoother.

As shown in Figure 8, during the transient process when the DC voltage reference steps at t = 1.6 s,
three phase voltages are significantly different from the soft start process, but both their amplitude and
phases are in line with their expectations, as shown Figure 4. The DC-bus voltages of three phase
converters gradually rise to their set values and then remain stable, and each phase current is also
gradually reduced from the initial sinusoidal waveform to near zero. During this period, both the
amplitude and phase of A-phase current are different from that of B-phase current. This is because the
B-phase current contains an additional component to regulate the C-phase DC-bus voltage.

As shown in Figure 9, during the third stage, three-phase currents quickly reach their steady state
and then remain stable, while three-phase DC voltages remain stable. Among them, both A-phase and
B-phase current quickly reach their rated value, their amplitudes are substantially equal, and their phases
are approximately opposite. At the same time, the C-phase current is far less than the A-phase current.
In Figure 9, the A-phase and C-phase voltage deals with a low-pass filter to show the low frequency
components. In order to show the harmonic distortion in the proposed system, the original voltage and
current without filtering are given in Figure 10. It can be seen that the fundamental component of the
C-phase current is about 3% of the rated value (23 A/800 A = 2.9%).
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Figure 7. Simulation results of the proposed soft power-on process.

As in Figure 10 shown, the original output voltages of three-phase converters are typical multi-level
waveform. Because the number of submodules in this simulation are only four in each phase, there are
various high-frequency ripples. It can be expected that when the submodules number increases,
the output voltage would be smoother, thus the current ripple will be smaller. Although, there are
obvious high-frequency components in A-phase and C-phase voltage, their fundamental components
are still consistent with the expected values, indicating that these high-frequency harmonic components
do not affect the feasibility of the testing system.
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Figure 8. Simulation results when the DC-bus voltage reference is step.

Figure 9. Simulation results at the individual phase full-power operation state.
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Figure 10. Original voltage and current without filtering at the full-power operation state.

6. Conclusions

To address the factory test of high power STATCOM, a phase full-power testing method is present
in this paper. By changing the port connection, three-phase STATCOM was reconstructed into a
structure that two phases are in parallel, and then in series with the third-phase, and then connected
to two phases of the rated voltage grid. Then, by rationally matching the three-phase voltage and
current, the parallel two phases can run a reactive current hedging under both their rated voltage
and rated current. The difficulty with this method is in maintaining the active balance of three-phase
converters under this special structure. By mathematical modeling and theoretical analysis, it can be
concluded that, the output voltage of the series phase converter cannot be simply set to the algebraic
difference of the rated line voltage and phase voltage. Moreover, the reactive current components of
the two parallel phases cannot be exactly offset, otherwise three phase convertors cannot maintain
their active power balance. A specific combination of three-phase voltage and current is designed to
maintain the steady operation of the system, and a corresponding control system is designed. Since
the circuit configuration of the proposed testing system is different from the conventional STATCOM,
this paper proposes a novel soft power-on method for this structure. The testing system was verified
by a simulation in Matlab/Simulink. The simulation results show that, the proposed system can run
stably, and two phases can operates at both, the rated phase voltage, and rated current, while the grid
current is about 3% of the rated current. As a result, the three-phase STATCOM can experience a phase
full-power test, phase-by-phase.

The proposed method has a certain similarity with the common method, where the two singe-phase
convertors are in parallel and then connected to the single-phase grid, since it also employs two
convertors to perform reactive power hedging. But the novelty of this method is that it uses the
third-phase convertor of STATCOM to compensate for the voltage difference between the power supply
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voltage and the required phase voltage, so that the power voltage does not need to be directly equal to
the required voltage for STATCOM testing. As a result, the existing power grid can be used to directly
provide the test power, thereby avoiding the additional platform hardware and its cost. The main
contribution of this paper is to clearly explain the constraint among three-phase voltage, current, and
active power under such special structure, and solve the problem of charging and active power balance
of three phase converters, and design a control system to realize it. This makes the aforementioned
idea achievable.

Compared with other methods for the testing of STATCOM, the most prominent feature of this
method is that its test platform only needs one tested STATCOM and a small capacity rated voltage
grid, meaning no extra hardware is required and a lower test cost. Therefore, it is suitable for the
whole-machine test of high-power STATCOM before its leaving the factory.
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Abstract: In power converters, the fast switching of the power conversion components results in
rapid changes in voltage and current, which results in oscillations and high-level electromagnetic
interference (EMI), so the power components become a source of internal electromagnetic interference.
Taking SiC Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) as an example, an intelligent
control method to suppressing interference sources is proposed in this paper. The combination of
open-loop and closed-loop methods can simultaneously reduce the electromagnetic interference
generated by voltage and current. Firstly, this paper analyzes how to select a reference signal.
The relationship between the time domain and the frequency domain of the noise signal is analyzed.
The convolution of the trapezoidal signal and the Gaussian signal is selected as the reference signal,
which is named S-shaped signal in this paper. The S-shaped signal has continuous infinitely conductive
characteristics, so its spectrum has a large attenuation in the high frequency region. Secondly, a new
topology is proposed. Based on the closed-loop gate control, a current control signal is added,
which can simultaneously shape the output voltage and control the output current slope. Both the
simulation results and the experimental results show that the output voltage can follow the reference
signal, S-shaped signal, and the slope and overshoot of output current can be changed. Compared
with classical gate driver method, the spectrum of output voltage and output current obtained by
the method proposed in this paper has a large attenuation, in other words, the electromagnetic
interference is significantly reduced.

Keywords: power converters; EMI; intelligent control; classical gate driver; interference sources

1. Induction

Power converters composed of SiC MOSFETs are widely used in home, aerospace, and other fields
due to their high operating frequency, high voltage, and high power density. However, due to the
high dv/dt and di/dt of SiC MOSFET for high-speed switching, electromagnetic interference (EMI) is
generated so that the SiC MOSFET becomes an electromagnetic interference source [1]. High dv/dt may
produce common mode interference signals in power electronic circuits, while higher di/dt can cause
higher voltage and current overshoot and oscillation due to parasitic factors in the circuit. The EMI
signal can easily affect external sensitive components by radiation or conduction. It is common to
reduce conducted interference by adding filters in the conduction path and radiated interference by
shielding sensitive components. However, these two methods will take up more PCB space and increase
the cost greatly. It is a challenge for engineers to balance the suppression effect of electromagnetic
interference and costs [2]. Therefore, it is an interseting research direction that is suppressing EMI by
controlling the fast switching transient [3]. Changing gate driving current [4], and using a built-in
snubber [5] all have limited effect for suppressing EMI. Active voltage control (AVC) method is applied
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to control the slope dv/dt of the output voltage, which is effective to control the switching transients
of IGBT to reduce the EMI [6]. References [7–9] introduced how to predict the EMI for the defined
edges of signal and what the influence of the defined reference signal is for the transients of IGBT,
which provided the possibility to shape the Gaussian switching transients to suppress EMI. The active
gate drive (AGD) method is an effective method for suppressing electromagnetic interference from the
viewpoint of suppressing electromagnetic interference sources. The AGD method mainly includes
three methods: controlling the gate current, controlling the gate voltage, and controlling the gate
resistance. References [10,11] applied a method of controlling the gate current to control the switching
transient. During the turn-off period of SiC MOSFET, a large current is injected into the gate to increase
dv/dt to reduce the turn-off time and the turn-off loss is reduced thereby. When the output current
drops, the rapidly decreasing gate current reduces the di/dt of the output current and the oscillation of
the voltage generated by the inductance and parasitic capacitance is reduced. However, the dv/dt of
the output voltage is not adjustable.

Reference [12] proposes a method of controlling the gate current by closed-loop and adding a
delay compensation device to control the gate source turn-off voltage slope dv/dt and current slope
di/dt, thereby achieving the trade-off between switching losses and electromagnetic interference.
However, this method also has its limitations, because it can only control dv/dt and di/dt when
MOSFET is closed. A new method of active gate drive method is proposed Reference [13], the principle
of which is to increase the gate resistance value during the Miller plateau of the gate voltage during
the turn-on and turn-off of the SiC MOSFET. This control method can control di/dt during turn-on and
dv/dt during turn-off, respectively, and its switching loss is low. This control method can control di/dt
during turn-on and dv/dt during turn-off, respectively, and its switching loss is low but this method
cannot control dv/dt during turn-on and di/dt during turn-off. The precondition for this method to
work properly is to select the correct switching time of gate resistance and the gate voltage cannot have
large fluctuations, however, which is difficult to implement in engineering. In [14], the closed-loop
control method is applied and di/dt and dv/dt are measured and then compared with reference signals
to get the error. The error is input to the buffer pole through a differential op amp to dynamically adjust
the gate voltage. The power semiconductor is turned on by the waveform following the reference
signal. However, it is impossible to adjust dv/dt without di/dt restrictions because the same reference
and the same gain are used [4]. All of the above methods of controlling a single dv/dt or di/dt have
limited suppression of high frequency noise, and fail to achieve simultaneous control of voltage and
current turn-on and turn-off. The results of reference [1] indicate that any switching waveform can be
expressed in the form of convolution that it is get by an ideal square wave signal and a normalized
instantaneous function derivative. From a frequency domain perspective, the switching waveform is
the product of the square wave signal spectrum and the instantaneous function derivative spectrum.
Reference [15] shows that if the transient function can be derived n times, the high-frequency spectral
envelope of the switching waveform will be attenuated by a slope of −20(n + 1) dB/dec. The Gaussian
signal has continuous infinitely conductive characteristics, so that the high frequency spectrum of
the Gaussian waveform is attenuated faster than the high frequency spectrum of the single slope
theoretically. Therefore, in [2], the convolution waveform of the square wave signal and the Gaussian
signal as the reference signal is used, and the switching voltage following the reference voltage by the
method of closed-loop active voltage control is realized.

This paper proposed an intelligent control method based on the characteristic that voltage and
current are not synchronized during SiC MOSFET switching. The intelligent control method that
include a closed-loop circuit to shape the output voltage and an open-loop circuit to control the slope
of the output current control the switching voltage and current simultaneously.

The article is organized as follows: Theoretical analysis of voltage reference signals and current
control signals is discussed in the Section 2. An intelligent control method combining closed-loop and
open-loop control methods is proposed in the Section 3. Simulation and experimental verification were
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performed based on the proposed method in Sections 4 and 5. The conclusion of the experiment is
presented in Section 6.

2. Theoretical Analysis

2.1. Selection of Voltage Reference Signal

In order to make the output voltage have a smooth transient during turn-on and turn-off
period, it is a feasible method to select an appropriate reference signal in closed-loop control circuit.
Therefore, the paper discussed how to select the reference signals first. Reference [1] discussed the
effects of time domain parameters on the frequency domain envelope of the signal. The relationship
between the number of derivatives of the transient signal in the time domain and the envelope of the
high frequency component of the signal in the frequency domain is discussed in [15] that plays an
important role to guide this paper. According to [16], a brief review of how to select the reference
signal is shown as follows.

It is assumed that the switching transient waveform is represented by sw(t), and its image is
shown in Figure 1a. Its expression is assumed as follow Equation (1)

t < 0: sw(t) = 0
0 < t < τ: sw(t) = s(t)
τ < t < t0: sw(t) = A

t0 < t < t0 + τ: sw(t) = A − s(t − t0)
t0 + τ < t < T: sw(t) = 0

(1)

where s(t) is the switching transient function, A is the amplitude of the switching signal that is a
constant, τ is the rise time and fall time, T is the switching period of the signal, t0 is the signal width of
square wave.

  
(a) (b) 

Figure 1. Switching signal (a) and structure (b).

Figure 1b explains how to get sw(t). The switching signal, sw(t), can be expressed as the
convolution of the square wave signal sq(t) with 1/A*ds(t)/dt that is the normalized derivative of the
transient function. The equation is

sw(t) = sq(t)*(1/A.ds(t)/dt) = sq(t)*g(t) (2)

Perform the Fourier transform on Equation (2) and get the following Equation (3)

sw(f) = sq(f).g(f) (3)

Obviously, it can be seen from Equation (3) that the switching signal sw(f) can be regarded as the
product of the Fourier transform of a square wave signal and a shaped smoothing function.
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According to [1], in the frequency domain, the slope of the envelope of sw(f) is closely related to the
derivative times k of the function in the time domain. It is supposed that sw(k)(t) shows discontinuity
and P Dirac pulses will appear in sw(k+1)(t) after the (k + 1) times derivative.

sw(k+1)(t) =
∑p

i=1
Aiδ(t− τi) (4)

τi and Ai are the times and amplitudes of the Dirac pulse. The expression of Fourier transform on (4) is

Fs
(k+1)(n) =

∑p

i=1
Aie−jnw0τi (5)

where w0 = 2π/T, Fs(n) is the coefficient of the Fourier transform of sw(t). The expression of Fs(n) is as
Equation (6)

Fs(n) =

∑p
i=1 Aie−jnw0τi

T(jnw0)
k+1

, n � 0 (6)

From Equation (6), high-frequency harmonics coefficients is get as Equation (7) when n→∞ .

limn→∞Fs(n) =

∑p
i=1|Ai|

T(nw0)
k+1

(7)

It can be seen from (7) that for an arbitrary waveform, the high-frequency boundary amplitude
is determined by the sum of its derivative times k, P Dirac pulses amplitude and its fundamental
frequency f0 = w0/2π in the frequency domain. The attenuation envelope slope is −20(k + 1) in the
high-frequency domain. In order to verify the higher frequency, the derivatives times of the function,
the better the high-frequency EMI suppression effect [17], the following examples are used.

We define the zero-order signal to be the square signal q0(t) and two-order signal to be the
symmetrical trapezoidal signal. Infinite-order signal, sw∞(t), can be expressed as the convolution of a
square wave signal and a Gaussian signal. Their expressions are

sw1(t) = q0(t)*g0(t) (8)

sw∞(t) = q0(t)*gs(t) (9)

where g0(t) is a square signal, gS(t) = 1
σt
√

2π
e
− t2

2σ2
t is a Gaussian signal. The mentioned zero-order

signal and two-order signal that we selected both are symmetric signal. The duty cycle is D = 0.5,
the switching frequency is 10 kHz, rise time is toff = 1 μs, fall time is tfall = 10 μs, σt =

1
4 ts = 0.25× 10−6.

The spectrum of q0(t), sw1(t) and sw∞(t) are shown in Figure 2. It is worth mentioning that only
time t is|t|→∞, the Gaussian function is gS(t)→ 0. In other words, the value of Gaussian function is
not strictly equal to 0 in a finite period so there is a theoretical limitation. However, when |t| ≥ 2σt,
the Gaussian value is close to 0. Therefore, if σt= (1/4)ts is taken, the value of Gaussian function can
be regarded as 0 at the two endpoints of the finite time.

From Figure 1, it can be seen that the high frequency component of one-order signal (trapezoidal
signal) is lower than zero-order signal (square signal) and the high frequency component of infinite-order
signal (Gaussian signal) is lower than one-order signal, which is consistent with the theory that the
higher the derivative times is, the better the suppression effect on high frequency noise is.
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Figure 2. Spectra comparison of zero-order waveform (square signal), one-order waveform (trapezoidal
signal) and infinite-order waveform (Gaussian signal).

2.2. Control Principle for Current

According to the literature [18], the derivative of the drain current to time, dId
dt is expressed as

Equation (10) when the MOSFET is turned on.

dId

dt
=

Vgg − ( Id
gm

+ Vth +
LgCiss

gm

d2Id
dt2 )

Rg,on
Ciss
gm

+ Ls
(10)

where Vgg is the gate voltage, Vth is the threshold voltage, Lg is the gate parasitic inductance,
Ciss = Cgs + Cgd (Cgs gate source parasitic capacitance, Cgd gate drain parasitic capacitance), gm is
transconductance, Rg,on gate resistance at turn-on and Ls is the source parasitic inductance. The drain
reverse recovery current is given by (11) [19].

Irr =

√√
2Qrr

dId
dt

∣∣∣∣Id = Il

S + 1
(11)

where Qrr is the reverse recovery charge and S represents the fast factor. It can be seen from (10) (11)
that the reverse recovery current and current overshoot can be controlled by changing the Vgg.

During turn-on period for MOSFET, the derivative of the drain current to time is given by (12)

dId

dt
= −

Vee +
Id
gm

+ Vth +
LgCiss

gm

d2Id
dt2

Rg, off Ciss
gm

+ Ls
(12)

where Vee is the gate voltage at turn-off for MOSFET. From (12), the slope of the drain voltage can be
controlled by changing the gate voltage Vee during turn-off period.

3. Proposed Intelligent Control Method and Operation Principle

The total circuit diagram used in the proposed intelligent control method for voltage and current is
shown in Figure 3. The circuit consists of an open-loop circuit, a closed-loop circuit and a conventional
totem pole drive. The drain-source voltage Vds of the SiC MOSFET is shaped by the closed-loop
circuit in the upper side. When Logic1 outputs 1, switches S1 and S2 are turned on at the same time,
the closed-loop circuit starts to work and the drain voltage is fed back by the drain voltage feedback
circuit to the positive terminal of the operational amplifier according to the ratio β. The feedback signal
is compared with a reference signal generated by the reference signal generator 1, and the gate of the
SiC MOSFET is controlled by a totem pole drive circuit. When Logic2 outputs 1, the switches S3 and
S4 are turned on, and the current control signal Vi control the gate voltage by the operational amplifier
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2. It is necessary to add a resistor Rg to the gate to connect the gate to prevent the SiC MOSFET from
operating outside the safe zone. Another function for the Rg is to reduce the oscillation of voltage and
current when turned on and off. The value of Rg can be selected according to the values recommended
in the datasheet. In this paper, its value is 5 ohms.

 
Figure 3. The general scheme of control method for the proposed time division shaped switching transitions.

The control signal selected is the Gaussian signal in this paper, which is generated by arbitrary
waveform generator, M3202A, according to Equation (11). The proposed intelligent control method for
voltage and current is based on fact that the current and voltage are not synchronized during MOSFET
switching period. Figures 4 and 5 show the time domain signal of the SiC MOSFET during turn-on
and turn-off period under hard switching conditions respectively. During the period from t2 to t3, the
current Id rises firstly, and the voltage Vd has a small decrease (in order to simplify the analysis, Vd is
regarded as unchanged in this paper). At the time t3, the current rises to the maximum, the voltage
begins to drop rapidly, and it drops to the lowest moment. During the period from t7 to t8, the voltage
Vd rises rapidly, and the current Id has a small drop (to simplify the analysis, the Id does not change
during this time period). At t8, the voltage Vd (Drain voltage) gets the maximum value. The current Id

drops rapidly after t8 and the current gets the minimum value t9. Therefore, the drain voltage and
current of SiC MOSFET are not synchronized during switching period, which provides a possibility for
intelligent control.

Time domain diagram of Gaussian control signals for voltage and current is shown in Figure 6.
S1(t) and S2(t) are rising edges for drain voltage and current respectively and the falling edge signal is
symmetric with the rising edge signal. They can be obtained by Equation (11).
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Figure 4. Turn-on voltage and current of SiC MOSFET under hard switching conditions.

Figure 5. Turn-off voltage and current of SiC MOSFET under hard switching conditions.
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Figure 6. Time domain diagram of Gaussian control signals for voltage and current.

Figures 7 and 8 are the theoretical waveforms of the voltage and current of the proposed intelligent
control for turn-on and turn-off, respectively. The switch S3 is turned on and the current control signal
is connected to the circuit to control the output current during the 0–t3 period. At time t3, switch S3 is
opened and the open-loop circuit stop working. It should be noted that S1 and S2 are closed at time t21
that is before time t3. The delay time for switches S1 and S2 is td1 = t3 − t21. The delay time is caused
by MOSFET, operational amplifier, and coupling circuit, which must be taken into account to make
the upper part of the circuit achieve the best turn-on transient behavior, when the open-loop stops
working. In contrast to the turn-on transient, S1 and S2 are turned on during the t21–t8 period and the
voltage closed-loop operates normally. At time t8, S1 and S2 are turned off. However, S3 is turned
on at time t71 that is before time t8. This is because a delay time td2 = t8 − t71 is required to achieve
current control after the switch S3 turned-on. The delay time that we concerned to cause by MOSFET,
operational amplifier, and coupling circuit guarantees that MOSFET has an optimal turn-off behavior
transient. The values of td1 and td2 can be dynamically adjusted to determine the optimum value,
according to the switching voltage and current transients of the MOSFET.

 
Figure 7. Turn-on voltage and current waveform of SiC MOSFET the in the proposed circuit.
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Figure 8. Turn-off voltage and current waveform of SiC MOSFET in the proposed circuit.

4. Circuit Simulation and Discussion

Before the experiment, it is necessary to simulate the proposed circuit, which can improve
the experimental guidance and improve the efficiency for the experiment. Pspice is a professional
circuit simulation software so it was chosen as the simulation software in this paper. Japan’s ROHM
semiconductor’s SCT2160KE SiC MOSFET was selected and the body manufacturer offered the user
a 1200-V/22-A Pspice model of SiC MOSFET. In order to simplify the circuit, the standard chopper
unit was selected as the control object with inductive load in this paper. Both the voltage reference
signal and the current control signal are Gaussian signals and the rising edge time, 1 μs, is equal to the
falling edge time. The amplitudes of the voltage reference signal and the current control signal are 5,
4, respectively. According to Equation (11), the values of the Gaussian signal was calculated by the
MATLAB and then imports into Pspice. The period is set to 6 μs and the duty cycle is 2/3. It is worth
noting that in the simulation, the Gaussian reference signal is compared with the output signal that is
fed back according to a certain ratio, rather than compared with the real output signal. Figures 9 and 10
are simulation diagram for turn-on and turn-off in time domain respectively. The rising edge time and
falling edge time of the voltage reference signal are both 1 μs and the rising edge time and falling edge
time of the current control signal are also 1 μs in Figures 9 and 10. The rising edge time and the falling
edge time of the reference voltage are both 1 us, and the rising edge time rise time and the falling edge
time of the current control voltage are both 0.5 μs. Figure 11 has the same working conditions with
Figure 12 including the voltage reference signal and the current control signal. Comparing Figures 9–12,
it can be seen that the proposed method can not only achieve the output voltage following the reference
voltage, but also control the rising and falling edge of the drain current. It is worth mentioning that
due to the presence of the on-resistance and the sampling resistor, the minimum value of the output
voltage Vds is not zero, and the minimum voltage of Vds is defined as VD1 in this paper.

VD1 = ID(Rin + R3), (13)

where ID is the on-state current, Rin is on-state resistance and R3 is the sampling resistor.
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Figure 9. Pspice simulation for SiC MOSFET during turn-on with 1 μs falling edge of Vf (reference
voltage) and 1 μs rising edge of Vi (the voltage to control current).

 
Figure 10. Pspice simulation for SiC MOSFET during turn-offwith 1 μs rising edge time of Vf (reference
voltage) and 1 μs falling edge time of Vi (the voltage to control current).

 
Figure 11. Pspice simulation SiC MOSFET during turn-on with 1 μs falling edge time of Vf (reference
voltage) and 0.5 μs rising edge time of Vi (the voltage to control current).
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Figure 12. Pspice simulation SiC MOSFET during turn-offwith 1 μs decline time of Vf and 0.5 μs rise
time of Vi.

It is worth mentioning that the time domain diagrams of the gate-source voltage and gate current
of the conventional gate drive method are also shown in Figures 9 and 10. This paper compares the
spectrum of the obtained drain voltage and drain current obtained by the conventional gate driving
method and the proposed method shown in Figures 13 and 14. Figure 13 shows the spectrum of
the drain voltage obtained by the conventional method and the proposed method. It can be seen
from Figure 13 that the envelope of the spectrum obtained by the proposed method is lower than the
conventional gate driving method in the frequency range of 100 kHz to 70 MHz. However, the proposed
method has obvious bumps in the spectrum around 80 M, which may be caused by fluctuations
of the drain voltage caused by voltage switching. Figure 14 compared the spectrum of the drain
current obtained by the proposed method with the drain current obtained by the conventional method.
It can be seen from Figure 14 that when the frequency is less than 200 kHz, their spectral envelopes
are basically coincident. When the frequency is higher than 200 kHz, the envelope obtained by the
proposed method has a significant attenuation compared with the classical gate driving method and
the attenuation is about 30 dB. Therefore, the effect of the proposed control method for suppressing
EMI is very obvious.

 

Figure 13. Pspice simulation Vds spectra comparison (toff = tfall = 1.0 μs, purple: classic gate driver,
red: proposed controller).
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Figure 14. Pspice simulation Id spectra comparison (toff = tfall = 1.0 μs, purple: classic gate driver, red:
proposed controller).

5. Experiment Results of Proposed Method and Classic Method and Discussion

Similar to the simulation, the chopper unit with inductive load was also selected as the experimental
circuit for simplicity. The op amp TH3091 that has wide Supply Range ±5 v to ±15 v, low voltage noise
2 nV

√
Hz and high band 200 MHz was used in this paper. The specific parameters of the proposed

circuit and the classical gate drive circuit are listed in Table 1. The time domain data of the Gaussian
signal is obtained by MATLAB and imported into the M3202A that is an arbitrary signal generator.
The hardware configuration of the proposed intelligent control method is shown in Table 1. In the first
experiment, proposed controller 1 was used, assuming that the rising edge time toff = 1 μs, the falling
edge time tfall = 1 μs, cycle T = 6 μs, duty cycle D = 1/3 for the reference signal Vf and the rising
edge time tr2 = 1 μs, the falling edge time tf2 = 1 μs for the control voltage Vi. The time domain
relationship between voltage reference signal and current control signal is shown in Figure 6. In the
second experiment, the proposed controller 2 was used, in which the setting of the voltage reference
signal Vf was the same as the first experiment, but Vi, toff = 0.5 μs, tfall = 0.5 μs, is different with the
first experiment.

Table 1. Experiment circuit parameters.

Rg(Ω) Op Amp A1 × A2 Driver

Classical gate driver 5 NULL NULL MOS
Proposed Intelligent controller 5 THS3091 10 × 1 MOS

In Figure 15, the drain-source voltage Vds for the blue track of the controller 1 and the red track
of controller 2 is delayed by 0.1 μs compared with the reference voltage at turn-on. At turn-off the
drain-source voltage Vds for the blue track of the controller 1 and the red track of controller 2 follows
the reference voltage well. However, for the blue trajectory and the red trajectory, there is a significant
fluctuation in the top corner region at turn-on and turn-off, which may be caused by fluctuations in
current for switching, parasitic inductance, and sampling resistor parasitic capacitance.

514



Electronics 2019, 8, 508

 
Figure 15. Experiment result that voltage comparison Vds of proposed controller 1 (blue, toff = tfall = 1 μs
of Vf), proposed controller 2 (red, toff = tfall = 1 μs of Vf), and reference voltage Vf (black, toff = tfall = 1 μs).

The classic gate driver is also used in the chopper for comparison, in which the hardware
configuration is shown in Table 1 and the drive signal is the ideal PWM, the period 6 μs, duty cycle
1/3. The spectrum comparison of the drain-source voltage is shown in Figure 16. As can be seen
from Figure 16, the envelopes of the three spectra in the low frequency region are almost coincident.
The envelope of the classic gate drive in the 106–107 Hz range is 20 dB higher than the envelope of the
proposed control 1 and control 2. The envelope of the classic gate drive in the range of 107–108 Hz is
40 dB higher than the proposed envelope of control 1 and control 2. In the analyzed frequency range
of 105–108 Hz, the spectral envelopes of the proposed control 1 and control 2 are almost coincident,
which shows that the current control signal Vi has little effect on the drain-source noise when the
reference voltage Vf is the same in the proposed circuit.

 
Figure 16. Spectra comparison of Vds between classic gate driver (black), proposed controller 1 (blue)
and proposed controller 2 (red). Same reference voltage Vf was used in controller 1 and controller 2.

In Figure 17, the drain current Id of proposed controller 1 has lower slope di/dt of 2.94 A/us
than controller 2 of 6.46 A/us so that the controller 1 reduces the current overshoot 40% at turn-off.
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At turn-on, the switching speed di/dt of controller 1 is 4.58 A/us, and the di/dt of controller 2 is 6.87 A/us.
Accordingly, the controller 1 reduces the current overshoot about 50%.

 

Figure 17. Experiment results of Id for turn-on and off transition between controller 1 (toff = tfall = 1 μs
of Vi) and controller 2 (toff = tfall = 0.5 μs of Vi). Same reference voltage Vf was used in controller 1 and
controller 2.

The spectrum comparison of the drain-source current Id is shown in Figure 18. It can be seen from
the Figure 18 that before 3 × 106 Hz, the spectrum of the classical gate driver, the proposed control
1 and control 2 are almost coincident. When the frequency is greater than 3 × 106 Hz, the spectrum
envelope of the classical gate driver is 10–40 dB higher than the proposed controller 1 and controller 2.
In the frequency range of 107–5 × 107 Hz, control 1 is reduced by 5–10 dB compared with controller 2,
since the current slope di/dt of controller 1 is smaller than controller 2.

 
Figure 18. Spectra comparison for Id between classic gate driver (black), proposed controller 1 (blue)
and proposed controller 2 (red).

Switching losses also has been studied in this paper. The switching power of the three experiments
are compared in Figure 19. As can be seen from Figure 19, there are mainly two peaks in one cycle.
The first power peak is generated when the SiC MOSFET is turned on, and the second power peak is
generated when the SiC MOSFET is turned off. The area enclosed by the power curve and the time
axis represents the energy of the loss, and the loss at turn-on is higher than it at turn-off significantly.
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The typical gate driver switching losses are smaller than the proposed controller 1 and controller 2.
Figure 20 shows the curve of switching loss over time in one cycle. It can be seen in Figure 20 that the
proposed controller’s switching losses are approximately 120% higher than the classic gate drivers at
the end of a cycle, since the switching time of the classic gate drive is much shorter than the proposed
controller 1 and controller 2. The switching loss of the controller 2 is 6.4% lower than the controller 1,
because the current rise and fall time of the controller 2 is shorter than the controller 1. It should be
noted that in actual application, we can adjust the parameters to adjust the loss. According to [20],
we know that there is compromise between EMI and switching losses. Therefore, we can reduce
the switching loss by reducing the rising and falling edge times of the reference voltage within the
acceptable EMI range.

Figure 19. Power comparison between the proposed controller 1, the proposed controller 2, and
classical gate driver.

 
Figure 20. Switching losses comparison between the proposed controller 1, the proposed controller 2,
and classical gate driver.

6. Conclusions

The proposed intelligent control method has good EMI suppression for voltage and current
compared with the classical gate driving method, the hard switching method. It has been proved that
the intelligent control method can shape the SiC MOSFET switching transition effectively. Compared
with the common method, it achieves control of drain-source voltage and drain current simultaneously.
This method requires a precise fit of the voltage control signal and the current control signal so that a
high frequency signal generator is needed. However, the proposed method needs longer switching
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time than classic driver so that the proposed method causes more power loss. Therefore, it is needed to
tradeoff the EMI and switching loss. According to [20], it is an effective way to adjust the rise and fall
switching time to reduce switching loss. Control signals can be obtained by convolution calculations
and generated by high frequency multi-channel arbitrary signal generators. However, there are certain
limitations, for example, voltage and current oscillations during circuit switching. The future work is
to study the finite time stability of the circuit when two circuits work at the same time.

Author Contributions: Conceptualization, C.X. and Q.M.; Methodology, C.X.; Validation, C.X., Q.M., P.X. and
C.T.; Investigation, C.X.; Writing—original draft preparation, C.X.; Writing—review and editing, C.X., Q.M., P.X.
and C.T.

Funding: This research received no external funding.

Acknowledgments: The authors would like to thank Beihang University, Beijing, China for the financial support
in executing this work successfully. This work has been carried out as a part of research work in the School of
Automation Science and Electrical Engineering, Beihang University, Beijing, China.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Costa, F.; Magnon, D. Graphical Analysis of the Spectra of EMI Sources in Power Electronics. IEEE Trans.
Power Electron. 2005, 20, 1491–1498. [CrossRef]

2. Yang, X.; Yuan, Y.; Zhang, X.; Palmer, P.R. Shaping High-power IGBT Switching Transitions by Active Voltage
Control for Reduced EMI Generation. IEEE Trans. Ind. Appl. 2015, 51, 1669–1677. [CrossRef]

3. Meng, J.; Ma, W.; Pan, Q.; Zhang, L.; Zhao, Z. Multiple slope switching waveform approximation to improve
conducted EMI spectral analysis of power converters. IEEE Trans. Electromagn. Compat. 2006, 48, 742–751.
[CrossRef]

4. Idir, N.; Bausiére, R.; Franchaud, J.J. Active gate voltage control of turn-on di/dt and turn-off dv/dt in
insulated gate transistors. IEEE Trans. Power Electron. 2006, 21, 849–855. [CrossRef]

5. Chen, J. Design optimal built-in snubber in trench field plate power MOSFET for superior EMI and efficiency
performance. In Proceedings of the 2015 International Conference on SISPAD, Washington, DC, USA, 9–11
September 2015; pp. 459–462.

6. Palmer, P.R.; Rajamani, H.S. Active voltage control of IGBTs for high power applications. IEEE Trans. Power
Electron. 2004, 19, 894–901. [CrossRef]

7. Yang, X.; Zhang, X.; Palmer, P.R. IGBT converters conducted EMI analysis by controlled multiple-slope
switching waveform approximation. In Proceedings of the IEEE ISIE, Taipei, Taiwan, 28–31 May 2013;
pp. 1–6.

8. Yang, X.; Zhang, X.; Zhang, J.; Palmer, P.R. Predictive optimisation of high-power IGBT switching under
active voltage control. In Proceedings of the IECON 2013—39th Annual Conference of the IEEE Industrial
Electronics Society, Vienna, Austria, 10–13 November 2013; pp. 1169–1174.

9. Yang, X.; Palmer, P.R. Optimised IGBT turn-off under active voltage control in PEBB applications.
In Proceedings of the 5th European Conference on Power Electronics and Applications (EPE), Lille, France,
2–6 September 2013; pp. 1–10.

10. Wang, Z.; Shi, X.; Tolbert, L.M.; Blalock, B.J. Switching performance improvement of IGBT modules using
an active gate driver. In Proceedings of the 28th Annual IEEE Applied Power Electronics Conference and
Exposition (APEC), Long Beach, CA, USA, 17–21 March 2013; pp. 1266–1273.

11. Witting, B.; Fuchs, F.W. Analysis and comparison of turnoff active gate control methods for low-voltage
power MOSFETs with high current ratings. IEEE Trans. Power Electron. 2012, 27, 1632–1640. [CrossRef]

12. Riazmontazer, H.; Rahnamaee, A.; Mojab, A.; Mehrnami, S.; Mazumder, S.K.; Zefran, M. Closed-loop control
of switching transition of SiC MOSFETs. In Proceedings of the 2015 IEEE Applied Power Electronics Conf.
and Exposition (APEC), Charlotte, NC, USA, 15–19 March 2015; pp. 782–788.

13. Camacho, A.P.; Sala, V.; Ghorbani, H.; Martinez, J.L.R. A Novel Active Gate Driver for Improving SiC
MOSFET Switching Trajectory. IEEE Trans. Ind. Electron. 2017, 64, 9032–9042. [CrossRef]

14. Logsiger, Y.; Kolar, J.W. Closed-Loop di/dt and dv/dt IGBT Gate Driver. IEEE Trans. Power Electron.
2015, 30, 3402–3417.

518



Electronics 2019, 8, 508

15. Oswald, N.; Stark, B.H.; Holliday, D.; Hargis, C.; Drury, B. Analysis of Shaped Pulse Transitions in Power
Electronic Switching Waveforms for Reduced EMI Generation. IEEE Trans. Ind. Appl. 2011, 47, 2154–2165.
[CrossRef]

16. Cui, T.K.; Ma, Q.S.; Xu, P.; Wang, Y.C. Analysis and Optimization of Power MOSFETs Shaped Switching
Transients for Reduced EMI Generation. IEEE Access 2017, 5, 20440–20448. [CrossRef]

17. Patin, N.; Vinals, M.L. Toward an optimal Heisenberg’s closed-loop gate drive for power MOSFETs.
In Proceedings of the IECON 2012—38th Annual Conference on IEEE Industrial Electronics Society, Montreal,
QC, Canada, 25–28 October 2012; pp. 828–833.

18. Xu, C.W.; Ma, Q.S.; Xu, P.; Cui, T.K.; Zhang, P.M. An Improved Active Gate Drive Method for SiC MOSFET
Better Switching Performance. In Proceedings of the 2018 IEEE 3rd Advanced Information Technology,
Electronic and Automation Control Conference (IAEAC), Chongqing, China, 12–14 October 2018.

19. Wang, J.J.; Chung, H.S.H.; Li, R.T.H. Characterization and Experimental Assessment of the Effects of Parasitic
Elements on the MOSFET Switching Performance. IEEE Trans. Power Electron. 2013, 28, 573–590. [CrossRef]

20. Oswald, N.; Anthony, P.; McNeill, N.; Stark, B.H. An Experimental Investigation of the Tradeoff between
Switching Losses and EMI Generation With Hard-Switched All-Si, Si-SiC, and All-SiC Device Combinations.
IEEE Trans. Power Electron. 2014, 29, 2393–2407. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

519





MDPI
St. Alban-Anlage 66

4052 Basel
Switzerland

Tel. +41 61 683 77 34
Fax +41 61 302 89 18

www.mdpi.com

Electronics Editorial Office
E-mail: electronics@mdpi.com

www.mdpi.com/journal/electronics





MDPI  
St. Alban-Anlage 66 
4052 Basel 
Switzerland

Tel: +41 61 683 77 34 
Fax: +41 61 302 89 18

www.mdpi.com ISBN 978-3-03936-133-5 


	Blank Page



